THE SCIE

MODULES

LAURA A. KING

University of Missouri, Golumbhia

Learn '
Succeed




The McGraw-Hill companies

Connect
\ Learn

) Succeed”

McGraw-Hill Higher Education
A Division of The McGraw-Hill Companies

Published by McGraw-Hill, an imprint of The McGraw-Hill Companies, Inc., 1221 Avenue of the Americas, New
York, NY 10020. Copyright © 2012, 2008. All rights reserved. No part of this publication may be reproduced or
distributed in any form or by any means, or stored in a database or retrieval system, without the prior written con-
sent of The McGraw-Hill Companies, Inc., including, but not limited to, in any network or other electronic storage
or transmission, or broadcast for distance learning.

This book is printed on acid-free paper.
1234567890 QVRIQVR987 654321

ISBN:  978-0-07-803549-4
MHID:  0-07-803549-X

Sponsoring Editor: Allison McNamara

Executive Marketing Manager: Julia Flohr Larkin
Executive Market Development Manager: Sheryl Adams
Developmental Editor: Cara Labell

Production Editor: Catherine Morris

Manuscript Editor: Barbara Hacha

Art Manager: Robin Mouat

Design Manager: Cassandra Chu

Text and Cover Designer: Linda Beaupré

Wlustrators: John and Judy Waller

Lead Photo Research Coordinator: Alexandra Ambrose
Photo Researcher: David Tietz

Buyer II: Zandra Jorgensen

Media Project Manager: Andrea Helmbolt

Digital Product Manager: Jay Gubernick

Composition: 10.5/12 Adobe Garamond by Aptara®, Inc.
Printing: 45# Orion Satin, Quad/Grahics

Vice President Editorial: Michael Ryan
Publisher: Mike Sugarman
Director of Development: Dawn Groundwater

Cover: ©Foodcollection RF
Credits: The credits section for this book begins on page C1 and is considered an extension of the copyright page.
Library of Congress Cataloging-in-Publication Data

King, Laura A. (Laura Ann)
The science of psychology: modules/Laura King, John Santrock.—2nd ed.
p. cm.
Includes bibliographical references and index.
ISBN-13: 978-0-07-803549-4 (alk. paper)
ISBN-10: 0-07-803549-X (alk. paper)
1. Psychology—Textbooks. I. Santrock, John W. IL Title.
BF121.K538 2011
150—dc23
2011027468

The Internet addresses listed in the text were accurate at the time of publication. The inclusion of a Web site does
not indicate an endorsement by the authors or McGraw-Hill, and McGraw-Hill does not guarantee the accuracy of
the information presented at these sites.

www.mhhe.com



LAURA A. KING

Laura King majored in English at Kenyon College, but in the second semester of her junior
year she declared a second major in psychology. She completed her bachelor’s degree in

English with high honors and distinction and in psychology with distinction in 1986. Laura
then did graduate work at Michigan State University and the University of California, Davis,
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receiving her Ph.D. in personality psychology in 1991.
Laura began her career at Southern Methodist University in Dallas, moving to the
University of Missouri, Columbus, in 2001, where she is now the Frederick A. Middlebush

Professor of Psychological Sciences. In addition to seminars in the development of character,

the

social psychology, and personality psychology, she has taught undergraduate introductory
psychology, introduction to personality psychology, and social psychology. At SMU, she
received six different teaching awards, including the M Award for “sustained excellence” in
1999. At the University of Missouri, she received the Chancellor’s Award for “outstanding
research and creative activity” in 2004.

Her research, which has been funded by the National Institute of Mental Health, has
focused on a variety of topics relevant to the question of what it is that makes for a good life.
She has studied goals, life stories, happiness, well-being, and meaning in life. In general, her
work reflects an enduring interest in studying what is good and healthy in people. In 2001,
her research accomplishments were recognized by a Templeton Prize in positive psychology.
Laura’s research (often in collaboration with undergraduate and graduate students) has been
published in the American Psychologist, the Journal of Personality and Social Psychology,
Psychological Science, and other publications. Currently editor-in-chief of the personality and
individual differences section of the Journal of Personality and Social Psychology, Laura has also
served as the editor-in-chief of the Journal of Research in Personality and as an associate editor
for the Personality and Social Psychology Bulletin, as well as on numerous grant panels. She has
edited or co-edited special sections of several journals, including the American Psychologist. In
“real life,” Laura is an accomplished cook and enjoys listening to music (mostly jazz vocalists

and singer-songwriters), gardening, and chasing Sam, her 6-year-old son.
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NDERGRADUATE LEARNING GOALS AND OUTCOMES

KNOWLEDGE BASE OF PSYCHOLOGY

THE SCIENCE OF PSYCHOLOGY: SECOND EDITION IN MC
CONTENT

Demonstrate familiarity with the major concepts, theoretical perspectives, empirical findings, and historical trends in psychology.

1.1 Characterize the nature of psychology as a discipline.

1.2 Demonstrate knowledge and understanding, representing
appropriate breadth and depth in selected content areas
of psychology.

1.3 Use the concepts, language, and major theories of the
discipline to account for psychological phenomena.

1.4 Explain major perspectives of psychology (e.g., behavioral,
biological, cognitive, evolutionary, humanistic,
psychodynamic, and sociocultural).

-

Module 1:1.1,1.2,1.3

Module 6: 6.1, 6.2, 6.3

Module 7:7.1,7.2,7.3,7.4,7.5,7.6
Module 8: 8.1, 8.2

Module 17

Human Development and Health and Wellness (p. 345)
Module 35:35.1,35.2,35.4,35.5
Module 44: 44.1

Module 42:42.2,42.3

Module 45:45.1,45.2

Module 48: 48.1

Module 49:49.1

Module 50: 50.3

Module 58:58.1

Module 60: 60.1

Module 62: 62.2

Module 65: 65.1, 65.3, 65.4, 65.5

RESEARCH METHODS IN PSYCHOLOGY

Understand and apply basic research methods in psychology, including research design, data analysis, and interpretation.

2.1 Describe the basic characteristics of the science of
psychology.

2.2 Explain different research methods used by psychologists.

2.3 Evaluate the appropriateness of conclusions derived from
psychological research.

2.4 Design and conduct basic studies to address psychological
questions using appropriate research methods.

2.5 Follow the APA Codes of Ethics in the treatment of human
and nonhuman participants in the design, data collection,
interpretation, and reporting of psychological research.

2.6 Generate research conclusions appropriately based on the
parameters of particular research methods.

Module 1: Critical Controversy: Are Young Americans in the Middle of a
Narcissism Epidemic? (p. 6)

Module 2: Intersection: Social Psychology and Cross-Cultural
Psychology: Is Success Always Sweeter Than Failure? (p. 22)

The Science of Psychology and Health and Wellness (p. 24)

Module 3:3.1,3.2

Module 4: 4.1, 4.2, 4.3, 4.4: Intersection: Social Psychology and
Developmental Psychology: Is High Self-Esteem Such a Good

Thing? (p. 42)

Module 5: 5.1, 5.2, 5.3: Critical Controversy: Would Reality TV Pass the
Institutional Review Board? (p. 56)

The Scientific Method and Health and Wellness (p. 58)

Module 7: Critical Controversy: Are Human Brains Uniquely Wired to
Recognize Faces? (p. 85); Intersection: Emotion and Neuroscience: Is
Your Brain Happy? (p. 91)

Module 8: 8.2

Module 9: Intersection: Perception and Social Psychology: Was That a
Gun or Car Keys? (p. 116)

Module 11: Critical Controversy: Are Cochlear Implants a “Cure” for
Deafness? (p. 135)

Sensation, Perception, and Health and Wellness (p. 146)

Module 13: Intersection: Consciousness and Developmental Psychology:
How Do We Develop a Sense of the Minds of Others? (p. 154)

Module 14: 14.2

Module 15: Critical Controversy: Should Illicit Psychoactive Drugs Be
Legalized for Medical Use? (p. 179)

Module 16: 16.3

Consciousness and Health and Wellness: Meditation (p. 185)

Module 18:18.1, 18.2

Module 19: Intersection: Behaviorism and Cognitive Neuroscience: If It
Feels Good, Is It Rewarding? (p. 204); Critical Controversy: Will Sparing
the Rod Spoil the Child? (p. 210)

Learning and Health and Wellness (p. 223)

Module 23: Intersection: Memory and Sensation: Why Is Smell Specially
Connected with Memory? (p. 243)




UNDERGRADUATE LEARNING GOALS AND OUTCOMES

RESEARCH METHODS IN PSYCHOLOGY, continued
Understand and apply basic research methods in psychology, including research design, data analysis, and interpretation.

THE SCIENCE OF PSYCHOLOGY: SECOND EDITION IN MOD

CONTENT

Module 24: Critical Controversy: Memories: Recovered, Discovered, or
False? (p. 252)

Module 30: Critical Controversy: Does Gender Influence Language?
(p. 295)

Module 31: 31.1; Critical Controversy: Genes or Superparents: Which
Matters More to Kids? (p. 309)

Module 32: Intersection: Developmental Psychology and Clinical
Psychology: Is “Girl Talk” Always a Good Thing? (p. 327)

Module 33

Module 34:34.4

Module 35: Critical Controversy: Does Extrinsic Motivation Undermine
Intrinsic Motivation? (p. 355)

Motivation, Emotion, and Health and Wellness: The Pursuit of Happiness
(p. 380)

Module 38: Intersection: Gender and Neuroscience: Are There His and
Hers Brains? (p. 389)

Module 40: 40.2, 40.3

Module 42: 42.2; Critical Controversy: Can Abstinence-Only Sex
Education Be Effective? (p. 417)

Module 47:47.3

Module 49: Critical Controversy: Can Personality Change? (p. 458)
Module 50: 50.1, 50.2, 50.3; Intersection: Personality and
Organizational Psychology: Hey, What's Your Type? (p. 462)

Module 52: Critical Controversy: Do Violent Video Games Lead to
Violence? (p. 490)

Module 53: 53.1; Intersection: Social Psychology and Cognitive
Neuroscience: Is the Brain Wired for Conformity? (p. 494)

Social Psychology and Health and Wellness (p. 508)

Module 54: Critical Controversy: Is a Happy Worker a More Productive
Worker? (p. 532)

Module 55: 55.1

Module 58: Critical Controversy: Are Psychological Disorders a Myth?
(p. 552)

Module 59: 59.4

Module 60: Intersection: Child Psychology and Developmental
Psychology: Will New Discoveries Bring Depressed Children a Happier
Future? (p. 564)

Module 64: Critical Controversy: Do Antidepressants Increase Suicide
Risk in Children? (p. 589)

Module 65: Intersection: Clinical Psychology and Neuroscience: How
Does Therapy Change the Brain? (p. 606); 65.7

Module 68: Intersection: Health Psychology and Motivation: Why Do
We Do the Things We Shouldn’t Do? (p. 629)

Module 70: Critical Controversy: Can You Be Fat and Fit? (p. 644)

J

CRITICAL THINKING SKILLS IN PSYCHOLOGY

related to behavior and mental processes.

3.1 Use critical thinking effectively.

3.2 Engage in creative thinking.

3.3 Use reasoning to recognize, develop, defend, and criticize
arguments and other persuasive appeals.

3.4 Approach problems effectively.

Respect and use critical and creative thinking, skeptical inquiry, and, when possible, the scientific approach to solving problems

Module 1: 1.2; Critical Controversy: Are Young Americans in the Middle
of a Narcissism Epidemic? (p. 6)

Module 2:2.2

The Science of Psychology and Health and Wellness (p. 24)

Module 3:3.2

Module 4: 4.2

Module 5: 5.2; Critical Controversy: Would Reality TV Pass the
Institutional Review Board? (p. 56)




AUNDERGRADUATE LEARNING GOALS AND OUTCOMES THE SCIENCE OF PSYCHOLOGY: SECOND EDITION IN MODU.
CONTENT

CRITICAL THINKING SKILLS IN PSYCHOLOGY, continued
Respect and use critical and creative thinking, skeptical inquiry, and, when possible, the scientific approach to solving problems
related to behavior and mental processes.

Module 7: 7.3; Critical Controversy: Are Human Brains Uniquely Wired
to Recognize Faces? (p. 85); Intersection: Emotion and Neuroscience: Is
Your Brain Happy? (p. 91)

Module 8: 8.2

Module 9: Intersection: Perception and Social Psychology: Was That a
Gun or Car Keys? (p. 116)

Module 11: Critical Controversy: Are Cochlear Implants a “Cure” for
Deafness? (p. 135)

Module 13: Intersection: Consciousness and Developmental Psychology:
How Do We Develop a Sense of the Minds of Others? (p. 154)

Module 14:14.2,14.6

Module 15: Critical Controversy: Should Illicit Psychoactive Drugs Be
Legalized for Medical Use? (p. 179)

Module 26

Module 28: 28.2, 28.3, 28.4; Intersection: Emotion and Cognition: How
Are You Feeling and Thinking Today? (p. 278)

Module 29:29.3,29.4

Module 30:30.3

Thinking, Problem Solving, and Health and Wellness (p. 301)

Module 31

Module 38:38.4, 38.5

Module 40: 40.3

Module 41: 41.3

Module 42: 42.2; Critical Controversy: Can Abstinence-Only Sex
Education Be Effective? (p. 417)

Module 45: 45.3

Module 46: 46.3

Module 47:47.3

Module 50: Intersection: Personality and Organizational Psychology:
Hey, What's Your Type? (p. 462)

Module 51: 51.3

Module 52: Critical Controversy: Do Violent Video Games Lead to
Violence? (p. 490)

Module 53: 53.2; Intersection: Social Psychology and Cognitive
Neuroscience: Is the Brain Wired for Conformity? (p. 494)

Module 54: Critical Controversy: Is a Happy Worker a More Productive
Worker? (p. 532)

Module 56: 56.4

Module 57:57.2

Module 58: 58.2; Critical Controversy: Are Psychological Disorders a
Myth? (p. 552)

Module 61: 61.2

Module 64: Critical Controversy: Do Antidepressants Increase Suicide
Risk in Children? (p. 589)

-

APPLICATION OF PSYCHOLOGY

Understand and apply psychological principles to personal, social, and organizational issues.

4.1 Describe major applied areas (e.g., clinical, counseling, Module 1: 1.2; Critical Controversy: Are Young Americans in the Middle
industrial/organizational, and school) and emerging (e.g., of a Narcissism Epidemic? (p. 6)
health, forensics, media, and military) applied areas of Module 2: 2.2
psychology. The Science of Psychology and Health and Wellness (p. 24)
4.2 Identify appropriate applications of psychology in solving Module 4: 4.4
problems. Module 5: 5.2; Critical Controversy: Would Reality TV Pass the
4.3 Articulate how psychological principles can be used to Institutional Review Board? (p. 56)

explain social issues and inform public policy. The Scientific Method and Health and Wellness (p. 58)




RADUATE LEARNING GOALS AND OUTCOMES

THE SCIENCE OF PSYCHOLOGY: SECON
CONTENT

4.4 Apply psychological concepts, theories, and research
findings as these relate to everyday life.

4.5 Recognize that ethically complex situations can develop in
the application of psychological principles.

Module 7: 7.6; Critical Controversy: Are Human Brains Uniquely Wired
to Recognize Faces? (p. 85); Intersection: Emotion and Neuroscience: Is
Your Brain Happy? (p. 91)

Module 8:8.2, 8.3

Psychology’s Biological Foundations and Health and Wellness (p. 101)
Module 9: Intersection: Perception and Social Psychology: Was That a
Gun or Car Keys? (p. 116)

Module 11: Critical Controversy: Are Cochlear Implants a “Cure” for
Deafness? (p. 135)

Sensation, Perception, and Health and Wellness (p. 146)

Module 14:14.2,14.3,14.4,14.5,14.6

Module 15: Critical Controversy: Should Illicit Psychoactive Drugs Be
Legalized for Medical Use? (p. 179)

Module 16:16.3

Module 17

Module 18:18.2

Module 19: Intersection: Behaviorism and Cognitive Neuroscience: If It
Feels Good, Is It Rewarding? (p. 204)

Learning and Health and Wellness (p. 223)

Module 23: Intersection: Memory and Sensation: Why Is Smell Specially
Connected with Memory? (p. 243)

Module 24:24.3

Module 26

Module 28: 28.2, 28.3, 28.4; Intersection: Emotion and Cognition: How
Are You Feeling and Thinking Today? (p. 278)

Module 30: 30.3; Critical Controversy: Does Gender Influence
Language? (p. 295)

Module 31: 31.1; Critical Controversy: Genes or Superparents: Which
Matters More to Kids? (p. 309)

Module 32: Intersection: Developmental Psychology and Clinical
Psychology: Is “Girl Talk” Always a Good Thing? (p. 327)

Module 33

Module 34:34.1,34.3,34.4

Human Development and Health and Wellness (p. 345)

Module 35: 35.7; Critical Controversy: Does Extrinsic Motivation
Undermine Intrinsic Motivation? (p. 355)

Module 37:37.4

Motivation, Emotion, and Health and Wellness: The Pursuit of
Happiness (p. 380)

Module 38: 38.4, 38.5; Intersection: Gender and Neuroscience: Are
There His and Hers Brains? (p. 389)

Module 40: 40.2, 40.3

Module 41:41.3,41.4

Module 42: 42.2; Critical Controversy: Can Abstinence-Only Sex
Education Be Effective? (p. 417)

Module 43: 43.5

Sexuality and Health and Wellness (p. 424)

Module 46: 46.2, 46.3

Module 49: Critical Controversy: Can Personality Change? (p. 458)
Module 50: Intersection: Personality and Organizational Psychology:
Hey, What's Your Type? (p. 462)

Module 51: 51.1,51.2,51.3

Module 52: 52.1, 52.2; Critical Controversy: Do Violent Video Games
Lead to Violence? (p. 490)

Module 53: 53.1, 53.2; Intersection: Social Psychology and Cognitive
Neuroscience: Is the Brain Wired for Conformity? (p. 494)

Module 54:54.1, 54.2

Module 55: 55.3

Module 56: 56.1, 56.2, 56.3

Module 57: 57.1; Intersection: Personality Psychology and
Organizational Psychology: Who's in Charge? (p. 535)

1/O Psychology and Health and Wellness (p. 542)



AUNDERGRADUATE LEARNING GOALS AND OUTCOMES

APPLICATION OF PSYCHOLOGY, continued
Understand and apply psychological principles to personal, social, and organizational issues.

THE SCIENCE OF PSYCHOLOGY: SECOND EDITION IN MODU

CONTENT

Module 58: Critical Controversy: Are Psychological Disorders a Myth?
(p. 552)

Module 60: 60.3; Intersection: Child Psychology and Developmental
Psychology: Will New Discoveries Bring Depressed Children a Happier
Future? (p. 564)

Module 64: 64.1, 64.2, 64.3; Critical Controversy: Do Antidepressants
Increase Suicide Risk in Children? (p. 589)

Module 65: 65.1, 65.2, 65.3, 65.4, 65.6; Intersection: Clinical
Psychology and Neuroscience: How Does Therapy Change the Brain?
(p. 606)

Therapies and Health and Wellness (p. 617)

Module 69: 69.1, 69.2, 69.3, 69.4, 69.5

Module 70: 70.1, 70.2,70.3

J

VALUES IN PSYCHOLOGY

Value empirical evidence, tolerate ambiguity, act ethically, and reflect other values that are the underpinnings of psychology as a

science.

5.1 Recognize the necessity for ethical behavior in all aspects
of the science and practice of psychology.

5.2 Demonstrate reasonable skepticism and intellectual
curiosity by asking questions about causes of behavior.

5.3 Seek and evaluate scientific evidence for psychological
claims.

5.4 Tolerate ambiguity and realize that psychological
explanations are often complex and tentative.

5.5 Recognize and respect human diversity.

5.6 Assess and justify their engagement with respect to civic,
social, and global responsibilities.

5.7 Understand the limitations of their psychological
knowledge and skills.

Module 1: 1.1, 1.2; Critical Controversy: Are Young Americans in the
Middle of a Narcissism Epidemic? (p. 6)

Module 2: Intersection: Social Psychology and Cross-Cultural
Psychology: Is Success Always Sweeter Than Failure? (p. 22)

Module 9: Intersection: Perception and Social Psychology: Was That a
Gun or Car Keys? (p. 116)

Module 11: Critical Controversy: Are Cochlear Implants a “Cure” for
Deafness? (p. 135)

Module 13: Intersection: Consciousness and Developmental Psychology:
How Do We Develop a Sense of the Minds of Others? (p. 154)

Module 14: 14.6

Module 15: Critical Controversy: Should Illicit Psychoactive Drugs Be
Legalized for Medical Use? (p. 179)

Module 16:16.1, 16.2

Module 17

Module 18

Module 19: Intersection: Behaviorism and Cognitive Neuroscience: If It
Feels Good, Is It Rewarding? (p. 204); Critical Controversy: Will Sparing
the Rod Spoil the Child? (p. 210)

Learning and Health and Wellness (p. 223)

Module 21: 214

Module 32:32.3, 32.11; Intersection: Developmental Psychology and
Clinical Psychology: Is “Girl Talk” Always a Good Thing? (p. 327)
Module 34:34.4

Module 35:35.5

Module 36:36.3

Module 37:37.4

Module 38:38.4, 38.5

Module 40: 40.2, 40.3, 40.4

Module 42: 42.2, 42.4; Critical Controversy: Can Abstinence-Only Sex
Education Be Effective? (p. 417)

Module 46: 46.2

Module 51: 51.1, 51.2, 51.3

Module 53:53.1, 53.2,53.3

Module 54: 54.2

Module 56: 56.1, 56.4

Module 57:57.2

Module 58

Therapies and Health and Wellness (p. 617)

Module 68: 68.3




AUNDERGRADUATE LEARNING GOALS AND OUTCOMES THE SCIENCE OF PSYCHOLOGY: SECOND EDITION IN MODU.
CONTENT

INFORMATION AND TECHNOLOGICAL LITERACY
Demonstrate information competence and the ability to use computers and other technology for many purposes.

6.1 Demonstrate information competence at each stage in Module 3
the following process: Module 4
a. Formulate a researchable topic that can be supported by Module 5

database search strategies.

b. Locate and choose relevant sources from appropriate
media, which may include data and perspectives outside
traditional psychology and Western boundaries.

¢. Use selected sources after evaluating their suitability
based on
(1) Appropriateness, accuracy, quality, and value of the

source.

(2) Potential bias of the source.

(3) The relative value of primary versus secondary sources,
empirical versus nonempirical sources, and peer-
reviewed versus non-peer-reviewed sources.

d. Read and accurately summarize the general scientific
literature of psychology.

6.2 Use appropriate software to produce understandable
reports of the psychological literature, methods, and
statistical and qualitative analyses in APA or other
appropriate style, including graphic representations
of data.

6.3 Use information and technology ethically and responsibly.

6.4 Demonstrate these computer skills:

a. Use basic word processing, database, e-mail, spreadsheet,
and data analysis programs.

b. Search the web for high-quality information.

¢. Use proper etiquette and security safeguards when
\ communicating through e-mail. /

COMMUNICATION SKILLS
Communicate effectively in a variety of formats.

7.1 Demonstrate effective writing skills in various formats Module 51: 51.4
(e.g., essays, correspondence, technical papers, note Module 53:53.2
taking) and for various purposes (e.g., informing, “Apply Your Knowledge” questions

defending, explaining, persuading, arguing, teaching).
7.2 Demonstrate effective oral communication skills in
various formats (e.g., group discussion, debate, lecture)
and for various purposes (e.g., informing, defending,
explaining, persuading, arguing, teaching).
7.3 Exhibit quantitative literacy. Demonstrate interpersonal
communication skills.

Q‘. Exhibit the ability to collaborate effectively. j




AUNDERGRADUATE LEARNING GOALS AND OUTCOMES THE SCIENCE OF PSYCHOLOGY: SECOND EDITION IN MODU.
CONTENT

SOCIOCULTURAL AND INTERNATIONAL AWARENESS
Recognize, understand, and respect the complexity of sociocultural and international diversity.

8.1 Interact effectively and sensitively with people from Module 1: 1.1, 1.2
diverse backgrounds and cultural perspectives. The Science of Psychology and Health and Wellness (p. 24)
8.2 Examine the sociocultural and international contexts that Module 15: Critical Controversy: Should lllicit Psychoactive Drugs Be
influence individual differences. Legalized for Medical Use? (p. 179)
8.3 Explain how individual differences influence beliefs, Module 21:21.4
values, and interactions with others and vice versa. Module 32:32.3
8.4 Understand how privilege, power, and oppression may Module 35:35.5
affect prejudice, discrimination, and inequity. Recognize Module 36:36.3
prejudicial attitudes and discriminatory behaviors that Module 37:37.2,37.4
might exist in themselves and others. Module 38:38.5

Sexuality and Health and Wellness (p. 424)
Module 46: 46.2

Module 51:51.1,51.2,51.3

Module 53:53.2

Module 54: 54.1, 54.2

Module 56: 56.2, 56.3, 56.4
\ Module 57:57.1, 57.2 J

PERSONAL DEVELOPMENT
Develop insight into their own and others’ behavior and mental processes and apply effective strategies for self-management and
self-improvement.

9.1 Reflect on their experiences and find meaning in them. The Science of Psychology and Health and Wellness (p. 24)
9.2 Apply psychological principles to promote personal The Scientific Method and Health and Wellness (p. 58)
development. Module 7: Intersection: Emotion and Neuroscience: Is Your Brain
9.3 Enact self-management strategies that maximize health Happy? (p. 91)
outcomes. Module 11: Critical Controversy: Are Cochlear Implants a “Cure” for
9.4 Display high standards of personal integrity with others. Deafness? (p. 135)
9.5 Seek input from and experiences with diverse people to Learning and Health and Wellness (p. 223)
enhance the quality of solutions. Module 35: 35.6, 35.7; Critical Controversy: Does Extrinsic Motivation

Undermine Intrinsic Motivation? (p. 355)

Motivation, Emotion, and Health and Wellness: The Pursuit of Happiness
(p- 380)

Module 42: 42.2

Module 43: 43.5

Sexuality and Health and Wellness (p. 424)

Module 50: Intersection: Personality and Organizational Psychology:
Hey, What's Your Type? (p. 462)

Module 56: 56.2, 56.3, 56.4

Module 57: 57.1

1/O Psychology and Health and Wellness (p. 542)

Module 65: 65.2

Module 68: 68.1, 68.2, 68.3; Intersection: Health Psychology and
Motivation: Why Do We Do the Things We Shouldn’t Do? (p. 629)
Module 69: 69.1, 69.2, 69.4, 69.5

K Module 70: 70.1, 70.2, 70.3 /




AUNDERGRADUATE LEARNING GOALS AND OUTCOMES

THE SCIENCE OF PSYCHOLOGY: SECOND EDITION IN MODUL
CONTENT

CAREER PLANNING AND DEVELOPMENT
Pursue realistic ideas about how to implement their psychological knowledge, skills, and values in occupational pursuits in a
variety of settings.

10.1 Apply knowledge of psychology (e.g., decision strategies, Module 35:35.7
life span processes, psychological assessment, types of Module 50: 50.2; Intersection: Personality and Organizational
psychological careers) when formulating career choices. Psychology: Hey, What'’s Your Type? (p. 462)
10.2 Identify the types of academic experience and Module 55: 55.3
performance in psychology and the liberal arts that will Module 56: 56.1, 56.2, 56.3
facilitate entry into the workforce, postgraduate Module 57: 57.1; Intersection: Personality Psychology and
education, or both. Organizational Psychology: Who's in Charge? (p. 535)
10.3 Describe preferred career paths based on accurate self- 1/O Psychology and Health and Wellness (p. 542)
assessment of abilities, achievement, motivation, and
work habits.

10.4 Identify and develop skills and experiences relevant to
achieving selected career goals.

10.5 Articulate how changing societal needs can influence
career opportunities and foster flexibility about managing
changing conditions.

10.6 Demonstrate an understanding of the importance of
lifelong learning and personal flexibility to sustain

personal and professional development as the nature of
K work evolves. /




THE SCIENCE OF

secono comon n MO D UL E S

The Science of Psychology, Second Edition in Modules offers
instructors flexibility in teaching and gives students a
manageable framework for course success.

Each section is broken down into modules, giving you the flexibility to
assign the content you want, in the order you prefer.

McGraw-Hill Create™ provides a simple way for you to customize texts
and eBooks for your course.

Connect Psychology™ provides a groundbreaking digital learning
solution that makes managing assignments easier and improves student
performance.

Real-time reports within Connect show how well each student is
performing on each course assignment. Use this feature to spot problem
areas before they crop up on an exam.




The modular format promotes student learning and success by
presenting content in small, manageable chunks.

The “appreciative view” puts function before dysfunction and treats
psychology as an integrated science. Students come to understand the
true breadth of the discipline and to apply what they learn to their own
daily experiences.

The adaptive learning system helps students identify what they “know

and don’t know.” Then it guides them to focus on the areas that need
improvement through interactivities, exercises, and readings.

SUC




Connect Psychology is a response to today’s student. The groundbreaking adaptive ™
learning system helps students “know what they know” while guiding them to %
experience and learn what they don’t know through engaging interactivities, exercises,

and readings. Instructors teaching with Connect report their students’ performance IPSYC HOLOGY

has jumped by a letter grade or more.

Adaptive learning system: Students come to class with a range of preparedness.
With a focus on course crucial concepts, LearnSmart is like a personal tutor guiding
students to spend less time on what they already know and more on what they
don'.

Category analysijs

Real-time reports: These printable, exportable reports show how well each student
(or section) is performing on assignments. Instructors can use this feature to easily
spot problem areas for the class as a whole or for individual students before they
Crop up on an exam.

Learning objectives: Every assignment and course resource can be sorted by
learning objective, with point-and-click flexibility. Instructors can use this feature
to customize content, assignments, and assessments.

Assignable and assessable activities: Instructors can deliver assignments and tests
easily online, and students can practice skills that fulfill learning objectives at their
own pace and on their own schedule.

Correlation to APA learning goals and outcomes: All assignable and assessable
activities within Connect are correlated to the APA Guidelines for the Undergraduate
Major in Psychology. Measure and evaluate student progress toward the learning
goals and outcomes by the APA with customized reporting with Connect.

McGraw-Hill Higher Education and
Blackboard have teamed up. What does
this mean for you?

1. Your life, simplified: Now you and Blackboard
your students can access McGraw-Hill’s
Connect and Create right from within D M
your Blackboard course—all with one O Ore
single sign-on. Say goodbye to the days
of logging in to multiple applications.

2. Deep integration of content and tools: Not only do you get single sign-on
with Connect and Create, you also get deep integration of McGraw-Hill
content and content engines right in Blackboard. Whether you're choosing a
book for your course or building Connecr assignments, all the tools you need
are right where you want them—inside of Blackboard.

3. Seamless grade books: Are you tired of keeping multiple grade books and
manually synchronizing grades into Blackboard? We thought so. When a
student completes an integrated Connect assignment, the grade for that
assignment automatically (and instantly) feeds your Blackboard grade center.

4. A solution for everyone: Whether your institution is already using
Blackboard or you just want to try Blackboard on your own, we have a
solution for you. McGraw-Hill and Blackboard now offer you easy access to
industry-leading technology and content, whether your campus hosts it or
we do. Be sure to ask your local McGraw-Hill representative for details.



Craft your teaching resources to match the way you teach.
The flexibility of The Science of Psychology, Second % C r% e
Edition in Modules provides the perfect opportunity to
create the book you've always wanted. With McGraw-Hill
Create, www.mcgrawhillcreate.com, you can easily rearrange
modules, combine material from other content sources, and
quickly upload content you have written, such as your
course syllabus or teaching notes. Create even allows you to
personalize your book’s appearance by selecting the cover
and adding your name, school, and course information.
Order a Create book and you'll receive a complimentary
print review copy in three to five business days or a
complimentary electronic review copy via e-mail in about
an hour. Go to www.mcgrawhillcreate.com today and
register. Experience how McGraw-Hill Create empowers you
to teach your students your way.

FLEXIBILITY ‘Sl




In Appreciation

When I set out to write the first edition of The Science of Psychology: An Appreciative
View, I could not have imagined how well it would be received by instructors and
students alike. Who knew that the focus on why things go right would strike such a
strong chord in the classroom? Over the past three years I have met dozens of faculty
members across the country, and I continue to be awestruck by the hard work,
dedication, and enthusiasm of introductory psychology instructors. So, I wanted to
say thank you. You all continue to inspire me—to be a better teacher myself, to
develop the best learning solutions for the introductory psychology course, and to

make our field fun and relevant to today’s students. Thank you!

Appreciating Why Things Go Right

The Science of Psychology, Second Edition in Modules places function and dysfunction
in balance. Rather than focusing first on why things go wrong, the focus is first on

why things go right.
One of the challenges instructors face in focusing on function first is going against
the grain of human nature. Research in psychology itself tells us that the negative
captures our attention more readily than the positive. There is no question that bad
news makes headlines. A global recession, disturbing climate changes, a catastrophic
oil spill, and the everyday demands of juggling work, family, and finances—these and
other issues loom large for us all. We strive and struggle to find balance and to sculpt
a happy life. The science of psychology has much to offer in terms of helping us
understand the choices we make and the implications of these choices for ourselves

and for others around the world.
The Science of Psychology, Second Edition in Modules communicates

the nature and breadth of psychology and its value as a science with
an appreciative perspective. Its primary goal is to help students think
like psychological scientists, which includes asking questions about

their own life experiences. Throughout, students’ curiosity is nurtured
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Appreciating Psychology
as an Integrated Whole

A goal of The Science of Psychology, Second Edition in Modules is to present
psychology as an integrated field in which the whole is greater than the sum of
its parts, but the parts are essential to the whole. Accordingly, areas where
specialized subfields overlap and where research findings in one subfield support
important studies and exciting discoveries in another are illuminated. Students
come to appreciate, for example, how neuroscientific findings inform social
psychology and how discoveries in personality psychology relate to leadership in
organization settings. Intersections showcase research at the crossroads of two
areas and shed light on these intriguing connections. This second edition includes
many new Intersections showing the influence of work in one field of psychology
on another. For example, the Intersection in Module 32 in the section on human
development links work in developmental psychology with clinical psychology to
explore the topic “Is ‘Girl Talk’ Always a Good Thing?”
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Appreciating Psychology as a Science

The second edition’s attention to function before dysfunction, up-to-date coverage,
and broad scope reflect the field of psychology zoday. These qualities underscore
psychology’s vital and ongoing role as a science that ever advances knowledge
about ourselves and our interactions in the world. Psychology is a vigorous young
science and one that changes quickly. The text narrative interweaves the most
current research with classic findings to give students an appreciation of this vitality.
In Module 53, for instance, the treatment of Milgram’s classic study on obedience
is complemented by analysis of Burger’s recent attempts to re-create the study.

In conjunction with creating current and contemporary course materials, 7he
Science of Psychology, Second Edition in Modules includes citations that bring the most
important recent and ongoing research into the text. These updated references give
students and instructors the very latest that psychology has to offer on each topic.

Appreciating science also means appreciating disagreements in the field. Each
section contains a Critical Controversy feature highlighting current psychological
debates and posing thought-provoking questions that encourage students to
examine the evidence on both sides. For example, Module 42’s Critical
Controversy investigates whether abstinence-only sex education can be effective.

Finally, appreciating science also means helping students master challenging
scientific concepts. Two special inserts, Touring the Nervous System and the
Brain and Touring the Senses, feature detailed full-color transparency overlays
of important figures. Conceived and developed with the input of an expert
consultant, the overlays offer students hands-on practice in grasping key
biological structures and processes that are essential to an appreciation of the role
of science in psychology and success in the course. Finally, Test Yourself and
Apply Your Knowledge questions appear at the end of every module to help
students check what they know before moving on.

Appreciating Flexibility:
A Modular Organization

The modular format of 7he Science of Psychology, Second Edition in Modules allows
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instructors to assign topics in “chunks,” so they can easily adapt the material for their

courses. For students, the modular format presents content in a manageable
framework that encourages focused learning and course mastery.
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INSTRUCTOR AND STUDENT RESOURCES

Appreciating Course Materials
and Management

Create. Craft your teaching resources to match the way you
teach! With McGraw-Hill Create, www.mcgrawhillcreate.com,
you can easily rearrange modules, combine material from other
content sources, and quickly upload content you have written,
like your course syllabus or teaching notes. Find the content
you need in Create by searching through thousands of leading
McGraw-Hill textbooks. Arrange your book to fit your
teaching style. Create even allows you to personalize your
book’s appearance by selecting the cover and adding your
name, school, and course information. Order a Create book,
and you'll receive a complimentary print review copy in three
to five business days or a complimentary electronic review
copy (eComp) via e-mail in about one hour. Go to www
.mcgrawhillcreate.com today and register. Experience how
McGraw-Hill Create empowers you to teach your students
your way.

Blackboard. McGraw-Hill Higher Education and Blackboard
have teamed up. What does this mean for you?

Your life, simplified: Now you and your students can
access McGraw-Hill's Connecr and Create right from within
your Blackboard course—all with one single sign-on. Say
goodbye to the days of logging in to multiple applications.
Deep integration of content and tools: Not only do you
get single sign-on with Connecr and Create, you also get
deep integration of McGraw-Hill content and content
engines right in Blackboard. Whether you're choosing a
book for your course or building Connect assignments, all
the tools you need are right where you want them—inside
of Blackboard.

Seamless grade books: Arc you tired of keeping multiple
grade books and manually synchronizing grades into
Blackboard? We thought so. When a student completes an
integrated Connect assignment, the grade for that
assighment automatically (and instantly) feeds your
Blackboard grade center.

A solution for everyone: Whether your institution is
already using Blackboard or you just want to try Blackboard
on your own, we have a solution for you. McGraw-Hill and
Blackboard can now offer you easy access to industry-
leading technology and content, whether your campus
hosts it or we do. Be sure to ask your local McGraw-Hill
representative for details.

Tegrity. Tegrity Campus is a service that makes class-time
instruction available all the time by automatically capturing
every lecture in a searchable format for students to review
when they study and complete assignments. With a simple
one-click start-and-stop process, you capture all computer
screens and corresponding audio. Students replay any part of
any class with easy-to-use browser-based viewing on a PC

or Mac.

Educators know that the more students can see, hear, and
experience class resources, the better they learn. With Tegrity
Campus, students quickly recall key moments by using the
unique search feature of Tegrity Campus. This search helps
students efficiently find what they need, when they need it,
across an entire semester of class recordings. Help turn all your
students’ study time into learning moments immediately
supported by your lecture.

CourseSmart e-Textbook. 'This text is available as an
eTextbook at www.CourseSmart.com. At CourseSmart your
students can take advantage of significant savings off the cost
of a print textbook, reduce their impact on the environment,
and gain access to powerful web tools for learning. Course-
Smart eTextbooks can be viewed online or downloaded

to a computer. The eTextbooks allow students to do full-text
searches, add highlighting and notes, and share notes with
classmates. CourseSmart has the largest selection of
eTextbooks available anywhere. Visit www.CourseSmart.com
to learn more and to try a sample module.

Appreciating Instructor Support
Whatiif . . .

You could re-create the one-on-one experience of working
through diffcult concepts in office hours with every student
without having to invest any offce-hour time to do so?

You could see at a glance how well each of your students (or
sections) is performing in each segment of your course?

You had all of the assignments and resources for your course
pre-organized by learning objective and with point-and-

click flexibility?

Over the course of developing 7he Science of Psychology,
Second Edition in Modules, we asked these questions and many
more. We did not stop at simply asking questions either. We
visited with faculty across the country and also observed what
you do to prepare and deliver your courses. And we observed
students as they worked through assignments and studied for
exams. The result of these thousands of hours of research and
development is a state-of-the-art learning environment tool
that bolsters student performance at the same time as it makes
instructors’ lives easier and more efficient. To experience
this environment for yourself, please visit www.mcgraw
-hillconnect.com.

The password-
protected instructor side of the Online Learning Center
(www.mhhe.com/kingmodules) contains the Instructor’s
Manual, Test Bank files, PowerPoint slides, Classroom
Performance System (CPS or “clicker”) Questions, Image Gallery,
and other valuable material to help you design and enhance your
course. See more information about specific assets below. Ask
your local McGraw-Hill representative for password information.
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The Instructor’s Manual provides a wide variety of tools and
resources for presenting the course, including learning
objectives, ideas for lectures and discussions, and handouts.
The Connections section serves as a roadmap outlining all the
other ancillaries for that module and points out all the unique
and interesting features available.

By increasing the rigor of the Test Bank development process,
McGraw-Hill has raised the bar for student assessment. Over
1,700 multdiple-choice and 85 essay questions were prepared by
a coordinated team of subject-matter experts. Each question
and set of possible answers were methodically vetted by the
team for accuracy, clarity, effectiveness, and accessibility, and
each is annotated for level of difficulty, Bloom’s taxonomy,
APA learning outcomes, and corresponding coverage in the
text. Organized by module, the questions are designed to test
factual, applied, and conceptual understanding. The Test Bank
is compatible with McGraw-Hill’s computerized testing
program, EZ Test, and most course management systems.

The PowerPoint Presentations cover the key points of each
module and include figures and charts from the text. The
presentations serve as an organizational and a navigational tool
integrated with examples and activities from an expert teacher.
The slides can be used as is or modified to meet the needs of
the individual instructor.

The Classroom Performance System’s mix of factual and
opinion questions allows instructors to know what concepts
their students are variously mastering and those with which
students are having difficulty. CPS, a “clicker” system, is a
great way to give interactive quizzes, maximize scudent
participation in class discussions, and take attendance.

Instructor and Student Resources

The Image Gallery features the complete set of figures and
tables from the text. These images are available for download
and can be easily embedded into instructors’ PowerPoint
slides.

Appreciating How Students Study

Today’s students are different, and how they study is different
as well. With this in mind, 7he Science of Psychology, Second
Edition in Modules takes these changed realities into account in
providing students with a roadmap for success.

This adaptive learning system is an unparalleled, intelligent
learning system based on cognitive mapping that diagnoses
your students’ knowledge of a particular subject and then
creates an individualized learning path geared toward student
success in your course. It offers individualized assessment by
delivering appropriate learning material in the form of
questions at the right time, helping students attain mastery of
the content. Whether the system is assigned by you or used
independently by students as a study tool, the results can be
recorded in an easy-to-use grade report that allows you to
measure student progress at all times and coach your students
to success.

As an added benefit, all content covered in this adaptive
learning system is tied to learning objectives for your course so
that you can use the results as evidence of subject mastery. This
tool also provides a personal study plan that allows the student
to estimate the time it will take and the number of questions
required to learn the subject matter. Your students will learn
faster, study more efficiently, and retain more knowledge when
using 7he Science of Psychology, Second Edition in Modules.

The Student Online Learning Center contains module-by-
module quizzes, outlines, learning objectives, and key terms.
The multiple-choice, applied multiple-choice, fill-in-the-blank,
and true/false quizzes ask questions that build on conscientious
reading of the text. To access the Online Learning Center, go
to www. mhhe.com/kingmodules.
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The Mystery That Is You

In a December 2009 Gallup poll, the most admired
American man was President Barack Obama. The previous president, George W. Bush, was a
distant second, followed by Nelson Mandela (Page, 2009). For the most admired woman, Hillary
Rodham Clinton edged out Sarah Palin, and Oprah Winfrey was third. These are all famous
people who have made significant contributions in public life.

At the right moment, though, an “ordinary” person can become a hero. On January 15, 2009, US
Airways Captain Chesley “Sully” Sullenberger was piloting a routine flight out of New York City. A
few moments after takeoff, the plane hit a flock of geese, and the engines cut out. With 155 people
on board, Captain Sullenberger made a split-second decision to land in the Hudson River. He
managed to glide the aircraft into the water with no engine power. Just six minutes after takeoff, all
155 on board began deplaning from the floating craft into waiting rescue boats. Sullenberger had
calmly saved everyone on board, becoming a hero to the world (CBS News, 2009).

Even in less extraordinary circumstances, people make choices that might be called heroic.
They are generous when they might be selfish. They are forgiving when they could hold a
grudge. They work hard when they could slack off. You might not think of psychology as
focusing on admirable aspects of everyday human behavior, but in fact the science of
psychology is about all of human behavior.

Scientists, including psychologists, bring such powerful observations to their efforts. As
scientists, moreover, psychologists are passionate about what they study—and what they study
is you. As you are reading this book, thousands of dedicated scientists are studying things about
you that you might have never considered, such as how your brain responds to a picture flashed
on a screen and how your eyes adjust to a sunny day. There is not a single thing about you that

is not fascinating to some psychologist somewhere. ®




Defining Psychology: Historical and
Contemporary Perspectives

@ psychology The scientific study of behavior What do you think of when you hear the term “psychology”? Do you think of someone
and mental processes. laying on a couch talking to a therapist? Do you picture a scientist observing behavior?
@ science The use of systematic methods to To introduce the field, this module defines psychology, explores how it developed, and

observe the natural world, including human describes its contemporary approaches.
behavior, and to draw conclusions.

® behavior Everything we do that can be D E F I N I N G P SYC H 0 LO GY

directly observed.

. Formally defined, psychology is the scientific study of behavior and mental processes.
© mental processes The thoughts, feelings, and Let’ ider the three key terms in this definition: science, behavior, and mental processes.
motives that each of us experiences privately cts const et the three key terms In this . ? ’ P
but that cannot be observed directly. As a science, psychology uses systematic methods to observe human behavior and

draw conclusions. The goals of psychological science are to describe, predict, and
explain behavior. In addition, psychologists are often interested in control-
ling or changing behavior, and they use scientific methods to examine
interventions that might help, for example, reduce violence or pro-

mote happiness.
Researchers might be interested in knowing whether indi-
viduals will help a stranger who has fallen down. The researchers
' could devise a study in which they observe people walking past
a person who needs help. Through many observations, the
" researchers could come to describe helping behavior by counting
how many times it occurs in particular circumstances. The
researchers may also try to predict who will help, and when, by
examining characteristics of the individuals studied. Are happy
people more likely to help? Are women or men more likely to help?

After psychologists have analyzed their data, they also will want to
explain why helping behavior occurred when it did. Finally, these

researchers might be interested in changing helping behavior, by devising
strategies to increase helping.

Behavior is everything we do that can be directly observed—two people kissing, a baby
crying, a college student riding a motorcycle to campus. Mental processes are the thoughts,
feelings, and motives that each of us experiences privately but that cannot be observed
directly. Although we cannot directly see thoughts and feelings, they are nonetheless real.
They include thinking about kissing someone, a baby’s feelings when its mother leaves the
room, and a student’s memory of a motorcycle trip.

The Psychological Frame of Mind

What makes for a good job, a good marriage, or a good life? Although there are a variety
of ways to come to answer the big questions of life, psychologists approach these questions
as scientists. Psychology is a rigorous discipline that tests assumptions, bringing scientific
data to bear on the questions of central interest to human beings (Stanovich, 2010). Psy-
chologists conduct research and rely on that research to provide evidence for their conclu-
sions. They examine the available evidence about some aspect of mind and behavior,
evaluate how strongly the data (information) support their hunches, analyze disconfirming
evidence, and carefully consider whether they have explored all of the possible factors and

A baby’s interactions with its mother and the

infant’s crying are examples of behavior because
they are observable. The feelings underlying the ’ 3 (ST
baby’s crying are an example of a mental process explanations (Sternberg, Roediger, & Halpern, 2007). At the core of this scientific approach

that is unobservable. are four attitudes: critical thinking, skepticism, objectivity, and curiosity.

4
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Like all scientists, psychologists are critical thinkers. Critical thinking is the process
of reflecting deeply and actively, asking questions, and evaluating the evidence. Thinking
critically means asking ourselves how we know something. Critical thinkers question
and test what some people say are facts. They examine research to see how soundly it
supports an idea (McMillan, 2008). Critical thinking reduces the likelihood that conclu-
sions will be based on unreliable personal beliefs, opinions, and emotions. Zhinking
critically will be very important as you read this book. Some of the things you read will
fit with your current beliefs, and some will challenge you to reconsider your assump-
tions. Actively engaging in critical thinking is vital to making the most of psychology.
As you read, think about how what you are learning relates to your life experiences and
the assumptions you might have about people.

In addition, scientists are characterized by skepticism (Stanovich, 2010). Skeptical
people challenge whether a supposed fact is really true. Being skeptical can mean ques-
tioning what “everybody knows.” There was a time when “everybody knew” that women
were morally inferior to men, that race could influence a person’s IQ, and that the earth
was flat. Psychologists, like all scientists, look at such assumptions in new and question-
ing ways and with a skeptical eye.

Psychology researchers often turn up the unexpected in human behavior. For exam-
ple, it might seem obvious that couples who live together before marriage have a better
chance of making the marriage last. After all, practice makes perfect, right? Yet research-
ers have found a higher rate of marital success for couples who did nor live together
before marriage (Rhoades, Stanley, & Markham, 2009; Wilson & Smallwood, 2008).
You might use scientific skepticism the next time you encounter an infomercial about
the latest diet craze that promises to help you lose weight “without diet or exercise.” A
skeptic knows that if something sounds too good to be true, it probably is.

Related to critical thinking and skepticism is the distinction between science and
pseudoscience. Pseudo means “fake,” and pseudoscience refers to information that is
couched in scientific terminology but is not supported by sound scientific research.
Astrology is an example of a pseudoscience. Although astrologers may present detailed
information about an individual, supposedly based on when that person was born, no
scientific evidence supports these assumptions and predictions. One way to tell that an
explanation is pseudoscience rather than science is to look at how readily proponents
of the explanation will accept evidence to the contrary.

Being open to the evidence means thinking objectively. Scientists are objective and
believe that one of the best ways to be objective is to apply the empirical method to learn
about the world (Beins, 2009; Stanovich, 2010). Using the empirical method means
gaining knowledge through the observation of events, the collection of data, and logical
reasoning. Being objective involves seeing things as they really are, not as we would like
them to be. Objectivity means waiting to see what the evidence tells us rather than going
with our hunches. Does the latest herbal supplement truly help relieve depression? An
objective thinker knows that we must have sound evidence before answering that question.

Last, scientists are curious. The scientist notices things in the world (a star in the
sky, an insect, a happy person) and wants to know what it is and why it is that way.
Science involves asking questions, even very big questions, such as where did the earth
come from, and how does love between two people endure for 50 years? Thinking like
a psychologist means opening your mind and imagination to wondering why things are
the way they are. Once you begin to think like a psychologist, you might notice that
the world looks like a different place. Easy answers and simple assumptions will not do.

As you can probably imagine, psychologists have many different opinions about many
different things, and psychology, like any science, is filled with debate and controversy.
Throughout this book, we will survey areas of hot debate in psychology in a feature called
Critical Controversy. As the first example, check out this module’s Critical Controversy
concerning whether the generation of Americans born since the 1980s is experiencing
an epidemic of self-love.

Debate and controversy are a natural part of thinking like a psychologist. Psychology
has advanced as a field because psychologists do not always agree with one another about
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® critical thinking The process of reflecting
deeply and actively, asking questions, and
evaluating the evidence.

©® empirical method Gaining knowledge
through the observation of events, the collection
of data, and logical reasoning.

—————
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“According to this rubbish I'm going
on a long journey.”
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Are Young Americans in the Middle of a Narcissism Epidemic?

n reading status updates posted to Facebook and Twitter, it is easy to
get the impression that many young adults think even the smallest
details of their lives are fascinating. A lively controversy in psychology

concerns whether young adults in the United States today are more
likely to think of themselves as special and extraordinary compared to
their counterparts in previous generations. Jean Twenge and her col-
leagues argue that Americans born since the 1980s are different in be-
ing unusually self-confident, self-assertive, and

Donnellan (2009) looked at Twenge and Campbell’s data and noted that
small differences in the order of the questions could produce the differ-
ences in the ratings students made. In most of their analyses, Twenge
and Campbell focused on 1975, but 1975 might not have been a repre-
sentative year, Trzesniewski and Donnellan assert, because the order of
the questions was changed after that year. These changes may have
rendered 1975 an unusually modest year (Trzesniewski & Donnellan,
2009). Looking at the data for 1975, 1976, and

self-centered (Twenge, 2006; Twenge &
Campbell, 2009; Twenge & Foster, 2008).

(You‘re wonderfm I knowj

1977 and comparing these to 2006, Trzesniewski
and Donnellan found no evidence that stu-

Examining evidence from nationally repre-
sentative surveys of U.S. high school students
over 30 years, Twenge and Keith Campbell
(2008) found that students in 2006 gave them-
selves higher ratings as compared to students
in 1975 in terms of their positive expectations
as spouses, parents, and workers. Indeed, stu-
dents in 1975 on average rated themselves as
likely to be “good” in these roles, whereas
students in 2006 rated themselves as likely to
be “very good” (Twenge & Campbell, 2008).
Imagine—an entire generation of swollen heads. What are the implica-
tions for educators trying to teach them and for employers trying to
manage them (Twenge & S. M. Campbell, 2010)? Twenge refers to
these individuals as Generation Me and suggests that there is an epi-
demic of narcissism (a condition of intense, unhealthy self-love) in this
age group (2006). The popular media—including CBS News, National
Public Radio, and several major newspapers—have jumped on the
bandwagon to cover this “epidemic” (Associated Press, 2007).

Other psychologists sharply disagree with these conclusions. They
argue that the positivity of Americans’ self-views has remained stable
over time (Donnellan, Trzesniewski, & Robins, 2009; Trzesniewski,
Donnellan, & Robins, 2008). For example, Kali Trzesniewski and Brent

© Kate Taylor. www.CartoonStock.com.

dents had developed increasingly positive self-
views over time (2009). Thus, Trzesniewski and
Donnellan caution against assuming that the
young adults of today are especially likely to
think of themselves as special or extraordinary
(Trzesniewski & Donnellan, 2009, 2010).

This debate illustrates a number of impor-
tant aspects of the science of psychology.
First, solid scientific evidence is a vital part of
psychology, and claims must be supported by
that evidence. Further, scientists can look at
the same data and reach strikingly different conclusions. The lesson
here is that no matter how popular a research conclusion might be, it
must be evaluated critically and objectively. In their search for answers
to fascinating questions, psychologists rely on the empirical method for
solid evidence.

WHAT Where do you fall in this debate? What kind of research
DO YOU would be needed to change your mind about whether
THINK? there is a narcissism epidemic among young

Americans?

What problems are inherent in drawing conclusions about the
members of an entire generation?

why the mind and behavior work as they do. Psychologists have reached a more accurate
understanding of human behavior because psychology fosters controversies and because
psychologists think deeply and reflectively and examine the evidence on all sides. A good
place to try out your critical thinking skills is by revisiting the definition of psychology.

Psychology as the Science of All Human Behavior

As you consider the definition of psychology as the science of human behavior, you
might be thinking, okay, where’s the couch? Where’s the mental illness? Psychology
certainly does include the study of therapy and psychological disorders. Clinical psy-
chologists in particular specialize in studying and treating psychological disorders. By
definition, though, psychology is a much more general science (Ash & Sturm, 2007).
Surely, psychological disorders are very interesting, and the media often portray psy-
chologists as therapists. Yet the view of psychology as the science of what is wrong with
people started long before television was invented. So how did we end up with the idea

that psychology is only about mental illness?
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When they think about psychology, many people think of Sigmund Freud (1856-1939).
Freud believed that most of human behavior is caused by dark, unpleasant, unconscious
impulses pressing for expression. For Freud, even the average person on the street is a
mysterious well of unconscious desires. Certainly, Freud has had a lasting impact on
psychology and on society; as recently as March 2006, on the occasion of his 150th
birthday, Freud was featured on the cover of Newsweek. Consider, though, that Freud
based his ideas about human nature on the patients whom he saw in his clinical practice—
individuals who were struggling with psychological problems. His experiences with these
clients, as well as his analysis of himself, colored his outlook on all of humanity. Freud
(1996) once wrote, “I have found little that is ‘good’ about human beings on the whole.
In my experience most of them are trash.”

Freud’s view of human nature has crept into general perceptions of what psychology
is all about. Imagine, for example, that you are seated on a plane, having a pleasant
conversation with the woman (a stranger) sitting next to you. At some point you ask
your seatmate what she does for a living, and she informs you she is a psychologist.
You might think to yourself, “Uh oh. What have I already told this person? What secrets
does she know about me that I don’t know about myself? Has she been analyzing me
this whole time?” Would you be surprised to discover that this psychologist studies
happiness? Or intelligence? Or the processes related to the experience of vision? The
study of psychological disorders is a very important aspect of psychology, but it represents
only one part of the science of psychology.

Psychology secks to understand the truths of human life in #// its dimensions,
including people’s best and worst experiences. Psychologists acknowledge that, as in
the heroism of Sully Sullenberger, sometimes an individual’s best moments emerge
amid the most difficult circumstances. Research on the human capacity for forgiveness
demonstrates this point (Bono, McCullough, & Root, 2008; Lawler-Row & others,
2008; Legaree, Turner, & Lollis, 2007). Forgiveness is the act of letting go of our anger
and resentment toward someone who has harmed us. Through forgiveness we cease
seeking revenge or avoiding the person who did us harm, and we might even wish that
person well.

A case in point: In October 2006, after Charles Carl Roberts IV took 10 young
Amish girls hostage in a one-room schoolhouse in Pennsylvania, eventually murder-
ing 5 of them and wounding 5 others before killing himself, the grief-stricken Amish
community focused not on hatred and revenge but on forgiveness. As funds were
being set up for the victims™ families, the Amish insisted on establishing one for the
murderer’s family. As they prepared simple funerals for the dead girls, the community
invited the killer’s wife to attend. The science of psychology has much to offer to
our understanding of not only the perpetrator’s violence but
also the victims’ capacity for forgiveness.

The willingness of the Amish community to forgive this
horrible crime is both remarkable and puzzling. Can we scien-
tifically understand the human ability to forgive even what
might seem to be unforgivable? As it happens, a number of
psychologists have taken up the topic of forgiveness in research
and clinical practice (Bono & McCullough, 2006; Cohen &
others, 2006). Michael McCullough and his colleagues (2007)
have shown that the capacity to forgive is an unfolding process
that often takes time. For the Amish, their deep religious faith
led them to embrace forgiveness, where many people might
have been motivated to seck revenge and retribution. Research-
ers also have explored the relationship between religious com-
mitment and forgiveness (McCullough, Bono, & Root, 2007).
More recently, researchers have determined that forgiveness
takes mental skills and abilities, not just emotional fortitude
(Pronk & others, 2010).

Some argue that psychology has focused too much on the  7he murder in 2006 of five Amish schoolgirls evoked feelings in the community
negative while neglecting qualities that reflect the best of  not of hatred and revenge but of forgiveness.
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positive psychology A branch of psychology
that emphasizes human strengths.

William Wundt (1832-1920) Wundt
founded the first psychology laboratory (with
his co-workers) in 1879 at the University of
Leipzig.

humanity (Seligman & Csikszentmihalyi, 2000). From these criticisms positive psychol-
ogy has emerged. Positive psychology is a branch of psychology that emphasizes human
strengths. Research in positive psychology centers on topics such as hope, optimism,
happiness, and gratitude (Snyder & Lopez, 2009). One goal of positive psychology is
to bring a greater balance to the field by moving beyond focusing on how and why
things go wrong in life to understanding how and why things go right. Positive psychol-
ogy is not without its own critics, though. Indeed, some psychologists insist that human
weaknesses are the most important topics to study (Lazarus, 2003).

To be a truly general science of human behavior, psychology must address a// sides of
human experience. Surely, controversy—such as that concerning positive psychology—is
a part of any science. The healthy debate that characterizes the field of psychology can
give rise to new psychological perspectives, and this is a sign of a lively discipline.

PSYCHOLOGY IN
HISTORICAL PERSPECTIVE

Psychology seeks to answer questions that people have been asking for thousands of
years—for example:

How do we learn?
What is memory?

Why does one person grow and flourish while another struggles?

It is a relatively new idea that such questions might be answered through scientific inquiry.
From the time human language included the word why and became rich enough to enable
people to talk about the past, people have created myths to explain why things are the
way they are. Ancient myths attributed most important events to the pleasure or displea-
sure of the gods. When a volcano erupted, the gods were angry; if two people fell in love,
they had been struck by Cupid’s arrows. Gradually, myths gave way to philosophy—the
rational investigation of the underlying principles of being and knowledge. People
attempted to explain events in terms of natural rather than supernatural causes.

Western philosophy came of age in ancient Greece in the fourth and fifth centuries
B.C.E. Socrates, Plato, Aristotle, and others debated the nature of thought and behavior,
including the possible link between the mind and the body. Later philosophers, espe-
cially René Descartes, argued that the mind and body were completely separate, and
they focused their attention on the mind. Psychology grew out of this tradition of
thinking about the mind and body. The influence of philosophy on contemporary
psychology persists today, as researchers who study emotion still talk about Descartes,
and scientists who study happiness often refer to Aristotle (Biswas-Diener, Kashdan, &
King, 2009).

In addition to philosophy, psychology also has roots in the natural sciences of biology
and physiology (Johnson, 2008; Pinel, 2009). Read on to trace how the modern field
of psychology developed.

Wundt’s Structuralism and James’s Functionalism

Wilhelm Wundt (1832-1920), a German philosopher-physician, put the pieces of the
philosophy—natural science puzzle together to create the academic discipline of psychology.
Some historians say that modern psychology was born in December 1879 at the University
of Leipzig, when Wundt and his students, especially E. B. Titchener, performed an exper-
iment to measure the time lag between the instant a person heard a sound and the moment
he or she pressed a telegraph key to signal having heard it. What was so special about this
experiment? Wundt’s study was about the workings of the brain: He was trying to measure
the time it took the human brain and nervous system to translate information into action.
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At the heart of this experiment was the idea that mental processes could be measured.
This notion ushered in the new science of psychology.

Wundt and his collaborators concentrated on discovering the basic elements, or
“structures,” of mental processes. Their approach was thus called structuralism because
of its focus on identifying the structures of the human mind, and their method of study
was introspection (literally, “looking inside”). For this type of research, a person in Wundt’s
lab would be asked to think (introspect) about what was going on mentally as various
events took place. For example, the individual might be subjected to a sharp, repetitive
clicking sound and then might have to report whatever conscious feelings the clicking
produced. What made this method scientific was the systematic, detailed self-reports
required of the person in the controlled laboratory setting.

Although Wundt is most often regarded as the founding father of modern psychol-
ogy, it was psychologist and philosopher William James (1842-1910), perhaps more
than anyone else, who gave the field an American stamp. From James’s perspective,
the key question for psychology is not so much what the mind is (that is, its struc-
tures) as what it 75 for (its purposes or functions). James’s view was eventually named
Sfunctionalism.

In contrast to structuralism, which emphasized the components of the mind, function-
alism probed the functions and purposes of the mind and behavior in the individuals
adaptation to the environment. Whereas structuralists were looking inside the mind and
searching for its structures, functionalists focused on human interactions with the outside
world and the purpose of thoughts. If structuralism is about the “what” of the mind,
functionalism is about the “why.” Unlike Wundt, James did not believe in the existence of
rigid structures in the mind. Instead, James saw the mind as flexible and fluid, characterized
by constant change in response to a continuous flow of information from the world. James
called this natural flow of thought a “stream of consciousness.”

A core question in functionalism is, why is human thought adaptive—that is, why are
people better off because they can think than they would be otherwise? When we talk
about whether a characteristic is adaptive, we are focusing on how it makes an organism
better able to survive. As we will see next, functionalism fit well with the theory of evolu-
tion through natural selection proposed by British naturalist Charles Darwin (1809-1882).

Darwin’s Natural Selection

In 1859, Darwin published his ideas in On the Origin of Species. A centerpiece of his
theory was the principle of natural selection, an evolutionary process in which organ-
isms that are best adapted to their environment will survive and, importantly, produce
offspring.

Darwin noted that the members of any species are often locked in competition for
scarce resources such as food and shelter. Natural selection is the process by which the
environment determines who wins that competition. Darwin asserted that organisms
with biological features that led to survival and reproduction would be better represented
in subsequent generations. Over many generations, organisms with these characteristics
would constitute a larger percentage of the population. Eventually, this process could
change an entire species.

Importantly, a characteristic cannot be passed from one generation to the next unless
it is recorded in the genes, those collections of molecules that are responsible for heredity.
Genetic characteristics that are associated with survival and reproduction are passed down
over generations. According to evolutionary theory, species change through random genetic
mutation. That means that, essentially by accident, some members of a species are born
with genetic characteristics that make them different from other members. If these changes
are adaptive (if they help those members compete for food, survive, and reproduce), they
become more common in the species. If environmental conditions were to change, how-
ever, other characteristics might become favored by natural selection, moving the process
in a different direction.
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® structuralism Wundt’s approach to
discovering the basic elements, or structures, of
mental processes; so called because of its focus
on identifying the structures of the human mind.

® functionalism James’s approach to mental
processes, emphasizing the functions and
purposes of the mind and behavior in the
individual’s adaptation to the environment.

® natural selection Darwin’s principle of an
evolutionary process in which organisms that
are best adapted to their environment will
survive and produce offspring.

William James (1842-1910) James’s
approach became known as functionalism.
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ogical .

Explore Evolution from Giraffes to Human Beings

Evolution through natural selection and genetic mutation is a slow process that
explains the various characteristics we see in creatures in the natural world. Darwin
developed his theory of evolution through natural selection by observing phenom-
ena in nature.

Let’s take a look at a familiar creature of our natural world—the giraffe. Giraffes
are the tallest mammals on earth, with some reaching a soaring height of 19 feet.
Much of that height comes from the giraffe’s very long neck. That neck poses a
mystery that fascinates scientists: Why does the giraffe have such a long neck? Crit-
ically explore some possible reasons, below, and answer the questions with each.

1. An evolutionary explanation for the giraffe’s neck would begin by assuming that,
ages ago, some giraffes were genetically predisposed to have longer necks and
others were genetically predisposed to have shorter necks. Take this evolution-
ary argument one step further: Why do we now see only giraffes with long
necks?

2. You might reasonably guess that giraffes have long necks in order to reach
leaves growing on tall trees—in other words, so that they can eat and survive.
However, giraffes often prefer to eat from bushes and relatively low tree
branches. Instead, male giraffes use their long necks in fights with other giraffes
as they compete over mates. Those that win the fights are more likely to repro-
duce. Over the course of time, were the winners those with the longer necks or
the shorter necks? Explain.

3. The process of evolution sheds light on why members of a particular species
share common characteristics. If you were to apply evolutionary theory to
human beings, what kinds of characteristics would you focus on, and why?
Choose one human characteristic and apply the same kinds of questions you
considered about the giraffe’s long neck. Why are we humans the way we are?

Evolutionary theory implies that the way we are, at least in part, is the way that is
best suited to survival in our environment (Cosmides, 2011). The Psychological Inquiry
feature above lets you critically apply the principles of Darwin’s theory of evolution.

Darwin’s theory continues to influence psychologists today because it is strongly
supported by observation. We can make such observations every day. Right now, for
example, in your kitchen sink, various bacteria are locked in competition for scarce
resources in the form of those tempting food particles from your last meal. When you
use an antibacterial cleaner, you are playing a role in natural selection, because you are
effectively killing off the bacteria that cannot survive the cleaning agents. However,
you are also letting the bacteria that are genetically adapted to survive that cleanser to
take over the sink. The same principle applies to taking an antibiotic medication at
the first sign of a sore throat or an earache. By killing off the bacteria that may be
causing the illness, you are creating an environment where their competitors (so-called
antibiotic-resistant bacteria) may flourish. These observations powerfully demonstrate
Darwinian selection in action.

If structuralism won the battle to be the birthplace of psychology, functionalism won
the war. To this day, psychologists continue to talk about the adaptive nature of human
characteristics, although they have branched out to study more aspects of human behav-
ior than Wundt or James might ever have imagined. In a general way, since the days of
those pioneers in the field, psychology has defined itself as the science of human behavior.
The question of what exactly counts as human behavior, however, has fueled debate
throughout the history of the field. For some psychologists, behavior has meant only
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observable actions; for others, it has included thoughts and feelings; for still others, uncon-
scious processes have been the focal point. Traces of this debate can be seen today in the
various contemporary approaches to the science of psychology that we will consider next.

CONTEMPORARY APPROACHES
TO PSYCHOLOGY

In this section we survey seven different approaches that represent the intellectual back-
drop of psychological science: biological, behavioral, psychodynamic, humanistic, cogni-
tive, evolutionary, and sociocultural.

The Biological Approach

Some psychologists examine behavior and mental processes
through the biological approach, which is a focus on the
body, especially the brain and nervous system. For example,
researchers might investigate the way your heart races when
you are afraid or how your hands sweat when you tell a lie.
Although a number of physiological systems may be involved
in thoughts and feelings, perhaps the largest contribution to
physiological psychology has come through the emergence of
neuroscience (Koch, 2011; Salzman & Fusi, 2010).
Neuroscience is the scientific study of the structure, func-
tion, development, genetics, and biochemistry of the nervous
system. Neuroscience emphasizes that the brain and nervous
system are central to understanding behavior, thought, and
emotion. Neuroscientists believe that thoughts and emotions
have a physical basis in the brain. Electrical impulses zoom
throughout the brain’s cells, releasing chemical substances that
enable us to think, feel, and behave. Our remarkable human
capabilities would not be possible without the brain and ner-
vous system, which constitute the most complex, intricate, and
elegant system imaginable. Although biological approaches

might sometimes seem to reduce complex human experience  B. . Skinner was a tinkerer who liked to make new gadgets. The younger of his two
into simple physical structures, developments in neuroscience daughters, Deborah, was raised in Skinner’s enclosed Air-Crib. Some critics accused

have allowed psychologists to understand the brain as an amaz-
ingly complex organ, perhaps just as complex as the psycho-

Skinner of monstrous experimentation with his children; however, the early
controlled environment has not had any noticeable harmful effects. Deborah, shown
here as a child with her parents, is today a successful artist whose work strongly

logical processes linked to its functioning. reflects her unique early childhood experience.

The Behavioral Approach

The behavioral approach emphasizes the scientific study of observable behavioral
responses and their environmental determinants. It focuses on an organism’s visible
interactions with the environment—that is, behaviors, not thoughts or feelings. The
principles of the behavioral approach have been widely applied to help people change
their behavior for the better (Miltenberger, 2008). The psychologists who adopt this
approach are called behaviorists. Under the intellectual leadership of John B. Watson
(1878-1958) and B. E Skinner (1904-1990), behaviorism dominated psychological
research during the first half of the twentieth century.

Skinner (1938) emphasized that psychology should be about what people do—their
actions and behaviors—and should not concern itself with things that cannot be seen,
such as thoughts, feelings, and goals. He believed that rewards and punishments determine
our behavior. For example, a child might behave in a well-mannered fashion because her
parents have previously rewarded this behavior. We do the things we do, behaviorists say,
because of the environmental conditions we have experienced and continue to experience.

® biological approach An approach to
psychology focusing on the body, especially the
brain and nervous system.

® neuroscience The scientific study of the
structure, function, development, genetics, and
biochemistry of the nervous system,
emphasizing that the brain and nervous system
are central to understanding behavior, thought,
and emotion.

©® behavioral approach An approach to
psychology emphasizing the scientific study of
observable behavioral responses and their
environmental determinants.
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Sigmund Freud (1856-1939) Freud was the
founding father of the psychodynamic approach.

® psychodynamic approach An approach to
psychology emphasizing unconscious thought,
the conflict between biological drives (such as
the drive for sex) and society’s demands, and
early childhood family experiences.

©® humanistic approach An approach to
psychology emphasizing a person’s positive
qualities, the capacity for positive growth, and
the freedom to choose any destiny.

® cognitive approach An approach to
psychology emphasizing the mental processes
involved in knowing: how we direct our
attention, perceive, remember, think, and solve
problems.

® evolutionary approach An approach to
psychology centered on evolutionary ideas such
as adaptation, reproduction, and natural
selection as the basis for explaining specific
human behaviors.

What Is Psychology?

Contemporary behaviorists still emphasize the importance of observing behavior to
understand an individual, and they use rigorous methods advocated by Watson and Skinner
(Cheng & Holyoak, 2011). However, not every behaviorist today accepts the earlier behav-
forists’ rejection of thought processes, which are often called cognition (Shanks, 2010).

The Psychodynamic Approach

The psychodynamic approach emphasizes unconscious thought, the conflict between
biological drives (such as the drive for sex) and society’s demands, and early childhood
family experiences. Practitioners of this approach believe that sexual and aggressive
impulses buried deep within the unconscious mind influence the way people think, feel,
and behave.

Sigmund Freud, the founding father of the psychodynamic approach, theorized
that early relationships with parents shape an individual’s personality. Freud’s (1917)
theory was the basis for the therapeutic technique that he called psychoanalysis, which
involves an analyst’s unlocking a person’s unconscious conflicts by talking with the
individual about his or her childhood memories, as well as the individual’s dreams,
thoughts, and feelings. Certainly, Freud’s views have been controversial, but they
remain a part of contemporary psychology. Today’s psychodynamic theories tend to
place less emphasis on sexual drives and more on cultural and social experiences as
determinants of behavior.

The Humanistic Approach

The humanistic approach emphasizes a person’s positive qualities, the capacity for
positive growth, and the freedom to choose one’s destiny. Humanistic psychologists
stress that people have the ability to control their lives and are not simply controlled
by the environment (Maslow, 1971; Rogers, 1961). They theorize that rather than
being driven by unconscious impulses (as the psychodynamic approach dictates) or
by external rewards (as the behavioral approach emphasizes), people can choose to
live by higher human values such as altruism—unselfish concern for other people’s
well-being—and free will. Many aspects of this optimistic approach appear in research
on motivation, emotion, and personality psychology (Ciani & others, 2010; Sheldon
& Gunz, 2009).

The Cognitive Approach

According to cognitive psychologists, the human brain houses a “mind” whose mental
processes allow us to remember, make decisions, plan, set goals, and be creative
(Grigorenko & others, 2008; Sternberg, 2009). The cognitive approach, then, empha-
sizes the mental processes involved in knowing: how we direct our attention, perceive,
remember, think, and solve problems. Many scientists who adopt this approach focus
on information processing, the ways that the human mind interprets incoming informa-
tion, weighs it, stores it, and applies it to decision making. Cognitive psychologists seek
answers to questions such as how we solve math problems, why we remember some
things for only a short time but others for a lifetime, and how we use our imagination
to plan for the future.

Cognitive psychologists view the mind as an active and aware problem-solving sys-
tem. This view contrasts with the behavioral view, which portrays behavior as controlled
by external environmental forces. In the cognitive view, an individual’s mental processes
are in control of behavior through memories, perceptions, images, and thinking.

The Evolutionary Approach

Although arguably all of psychology emerges out of evolutionary theory, some psy-

chologists emphasize an evolutionary approach that uses evolutionary ideas such as
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adaptation, reproduction, and natural selection as the basis for
explaining specific human behaviors. David Buss (2008) argues
that just as evolution molds our physical features, such as body
shape, it also influences our decision making, level of aggres-
siveness, fears, and mating patterns. Thus, evolutionary psy-
chologists argue, the way we adapt is traceable to problems
early humans faced in adapting to their environment (Meston
& Buss, 2009).

Evolutionary psychologists believe their approach provides an
umbrella that unifies the diverse fields of psychology (Cosmides,
2011). Not all psychologists agree with this conclusion, however.
For example, some critics stress that the evolutionary approach
provides an inaccurate explanation of why men and women have
different social roles and does not adequately account for cultural
diversity and experiences (Wood & Eagly, 2010). Yet, even psy-
chologists who disagree with applying the evolutionary approach
to psychological characteristics still agree with the general prin-
ciples of evolutionary theory.

The Sociocultural Approach

The sociocultural approach examines the ways in which social
and cultural environments influence behavior. Socioculturalists
argue that understanding a person’s behavior requires knowing
about the cultural context in which the behavior occurs
(Matthews & Gallo, 2011). Researchers who focus on sociocul-
tural influences might compare people from different cultures to
see whether they are similar or different in important ways
(Kitayama, 2011).

The sociocultural view focuses not only on comparisons of  According to humanistic psychologists, warm, supportive behavior toward others
behavior across countries but also on the behavior of individu-  helps us to realize our capacity for self-understanding.

als from different ethnic and cultural groups within a country

(Grigorenko & Takanishi, 2010). Thus, in recent years, there has been increased inter-
est in the United States on the behavior of African Americans, Latinos, and Asian
Americans, especially with regard to the factors that have restricted or enhanced their
ability to adapt and cope with living in a predominantly Euro-American society
(Banks, 2010).

Summing Up the Seven Contemporary Approaches

These seven psychological approaches provide different views of the same behavior, and
all of them may offer valuable insights that the other perspectives miss. Think about
the simple experience of seeing a cute puppy. Looking at that puppy involves physical
processes in the eyes, nervous system, and brain—the focus of the biological approach
to psychology. The moment you spot that puppy, though, you might smile without
thinking and reach down to pet the little guy. That reaction might be a response based
on your past learning with your own dog (behavioral perspective), or on unconscious
memories of a childhood dog (psychodynamic perspective), or on conscious memories
that you especially like this dog breed (cognitive perspective), or even evolutionary
processes that promoted cuteness to help offspring survive (evolutionary approach). You
might find yourself striking up a conversation with the puppy’s owner, based on your
shared love of dogs (humanistic perspective). Further, sociocultural factors might play
a role in your decision about whether to ask the owner if you could hold the puppy,
whether you share those warm feelings about the puppy with others, and even whether
(as in some cultures) you might view that puppy as food.

® sociocultural approach An approach to
psychology that examines the ways in which
social and cultural environments influence
behavior.
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SUMMARY

Psychology is the scientific study of human behavior and mental pro-
cesses. Psychologists approach human behavior as scientists who think
critically and are curious, skeptical, and objective. Behavior includes ev-
erything organisms do that can be observed. Mental processes are
thoughts, feelings, and motives.

As a truly general science, psychology addresses all sides of human
experience—positive and negative, strengths and weaknesses. Psychol-
ogy is characterized by controversy and debate, and new psychological
perspectives sometimes arise when one scientist questions the views of
another.

Psychology emerged as a science from the fields of philosophy and
physiology. Two founders of the science of psychology are Wilhelm
Wundt and William James. Wund¢s structuralism emphasized the con-
scious mind and its structures. James’s functionalism focused on the
functions of the mind in human adaptation to the environment. The
functionalist emphasis on the mind’s adaptive character fit well with
the new understandings that came from Charles Darwin’s theory of
evolution.

Different approaches to psychology include biological, behavioral,
psychodynamic, humanistic, cognitive, evolutionary, and sociocultural
views. All of these consider important questions about human behavior
from different but complementary perspectives.

The biological approach focuses on the body, especially the brain and
nervous system. Technological advances in brain imaging have allowed
researchers to examine the brain in all its complexity. The behavioral ap-
proach emphasizes the scientific study of observable behavioral responses
and their environmental determinants. John B. Watson and B. E. Skinner
were important early behaviorists. The psychodynamic approach empha-
sizes unconscious thought, the conflict between biological instincts and
society’s demands, and early family experiences. Sigmund Freud was the
founding father of the psychodynamic approach. The humanistic ap-
proach emphasizes a person’s capacity for positive growth, freedom to
choose a destiny, and positive qualities. The cognitive approach empha-
sizes the mental processes involved in knowing. Cognitive psychologists
study attention, thinking, problem solving, remembering, and learning.
The evolutionary approach stresses the importance of adaptation, repro-
duction, and “survival of the fittest.” The sociocultural approach focuses
on the social and cultural determinants of behavior and encourages us to
attend to the ways that our behavior and mental processes are embedded
in a social context.

psychology 4
science 4

behavior 4

mental processes 4
critical thinking 5
empirical method 5
positive psychology 8
structuralism 9

functionalism 9

natural selection 9
biological approach 11
neuroscience 11

behavioral approach 11
psychodynamic approach 12
humanistic approach 12
cognitive approach 12
evolutionary approach 12

sociocultural approach 13
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. What makes psychology a science? What are the goals of
psychological scientists?

2. What four attitudes are at the core of the scientific approach?

. Which particular Freudian views of human nature have influenced
general perceptions of what psychology is all about?

. What is structuralism? How does functionalism contrast with
structuralism?

. What is meant when we say that a particular characteristic of an
organism is adaptive?

. In what ways is Darwin’s work relevant to psychology?
. Which approach to psychology is most interested in early
childhood relationships?

. Which approach to psychology focuses on self-fulfillment, altruism,
and personal growth?

. What specific ideas did B. F. Skinner’s behaviorist approach
emphasize?

APPLY YOUR KNOWLEDGE

. Ask 10 friends and family members to tell you the first thing that

comes to mind when they think of psychology or a psychologist. After
hearing their answers, share with them the broad definition of psy-
chology given in this module. How do they react?

. Visit the website of a major book retailer (such as Amazon) and enter

“psychology” as a search term. Read the descriptions of five to seven
of the most popular psychology books listed. How well do the themes
covered represent your perceptions of what psychology is? How well
do they represent the approaches to psychology discussed in the text?
Are any perspectives over- or underrepresented? If so, why do you
think that is?

. Human beings evolved long ago in a very different environment than

we occupy today. The survivors were those who were most able to
endure extremely difficult circumstances, struggling to find food,
avoid predators, and create social groups. What do you think were the
most adaptive traits for these early humans? Are those traits still adap-
tive? To what specific environments are humans adapting today?

. Adopt Wilhelm Wundts approach to understanding the human mind

and behavior. Invite three friends to listen to a piece of music, and
then ask them to reflect on the experience. Examine what they each
say about various aspects of the music. What does this exercise tell you
about the subjectivity of introspection? In what ways do you think the
method is worthwhile, and in what ways is it limited?



What Psychologists Do
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People who think of themselves as psychologists work in a wide range of settings and
engage in many different activities. Figure 2.1 shows the various settings in which psy-
chologists practice their profession. In this section we look at what psychologists do,
and then we zoom in on the areas of specialization.

CAREERS IN PSYCHOLOGY

Individuals with undergraduate training in psychology might use their expertise
in occupations ranging from human resources and business consulting to doing
casework for individuals struggling with psychological disorders. Those with grad-
uate training in psychology might work as therapists and counselors, researchers
and teachers in universities, or as business consultants or marketing researchers.

Individuals who are primarily engaged in helping others are often called
practitioners of psychology. They spend most of their time in clinical practice,
seeing clients and offering them guidance as they work through problems.
However, even psychologists who are primarily concerned with clinical practice
pay attention to scientific research. For these individuals, rigorous research

FIGURE 2.1  settings in Which Psychologists  guides their therapeutic practice and their efforts to make improvements in
Work More psychologists work in academic environments  the lives of their patients. Increasingly, psychologists who primarily provide

(34 percent), such as colleges and universities, than in any
other setting. However, clinical (24 percent) and private
practice (22 percent) settings—both of them contexts in

therapy engage in evidence-based practice—that is, they use therapeutic tools
whose effectiveness is supported by empirical research (Beidas & Kendall,

which many psychologists in the mental health professions 2010; Sandler, Wolchik, & Schoenfelder, 2011).
work—together make up almost half of the total settings. An important distinction that is often not well understood is the difference
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between a clinical psychologist and a psychiatrist. A clinical psychologist typ-
ically has a doctoral degree in psychology, which requires approximately four to five
years of graduate work and one year of internship in a mental health facility. In contrast,
a psychiatrist is a physician with a medical degree who subsequently specializes in abnor-
mal behavior and psychotherapy. Another difference between a psychiatrist and a clini-
cal psychologist is that a psychiatrist can prescribe drugs, whereas a clinical psychologist
generally cannot. Despite these differences, clinical psychologists and psychiatrists are
alike in sharing an interest in improving the lives of people with mental health problems.
Many psychologists who are employed at universities divide their time between teach-
ing and doing research. Research in psychology creates the knowledge that is presented
in this book and that you will be learning about in your introductory psychology course.
Human behavior is a vast, complex topic. Most psychologists specialize in a particu-
lar area of study, as we consider next.

AREAS OF SPECIALIZATION

Psychology has many areas of specialization. Currently, there are 56 divisions in
the American Psychological Association, each focusing on a specific subfield of
psychology. Division 1, the Society of General Psychology, seeks to provide a coher-
ent integration of the vast science of psychology. Division 2, the Society for the
Teaching of Psychology, is dedicated to devising the best ways to help students
learn about this fascinating science. The other main specializations in the field of
psychology include the following:
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Physiological Psychology
and Behavioral Neuroscience

Researchers who study physiological psychology are interested in the physical
processes that underlie mental operations such as vision and memory. Phys-
iological psychologists may use animal models (that is, they may employ
animals, such as rats, to study processes that are difficult or impossible to
study in the same way in humans) to examine such topics as the develop-
ment of the nervous system. The field of bebavioral neuroscience also focuses
on biological processes, especially the brain’s role in behavior (Rilling &
Sanfey, 2011).

s ensat i on an d P ercep t i on Richard J. Davidson of the University of Wisconsin, Madison,

shown with the Dalai Lama, is a leading researcher in behavioral
Researchers who study sensation and perception focus on the physical systems —neuroscience.

and psychological processes that allow us to experience the world—to smell
the Thanksgiving turkey in the oven (Yeshurun & Sobel, 2010) and to see the
beauty of a sunset (Keen, 2011).

Learning

Learning is the intricate process by which behavior changes to adapt to changing cir-
cumstances (Cheng & Holyoak, 2011). Many researchers study the basic principles of
learning using animals such as rats and pigeons (Ploog & Williams, 2010). Learning
has been addressed from the behavioral and cognitive perspectives (Shanks, 2010).

Cognitive Psychology

Cognitive psychology is the broad name given to the field of psychology that examines
attention, consciousness, information processing, and memory. Cognitive psychologists
are also interested in skills and abilities such as problem solving, decision making,
expertise, and intelligence (Margrett & others, 2010; Sternberg, 2011). Researchers in
cognitive psychology and sensation perception are sometimes called experimental

psychologists.

Developmental Psychology

Developmental psychology is concerned with how people become who they are, from
conception to death. In particular, developmental psychologists concentrate on the bio-
logical and environmental factors that contribute to human development (Goldsmith,
2011). Developmentalists study child development (Grusec, 2011) but also adult devel-
opment and aging (Staudinger & Gluck, 2011). Their inquiries range across the bio-
logical, cognitive, and social domains of life (Nelson, 2011).

Motivation and Emotion

Researchers from a variety of specializations are interested in motivation and emotion,
two important aspects of experience. Research questions addressed by scientists who
study motivation include how individuals persist to attain a difficult goal and how
rewards affect the experience of motivation (Boekaerts, 2010). Emotion researchers delve
into such topics as the physiological and brain processes that underlie emotional expe-
rience, the role of emotional expression in health, and the possibility that emotions are
universal (Izard, 2009).

Weve tun ovt of kb rats, Y
Henderson... Bt thison =
6o come with vus.

© Randall Mcllwaine. www.CartoonStock.com.
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Psychology of Women and Gender

The psychology of women studies psychological, social, and cultural influences on women’s
development and behavior. This field stresses the importance of integrating information
about women with current psychological knowledge and beliefs and applying the infor-
mation to society and its institutions (Martin & Ruble, 2010; Wood & Eagly, 2010).
Psychologists are also interested in understanding the broad topic of gender and the ways
in which our biological sex influences our ideas about ourselves as men and women.

Personality Psychology

Personality psychology studies personality, consisting of the relatively enduring character-
istics of individuals. Personality psychologists study such topics as traits, goals, motives,
genetics, personality development, and well-being (McAdams & Olson, 2010). Research-
ers in personality psychology are interested in those aspects of your psychological makeup
that make you uniquely you.

Social Psychology

Social psychology deals with people’s interactions with one another, relationships, social per-
ceptions, social cognition, and attitudes (Bohner & Dickel, 2011; Erber & Erber, 2011).
Social psychologists are interested in the influence of groups on individuals’ thinking and
behavior and in the ways that the groups to which we belong influence our attitudes. The
research questions that concern social psychologists include understanding and working to
reduce racial prejudice, determining whether two heads really are better than one, and
exploring how the presence of others influences performance. Social psychologists also study
the important domain of close interpersonal relationships (Shaver & Mikulincer, 2011).

Industrial and Organizational (1/0) Psychology

Industrial and organizational psychology (I/O psychology) centers on the workplace—both

the workers and the organizations that employ them. I/O psychology is often divided

patho into industrial psychology and organizational psychology. Among the main concerns of
psychological disorders and the development of . . ..
diagnostic categories and treatments for those industrial psychology are personnel matters and human resource management (Aguinis

disorders. & Kraiger, 2009). Thus, industrial psychology is increasingly referred to as personnel
psychology. Organizational psychology examines the social influences in organizations

(Aquino & Thau, 2009), as well as organizational leadership (Avolio, Walumbwa, &

The research of Carol S. Dweck of Stanford Weber, 2009; Gigerenzer, 2011).
University spans developmental and social

psychology. Her influential work looks at how

our ideas of self play a role in motivation, CIinicaI a“d counseling Psychology

self-regulation, and achievement.

® psychopathology The scientific study of

Clinical and counseling psychology is the most widely practiced specialization
in psychology. Clinical and counseling psychologists diagnose and treat
people with psychological problems (Hersen & Gross, 2008). Counseling
psychologists sometimes work with people to help solve practical prob-
lems in life (Forrest, 2010). For example, counseling psychologists
may work with students, advising them about personal problems
and career planning. Clinical psychologists are interested in
psychopathology—the scientific study of psychological disorders
and the development of diagnostic categories and treatments for
those disorders.

Health Psychology

Health psychology is a multidimensional approach to human
health that emphasizes psychological factors, lifestyle, and
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Social psychologists explore the powerful influence
of groups (such as, clockwise, Chinese Americans,
members of motorcycle clubs, gay Americans,
military families, and inner-city youths) on
individuals’ attitudes, thinking, and behavior.

the nature of the healthcare delivery system (Miller, Chen, & Cole, 2009). Many health
psychologists study the roles of stress and coping in people’s lives (Carver & Connor-
Smith, 2010; Holsboer & Ising, 2010). Health psychologists may work in physical or
mental health areas. Some are members of multidisciplinary teams that conduct research
or provide clinical services.

This list of specialties cannot convey the extraordinarily rich knowledge you will be
gaining as a student in introductory psychology. To whet your appetite for what is to
come, check out the Psychological Inquiry feature and try answering some of the ques-
tions that fascinate psychologists.

The specialties that we have discussed so far are the main areas of psychology that
we cover in this book. However, they do not represent an exhaustive list of the interests
of the field. Other specializations in psychology include the following.

Community Psychology

Community psychology concentrates on improving the quality of relationships among
individuals, their community, and society at large. Community psychologists are prac-
titioner scientists who provide accessible care for people with psychological problems.
Community-based mental health centers are one means of delivering services such as
outreach programs to people in need, especially those who traditionally have been
underserved by mental health professionals (Trickett, 2009).
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SECTION 1

What Is Psychology?

ogical .

Questions That Psychology Specialists Ask

This table identifies, by module, the topics we will investigate in this book
(column 1). For each topic, a question is posed that the module will answer
(column 2). What do you think the research will show about each of these
questions? In the space provided in the note pad, jot down your guesses. Be
bold—there are no right answers (yet)!

4

14
19

23

30
32
37
41

49
54
57

58-60, 62

65

68

Module and Topic

Types of Psychological
Research

The Brain
How We Sense and Perceive
the World

Sleep and Dreams

Operant Conditioning

Memory Storage

Language

Child Development

Emotion

Sexual Orientation

Biological Perspectives
of Personality

Social Relations

Organizational Psychology
and Culture

Defining and Explaining Abnormal
Behavior; Anxiety Disorders; Mood
Disorders; and Schizophrenia

Psychotherapy and Its
Effectiveness

Resources for Effective
Life Change

Question

How is self-esteem related to increased
aggression?

How does behavior change the brain?

Is there evidence for the existence
of ESP?

What do dreams mean?

How do pop quizzes influence studying?

Are you likely to remember what you've
learned in intro psychology this year 50
years from now?

Who talks more, men or women?

What kind of parenting is associated with
children who are responsible and kind?

Does pursuing happiness make people
happier?

Where does sexual orientation come
from?

Are personality characteristics genetically
determined?

How can we best combat racial
prejudice?

Are happy workers more productive?

What role do genes play in psychological
disorders?

Does psychotherapy work?

What is the role of religion and spirituality
in influencing healthy choices?

M
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Community psychologists strive to create communities that
are more supportive of their residents by pinpointing needs, pro-
viding services, and teaching people how to access resources that
are already available (Moritsugu, Wong, & Dufty, 2010). Com-
munity psychologists are also concerned with prevention. That
is, they try to prevent mental health problems by identifying
high-risk groups and then intervening with appropriate services
and resources in the community.

School and Educational Psychology

School and educational psychology centrally concerns children’s
learning and adjustment in school. School psychologists in ele-
mentary and secondary school systems test children, make rec-
ommendations about educational placement, and collaborate on
educational planning teams. Educational psychologists work at
colleges and universities, teach classes, and do research on teach-

ing and learning (Banks, 2010).

Environmental Psychology

Environmental psychology is the study of the interactions between
people and their physical environment. Environmental psychol-
ogists explore the effects of physical settings in most major areas
of psychology, including perception, cognition, learning, devel-
opment, abnormal behavior, and social relations (Gifford, 2009;
Hartmann & Apaolaza-Ibanez, 2010). Topics that an environ-
mental psychologist might study range from how different
building and room arrangements influence behavior to what
strategies might be used to reduce human behavior that harms
the environment.

et e S
F orensic P ) y C h 0 I 0 g Y Community psychologists provide accessible care to local populations, often
through efforts such as the suicide-prevention program advertised in this poster.

Forensic psychology is the field of psychology that applies psycho-
logical concepts to the legal system (Campbell & Brown, 2010).
Social and cognitive psychologists increasingly conduct research on topics related to
psychology and law. Forensic psychologists are hired by legal teams to provide input
about many aspects of trials, such as jury selection. Forensic psychologists with clinical
training may also testify as experts in trials, such as when they are asked to evaluate
whether a person is likely to be a danger to society.

Sport Psychology

Sport psychology applies psychology’s principles to improving sport performance and
enjoying sport participation (Rotella, 2010). Sport psychology is a relatively new field,
but it is rapidly gaining acceptance. It is now common to hear about elite athletes
working with a sport psychologist to improve their game.

Cross-Cultural Psychology

Cross-cultural psychology is the study of culture’s role in understanding behavior,
thought, and emotion (Greenfield, 2009; Kitayama, 2011). Cross-cultural psychologists
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Social Psychology and Cross-Cultural Psychology:
Is Success Always Sweeter Than Failure?

t one time or another, all of us experience the high of suc-

cess. At other times we endure the agony of failure. When
we succeed, we often want to savor our moment of achieve-
ment, perhaps hanging up, for all to see, our hard-won diploma
or the treasured essay on which we received an A. When we fail,
we might hide the results in a drawer, literally or otherwise. Are
these responses natural to all people, or does culture—the
shared meanings that characterize a particular social group—
matter when we are judging success and failure?

To get a feel for how researchers have addressed this ques-
tion, imagine that you are in a psychological study in which you
are asked to solve a number of puzzles. Some of the puzzles are
easy, and you complete them with no problem. The other puzzles
are difficult; try as you might, you cannot figure them out. After
the study, you are left alone with the puzzles, and the research-
ers inform you that if you would like, you can keep working the
puzzles while they prepare the rest of the study materials. Which
puzzles will you be likely to choose?

If you are like most U.S. college students, you will gravitate
toward the easy puzzles, choosing to work on what you know
you are already good at. However, if you are like most Asian
students, you will pick up the difficult puzzles and keep working
on those that you have not yet solved (Heine, 2005; Heine &

Hamamura, 2007). These cultural differences are thought to
emerge out of differing views of the self, goals, and learning.
Compared to U.S. students, Asian students may be more likely
to view failure as an opportunity to learn. What explains these
differences?

Researchers interested in the influence of culture on psycho-
logical processes have distinguished individualistic cultures from
collectivistic ones (Triandis, 2007). Individualistic cultures (such as
the United States and western European nations) emphasize the
uniqueness of each individual and his or her thoughts, feelings,
and choices. Individualistic cultures view the person as having an
independent sense of self, separate from his or her social group. In
contrast, collectivistic cultures (such as those in East Asia) empha-
size the social group and the roles the individual plays in that
larger group. Collectivistic cultures view the person as embedded
in the social network or as having an interdependent sense of self.

Participants from indi-
vidualistic cultures tend to

be more likely to emphasize How does your

their strengths and to show CU/tUl’a/ experience
a tendency toward self- )

enhancing. Such individuals [nﬂuence your

feel better about them-
selves when they are suc-
cessful, and they enjoy
focusing on success (Heine
& others, 1999). On the
other hand, individuals from collectivistic cultures take a more self-
critical view. They are more likely to switch away from tasks in
which they have been successful and to pursue tasks in which
they might instead improve themselves, a pattern that has been
shown not only in Asian cultures (Falk & others, 2009; Heine &
Hamamura, 2007) but also in Chile (Heine & Raineri, 2009) and
among Mexican Americans (Tropp & Wright, 2003) and Native
Americans (Fryberg & Markus, 2003).

These differences in responses to failure have prompted
some observers to assert that feeling good about oneself is not a
universal but rather a culturally specific need that applies only to
individualists (Heine & Buchtel, 2009). By examining psychologi-
cal processes across different cultures, psychologists can investi-
gate whether the world around them is truly representative of
human beings or is instead the product of culture.

perceptions of
success and failure?

compare the nature of psychological processes in different cultures with a special inter-
est in whether psychological phenomena are universal or culture-specific.

Keep in mind that psychology is a collaborative science in which psychologists work
together to examine a wide range of research questions. It is common for scholars from
different specialties within psychology to join forces to study some aspect of human
behavior. The Intersection feature reviews research that represents collaboration among
scientists from different specialties to probe the same question. See how looking at
psychology through the lens of culture can influence our conclusions by checking out

this module’s Intersection.



SUMMARY

Psychologists work in a wide range of settings and engage in many differ-
ent activities. Individuals with undergraduate training in psychology
hold occupations ranging from human resources and business consulting
to doing casework for individuals struggling with psychological disor-
ders. Those with graduate training in psychology might work as thera-
pists and counselors, researchers and teachers in universities, or as
business consultants or marketing researchers.

A clinical psychologist typically has a doctoral degree in psychology,
whereas a psychiatrist is a medical doctor who specializes in treating
people with abnormal behavior. A psychiatrist treats patients with psy-
chotherapy and can prescribe drugs; a clinical psychologist generally can-
not prescribe medication.

Main areas of specialization in psychology include physiological psy-
chology and behavioral neuroscience, developmental psychology, sensa-
tion and perception, cognitive psychology, learning, motivation and
emotion, personality psychology, social psychology, industrial and orga-
nizational psychology, clinical and counseling psychology, and health
psychology. Other specialties include community psychology, school and
educational psychology, environmental psychology, the psychology
of women, forensic psychology, sport psychology, and cross-cultural

psychology.

1. What are some career options for a person with an undergraduate
degree in psychology? What careers might someone with a graduate
degree in psychology pursue?

2. What important distinctions are there between a clinical
psychologist and a psychiatrist?

3. Name five areas of specialization in psychology and describe the
primary concerns of each of them.
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psychopathology 18

APPLY YOUR KNOWLEDGE

1. In the directory for your school (or for another institution), look up
the psychology faculty. Select several faculty members and see what
the areas of specialization are for each person (be careful, they may
not be the same as the classes they teach). How do you think their
areas of academic training might affect the way they teach their
classes?

2. What subfield of psychology most interests you? Why? Use the inter-
net and search for information about that subfield. Identify at least
one area of active research in that subfield and explain its strengths
and weaknesses.



The Science of

Psychology and
Health and Wellness

We have reviewed a variety of ways that psychologists approach human behavior.
Psychology has learned much about behavior that is relevant to you and your life. In
this book, we seek to answer the question, what does psychology have to say about
you, by tying research in psychology to your physical health and psychological well-
ness. At the close of each module, we will consider how the topics covered matter to
your physical body and your mind. This link between the mind and the body has
fascinated philosophers for centuries. Psychology occupies the very spot where the
mind and body meet.

HOW THE MIND IMPACTS THE BODY

When you think about psychology, your first thought might be about the mind and
the complex feelings—love, gratitude, hate, anger, and others—that emanate from
it. Psychology has come to recognize more and more the degree to which that mind
is intricately connected to the body. As you will see when we examine neuroscience
in Modules 3 and 4, observations of the brain at work reveal that when mental
processes change, so do physical processes (Hagner, 2007).

Health psychologists talk about health behavior as just a subset of behaviors that are
relevant to physical health. These behaviors might include eating well, exercising, not
smoking, performing testicular and breast self-exams, brushing your teeth, and getting
enough sleep. But think about it: Is there ever really a time when your behavior is 7ot
relevant to your body, and therefore to your health? Is there ever a time when you are
doing something—thinking, feeling, walking, running, singing—when your physical
body is not present? As long as your body is there—with your heart, lungs, blood, and
brain activated—your health is affected. In short, everything we do, see, think, and feel
is potentially important to our health and well-being.

It might be instructive to think concretely about the ways the mind and body relate
to each other, even as they are united in the physical reality of a person. Let’s say you
see a “Buns of Steel” infomercial on TV. You decide to embark on a quest for these
legendary buns. Commitment, goal setting, and self-discipline will be among the many
mental processes necessary to resculpt your rear. In this example, the mind works on

the body by producing behaviors that change its shape and size.

HOW THE BODY IMPACTS THE MIND

MY MIND MAKES Similarly, the body can influence the mind in
F'TNE;; —, THE TR,OUG%-IEI'I!ZACTYS THADT AAAY ; dramatic ways. Consider how fuzzy your think-
. _ BoDY ing is after you stay out too late and how much

L) CAN'T easier it is to solve life’s problems when you have

= FULFILL. had a good night’s sleep. Also recall your out-

look on the first day of true recovery from a
nagging cold: Everything just seems better. Your
_7-27 mood and your work improve. Clearly, physical
states such as illness and health influence the

FRANK & ERNEST © Thaves/Distributed by Newspaper Enterprise Association, Inc. way we thil’lk.
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The Science of Psychology and Health and Wellness

The relationship between the body and mind is illustrated in a major question that
psychologists regularly encounter: What is the impact of nature (genetic heritage) ver-
sus nurture (social experience) on a person’s psychological characteristics? The influence
of genetics on a variety of psychological characteristics, and the ways that genetic
endowments can themselves be altered by social experience, will be addressed in many
of the main topics in this book, from development (Modules 31-34) to personality
(Modules 44—50) to psychological disorders (Modules 58—-63). You will see that your
physical and mental selves are intertwined in ways you may have never considered
(Diamond, Casey, & Munakata, 2011).

Throughout this book, we investigate the ways that all of the various approaches to
psychology matter to your life. Psychology is crucially about you, essential to your
understanding of your life, your goals, and the ways that you can use the insights of
thousands of scientists to make your life healthier and happier. In taking introductory
psychology, you have an amazing opportunity. You will learn a great deal about human
beings, especially one particular human being: you. Whether the psychological research
presented is about emotions and motivation or the structures of the nervous system, it
is still essentially about the mystery that is you.

SUMMARY

Over time, the field of psychology has come to recognize that the mind
and the body are intricately related. The mind can influence the body.
The way we think has implications for our nervous system and brain.
Our motives and goals can influence our bodies as we strive to be physi-
cally fit and eat well. In turn, the body can have an impact on the mind.
We think differently when our bodies are rested versus tired, healthy
versus unhealthy.

Plan to make the most of your experience in taking introductory psy-
chology by applying your learning to your life. Psychology is, after all, the
scientific study of you—ryour behavior, thoughts, goals, and well-being.

1. What has psychology increasingly come to recognize about the
relationship between the mind and the body?

2. What are some mental processes that might be involved in efforts to
change your physical body, as through diet or exercise?

3. What is some real-life evidence of the body’s impact on the mind?
Give examples that are different from those in the text.

25



MODULES

The Scientific Method
and Thinking Critically

Types of Psychological
Research

How Psychological
Research Is Conducted

The Scientific Method
and Health and Wellness™»

\




Psychology’s
Scientific Method

The Thrill of Third

As ofhcials handed out the Olympic medals for the
1,500-meter speed skating event at the 2010 Vancouver
Winter Games, Jung-Su Lee of South Korea accepted
the gold and Apolo Ohno of the United States took
the SilVCI‘. No one, though, was smiling more broadly than J. R. Celski as he accepted the
bronze. Celski, a 19-year-old American, was recovering from an injury and had not expected to
win a medal at all.

Psychologist Tom Gilovich and his colleagues noticed Celski's joy as they watched the 1992
Summer Olympic Games in Barcelona: Silver medalists generally looked less happy than the
bronze medalists they had just beaten (Medvec, Madey, & Gilovich, 1995). The researchers
surmised that these varying reactions came from the different ways in which the athletes
thought about “what might have been.” Silver medalists might be tortured by the thought “I
almost won the gold.” In contrast, bronze medalists might take solace in thinking, “I almost
missed the medals altogether.”

In a series of studies to investigate their theory, the researchers asked individuals who had not
watched the 1992 Olympics to look at videos of the games and to rate how happy the athletes
looked at two different moments—just as the events ended and as they stood on the medal
podium. In support of the researchers’ hunches, the silver medalists were rated as appearing less
happy than the bronze medalists both right after the event and on the podium. Moreover, in post-
event interviews, the silver medalists were more likely to say things might have gone better, while
the bronze medalists were more likely to consider how things could have been much worse.

This example demonstrates how psychologists can take an observation from everyday life,
develop a theory that might explain that observation, and then test their ideas systematically

using the scientific method. ®




The Scientific Method
and Thinking Critically

Science is defined not by what it studies but by how
it investigates. Photosynthesis, butterflies, and
happiness all can be studied in a scientific manner.

® variable Anything that can change.

® theory A broad idea or set of closely related
ideas that attempts to explain observations and
to make predictions about future observations.

® hypothesis An educated guess that derives

logically from a theory; a prediction that can
be tested.
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Being a psychologist means being a scientist who studies psychology. This module begins
by explaining the scientific method that psychologists use to study psychology. The
scientific method shows how psychologists think critically. However, thinking critically
is not something only done when you conduct research. It is also something you need
to do when you read, or consume, research. The module concludes by sharing guidelines
for how you can think critically about psychological research.

PSYCHOLOGY'’S SCIENTIFIC METHOD

Science is defined not by what it investigates but by how it investigates. Whether you
want to study photosynthesis, butterflies, Saturn’s moons, or happiness, the way you
study your question of interest determines whether your approach is scientific. The
scientific method is how psychologists gain knowledge about mind and behavior.

It is the use of the scientific method that makes psychology a science (Langston, 2011;
McBurney & White, 2010). Indeed, most of the studies psychologists publish in research
journals follow the scientific method, which comprises these five steps (Figure 3.1):

1. Observing some phenomenon

2. Formulating hypotheses and predictions
3. Testing through empirical research

4. Drawing conclusions

5. Evaluating the theory

Step 1. Observing Some Phenomenon

The first step in conducting a scientific inquiry involves observing some phenomenon
in the world. The curious, critically thinking psychologist sees something in the world
and wants to know why or how it is the way it is. The phenomena that scientists study
are called variables, a word related to the verb 7 vary. A variable is anything that can
change. For example, one variable that interests psychologists is happiness. Some people
seem to be generally happier than others. What might account for these differences?
As scientists consider answers to such questions, they often develop theories. A theory
is a broad idea or set of closely related ideas that attempts to explain observations. Theo-
ries tell us about the relationships between variables on a conceptual level. Theories seek
to explain why certain things have happened, and they can be used to make predictions
about future observations. For instance, some psychologists theorize that the most impor-
tant human need is the need to belong to a social group (Baumeister & Leary, 2000).

Step 2. Formulating Hypotheses and Predictions

The second step in the scientific method is stating a hypothesis. A hypothesis is an
educated guess that derives logically from a theory. It is a prediction that can be tested.
A theory can generate many hypotheses. If more and more hypotheses related to a
theory turn out to be true, the theory gains in credibility. So, a researcher who believes
that social belonging is the most important aspect of human functioning might predict
that people who belong to social groups will be happier than those who do not. Another
hypothesis from the theory that belongingness is important to human functioning might
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Observing Some
Phenomenon

We feel good when we
give someone a gift. How-
ever, do we genuinely

feel better giving some-
thing away than we might
feel if we could keep it?
Elizabeth Dunn, Lara
Aknin, and Michael Norton
(2008) decided to test this
question.

2

Formulating Hypoth-
eses and Predictions

These researchers
hypothesized that
spending money on
other people would lead
to greater happiness
than spending money on
oneself.

MODULE 3

Testing Through Empirical
Research

In an experiment designed
to examine this prediction,
the researchers randomly
assigned undergraduate
participants to receive money
($5 or $20) that the students
had to spend on either
themselves or someone else
by 5 PM. that day. Those
who spent the money on
someone else reported

Drawing Conclusions

The experiment supported
the hypothesis that spend-
ing money on others can
be a strong predictor of
happiness. Money might
not buy happiness, the
researchers concluded,
but spending money in a
particular way, that is,

on other people, may
enhance happiness.

The Scientific Method and Thinking Critically 29

Evaluating the Theory

The experimental results
were published in the
prestigious journal Science.
Now that the findings are
public, other researchers
might investigate related
topics and questions
inspired by this work, and
their experiments might
shed further light on the
original conclusions.

greater happiness that night.

FIGURE 3.1 Steps in the Scientific Method: Is It Better to Give Than to Receive? This figure shows how the steps in the
scientific method were applied in a research experiment examining how spending money on ourselves or others can influence happiness

(Dunn, Aknin, & Norton, 2008).

be that individuals who have been socially excluded should feel less happy than those
who have been socially included.

Step 3. Testing Through Empirical Research

The next step in the scientific method is to test the hypothesis by conducting empirical
research, that is, by collecting and analyzing data. At this point, it is time to design a
study that will test predictions that are based on the theory. To do so, a researcher first
needs a concrete way to measure the variables of interest.

An operational definition provides an objective description of how a variable is
going to be measured and observed in a particular study. Operational definitions elim-
inate the fuzziness that might creep into thinking about a problem. Imagine, for instance,
that everyone in your psychology class is asked to observe a group of children and to
keep track of kind behaviors. Do you think that all your classmates will define “kind
behaviors” in the same way? Establishing an operational definition ensures that everyone
agrees on what a variable means.

To measure personal happiness, for example, prominent psychologist Ed Diener and
his students (1985) devised a self-report questionnaire that measures how satisfied a
person is with his or her life, called the Satisfaction with Life Scale. (You will get a
chance to complete the questionnaire later in this module.) Scores on this questionnaire
are then used as measures of happiness. Research using this scale and others like it has
shown that certain specific factors—marriage, religious faith, purpose in life, and good
health—are strongly related to being happy (Diener, 1999; Pavot & Diener, 2008).

Importantly, there is not just one operational definition for any variable. While Diener
and colleagues used a questionnaire, consider that in the study of silver and bronze medal-
ists described at the beginning of this module, researchers used ratings of facial expressions
as an operational definition of happiness. In yet another study, one that examined happiness
as a predictor of important life outcomes, Lee Anne Harker and Dacher Keltner (2001)
looked at the yearbook pictures of college women who had graduated three decades earlier

® operational definition A definition that pro-
vides an objective description of how a variable
is going to be measured and observed in a
particular study.
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and coded the photographs for the appearance of Duchenne smiling. This type of smiling is
genuine smiling—the kind that creates little wrinkles around the outer corner of the eyes.
Duchenne smiling has been shown to be a sign of true happiness. (If you want to see whether
someone in a photograph is smiling genuinely, cover the bottom of the person’s face. Can
you still tell that he or she is smiling? A genuine smile is evident in the eyes, not just the
mouth.) So, while Diener and colleagues operationally defined happiness as a score on a
questionnaire, Harker and Keltner operationally defined happiness as Duchenne smiling.
Harker and Keltner found that happiness, as displayed in these yearbook pictures, predicted
positive life outcomes, such as successful marriages and satisfying lives, some 30 years later.

Devising satisfactory operational definitions for the variables in a study is a crucial
step in designing psychological research. To study anything, we have to have a way to
see it or measure it. Clearly, in order to establish an operational definition for any vari-

able, we first must agree on what we are trying to measure. If we think of happiness
as something that people know about themselves, then a questionnaire score might
be a good operational definition of the variable. If we think that people might not
be aware of how happy they are (or are not), then a facial expression might be a
better operational definition. In other words, our definition of a variable must
be set out clearly before we operationally define it. You might try your hand at
operationally defining the following variables: generosity, love, maturity, exhaus-
tion, and physical attractiveness. What are some things that you find interest-
ing? How might you operationally define these variables?

Because operational definitions allow for the measurement of variables,

14 researchers have a lot of numbers to deal with once they have conducted a

) ) study. A key aspect of the process of testing hypotheses is data analysis. Data

ol refers to all the information (all those numbers) researchers collect in a

Researchers have identified Duchenne smiling (notice the wrinkles) ~ study—say, the questionnaire scores or the behaviors observed. Data analysis

as asign of genuine happiness. means “crunching” those numbers mathematically to see if they support pre-
dictions. We will cover some of the basics of data analysis later.

The following example demonstrates the first three steps in the scientific method. One
theory of well-being is self-determination theory (Deci & Ryan, 2000; Ryan & Deci,
2009). According to this theory, people are likely to feel fulfilled when their lives meet
three important needs: relatedness (warm relations with others), autonomy (indepen-
dence), and competence (mastering new skills). One hypothesis that follows logically
from this theory is that people who value money, material possessions, prestige, and
physical appearance (that is, extrinsic rewards) over the needs of relatedness, autonomy,
and competence (which are intrinsic rewards) should be less fulfilled, less happy, and less
well adjusted. In a series of studies entitled “The Dark Side of the American Dream,”
researchers Timothy Kasser and Richard Ryan asked participants to complete self-report
measures of values and of psychological and physical functioning (Kasser & Ryan, 1993,
1996; Kasser & others, 2004). Thus, the operational definitions of values and psycho-
logical functioning were questionnaire scores. The researchers found that individuals who
value material rewards over more intrinsic rewards do indeed tend to suffer as predicted.

Step 4. Drawing Conclusions

Based on the results of the data analyses, scientists then draw conclusions from their
research. It is important to keep in mind that usually a theory is revised only after a
number of studies produce similar results. Before we change a theory, we want to be
sure that the research can be replicated, or repeated, by other scientists using different
methods. If a research finding is shown again and again—that is, if it is replicated—
across different researchers and different specific methods, it is considered reliable. It is
a result on which we can depend.

Step 5. Evaluating the Theory

The final step in the scientific method is one that never really ends. Researchers submit
their work for publication, and it undergoes rigorous review. Afterward, the published
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studies are there for all to see, read, and evaluate continually. Scholars go back and
consider the theory that started it all. Do the studies really support the theory?

One special type of study involves a meta-analysis. Meta-analysis is a statistical
procedure that summarizes a large body of evidence from the research literature on a
particular topic. For a meta-analysis, a researcher tries to find all of the studies that have
been done on a topic of interest. The researcher then compares all the studies and their
findings. A meta-analysis allows researchers to conclude whether a result is consistent
in the literature and to estimate the magnitude of the relationship between variables
(McDonald & others, 2010). An example of a meta-analysis is a study conducted by
Sonja Lyubomirsky and her colleagues examining the relationship between happiness
and work success (Lyubomirsky, King, & Diener, 2005). They found that across 43 dif-
ferent studies, happy people were less likely to be “burned out” and to think about
quitting their jobs and more likely to receive positive evaluations from their supervisors.

The research community maintains an active conversation about what scientists
know, and this dialogue constantly questions conclusions. From published studies, a
scholar may come up with a new idea that will eventually change the thinking on some
topic. Steps 3, 4, and 5 in the scientific method are part of an ongoing process. That
is, researchers go back and do more research, revise their theories, hone their methods,
and draw and evaluate their new conclusions.

THINKING CRITICALLY ABOUT
PSYCHOLOGICAL RESEARCH

Not all psychological information that is presented for public consumption comes from
professionals with excellent credentials and reputations at colleges or universities or in
applied mental health settings (Stanovich, 2010). Because journalists, television report-
ers, and other media personnel are not usually trained in psychological research, they
often have trouble sorting through the widely varying material they find and making
sound decisions about the best information to present to the public. In addition, the
media often focus on sensationalistic and dramatic psychological findings to capture
public attention. Media reports may go beyond what actual research articles and clin-
ical findings really say. For example, recall from Module 1 the research controversy
over the alleged epidemic of narcissism in members of Generation Me. The popular
media latched on to this work, although subsequent research has called its conclusions
into question.

Even when the media present the results of excellent research, they sometimes
have trouble accurately informing people about the findings and their implications
for people’s lives. This entire book is dedicated to carefully introducing, defining,
and elaborating on key concepts and issues, research, and clinical findings. The
media, however, do not have the luxury of so much time and space to detail and
specify the limitations and qualifications of research. In the end, you have to take
responsibility for evaluating media reports on psychological research. To put it
another way, you have to consume psychological information critically and wisely.
Five guidelines follow.

Avoid Overgeneralizing Based
on Little Information

Media reports of psychological information often leave out details about the nature of
the sample used in a given study. Without information about sample characteristics—
such as the number of participants, their sex, or their ethnic representation—it is wise
to take research results with a grain of salt. For example, research that demonstrated the
classic “fight or flight” response to stress has had great impact on how we understand
the body’s response to threatening situations. Yet the original work on this topic included
only male participants (Taylor, 2011).

©® meta-analysis A method that allows research-
ers to combine the results of several different
studies on a similar topic in order to establish
the strength of an effect.

Snapshots
Bl e

“This just in from the AMA: New studies reveal
that life is bad for you.”

© Jason Love. www.CartoonStock.com.
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Distinguish Between Group Results
and Individual Needs

Just as we cannot generalize from a small group to all people, we also cannot apply
conclusions from a group to an individual. When you learn about psychological research
through the media, you might be disposed to apply the results to your life. It is impor-
tant to keep in mind that statistics about a group do not necessarily represent each
individual in the group equally well. Imagine, for example, taking a test in a class and
being told that the class average was 75 percent, but you got 98 percent. It is unlikely
that you would want the instructor to apply the group average to your score.

Sometimes consumers of psychological research can get the wrong idea about whether
their own experience is “normal” if it does not match group statistics. New parents face
this issue all the time. They read about developmental milestones that supposedly char-
acterize an entire age group of children; one such milestone might be that most 2-year-
olds are conversing with their parents. However, this group information does not
necessarily characterize @// children who are developing normally. Albert Einstein
did not start talking until he was the ripe old age of 3.

Look for Answers Beyond a Single Study

The media might identify an interesting piece of research and claim that its
conclusions are phenomenal and have far-reaching implications. Although
such pivotal studies do occur, they are rare. It is safer to assume that no
single study will provide conclusive answers to an important question, espe-
cially answers that apply to all people. In fact, in most psychological domains
that prompt many investigations, conflicting results are common. Answers to
questions in research usually emerge after many scientists have conducted
similar investigations that yield similar conclusions. Remember that you should
not take one research study as the absolute, final answer to a problem, no matter
how compelling the findings.

Avoid Attributing Causes Where None
Have Been Found

Correlational studies look for relationships between two or more variables in order to
describe how they change together (see Module 4, p. 37). Drawing casual conclusions
from correlational studies is one of the most common mistakes the media make. For
example, the results of the Nun Study, a correlational study conducted by David
Snowdon and his colleagues (Grossi & others, 2007; Mortimer, Snowden, & Markes-
bery, 2009; Snowdon, 2003) that is described in Module 4 (p. 39) suggests that happy
people live longer. However, we cannot state that happiness caused them to live longer.
When a true experiment has not been conducted—that is, when participants have not
been randomly assigned to treatments or experiences—two variables might have only a
non-causal relationship to each other. Causal interpretations cannot be made when two
or more factors are simply correlated. We cannot say that one causes the other. When
you hear about correlational studies, be skeptical of words indicating causation until
you know more about the particular research.

Consider the Source of
Psychological Information

Studies conducted by psychologists are not automatically accepted by the rest of the
research community. The researchers usually must submit their findings to an academic
journal for review by their colleagues, who make a decision about whether to publish
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the paper, depending on its scientific merit. Although the quality of research and find-
ings is not uniform among all psychology journals, in most cases journals submit the
findings to far greater scrutiny than do the popular media (Stanovich, 2010).

Within the media, though, you can usually draw a distinction. The reports of psy-
chological research in respected newspapers such as the New York Times and the Wash-
ington Post, as well as in credible magazines such as Time and the Atlantic Monthly, are
far more trustworthy than reports in tabloids such as the National Enquirer and Star.
Yet whatever the source—serious publication, tabloid, or even academic journal—you
are responsible for reading the details behind the reported findings and for analyzing

the study’s credibility.

SUMMARY

Psychologists use the scientific method to address research questions.
This method involves starting with a theory and then making observa-
tions, formulating hypotheses, testing these through empirical research,
drawing conclusions, and evaluating the theory. The science of psychol-
ogy is an ongoing conversation among scholars.

In your everyday life and in introductory psychology, you will be ex-
posed to psychological research findings. In approaching psychological
research in the media, you should adopt the attitude of a scientist and
critically evaluate the research presented. This means being careful to
avoid overgeneralizing based on little information, realizing that group
results may not apply to every individual, looking for answers beyond a
single study, and avoiding attributing causation when none has been
found. Finally, it is important to consider the source when you encounter
research in the popular media.

. What are the five steps in the scientific method?
. What is an operational definition, and what is its value in a study?

. What is a meta-analysis? Why do researchers use this procedure?

A wWwW N R

. For what reasons are media reports on psychological studies often
problematic?

5. Why is it wise to look beyond the conclusions of just one research
study?

6. How does the submission of research findings to a respectable
academic journal aid both researchers and the public?

variable 28
theory 28
hypothesis 28

operational definition 29

meta-analysis 31

APPLY YOUR KNOWLEDGE

1. What are some positive and negative correlations that you have ob-
served in your own experience? What are some third variables that
might explain these relationships? Do you think these relationships
may be causal? How would you design an experiment to test that

possibility?

2. In the next few days, look through several newspapers and magazines
for reports about psychological research. Also notice what you see
and hear on television about psychology. Apply the guidelines for
being a wise consumer of information about psychology to these
media reports.



TYPES OF PSYCHOLOGICAL

RESEARCH

© descriptive research Research that deter-
mines the basic dimensions of a phenomenon,
defining what it is, how often it occurs,

and so on.
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Psychologists commonly use three types of research. Descriptive research involves find-
ing out about the basic dimensions of some variable (for example, what the average
level of happiness is for men in the United States). Correlational research is interested
in discovering relationships between variables (for instance, whether being married
predicts greater happiness for men). Experimental research concerns establishing causal
relationships between variables (for example, whether women perceive men as more
attractive if the men are smiling). In this module, we examine each of these types
of research.

DESCRIPTIVE RESEARCH

Just as its name suggests, descriptive research is about describing some phenomenon—
determining its basic dimensions and defining what this thing is, how often it occurs,
and so on. By itself, descriptive research cannot prove what causes some phenomenon,
but it can reveal important information about people’s behaviors and attitudes (Stake,
2010). Descriptive research methods include observation, surveys and interviews, and
case studies.

Observation

Imagine that you are going to conduct a study on how children who are playing together
resolve conflicts that arise. The data that are of interest to you concern conflict resolu-
tion. As a first step, you might go to a playground and simply observe what the children
do—how often you see conflict resolution occur and how it unfolds. You would likely
keep careful notes of what you observe.

This type of scientific observation requires an important set of skills (R. A. Smith &
Davis, 2010). Unless you are a trained observer and practice your skills regularly, you
might not know what to look for, you might not remember what you saw, you might
not realize that what you are looking for is changing from one moment to the next,
and you might not document and communicate your observations effectively. Further-
more, you might not realize the value of having one or more others do the observa-

tions as well, so that you develop a sense of the accuracy of your observations.
In short, for observations to be effective, they must be systematic. You must
know whom you are observing, when and where you will observe, and how
you will make the observations. Also, you need to know in advance in what

form you will document them: in writing, by sound recording, or by video.

Surveys and Interviews

Sometimes the best and quickest way to get information about people is to ask them for
it. One technique is to interview them directly. A related method that is especially use-
ful when information from many people is needed is the survey or questionnaire. A
survey presents a standard set of questions, or izems, to obtain people’s self-reported
attitudes or beliefs about a particular topic.
Although surveys can be a straightforward way to measure psychological vari-
ables, constructing them requires care (Stangor, 2011). For example, surveys can
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measure only what people think about themselves. Thus, if we are interested
in studying a variable that we think is unconscious, such as a psychodynamic
drive, we cannot use a survey. Furthermore, people do not always know the
truth about themselves. If you were answering a survey that asked, “Are you
a generous person?” how might your answer compare to that of a friend who
is asked to make that same rating about you? One particular problem with
surveys and interviews is the tendency of participants to answer questions in
a way that will make them look good rather than in a way that communicates
what they truly think or feel (McMillan & Wergin, 2010).

Another challenge in survey construction is that when a questionnaire is used
to define variables operationally, it is crucial that the items clearly probe the
specific topic of interest and not some other characteristic. The language used
in a survey therefore must be clear and understandable if the responses are to
reflect the participants’ actual feelings.

Surveys and interviews can examine a wide range of topics, from religious beliefs to
sexual habits to attitudes about gun control (Rosnow & Rosenthal, 2008). Some survey
and interview questions are unstructured and open-ended, such as “How fulfilling would
you say your marriage is?” Such questions allow for unique responses from each person
surveyed. Other survey and interview questions are more structured and ask about quite
specific things. For example, a structured question might ask, “How many times have
you talked with your partner about a personal problem in the past month: 0, 1-2, 3-5,
6-10, 11-30, every day?”

Case Studies

A case study, or case history, is an in-depth look at a single individual. Case stud-
ies are performed mainly by clinical psychologists when, for either practical or ethi-
cal reasons, the unique aspects of an individual’s life cannot be duplicated and tested
in other individuals. A case study provides information about one person’s goals,
hopes, fantasies, fears, traumatic experiences, family relationships, health, and any-
thing else that helps the psychologist understand the person’s mind and behavior.
Case studies can also involve in-depth explorations of particular families or social
groups.

An example of a case study is the analysis of India’s spiritual leader Mahatma Gandhi
(1869-1948) by psychodynamic theorist Erik Erikson (1969). Erikson studied Gandhi’s
life in great depth to discover how his positive spiritual identity developed, especially
during his youth. In piecing together Gandhi’s identity development, Erikson described
the contributions of culture, history, family, and various other factors that might affect
the way other people form an identity.

Case histories provide dramatic, detailed portrayals of people’s lives, but we must be
cautious about applying what we learn from one person’s life to other people. The
subject of a case study is unique, with a genetic makeup and personal history that no
one else shares. Case studies can be very valuable at the first step of the scientific
method, in that they often provide vivid observations that can then be tested in a vari-
ety of ways in psychological research. However, and importantly, an in-depth study of
a single case may not be generalizable to the general population.

The Value of Descriptive Research

Descriptive research allows researchers to get a sense of a subject of interest, but it can-
not answer questions about how and why things are the way they are. Nevertheless,
descriptive research does explore intriguing topics, such as the experience of happiness
in different cultures. Before reading about and considering the value of that research,
complete the measure below. Specifically, using the 7-point scale, indicate your agree-
ment with each item that follows the scale.

© case study or case history An in-depth look
at a single individual.

Mahatma Gandhi was India’s spiritual leader in the
mid-twentieth century. Erik Erikson conducted an
extensive case study of Gandhi’s life to determine
what contributed to his identity development.
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7 6 5 4 3 2 1
Strongly Agree Slightly Neither Agree Slightly Disagree Strongly
Agree Agree nor Disagree Disagree Disagree

1. In most ways my life is close to my ideal.

2. The conditions of my life are excellent.

3. I am satisfied with my life.

4. So far I have gotten the important things I want in life.

5. If I could live my life over, I would change almost nothing.

You have just completed the Satisfaction with Life Scale (or SWLS; Diener & others,
1985), one operational definition of happiness. To find out your score, add up your ratings
and divide by 5. This average rating could be considered your level of general happiness.
A broad range of studies in many different countries have used this scale and others like
it to measure happiness levels. Based on such research, Ed and Carol Diener (1996) con-
cluded that most people are pretty happy because they score above the midpoint, 3.5, on
the scale you just completed. However, research on happiness in various cultures has gen-
erally centered on relatively industrialized countries. What about nonindustrialized societies?

One study examined levels of happiness in groups of people who have not generally
been included in psychological studies (Biswas-Diener, Vitterso, & Diener, 2005). The
research examined three groups: the Inughuits (Inuits) of Greenland, the Maasai of
southern Kenya, and American Old Order Amish. All three groups completed measures
essentially the same as the one you just did.

The Inuit tribe studied (the Inughuits) live at 79 degrees latitude (very far north), in
the harshest climate inhabited by a traditional human society. Rocks, glaciers, and the
sea dominate the landscape. Farming is impossible. The Inughuits have some modern
conveniences, but they generally adhere to a traditional hunting culture. It is not uncom-
mon to find an Inughuit hunter carving a seal or caribou on the kitchen floor while
children watch TV in the next room. Most of us might feel a little blue in the winter
months when gloomy weather seems to stretch on, day after day. For the Inughuits,
however, the sun never rises at all throughout the winter months, and in the summer, it
never sets. How happy could an individual be in such a difficult setting? Pretty happy,
it turns out, as the Inughuits averaged a 5.0 on the Satisfaction with Life Scale.

The Maasai are an indigenous (native) African nomadic group who live in villages
of about 20 people, with little exposure to the West. Maasai are fierce warriors, and
their culture has many traditional ceremonies built around a boy’s passage from child-
hood to manhood. Boys are circumcised between the ages of 15 and 22, and they are
forbidden from moving or making a sound during the procedure. Girls also experience
circumcision as they enter puberty, in a controversial rite that involves the removal of
the clitoris and that makes childbirth extremely difficule. The Maasai practice child
marriage and polygamy. Maasai women have very little power and are generally expected
to do most of the work. How happy could an individual be in this context? Maasai
men and women who completed the measure orally in their native tongue, Maa, aver-
aged a 5.4 on the life satisfaction scale (Biswas-Diener, Vitterso, & Diener, 2005).

Finally, the Old Order Amish of the midwestern and northeastern United States belong
to a strict religious sect that explicitly rejects modern aspects of life. The Amish separate
themselves from mainstream society and travel by horse and buggy. The women wear bon-
nets, and the men sport beards, dark clothes, and dark brimmed hats. The Amish farm with-
out modern machinery and dedicate their lives to simplicity—without radios, TVs, CDs,
DVDs, iPods, cell phones, washing machines, and cars. Still, the Amish are relatively happy,
averaging 4.4 on the 7-point happiness scale (Biswas-Diener, Vitterso, & Diener, 2005).

Like a host of other studies in industrialized nations, these results indicate that most
individuals are pretty happy. Such descriptive findings provide researchers of well-being
a valuable foundation for further examining the processes that lead to these feelings of
happiness in different cultural settings. If a researcher wanted to extend these findings
to investigate predictors of happiness in different cultures, he or she would then turn
to a correlational design.
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CORRELATIONAL RESEARCH

We have seen that descriptive research tells us about the basic dimensions of a variable.
In contrast, correlational research tells us about the relationship between two variables.
The purpose of correlational research is to examine whether and how two variables change
together. That is, correlational research looks at a co-relationship. For instance, if one of
the variables increases, what happens to the other one? When two variables change
together, we can predict one from the other, and we say that the variables are correlated.

Correlational research is so named because of the statistical technique correlation
that is typically used to analyze these types of data. The key feature of a correlational
study is that the factors of interest are measured or observed to see how they are related
(Kiess & Green, 2010; Levin & Fox, 2011). If we wanted to know whether shy
people are happy, we might give the same people two questionnaires—one that mea-
sures shyness and another that measures happiness. For each person we would have
two scores, and we would then see whether shyness and happiness relate to each other
in a systematic way.

The degree of relationship between two variables is expressed as a numerical value
called a correlational coefficient, which is most commonly represented by the letter 7. The
correlation coeflicient is a statistic that tells us two things about the relationship between
two variables—its strength and its direction. The value of a correlation always falls
between —1.00 and +1.00. The number or magnitude of the correlation tells us about
the strength of the relationship. The closer the number is to =1.00, the stronger the
relationship. The sign (+ or —) tells us about the direction of the relationship between
the variables. A positive sign means that as one variable increases, the other also increases.
A negative sign means that as one variable increases, the other decreases. A zero cor-
relation means that there is no systematic relationship between the variables.

Examples of scatter plots (a type of graph that plots scores on the two variables)
showing positive and negative correlations appear in Figure 4.1. Note that every dot in
this figure represents both scores for one person.

Correlation Is Not Causation

Look at the terms in bold type in the following newspaper headlines:

Rescarchers Link Coffee Consumption to Cancer of Pancreas
Brain Size Is Associated with Gender
Psychologists Discover Relationship Between Religious Faith and Good Health

Reading these headlines, one might conclude that coffee causes pancreatic cancer, gender
causes differences in brain size, and religious faith causes good health. The boldface words
are synonymous only with correlation, however, not with causality.

Correlation does not equal causation. Remember, correlation means only that two
variables change together. Being able to predict one event based on the occurrence of
another event does not necessarily tell us anything about the cause of either event (Aron,
Aron, & Coups, 2011; Heiman, 2011). At times some other variable that has not been
measured accounts for the relationship between two others. Researchers refer to this
circumstance as the third variable problem.

To understand the third variable problem, consider the following example. A researcher
measures two variables: the number of ice cream cones sold in a town and the number
of violent crimes that occur in that town throughout the year. The researcher finds that
ice cream cone sales and violent crimes are positively correlated, to the magnitude of
+.50. This high positive correlation would indicate that as ice cream sales increase, so
does violent crime. Would it be reasonable for the local paper to run the headline “Ice
Cream Consumption Leads to Violence” Should concerned citizens gather outside the
local Frosty Freeze to stop the madness? Probably not. Perhaps you have already thought
of the third variable that might explain this correlation—heat. Indeed, when it is hot

® correlational research Research that exam-
ines the relationships between variables, whose
purpose is to examine whether and how two
variables change together.

® third variable problem The circumstance
where a variable that has not been measured
accounts for the relationship between two other
variables. Third variables are also known as
confounds.
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FIGURE 4.1 scatter Plots Showing

Positive and Negative Correlations A
positive correlation is a relationship in which
two factors vary in the same direction, as
shown in the two scatter plots on the left. A
negative correlation is a relationship in which
two factors vary in opposite directions, as
shown in the two scatter plots on the right.

Positive Correlations Negative Correlations
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outside, people are more likely both to purchase ice cream and to act aggressively (Anderson
& Bushman, 2002). Such a third variable is also called a confound.

The Value of Correlational Research

Given the potential problems with third variables, why do researchers bother to conduct
correlational studies? There are several very good reasons. Although correlational studies
cannot show a causal relationship between variables, they do allow us to use one variable
to predict a person’s score on another. This is the reasoning behind tests such as the
SAT and ACT, which provide a measure of academic ability that will predict perfor-
mance in college. In addition, some important questions can be investigated only
through correlational studies. Such questions may involve variables that can only be
measured or observed, such as biological sex, personality traits, genetic factors, and
ethnic background. Another reason why researchers conduct correlational studies is that
sometimes the variables of interest are real-world events that influence people’s lives,
such as Hurricane Katrina in 2005 and the earthquake in Haiti in 2010. Correlational
research is also valuable in cases where it would not be ethical to do research in any
other way. For example, it would be unethical for an experimenter to direct expectant
mothers to smoke varying numbers of cigarettes in order to see how cigarette smoke
affects birth weight and fetal activity.

Although we have predominantly focused on relationships between just two variables,
researchers often measure many variables in their studies. This way, they can examine
whether a relationship between two variables is explained by a third variable (or a fourth
or fifth variable). An interesting question that researchers have probed in this fashion
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is, do happy people live longer? In one study, 2,000 Mexican
Americans aged 65 and older were interviewed twice over the
course of two years (Ostir & others, 2000). In the first assess-
ment, participants completed measures of happiness but also
reported about potential third variables such as diet, physical
health, smoking, marital status, and distress. Two years later,
the researchers contacted the participants again to see who
was still alive. Even with these many potential third variables
taken into account, happiness predicted who was still living
two years later.

Correlational studies are useful, too, when researchers are
interested in studying everyday experience. For example, cor-
relational researchers have begun to use daily journal keep-
ing, known as the experience sampling method (ESM), to
study people in their natural settings. ESM studies involve
having people report on their experiences in a diary a few
times a day or to complete measures of their mood and
behavior whenever they are beeped by an electronic orga-
nizer. A similar method, event-contingent responding, asks
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participants to complete a report each time they engage in a  Correlational research is useful for studying the impact on people’s lives of events such
particular behavior, such as drinking alcohol or having sex asthe Haitian earthquake of early 2010.

(Cooper, 2010). Such methods allow researchers to get close
to real life as it happens.

Although the correlation coeflicient is often used to express the relationship between
two variables, it is important to keep in mind that what makes a study correlational is
not the statistic researchers use to analyze the data. Rather, a study is correlational when
it relies on measuring variables to see how they are related. To get a sense of this dis-
tinction and learn about some clever ways in which psychologists have operationalized
variables, check out the Psychological Inquiry.

Longitudinal Designs

One way that correlational researchers can deal with the issue of causation is to employ
a special kind of systematic observation called a longitudinal design. Longitudinal research
involves obtaining measures of the variables of interest in multiple waves over time. This
type of research can suggest potential causal relationships because if one variable is thought
to cause changes in another, it should at least come before that variable in time.

One intriguing longitudinal study is the Nun Study, conducted by David Snowdon
and his colleagues (Grossi & others, 2007; Mortimer, Snowdon, & Markesbery, 2009;
Snowdon, 2003). The study began in 1986 and has followed a sample of 678 School
Sisters of Notre Dame (SSND) ever since. The nuns ranged in age from 75 to 103
when the study began. These women complete a variety of psychological and physical
measures annually. This sample is unique in many respects. However, certain character-
istics render the participants an excellent group for correlational research. For one thing,
many potential extraneous third variables are relatively identical for all the women in
the group. Specifically, their biological sex, living conditions, diet, activity levels, mari-
tal status, and religious participation are essentially held constant, so there is little chance
that differences would arise in these variables that might explain the study’s results.

Researchers examined the relationship between happiness and longevity using this
rich dataset. All of the nuns had been asked to write a spiritual autobiography when
they entered the convent (for some, as many as 80 years before). Deborah Danner and
her colleagues (2001) were given access to these documents and used them as indicators
of happiness earlier in life by counting the number of positive emotions expressed in
the autobiographies (note that here we have yet another operational definition of
happiness). Higher levels of positive emotion expressed in autobiographies written at an
average age of 22 were associated with a 2.5-fold difference in risk of mortality when

® longitudinal design A special kind of system-
atic observation, used by correlational research-
ers, that involves obtaining measures of the

variables of interest in multiple waves over time.
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Percent of Letters Mailed Miserable but Helpful?
by Fans of Winners /
and Losers

Many studies have shown that happy individuals are more helpful than people in
a negative mood. Social psychologist R. F. Soames Job (1987) was interested in
examining how mood relates to helping. In a clever study, he used naturally
u occurring mood and an unusual measure of helpfulness.
The study took place outside a major rugby match pitting Canterbury-Bankstown
\ against St. George, in Sydney, Australia. Rugby is enormously popular in Sydney,
\ and more than 40,000 people attended the match. While the game was going
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on, the researchers placed 100 stamped letters on the windshields of cars parked
around the sporting grounds. The letters were addressed to the same person,
and a handwritten note on each letter said, “Found near your car.” Cars belong-
ing to supporters of each team were identified by different colored streamers,
team stickers, and posters. Fifty letters were placed on the cars of supporters of
each team. The researchers then waited to see which type of fan was most likely
to put the letter in the mailbox—a fan of the winning team or of the losing
team. The figure shows the results. Try your hand at the questions below.
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1. What were the variables of interest in this study?

0

2. How did the study operationally define these variables?
Winners Losers 3. Why is this a correlational study?
4

. Job concluded that these data support the notion that negative mood relates
to helping. Is this conclusion justified, in your opinion? Why or why not?

v

. Identify at least one third variable that might explain the results of this study.

the nuns were in their 80s and 90s. That is, women who included positive emotion in
their autobiographies when they were in their early 20s were two-and-a-half times more

® experiment A carefully regulated procedure likely to survive some 60 years later.
in which the researcher manipulates one or more Longitudinal designs provide ways by which correlational researchers may attempt to
\(;i}:f?\l/zsri’;hbiére believed to influence some demonstrate causal relations among variables (Gibbons, Hedeker, & DuToit, 2010). Still,
it is important to be aware that even in longitudinal studies, causal relationships are not
completely clear. For example, the nuns who wrote happier autobiographies may
have had happier childhood experiences that might be influencing their longevity,
or a particular genetic factor might explain both their happiness and their survival.
As you read about correlational research studies throughout this book, do so
critically, and with a modicum of skepticism; consider that even the brightest
scientist may not have thought of all of the potential third variables that could
have explained the results. It is easy to assume causality when two events or
characteristics are merely correlated. Remember those innocent ice cream cones,
and critically evaluate conclusions that may be drawn from simple observation.

EXPERIMENTAL RESEARCH

To determine whether a causal relationship exists between variables,
researchers must use experimental methods (Christensen, Johnson, &
Turner, 2011). An experiment is a carefully regulated procedure in
which the researcher manipulates one or more variables that are
believed to influence some other variable. Imagine, for example,
that a researcher notices that people who listen to classical music

In laboratory experiments by King and her colleagues, participants who listened - - ;
to happy music rated their lives as more meaningful than those who listened to seem to be of above average intelligence. A correlational study on

neutral music. this question would not tell us if listening to classical music causes
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increases in intelligence. In order to demonstrate causation, the researcher would
manipulate whether or not people listen to classical music. He or she might create
two groups: one that listens to classical music and one that listens to pop music. To
test for differences in intelligence, the researcher would then measure intelligence.

If that manipulation led to differences between the two groups on intelligence, we
could say that the manipulated variable caused those differences: The experiment has
demonstrated cause and effect. This notion that experiments can demonstrate causation
is based on the idea that if participants are randomly assigned to groups, the only system-
atic difference between them must be the manipulated variable. Random assignment
means that researchers assign participants to groups by chance. This technique reduces
the likelihood that the experiment’s results will be due to any preexisting differences
between groups (Graziano & Raulin, 2010).

To get a sense of what experimental studies, as compared to correlational studies, can
reveal, consider the following example. Psychologists have long assumed that experiencing
one’s life as meaningful is an important aspect of psychological well-being (Frankl,
1963/1984; Steger & Frazier, 2005). Because surveys that measure meaning in life and
well-being correlate positively (that is, the more meaningful your life, the happier you are),
the assumption has been that experiencing meaning in life causes greater happiness. Because
the studies involved in exploring this relationship have been correlational, however, the
cause is unclear. Meaning in life may lead people to be happier, but the reverse might also
be true: Happiness might make people feel that their lives are more meaningful.

To address this issue, Laura King and her colleagues conducted a series of laboratory
experiments (King & Hicks, 2010; King & others, 2006). In one study, the researchers
put some participants in a positive mood by having them listen to happy music. Other
participants listened to neutral music. Participants who listened to happy music rated
their lives as more meaningful than did individuals who listened to neutral music. Note
that participants were randomly assigned to one of two conditions, happy music or
neutral music, and then rated their meaning in life using a questionnaire. In this case
happiness was operationally defined by the type of music participants heard, and mean-
ing in life was operationally defined by ratings on a questionnaire. Because participants
were randomly assigned to conditions, we can assume that the only systematic difference
between the two groups was the type of music they heard. As a result, we can say that
the happy music caused people to rate their lives as more meaningful.

Independent and Dependent Variables

Experiments have two types of variables: independent and dependent. An indepen-
dent variable is a manipulated experimental factor. The independent variable is the
variable that the experimenter changes to see what its effects are; it is a potential
cause. Any experiment may include several independent variables, or factors that are
manipulated, to determine their effect on some outcome. In the study of positive
mood and meaning in life, the independent variable is mood (positive versus neutral),
operationally defined by the type of music participants heard.

Sometimes the independent variable is the individual’s social context. Social psycholo-
gists often manipulate the social context with the help of a confederate. A confederate
is a person who is given a role to play in a study so that the social context can be
manipulated. For example, if a researcher is interested in reactions to being treated rudely,
he or she might assign a confederate to treat participants rudely (or not).

A dependent variable in an experiment is the variable that may change as a result of
manipulations of the independent variable. It represents the outcome (effect) in an exper-
iment. As researchers manipulate the independent variable, they measure the dependent
variable to test for any effect of the manipulated variable. In the study by King and
others of music type and meaning in life, meaning in life was the dependent variable.

Independent and dependent variables are two of the most important concepts in
psychological research. Remember that the independent variable is the cause, and the
dependent variable is the effécr.

©® random assignment Researchers’ assignment
of participants to groups by chance, to reduce
the likelihood that an experiment’s results will
be due to preexisting differences between
groups.

©® independent variable A manipulated experi-
mental factor; the variable that the experimenter
changes to see what its effects are.

® confederate A person who is given a role to
play in a study so that the social context can be
manipulated.

©® dependent variable The outcome; the factor
that can change in an experiment in response to
changes in the independent variable.



Social Psychology and Developmental Psychology:
Is High Self-Esteem Such a Good Thing?

ow self-esteem is frequently implicated in society’s ills,

from juvenile delinquency to violent acts of aggression. It
often seems as if we could make the world a better place if we
could help everyone achieve higher self-esteem. Yet in the
late 1990s, psychologist Roy Baumeister presented a provoca-
tive idea: He suggested that high self-esteem, not low self-
esteem, is associated with aggressive acts (Baumeister, 1999;
Baumeister, Bushman, & Campbell, 2000; Baumeister & Butz,
2005; Baumeister & others, 2007; Bushman & Baumeister,
2002). In a variety of experimental studies, he showed that in-
dividuals who scored very high on a measure of self-esteem
were more likely than their counterparts with low self-esteem
to behave aggressively toward others when their self-esteem

chology that self-esteem was a central component of psycho-
logical health.

Following the publication of Baumeister’s work, research
conducted by developmental psychologists (who study the ways
human beings mature from earliest childhood to old age) chal-
lenged the notion that high self-esteem was bad. These research-
ers used longitudinal data collected from a large sample of
individuals in Dunedin, New Zealand, to show that contrary to
Baumeister’s conclusions, low (not high) self-esteem was associ-
ated with a variety of negative outcomes, including aggression,
delinquency, poor health,
and limited economic pros-

pects through the middle DO yOU knOW

©® experimental group The participants in an
experiment who receive the drug or other
treatment under study—that is, those who are
exposed to the change that the independent
variable represents.

® control group The participants in an experi-
ment who are as much like the experimental
group as possible and who are treated in every
way like the experimental group except for a
manipulated factor, the independent variable.
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was threatened. For example, individuals with

high self-esteem might have been more
likely to blast someone with loud noise in
the lab after being told that they did not

adulthood years (Donnellan
& others, 2005; Trzesniewski
& others, 2006).

How can we resolve this
apparent conflict between
experimental evidence and
longitudinal correlational
evidence? One possibility is
that individuals with high
self-esteem might act aggressively in the artificial setting of a
laboratory when given the chance to do so, but would not en-
gage in actual aggressive behavior in real life. Another possibility
is that Baumeister was talking about a particular kind of high self-
esteem: inflated and unstable high self-esteem (W. K. Campbell
& others, 2004; Konrath, Bushman, & Campbell, 2006). Individuals
with unrealistically high self-esteem appear to be prone to react
aggressively in response to a threat. Such individuals might be
best described not as psychologically healthy but rather as
narcissistic. For most people, though, it is more likely that low
self-esteem rather than high self-esteem is linked to higher
levels of aggression.

anyone who is
aggressive? Do you
think the person
has high or low
self-esteem?

perform well on an intel-
ligence test. These find-
ings conflicted with a
long-held belief in psy-

Experimental and Control Groups

Experiments can involve one or more experimental groups and one or more control
groups. In an experiment, the researcher manipulates the independent variable to create
these groups. An experimental group consists of the participants in an experiment who
receive, say, the drug or other treatment under study—that is, those who are exposed
to the change that the independent variable represents. A control group in an experi-
ment is as much like the experimental group as possible and is treated in every way like
the experimental group except for that change. The control group provides a compari-
son against which the researcher can test the effects of the independent variable. In the
study of meaning in life above, participants who listened to happy music were the
experimental group, and those who heard neutral music were the control group.

To see how experimental and correlational research can be applied to the same
research question, check out the Intersection.

Some Cautions about Experimental Research

Validity refers to the soundness of the conclusions that a researcher draws from an
experiment. Two broad types of validity matter to experimental designs. The first is
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external validity, which refers to the degree to which an experimental design actually
reflects the real-world issues it is supposed to address. That is, external validity is con-
cerned with the question, do the experimental methods and the results generalize—do
they apply—to the real world?

Imagine, for example, that a researcher is interested in the influence of stress (the
independent variable) on creative problem solving (the dependent variable). The researcher
randomly assigns individuals to be blasted with loud noises at random times during the
session (the high-stress or experimental group) or to complete the task in relative quiet
(the control group). As the task, the researcher gives all participants a chance to be cre-
ative by asking them to list every use they can think of for a cardboard box. Counting
up the number of uses that people list, the researcher discovers that those in the high-
stress group generated fewer uses of the box. This finding might seem to indicate that
stress reduces creativity. In considering the external validity of this study, however, we
might appropriately ask some questions: How similar are the blasts of loud, random
noises to the stresses people experience every day? Is listing uses for a cardboard box really
an indicator of creativity? We are asking, in other words, if these operational definitions
do a good job of reflecting the real-world processes they are supposed to represent.

The second type of validity is internal validity, which refers to the degree to which
changes in the dependent variable are genuinely due to the manipulation of the inde-
pendent variable. In the case of internal validity, we want to know whether the experi-
mental methods are free from biases and logical errors that may render the results suspect.
Although experimental research is a powerful tool, it requires safeguards (Leary, 2008).
Expectations and biases can, and sometimes do, tarnish results (Ray, 2009; Rosnow &
Rosenthal, 2008), as we next consider.

EXPERIMENTER BIAS

Experimenters may subtly (and often unknowingly) influence their research participants.
Experimenter bias occurs when the experimenter’s expectations influence the outcome
of the research. No one designs an experiment without wanting meaningful results.
Consequently, experimenters can sometimes subtly communicate to participants what
they want the participants to do. Demand characteristics are any aspects of a study that
communicate to participants how the experimenter wants them to behave. The influence
of experimenter expectations can be very difficult to avoid.

In a classic study, Robert Rosenthal (1966) turned college students into experimenters.
He randomly assigned the participants rats from the same litter. Half of the students were told
that their rats were “maze bright,” whereas the other half were told that their rats were
“maze dull.” The students then conducted experiments to test their rats” ability to navigate
mazes. The results were stunning. The so-called maze-bright rats were more successful than
the maze-dull rats at running the mazes. The only explanation for the results is that the
college students” expectations, conveyed in their behaviors, affected the rats’ performance.

Often the participants in psychological studies are not rats but people. Imagine that
you are an experimenter, and you know that a participant is going to be exposed to
disgusting pictures in a study. Is it possible that you might treat the person differently
than you would if you were about to show him photos of cute kittens? The reason
experimenter bias is important is that it introduces systematic differences between the
experimental group and the control groups; this means that we cannot know if those
who looked at disgusting pictures were more, say, upset because of the pictures or
because of different treatment by the experimenter.

Like third variables in correlational research, these systematic biases are called con-
Jfounds. In experimental research, confounds are factors that “ride along” with the exper-
imental manipulation, systematically and undesirably influencing the dependent variable.
Experimenter bias, demand characteristics, and confounds may all lead to biased results.

RESEARCH PARTICIPANT BIAS AND THE PLACEBO EFFECT

Like experimenters, research participants may have expectations about what they are
supposed to do and how they should behave, and these expectations may affect the

© external validity The degree to which an
experimental design actually reflects the real-
world issues it is supposed to address.

@ internal validity The degree to which changes
in the dependent variable are due to the ma-
nipulation of the independent variable.

©® experimenter bias Occurs when the experi-
menter’s expectations influence the outcome of
the research.

©® demand characteristics Any aspects of a
study that communicate to the participants how
the experimenter wants them to behave.
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® research participant bias Occurs when the
behavior of research participants during the
experiment is influenced by how they think they
are supposed to behave or their expectations
about what is happening to them.

® placebo effect Occurs when participants’
expectations, rather than the experimental
treatment, produce an outcome.

® placebo In a drug study, a harmless substance
that has no physiological effect, given to partici-
pants in a control group so that they are treated
identically to the experimental group except for
the active agent.

©® double-blind experiment An experimental
design in which neither the experimenter nor
the participants are aware of which participants
are in the experimental group and which are in

the control group until the results are calculated.
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results of experiments (Christensen, 2007). Research participant bias occurs when the
behavior of research participants during the experiment is influenced by how they think
they are supposed to behave or by what their expectations are about what is happening
to them.

One example of the power of participant expectations is the placebo effect. The
placebo effect occurs when participants’ expectations, rather than the experimental
treatment, produce a particular outcome. Participants in a drug study might be assigned
to an experimental group that receives a pill containing an actual painkiller or to a
control group that receives a placebo pill. A placebo is a harmless substance that has
no physiological effect. This placebo is given to participants in a control group so that
they are treated identically to the experimental group except for the active agent—in
this case, the painkiller. Giving individuals in the control group a placebo pill allows
researchers to determine whether changes in the experimental group are due to the active
drug agent and not simply to participants’ expectations.

Another way to ensure that neither the experimenter’s nor the participants’ expec-
tations affect the outcome is to design a double-blind experiment. In this design,
neither the experimenter administering the treatment nor the participants are aware
of which participants are in the experimental group and which are in the control
group until the results are calculated. This setup ensures that the experimenter cannot,
for example, make subtle gestures signaling who is receiving a drug and who is not.
A double-blind study allows researchers to distinguish the specific effects of the inde-
pendent variable from the possible effects of the experimenter’s and the participants’
expectations about it.

APPLICATIONS OF THE THREE
TYPES OF RESEARCH

All three types of research—descriptive, correlational, and experimental—can be used
to address the same topic (Figure 4.2). For instance, various researchers have used dif-
ferent research methods to explore the role of intensely positive experiences in human
functioning, as follows.



Observation
Psychologists are using
observational methods
to examine President
Obama's inaugural
address, focusing on the
words he used and the
themes he stressed to
make predictions about
his presidency. Other
observational data might
include facial expressions
of the crowd during the
inaugural ceremony and
the content of various
post-election blogs.

' approval of the president

MODULE 4

Case Study
President Obama has
published two autobio-
graphical books, The
Audacity of Hope and
Dreams from My Father.
These works provide
valuable data for

Survey and Interview
_ Researchers can use

surveys and telephone

interviews to track popular

and to gauge public
support for his various

~ initiatives and programs.
Survey research can also psychologists who are
probe how different interested in using case
demographic groups " studies to understand his
(for example, African life story and his path to
Americans and Euro- presidential office.
Americans) might differ
in their expectations
about the president.

candidacy and election. In
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Experimental
Research k Research

Correlational

Psychologists interested in
_ attitudes and behaviors
toward different ethnic
groups can use images
" of President Obama in
experimental research
to examine how visual
reminders of the president
influence such attitudes
and behaviors.

Correlational research
can track the ways that
attitudes toward African
Americans may have
changed with Obama's

- N

addition, examining the
aspirations of children of
various ethnicities before
and after the election
allows psychologists to
study the influence of
this new role model on
American children.

FIGURE 4.2 Psychology’s Research Methods Applied to Studying President Barack Obama Psychologists can apply very different
methods to study the same phenomenon. The historic election of Barack Obama, the first African American president, opened up a host of new research

questions for psychologists.

Abraham Maslow believed that people who were the healthiest and the happiest were
capable of having intense moments of awe; he used the descriptive case study approach
(1971) to examine the role of such “peak experiences” in the lives of such individuals,
who seemed to enjoy the best of life. In contrast, Dan McAdams (2001) used correla-
tional research to probe individuals’ descriptions of their most powerful positive experi-
ences. He found that individuals who were motivated toward warm interpersonal
experiences tended to mention such experiences as the best memories of their lives.
Finally, experimental researchers have also investigated this topic by randomly assigning
individuals to write about their most intensely positive experiences for a few minutes
each day for two or three days. Those who wrote about emotional and happy topics
experienced enhanced positive mood as well as fewer physical illnesses two months later,
as compared to individuals in control groups who wrote about topics that were not
emotional (Burton & King, 2004, 2008). So, researchers coming from many different
methodological perspectives can address the same topic, leading to different but valuable
contributions to knowledge.
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SUMMARY

Three types of research commonly used in psychology are descriptive re-
search (finding out about the basic dimensions of some variable), corre-
lational research (finding out if and how two variables change together),
and experimental research (determining the causal relationship between
variables). Descriptive research includes observation, surveys, interviews,
and case studies. Correlational research often includes surveys and inter-
views as well as observation. Experimental research often occurs in a lab
but can also be done in a natural setting.

In an experiment, the independent variable is manipulated to see if
it produces changes in the dependent variable. An experiment involves
comparing two groups: the experimental group (the one that receives
the treatment or manipulation of the independent variable) and the
control group (the comparison group or baseline that is equal to the
experimental group in every way except for the independent variable).
Experimental research relies on random assignment to ensure that the
groups are roughly equivalent before the manipulation of the indepen-
dent variable.

1. Define descriptive, correlational, and experimental research.
2. Explain why correlation is not the same as causation.

3. What is the difference between an experimental group and a
control group?

descriptive research 34

case study or case history 35
correlational research 37
third variable problem 37
longitudinal design 39
experiment 40

random assignment 41

control group 42

external validity 43
internal validicy 43
experimenter bias 43
demand characteristics 43
research participant bias 44

placebo effect 44

independent variable 41

placebo 44

confederate 41 double-blind experiment 44

dependent variable 41

experimental group 42

APPLY YOUR KNOWLEDGE

1. It’s time to get out those old photos from the prom, wedding, or fam-
ily reunion and see just how happy people were (or weren’t). Look at
some pictures from your own life and see who was genuinely smiling
and who was faking it. Just cover the mouths with your finger—you
can see who is happy from their eyes.

2. Is an old diary of yours hanging around somewhere? Pull it out and
take a look at what you wrote. Count up your positive emotion words
or negative emotion words. Are there themes in your diary from years
ago that are still relevant to your life today? Does looking at your own
diary change the way you might think about the results of the Nun
Study? Explain.



How Psychological Research
s Conducted

In addition to considering the type of research to be conducted, a psychologist needs
to plan for how to collect the data and how to analyze the data. This module takes a
close look at both of these activities as well as the role of ethics in conducting research.

RESEARCH SAMPLES AND SETTINGS

Regardless of whether a study is correlational or experimental, among the important deci-
sions to be made when collecting data are whom to choose as the participants and where
to conduct the research. Will the participants be people or animals? Will they be children,
adults, or both? Where will the research take place—in a lab or in a natural setting?

The Research Sample

When psychologists conduct a study, they usually want to be able to draw conclusions
that will apply to a larger group of people than the participants they actually study. The
entire group about which the investigator wants to draw conclusions is the population.
The subset of the population chosen by the investigator for study is a sample. The
researcher might be interested only in a particular group, such as all children who are
gifted and talented, all young women who embark on science and math careers, or all
gay men. The key is that the sample studied must be representative of the population
to which the investigator wants to generalize his or her results. That is, the researcher
might study only 100 gifted adolescents, but he or she wants to apply these results to
all gifted and talented adolescents. A representative sample for the United States would
reflect the U.S. population’s age, socioeconomic status, ethnic origins, marital status,
geographic location, religion, and so forth.

To mirror the population as closely as possible, the researcher uses a random sample,
a sample that gives every member of the population an equal chance of being selected.
Random sampling improves the chances that the sample is representative of the popu-
lation. In actual practice, however, random sampling typically only approximates this

DEFENITEQUALITY
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lﬂVE NITES

The research sample might include a particular group, such as all gay men or all women runners.

© population The entire group about which the
investigator wants to draw conclusions.

©® sample The subset of the population chosen
by the investigator for study.

©® random sample A sample that gives every
member of the population an equal chance of
being selected.

47
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ideal—for example, by randomly sampling people who have telephones or people who
live in a particular town or state. Note that a random sample is 7or the same thing as
random assignment. Random assignment is about making sure experimental and control
groups are equivalent, and a random sample is about selecting participants from a
population so that the sample is representative of that population.

In selecting a sample, researchers must strive to minimize bias, including gender bias.
Because psychology is the scientific study of human behavior, it should pertain to a//
humans, and so the participants in psychological studies ought to be representative of
humanity as a whole. Early research in the field often included just the male experience—
not only because the researchers themselves were often male, but also because the par-
ticipants too were typically male (Etaugh & Bridges, 2010). For a long time, the human
experience studied by psychologists was primarily the male experience.

There is also a growing realization that psychological research needs to include more
people from diverse ethnic groups (Swanson, Edwards, & Spencer, 2010; Tamis-LeMonda
& McFadden, 2010). Because a great deal of psychological research involves college
student participants, individuals from groups that have not had as many educational
opportunities have not been strongly represented in that research. Given the fact that
individuals from diverse ethnic groups have been excluded from psychological research
for so long, we might reasonably conclude that people’s real lives are more varied than
past research data have indicated.

These issues are important because scientists want to be able to predict human behav-
ior broadly speaking, not just the behavior of non-Latino White, male college students.
Imagine if policymakers planned their initiatives for a wide range of Americans based
on research derived from only a small group of individuals from a particular back-
ground. What might the results be?

The Research Setting

All three types of research we examined in the preceding section can take place in dif-
ferent physical settings. The setting of the research does not determine the type of
research it is. Common settings include the research laboratory and natural settings.
Because psychological researchers often want to control as many aspects of the situ-
ation as possible, they conduct much of their research in a laboratory—a controlled
setting with many of the complex factors of the real world, including potential

Natural settings and laboratories are common locales for psychological studies. (Left) Jane Goodall, who specializes in animal behavior, has carried out extensive
research on chimpanzees in natural settings. Her work has contributed a great deal to our understanding of these intelligent primates. (Right) Barbara

L. Fredrickson, a psychologist at the University of North Carolina, Chapel Hill, whose work investigates topics such as positive emotions and human flourishing,
conducts a laboratory study.
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confounds, removed (Kantowitz, Roediger, & Elmes, 2009). Although laboratory
research provides a great deal of control, doing research in the laboratory has draw-
backs. First, it is almost impossible to conduct research in the lab without the par-
ticipants knowing they are being studied. Second, the laboratory setting is not the real
world and therefore can cause the participants to behave unnaturally. A third drawback
of laboratory research is that individuals who are willing to go to a university labora-
tory may not be representative of groups from diverse cultural backgrounds. Those who
are unfamiliar with university settings and with the idea of “helping science” may be
intimidated by the setting. Fourth, some aspects of the mind and behavior are difficult
if not impossible to examine in the laboratory.

Research can also take place in a natural setting. Naturalistic observation is viewing
behavior in a real-world setting (Leedy & Ormrod, 2010). Psychologists conduct natu-
ralistic observations at sporting events, child-care centers, work settings, shopping malls,
and other places that people frequent. If you wanted to study the level of civility on
your campus for a research project, most likely you would include naturalistic observa-
tion of how people treat one another in such gathering places as the cafeteria and the
library reading room. In another example of a natural setting, researchers who use sur-
vey methods are increasingly relying on web-based assessments that allow participants
to complete the measures using the Internet.

The type of research a psychologist conducts, the operational definitions of the vari-
ables of interest, and the choice of sample and setting are decisions that ideally are
guided by the research question itself. However, sometimes these decisions represent a
compromise between the psychologist’s key objective (for example, to study a repre-
sentative sample of Americans) and the available resources (for instance, a sample of
100 college students). For a closer look at the process of conducting an experiment in
a real-world setting, check out the Psychological Inquiry.

ANALYZING AND
INTERPRETING DATA

Once psychologists collect data, whether they do so in a lab or a natural setting, it is
time to analyze and interpret them. For this task they use statistics, mathematical meth-
ods for reporting data (Howell, 2010). There are two basic categories of statistics:
descriptive statistics, which are used to describe and summarize data, and inferential
statistics, which are used to draw conclusions about those data.

Psychology students are sometimes surprised to learn that a statistics course is often
a requirement for the major. In this section, as we look at how psychologists analyze
and interpret research data, you will get a flavor of the ways in which math plays an
important role in the science of psychology.

Descriptive Statistics

Most psychological studies generate considerable numerical data. Simply listing all of
the scores (or other measures) generated by a study—for each individual in the study—
is not very meaningful. Descriptive statistics are the mathematical procedures research-
ers have developed to describe and summarize sets of data in a meaningful way.
Descriptive statistics reveal the “big picture’—the overall characteristics of the data and
the variation among them.

MEASURES OF CENTRAL TENDENCY

A measure of central tendency is a single number that indicates the overall characteristics
of a set of data. The three measures of central tendency are the mean, the median, and
the mode.

® naturalistic observation The observation of
behavior in a real-world setting.

© descriptive statistics Mathematical proce-
dures that are used to describe and summarize
sets of data in a meaningful way.
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Experimentation in a Natural Setting

A team of social psychologists was interested in examining how mood
influences helping behavior in the real world. They hypothesized that,
especially among the less experienced members of a sales staff, mood

Target Employee Helping
as a Function of
Mood Condition

7

would guide behavior, so that happy salespersons would be most helpful
to customers and unhappy salespersons less so. Researchers Joseph Forgas,
Elizabeth Dunn, and Stacey Granland (2008) conducted an experiment in a
Target department store, as follows.

First, the experimenters trained two confederates. The first confeder-

ate was in charge of manipulating the employees’ mood. There were

three mood conditions:

Helping behavior

Positive Neutral Negative

In the positive mood condition, the confederate said, “I just wanted to let
someone know that | am so impressed with the service at this store!
The store looks great and the staff is so nice. | was able to get what |
wanted and will be coming back to this store again.”

In the negative mood condition, the confederate said, “I just wanted to
let someone know that | am so disappointed with the service at this
store. The store looks terrible and the staff is rude. | couldn’t get
anything | wanted and won’t be coming back here again.”

In the neutral mood condition, the confederate simply observed,
“Interesting, | have been coming here quite regularly and this store
seems always the same, nothing much changes.”

Employees were chosen randomly by the confederate and were randomly

Mood condition

Adapted from Forgas, Dunn, & Granland, 2008.

assigned to the conditions.

Then, after the first confederate left the employees, the second con-

federate, who was blind to the mood procedure (meaning unaware of the
mood condition for each participant), approached the employees individ-

ually and asked, “Excuse me, could you tell me where | could find the
book The White Bear?” This confederate surreptitiously recorded (1) the
number of helpful responses, (2) the number of actual attempts to help,
and (3) the time spent helping. These three values were averaged to cre-
ate an overall helpfulness score. (If the staff salesperson saw the confed-
erate jotting things down, the confederate pretended to be checking a
shopping list.) The figure shows the results for the less experienced sales
staff.

Answer these questions to see how much you remember about

experimental design.
1.
2.

Despite the natural setting, this was an experiment. Why?

What was the independent variable and what was its operational
definition?

. What was the dependent variable and what was its operational

definition?

. Why is it important that the second confederate was “blind” to the

mood condition?

. Why were the employees assigned to mood condition randomly?

6. The store management was aware of the study, but the employees

were not. Do you think the experiment was ethical? Why or why not?
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Most quantitative techniques in psychological science begin with the mean. The
mean is what people often call the average. The mean is calculated by adding all the ~ ® mean A measure of central tendency that is
scores in a set of scores and then dividing by the number of scores. As a good indicator the average for a sample.
of the central tendency for a group of scores, the mean is the measure that is used most
often. When your instructor provides students with their exam grades, he or she might
mention the test mean, because this average gives the class a general idea of how the
group performed.
The mean is not so helpful, however, when a group of scores contains a few extreme
scores, especially if the number of cases in the group is small. Consider the annual
earnings for the two groups of five people shown in the table below.

Group 1 Group 2
$19,000 $19,000
19,000 19,000
23,000 23,000
24,000 24,000
25,000 45,000,000
Mean $22,000 Mean $9,017,000
Median $23,000 Median $23,000
Mode $19,000 Mode $19,000

Group 1 lists the earnings of five ordinary people. Group 2 is composed of the earnings
of four ordinary people plus the approximate earnings of movie director Steven Spiel-
berg. Now look at the means that have been calculated for the two groups. The vast
difference between them is due to the one extreme score. In such a situation, one of
the other two measures of central tendency, the median or the mode, would give a more
accurate picture of the data overall.

The median is the score that falls exactly in the middle of the distribution of scores ~ ® median A measure of central tendency that is
after they have been arranged (or ranked) from highest to lowest. When you have an odd ~ the middle score in a sample.
number of scores (say, five or seven), the median is the score with the same number of
scores above it as below it. In the table above, each group has a median income of $23,000.
Notice that, unlike the mean, the median is unaffected by extreme scores. The medians
are the same for both groups ($23,000), but their means are extremely different
($22,000 versus $9,017,000). Of course, if there is an even number of scores, there
is no “middle” score. This problem is dealt with by averaging the scores
that share the middle location.

The mode is the score that occurs most often in a dataset. In
our earnings example, the mode is $19,000, which occurs twice in
each group. All of the other annual incomes occur only once. The
mode is the least used measure of central tendency. Yet the mode can
be particularly useful, for example, in cases in which information is desired
about preference or popularity. Consider a teacher who wants to know the
most popular or least popular child in her classroom. She might create a
questionnaire and ask students which of their classmates they like the most
or the least. The most frequently nominated child would be the mode in these
instances.

©® mode A measure of central tendency that is
the most common score in a sample.

MEASURES OF DISPERSION

In addition to revealing the central characteristics of a sample, descrip-

tive statistics can also give us measures of dispersion, which describe how

much the scores in a sample differ from one another. That is, these

measures give us a sense of the spread of scores, or how much variabil-

ity exists in the data. Let’s look at some common ways that researchers
measure dispersion.
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® range A measure of dispersion that is the dif-
ference between the highest and lowest scores.

® standard deviation A measure of dispersion
that tells us how much scores in a sample differ
from the mean of the sample.

To begin, suppose that four students rate their positive mood on a scale from 1 (not
at all positive) to 7 (extremely positive), as follows:

Positive Mood

Sarah 7
Sun Mee 6
Josh 2
Rodney 5

(You might note that the mean for these data is 20/4, or 5.) One common measure of
dispersion is the range, which is the distance between the highest and the lowest scores.
In the example above, the range in positive mood is 5 (that is, the highest score, 7, minus
the lowest score, 2). Generally speaking, the range is a rather simplistic estimate of the
variability within a group of scores. Because the range takes into account only the low-
est and highest scores, it can produce a misleading picture of how different from one
another scores in the dataset actually are. Note that for positive mood, most people in
the example have fairly similar high scores, but using the range alone gives the impres-
sion that scores are very widely dispersed.

A more informative measure of dispersion, and the one most commonly used in
psychological research, is the standard deviation. The standard deviation measures how
much scores vary, on average, around the mean of the sample. There is a little hitch,
however. One of the mathematical properties of the mean is that if you add up each
person’s difference from the mean, the sum will always be 0. So, we cannot calculate
the average difference (or deviation) from the mean and get a meaningful answer.

To get around this problem, we take each person’s difference from the mean and
multiply it by itself. This removes the negative numbers, and the sum of these differences
will no longer equal 0. We add these squared deviations together and then divide by the
number of cases (minus 1). Finally, we take the square root of that number. Essentially,
then, the standard deviation is the square root of the average squared deviation from the
mean. The smaller the standard deviation, the less variability in the dataset. A small
standard deviation indicates that, on average, scores are close to the mean.

The following table presents the information needed to calculate the standard devia-
tion for the positive mood ratings given above.

A B C
Difference from Squared difference

Participant Rating the mean (5) from the mean (5)
Sarah 7 2 4
Sun Mee 6 1 1
Josh 2 -3 9
Rodney 5 0 0

Sum of this ~ Sum of these

7+6+2+5

MEAN = (—4 ) 5.0 column=0 differences =

4+1+9+0=14

Column A presents the ratings by each participant. Column B shows the differences of
these scores from the mean (5). Notice that if we add up Column B, the answer is 0.
Column C shows the squared deviations from the mean for each participant. Adding up
those squared differences, we get 14. Next, we divide 14 by the number of participants
minus 1, in this case 14 divided by 3 = 4.67, and then we take the square root of that
number, which is 2.16. This is the standard deviation of our sample, which, compared to
the range of 5, tells us that the group is actually fairly closely arranged around the mean.

The mean and standard deviation together yield a lot of information about a sample.
Indeed, given the raw scores, the means, and the standard deviations of two variables,
we can calculate the correlation coefficient in no time. The correlation coefficient is not
a descriptive statistic but rather an inferential statistic, our next topic.
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Inferential Statistics

Imagine that, inspired by the research of Lee Anne Harker and Dacher Keltner on col-

lege yearbooks (see p. 29), you conduct a study on the relationship between expressions

of positive emotion and interpersonal success. In your project, you video-record job

candidates being interviewed, code the videos for Duchenne smiling by the candidates,

and document which of the job seekers were called back for a second interview. Let’s

say you calculate that the mean number of smiles for candidates who were not called

back was 3.5, and the mean number of smiles for candidates who were called back

was 6.5. So, those who were called back generated, on average, 3 more smiles than

those who were not called back. Does that difference matter? It seems pretty big, but

is it big enough? Could we have obtained the same difference simply by chance?
To draw conclusions about differences we observe in studies, we want to know that

the difference is likely to be one that can be replicated or found consistently in a vari-

ety of studies. Inferential statistics are the tools that help us to state whether a difference

is unlikely to be the result of chance. More specifically, inferential statistics are the ® inferential statistics Mathematical methods

mathematical methods used to indicate whether data sufficiently support a research that are useq to indicate wh_ether results fo_ra

hypothesis (Kiess & Green, 2010). sample are likely to generalize to a population.
The logic behind inferential statistics is relatively simple. Inferential statistics yield a

statement of probability about the differences observed between two or more groups;

this probability statement gives the odds that the observed differences were due simply

to chance. In psychological research the standard is that if the odds are 5 out of 100

(or .05) or less that the differences are due to chance, the results are considered statisti-

cally significant. In statistical language, this is referred to as the .05 level of statistical

significance, or the .05 confidence level. Put another way, statistical significance means

that the differences observed between two groups are large enough that it is highly

unlikely that those differences are merely due to chance. The .05 level of statistical

significance is considered the minimum level of probability that scientists will accept

for concluding that the differences observed are real, thereby supporting a hypothesis.
Recall that although we study a sample, we typically wish to generalize our findings to

a population. Inferential statistics are the bridge between a sample and a population, because

they tell us the likelihood that the results we found with a sample reflect differences in the

larger population. It makes sense that the larger our sample is, the more likely it is to

represent that population. Thus, significance tests are based in part on the number of cases

in a sample. The higher the number of cases, the easier it is to get statistical significance.

As a result, with a very l'arg.e sample., even very small fhfferences may be.51g.mﬁcant. Being part of a research study can potentially lead to
However, statistical significance is not the same thing as real-world significance. Even i tended consequences for the participants. After

if a difference is found to be statistically significant, its real-world value remains to be taking part in a study of young dating couples (Rubin

evaluated by critically thinking scientists. @ Mitchell, 1976), some participants identified
problems in their relationship and ended it.

CONDUCTING ETHICAL
RESEARCH

Ethics is a crucial consideration for all science. This fact came to the fore
in the aftermath of World War 1I, for example, when it became apparent
that Nazi doctors had used concentration camp prisoners as unwilling par-
ticipants in experiments. These atrocities spurred scientists to develop a code
of appropriate behavior—a set of principles about the treatment that par-
ticipants in research have a right to expect. In general, ethical principles of
research focus on balancing the rights of the participants with the rights of
scientists to ask important research questions (Smith & Davis, 2010). 4

The issue of ethics in psychological research may affect you personally =~ £
if at some point you participate in a study. In that event, you need to £
know your rights as a participant and the researchers’ responsibilities
in ensuring that these rights are safeguarded. Experiences in
research can have unforeseen effects on people’s lives.
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One investigation of young dating couples asked them to complete a questionnaire
that coincidentally stimulated some of the participants to think about potentially trou-
blesome issues in the relationship (Rubin & Mitchell, 1976). One year later, when the
researchers followed up with the original sample, 9 of 10 participants said they had
discussed their answers with their dating partners. In most instances, the discussions
helped to strengthen the relationships. In some cases, however, the participants used the
questionnaire as a springboard to discuss problems or concerns previously hidden. One
participant said, “The study definitely played a role in ending my relationship with
Larry” In this case, the couple had different views about how long they expected to be
together. She was thinking of a short-term dating relationship, whereas he was thinking
in terms of a lifetime. Their answers to the questions brought the disparity in their views
to the surface and led to the end of their relationship. Researchers have a responsibility
to anticipate the personal problems their study might cause and, at least, to inform the
participants of the possible fallout.

Ethics comes into play in every psychological study. Even smart, conscientious stu-
dents sometimes think that members of their church, athletes in the Special Olympics,
or residents of the local nursing home present great samples for psychological research.
Without proper permission, though, the most well-meaning, kind, and considerate
researchers still violate the rights of the participants.

Ethics Guidelines

A number of guidelines have been developed to ensure that research is conducted eth-
ically. At the base of all of these guidelines is the notion that a person participating in
psychological research should be no worse off coming out of the study than he or she
was on the way in.

Today colleges and universities have a review board (typically called the institutional
review board, or IRB) that evaluates the ethical nature of research conducted at their
institutions. Proposed research plans must pass the scrutiny of a research ethics com-
mittee before the research can be initiated. In addition, the American Psychological
Association (APA) has developed ethics guidelines for its members. The code of ethics
instructs psychologists to protect their participants from mental and physical harm. The
participants’ best interests need to be kept foremost in the researcher’s mind (Gravetter,
2009; Ray, 2009). The APA’s guidelines address four important issues:

Informed consent: All participants must know what their participation will involve
and what risks might develop. For example, participants in a study on dating
should be told beforchand that a questionnaire might stimulate thoughts about
issues in their relationships that they have not considered. Participants also should
be informed that in some instances a discussion of the issues might improve their
relationships but that in others it might worsen the relationships and even end
them. Even after informed consent is given, participants must retain the right to
withdraw from the study at any time and for any reason.

Confidentiality: Researchers are responsible for keeping all of the data they gather
on individuals completely confidential and, when possible, completely anonymous.
Confidential data are not the same as anonymous. When data are confidential, it
is possible to link a participant’s identity to his or her data.

Debriefing: After the study has been completed, the researchers should inform the
participants of its purpose and the methods they used. In most cases, the experi-
menters also can inform participants in a general manner beforehand about the
purpose of the research without leading the participants to behave in a way that
they think that the experimenters are expecting. When preliminary information
about the study is likely to affect the results, participants can at least be debriefed
after the study’s completion.

Deception: This is an ethical issue that psychologists debate extensively. In some
circumstances, telling the participants beforehand what the research study is about
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substantially alters the participants’ behavior and invalidates the researcher’s data. For
example, suppose a psychologist wants to know whether bystanders will report a theft.
A mock theft is staged, and the psychologist observes which bystanders report it. Had
the psychologist informed the participants beforehand that the study intended to
discover the percentage of bystanders who will report a theft, the whole study would
have been ruined. Thus, the researcher deceives participants about the purpose of the
study, perhaps leading them to believe that it has some other purpose. In all cases of
deception, however, the psychologist must ensure that the deception will not harm
the participants and that the participants will be told the true nature of the study
(will be debriefed) as soon as possible after the study is completed.

The federal government also takes a role in ensuring that research involving human
participants is conducted ethically. The Office for Human Research Protection is devoted
to ensuring the well-being of participants in research studies. Over the years, the office
has dealt with many challenging and controversial issues—among them, informed con-
sent rules for research on mental disorders, regulations governing research on pregnant
women and fetuses, and ethical issues regarding AIDS vaccine research.

For generations, psychologists have used animals in some research. Animal studies have
provided a better understanding of and solutions for many human problems (Pinel, 2009).
Neal Miller (1985), who has made important discoveries about the effects of biofeedback
on health, listed the following areas in which animal research has benefited humans:

Psychotherapy techniques and behavioral medicine
Rehabilitation of neuromuscular disorders
Alleviation of the effects of stress and pain

Drugs to treat anxiety and severe mental illness
Methods for avoiding drug addiction and relapse

Treatments to help premature infants gain weight so they can leave the
hospital sooner

Methods used to alleviate memory deficits in old age

About 5 percent of APA members use animals in their research. Rats
and mice account for 90 percent of all psychological research with animals.
It is true that researchers sometimes use procedures with animals that would
be unethical with humans, but they are guided by a set of standards for
housing, feeding, and maintaining the psychological and physical well-
being of their animal subjects. Researchers are required to weigh potential
benefits of the research against possible harm to the animal and to avoid
inflicting unnecessary pain. In short, researchers must follow stringent ethical guidelines,
whether animals or humans are the subjects in their studies.

The Place of Values in Psychological Research

Questions are asked not only about the ethics of psychology but also about its values
and its standards for judging what is worthwhile and desirable. Some psychologists argue
that psychology should be value-free and morally neutral. From their perspective, the
psychologist’s role as a scientist is to present facts as objectively as possible. Others believe
that because psychologists are human, they cannot possibly be value-free. Indeed, some
people go so far as to argue that psychologists should take stands on certain issues. For
example, psychological research shows that children reared by gay male and lesbian par-
ents are no more likely to be gay than other children and tend to show levels of psycho-
logical health that are equal to or higher than those of children reared by heterosexual
parents (Patterson & Hastings, 2007). To the extent that some have argued against the
rights of gays and lesbians to adopt children or to retain custody of their biological
children, psychologists may have a role to play in the debate about these issues.

To explore questions about the ethics of research further, read the Critical Contro-
versy feature about reality TV.



CRITICAL CONTR(

Would Reality TV Pass the Institutional Review Board?

urvivor, American Idol, Big Brother—these are just a few of the many

popular reality shows that fill the U.S. television airwaves. While
critics debate the quality of these shows, reality TV watchers may think
that they are learning a lot about human nature by tuning in to see who
will get voted off, who will willingly eat ground-up rats, or who will be
ridiculed by the American Idol judges.

For you as a student of psychology, an appropriate question
might be, would these reality TV shows ever gain the approval of the
IRB of an institution of higher learning? This issue was of interest to
Barbara Spellman, a founding member of the American Psychologi-
cal Society Committee on Human Subject Protection, who examined
reality TV programming with an eye toward the ethical issues these
shows present. If we were to consider reality TV from the perspec-

Would Survivor gain the approval of your school’s institutional review board?

——
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tive of the APA ethical guidelines, at least five issues that Spellman
(2005) identified would come to the fore.

First, how do reality shows achieve informed consent? The principle
of informed consent means that all participants must know what their
participation will involve and what risks might develop. Yet the very
thing that makes reality shows exciting is the element of the unknown—
the potential for surprise. Clearly the producers of Survivor are not go-
ing to inform contestants upfront that for their particular episode they
will be asked to eat live bugs, because the element of shock and the
dramatic moment of the decision would diminish greatly if it occurred
off camera while the person perused the consent form. On the other
hand, we might note that it is highly unlikely that anyone who partici-
pates on such a show has not watched a few episodes, and therefore
most participants will have a pretty good idea that they must expect
the unexpected.

A second, related problem with at least some reality shows is the
use of deception. Fooling a group of women into believing that a semi-
employed construction worker is actually a millionaire is probably not
likely to satisfy APA ethical considerations.

A third issue that might arise is that of risk. Many reality shows pose
a great deal of psychological and/or physical risk. Some reality shows
include children (for example, Wife Swap), and it is very unlikely that an
IRB would consider posing any kind of risk to children justified.

A fourth major stumbling block for reality TV is the potential for
huge cash awards to compel people to behave in ways they would not
otherwise do. Is it “really” lying if you are doing it in order to win a mil-
lion dollars? If a person does something to “play the game” that he or
she would never do outside of the game, haven’'t we shown that money
has compelled the individual to act in ways he or she might later regret
or be judged for?

Remember that ethical considerations involve balancing the rights
of participants with the scientist’s right to know. Thus, a fifth question
pertinent to a study of reality TV is, what is the value of what we can
learn from these “experiments”? This brings up the issue of how “natu-
ral” reality shows are. Are people truly themselves when the cameras
are rolling?

WHAT Do reality TV shows represent natural human
DO YOU behavior? Explain.
THINK? What kind of reality show would you design if you

were interested in exploring important psychological
processes? What ethical safeguards would you build
into the design to protect participants?



MODULE 5

SUMMARY

Two important decisions that must be made for psychological research
are whom to study and where to study them. A sample is the group that
participates in a study; a population is the group to which the researcher
wishes to generalize the results. A random sample is the best way of en-
suring that the sample reflects the population.

Research settings include both the laboratory and real-world, natural-
istic contexts. The laboratory allows a great deal of control, but naturalis-
tic settings may give a truer sense of natural behavior.

Descriptive statistics are used to describe and summarize samples of
data in a meaningful way. Two types of descriptive statistics are measures
of central tendency and measures of variability. Measures of central ten-
dency are the mean (or mathematical average), the median (the middle
score), and the mode (the most common score). Measures of variability
include the range (the difference between the highest and lowest scores)
and the standard deviation (the square root of the average squared devia-
tion from the mean).

Inferential statistics are used to draw conclusions about data. Inferen-
tial statistics aim to uncover statistical significance, which means that the
differences observed between groups (or the correlation between vari-
ables) are unlikely to be the result of chance.

For all kinds of research, ethical treatment of participants is crucial.
Participants should leave a psychological study no worse off than they
were when they entered. Some guiding principles for ethical research
in psychology include informed consent, confidentiality, debriefing
(participants should be fully informed about the purpose of a study
once it is over), and explaining fully the use of deception in a study.

1. With respect to a research study, what is meant by a population?
What is a sample?

2. What is the difference between a random sample and random
assignment?

3. What are two common physical settings for research?

4. What is meant by a measure of central tendency? Name three
measures of central tendency.

5. What do measures of dispersion describe?
6. What does standard deviation measure?

7. What two things do the ethical principles used in research seck to
balance?

8. With respect to the participants in a study, what do the various
ethical guidelines covering research all fundamentally seek to
protect?

9. What four key issues do the APAs ethics guidelines address?
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median 51
mode 51
random sample 47 range 52

population 47
sample 47

naturalistic observation 49 standard deviation 52

descriptive statistics 49 inferential statistics 53

mean 51

APPLY YOUR KNOWLEDGE

1. The study of the Olympic athletes described earlier was a correlational
study. Design an experiment that would test the prediction that those
who finish second are likely to be less happy than those who finish
third.

2. Pick a topic of interest to you and define the variables. Then list as
many ways to operationalize the variables as you can. Come up with
at least one behavioral measure of the variable. Would your topic be
best studied using a correlational or an experimental method? How
would you conduct the study?



The Scientific Method
and Health and
Wellness

Throughout this book we examine a host of ways that psycho-
logical research has implications for health and wellness. In this
concluding section, we focus on a research topic in which the
scientific method has played a particularly important role in the
conclusions drawn—the power of expressive writing to enhance
health and wellness.

James Pennebaker has conducted a number of studies that con-
verge on the same conclusion: that writing about one’s deepest
thoughts and feelings concerning one’s most traumatic life event
leads to a number of health and well-being benefits (Pennebaker
& Chung, 2007). This research began with a correlational study
comparing two groups of individuals—those who had lost a spouse
to suicide and those who had lost a spouse to an accident
(Pennebaker & O’Heeron, 1984). The results of the study showed
that survivors of a suicide were more likely to have become sick
The research of James Pennebaker of the University of Texas, Austin, probes the in the months after the death, compared to accident survivors.
connections among traumatic life experience, expressive writing, physical and Importantly, the difference was explained b}’ the fact that indi-
mental health, and work performance. viduals whose spouses had committed suicide were much less likely

to talk about their loss, compared to the other participants.

These correlational findings led Pennebaker to wonder whether it might be
possible to manipulate expressing one’s thoughts and feelings about a traumatic
event experimentally and thereby to receive the benefits of socially sharing the
trauma. So, in subsequent studies, participants have been randomly assigned to
write about one of two topics—either the individual’s most traumatic life event
or a relatively uninteresting topic (for example, his or her plans for the day).
Assignment of the specific topic is meant to control for the act of writing itself
so that the control group is as much like the experimental group as possible
(Baddeley & Pennebaker, 2009; Pennebaker & Graybeal, 2001).

The participants write about the same topic for three or four consecutive
days for about 20 minutes each day. Weeks or months after writing, partici-
pants in the trauma writing group have better physical health than those in
the control group. Since the first traumatic writing study, a host of research-
ers have replicated these effects, showing that writing about trauma is associ-
ated with superior immune function, better response to a vaccine, higher
psychological well-being, better adjustment to coming to college, and more
quickly finding employment after being laid off from work (Lepore & Smyth,
2002; Pennebaker, 1997a, 1997b, 2004). Thus, we might conclude that doc-
umenting one’s deepest thoughts and feelings about traumatic life events is
necessary to attain the “healing power” of writing.

Note, however, that the participants in the trauma group were not just writ-

ing about a trauma. They were also documenting an important personal experi-
ence. Thinking about these results in terms of the internal validity of the
conclusions, we might ask if focusing on a trauma is the key ingredient in pro-
ducing health benefits. Might there be other, less negative aspects of life that are
equally meaningful and that might promote good health when they are the
subject of personal writing? Indeed, subsequent research shows that health
benefits can emerge from writing about a variety of topics, including how one
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has grown from a negative experience (King & Miner, 2000; Low, Stanton, &
Danoft-Burg, 20006), one’s life dreams (King, 2001), and one’s most intensely positive
experiences (Burton & King, 2004, 2009). In a recent study, participants who wrote
about either a traumatic life event or an extremely positive event for just two minutes
a day over two days reported fewer illnesses a month later (Burton & King, 2008).

The body of evidence for the effects of expressive writing on health is substantial and
has been subjected to two meta-analyses, the procedure described in Module 3. These
meta-analyses indicate that individuals who write over days that are spaced apart tend
to benefit most from writing, and that feeling distressed while writing is not necessary
to enjoy these benefits (Frattaroli, 2006; Smyth, 1998).

If you would like to explore the healing power of writing in your own life, use the
simple guidelines below:

Find a quiet place to write.
Pick just one topic to explore through writing.

Dedicate yourself to a few minutes of writing each day, perhaps writing once a
week for a few weeks.

While writing, do not worry about punctuation, grammar, or spelling—just let
yourself go and write about all of the thoughts, emotions, and feelings associated
with the experience you are documenting.

If you feel that writing about something negative is not for you, try writing about
your most positive life experiences, the people you care about, or all the things for

which you feel grateful.

The long and growing literature on the effects of expressive writing on health dem-
onstrates how research methods influence the conclusions that scientists reach and how
the process of scientific research builds from one study to the next. This literature also
demonstrates how psychological research is relevant to the daily life of everyone with a
story to write—and how an individual can benefit from writing that story.

SUMMARY

A great deal of psychological research has relevance to health and well-
ness. An example is research by James Pennebaker on the effects of ex-
pressive writing on health and well-being. This research has shown that
individuals who are randomly assigned to write about a traumatic life
event for a few minutes a day over three or four days show a host of
health and well-being benefits compared to those in a control condition.
Subsequent research has shown that these health benefits can be ob-
tained by writing about very positive life experiences and even just writ-
ing for a couple of minutes.

This research demonstrates how a research question can begin as a cor-
relational study and then move to the laboratory to demonstrate causation.
When many studies have been done on a topic, a meta-analysis can provide
a sense of the overall importance of the results. This example also shows how
psychological research can have important implications for everyday life.

1. Briefly describe Pennebaker’s initial correlational study comparing
two groups of individuals who had lost a spouse.

2. What did Pennebaker’s subsequent experimental research show?

3. What does the accumulated body of evidence indicate about the
effects of expressive writing on health?
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Extraordinary Engine: The Human Brain

Late
to class one morning, he sped along on his motorcycle. As he swerved to miss a car, he lost
control of his bike and crashed.

After six months of lying unconscious, Adam began to regain awareness. When he did, the
world was eerily different. Adam was convinced that his family and friends—who had waited

patiently by his bedside, coaxing him to wake up—were impostors. Adam’s accident had

damaged the regions of his brain responsible for the warm glow of familiarity. Not only did
Adam question the identities of his loved ones, but he also struggled to recognize that the
young man looking at him in the mirror was himself (Carey, 2009).

Today Adam continues the difficult recovery. He has had to relearn how to walk and talk and
struggled to regain the feeling of familiarity that provides human beings with a sense of self. He
has to be reminded—and to remind himself repeatedly—that he had a motorcycle accident and
that the “impostors” around him are in truth his mother, father, brother, and friends.

Adam’s case illuminates the brain’s role in the precious human experiences of having an
identity and of feeling warmth toward others.

The brain is extraordinarily complex—both the object of study and the reason we are able to

[
study it. ®



The Nervous and Endocrine Systems

® nervous system The body’s electrochemical
communication circuitry.

As we dance, write, play sports, talk, think, and connect with the world in - - > < ) 0
countless other ways, the brain and the nervous system guide our every sive assemblies of nerve cells participate in each of these activities,
interaction, movement, and adaptation. all at once.

INTEGRATION
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As part of an exploration of the biological foundations of behavior, this module focuses
on the body’s communication systems. It begins by describing our nervous system before
taking a closer look at neurons, the specialized cells that make up the communication
network of the nervous system. Finally, the module describes the endocrine system, the
collection of glands that regulate activities of certain organs by releasing chemical prod-
ucts into the blood stream.

THE NERVOUS SYSTEM

The nervous system is the body’s electrochemical communication circuitry. The field
that studies the nervous system is called neuroscience, and the people who study it are
NeUroscientists.

The human nervous system is made up of billions of communicating nerve cells, and
it is likely the most intricately organized aggregate of matter on the planet. A single cubic
centimeter (about the size of a snack cube of cheese) of the human brain consists of well
over 50 million nerve cells, each of which communicates with many
other nerve cells in information-processing networks that make the
most elaborate computer seem primitive.

Characteristics of the Nervous System

The brain and nervous system guide our interactions with the world
around us, move the body through the world, and direct our adapta-
tion to the environment. Several extraordinary characteristics allow
the nervous system to command our behavior: complexity, integra-
tion, adaptability, and electrochemical transmission.

COMPLEXITY

The human brain and nervous system are enormously complex. The
orchestration of the billions of nerve cells in the brain—to allow you
to talk, write, sing, dance, and think—is awe inspiring. As you read
this book, your brain is carrying out a multitude of functions,
including seeing, reading, learning, and (we hope) breathing. Exten-

Neuroscientist Steven Hyman (2001) has called the brain the “great integrator,” mean-
ing that the brain does a wonderful job of pulling information together. Think of
everything going on around you right now, as well as the multitude of processes hap-
pening in your body—Ilike breathing, the digestion of your last meal, the healing of a
cut. Somehow, you need to make sense of all of these various stimuli. Similarly, the
shapes on this page are not simply splashes of ink but letters, and those letters compose
words that make sense. It is your brain that draws your experiences together into a
coherent whole. Sounds, sights, touches, tastes, and smells—the brain integrates all of
these sensory inputs so that you can function in the world.
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The nervous system has different levels and many different parts. Brain activity is
integrated across these levels through countless interconnections of brain cells and exten-
sive pathways that link different parts of the brain and body. Each nerve cell communi-
cates, on average, with 10,000 others, making an astronomical number of connections
(Bloom, Nelson, & Lazerson, 2001). The evidence for these connections is observable,
for example, when a loved one takes your hand. How does your brain know, and tell
you, what has happened? Bundles of interconnected nerve cells relay information about
the sensation in your hand through the nervous system in a very orderly fashion, all the
way to the areas of the brain involved in recognizing that someone you love is holding
your hand. Then the brain might send a reply and prompt your hand to give your loved
one a little squeeze.

Sometimes the brains attempts to make sense of experience go awry. Adam Lepak
saw his mother’s face without recognizing her, and his brain made sense of that experi-
ence by concluding that she must be a fake (Carey, 2009).

ADAPTABILITY

The world around us is constantly changing. To survive, we must adapt to new condi-
tions. The brain and nervous system together serve as our agent for adapting to the
world. Although nerve cells reside in certain brain regions, they are not unchanging
structures. They have a hereditary, biological foundation, but they are constantly adapt-
ing to changes in the body and the environment (Coch, Fischer, & Dawson, 2007).

The term plasticity refers to the brain’s special physical capacity for change. Adam
Lepak’s slow recovery demonstrates the brain’s plasticity. Less dramatic examples of
plasticity occur in all of us. For example, you might believe that thinking is a mental
process, not a physical one. Yet thinking #s a physical event, because every thought you
have is reflected in physical activity in the brain. Moreover, the brain can be changed
by experience. London cab drivers who have developed a familiarity with the city show
increases in the size of the area of the brain thought to be responsible for reading maps
(Maguire & others, 2000). Think about that: When you change the way you think,
you are /literally changing the brain’s physical processes and even its shape. Our daily
experiences contribute to the wiring or rewiring of the brain (Nelson, 2011), just as the
experiences of those London cab drivers did.

ELECTROCHEMICAL TRANSMISSION

The brain and the nervous system function essentially as an information-processing
system powered by electrical impulses and chemical messengers (Chichilnisky, 2007).
When an impulse travels down a nerve cell, or neuron, it does so electrically. When that
impulse gets to the end of the line, it communicates with the next neuron using chem-
icals, as we will consider in detail later in this module.

Pathways in the Nervous System

As we interact with and adapt to the world, the brain and the
nervous system receive and transmit sensory input (like sounds,
smells, and flavors), integrate the information taken in from the
environment, and direct the body’s motor activities. Information
flows into the brain through input from our senses, and the
brain makes sense of that information, pulling it together and
giving it meaning. In turn, information moves out of the brain
to the rest of the body, directing all of the physical things we
do (Fox, 2008).

The nervous system has specialized pathways that are adapted
for different functions. These pathways are made up of afferent
nerves, efferent nerves, and neural networks (discussed later in

® plasticity The brain’s special capacity for
change.
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® afferent nerves Also called sensory nerves;
nerves that carry information about the external
environment to the brain and spinal cord via
sensory receptors.

® efferent nerves Also called motor nerves;
nerves that carry information out of the brain
and spinal cord to other areas of the body.

® central nervous system (CNS) The brain and
spinal cord.

® peripheral nervous system (PNS) The
network of nerves that connects the brain and
spinal cord to other parts of the body.

Central Nervous System

Spinal Cord Brain

Hindbrain
Cerebellum
Pons
Medulla

Midbrain
Reticular
formation

Forebrain
Limbic system
Thalamus
Basal ganglia
Hypothalamus
Cerebral cortex

the module). Afferent nerves, or sensory nerves, carry information fo the brain and
spinal cord. These sensory pathways communicate information about the external envi-
ronment (for example, the sight of a sunrise) and internal conditions (for example,
fatigue or hunger) from sensory receptors to the brain and spinal cord. Efferent nerves,
or motor nerves, carry information out of the brain and spinal cord—that is, they carry
the nervous system’s output. These motor pathways communicate information from the
brain and spinal cord to other areas of the body, including muscles and glands, instruct-
ing them, in a sense, to get busy.

Divisions of the Nervous System

This truly elegant system is highly ordered and organized for effective function. Figure 6.1
shows the two primary divisions of the human nervous system: the central nervous system
and the peripheral nervous system.

The central nervous system (CNS) is made up of the brain and spinal cord. More
than 99 percent of all nerve cells in our body are located in the CNS (Brooker & oth-
ers, 2010). The peripheral nervous system (PNS) is the network of nerves that con-
nects the brain and spinal cord to other parts of the body. The functions of the
peripheral nervous system are to bring information to and from the brain and spinal
cord and to carry out the commands of the CNS to execute various muscular and
glandular activities.

Human Nervous System

Peripheral Nervous System

Somatic Autonomic

Nervous System Nervous System
ez
® Parasympathetic %:f\
48
Sensory branch (calms g ‘;
nerves the body) y
Motor
nerves

® Sympathetic
branch (arouse

the body) \iri

FIGURE 6.1 Major Divisions of the Human Nervous System The nervous system has two main divisions. One is the central nervous
system (left), which comprises the brain and the spinal cord. The nervous system’s other main division is the peripheral nervous system (right), which itself
has two parts—the somatic nervous system, which controls sensory and motor neurons, and the autonomic nervous system, which monitors processes such
as breathing, heart rate, and digestion. These complex systems work together to help us successfully navigate the world.
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The peripheral nervous system has two major divisions: the somatic nervous system
and the autonomic nervous system. The somatic nervous system consists of sensory
nerves, whose function is to convey information from the skin and muscles to the CNS
about conditions such as pain and temperature, and motor nerves, whose function is
to tell the muscles what to do. The function of the autonomic nervous system is to
take messages to and from the body’s internal organs, monitoring such processes as
breathing, heart rate, and digestion.

The autonomic nervous system also is divided into two parts. The first part, the
sympathetic nervous system, arouses the body to mobilize it for action, while the
second, the parasympathetic nervous system, calms the body. The sympathetic nervous
system is involved in the “fight or flight” response, the body’s reaction to a threat (an
incident that you can either stay and fight or flee). When you feel your heart pounding
and your hands sweating under stress, those experiences reveal the sympathetic nervous
system in action. If you need to run away from a dangerous situation, the sympathetic
nervous system sends blood out to your extremities to prepare you for taking off. The
parasympathetic nervous system is responsible for the ways you calm down once you
have escaped the danger.

In an emergency, the sympathetic nervous system also triggers the body’s release of
powerful hormones (Maggio & Segal, 2009). These stress hormones allow you to focus
attention on what needs to be done now. For example, in an emergency, people some-
times report feeling strangely calm and doing what has to be done, whether calling 911
or applying pressure to a serious wound. Such experiences reveal the benefits of stress
hormones for humans in times of acute emergency (Holsboer & Ising, 2010). We will
revisit the relationship between the experience of stress and the nervous system in Psy-
chology’s Biological Foundations of Health and Wellness.

NEURONS

Within each division of the nervous system, much is happening at the cellular level.
Nerve cells, chemicals, and electrical impulses work together to transmit information at
speeds of up to 330 miles per hour. As a result, information can travel from your brain
to your hands (or vice versa) in a matter of milliseconds (Shier, Butler, & Lewis, 2010).
Just how fast is 330 miles per hour? Consider that the NASCAR speed record was set
in 1987 by Bill Elliott, who completed a lap driving at 212.8 miles per hour.

There are two types of cells in the nervous system: neurons and glial cells. Neurons
are the nerve cells that handle information processing; we will generally concentrate
on neurons in this module. The human brain contains about 100 billion neurons. The
average neuron is a complex structure with as many as 10,000 physical connections
with other cells. Recently, researchers have been particularly interested in a special type
of neuron called a mirror neuron. Mirror neurons seem to play a role in imitation and
are activated (in primates and humans) both when we perform an action and when
we watch someone else perform that same activity (Hickok, 2010). In addition to
imitation, mirror neurons are thought to be involved in language, especially speech
(Yamazaki & others, 2010); new motor skills (Ferrari & others, 2009); empathy and
understanding of others (Cattaneo & Rizzolatti, 2009); and the social behavior of
children with autism, who have difficulty with language and social skills (Le Bel,
Pineda, & Sharma, 2009).

The other cell type, glial cells (or glia), provides support, nutritional benefits, and
other functions in the nervous system (Kriegstein & Alvarez-Buylla, 2009). Glia keep
neurons running smoothly, and recent estimates indicate that there are about as many
glia cells as neurons in the brain (Azevedo & others, 2009). You might think of the
glial cells as the pit crew in the raceway of the nervous system.

Neuoroscientists know much less about the function of glial cells than neurons, but
dramatic new discoveries have shed light on ways in which glial cells might be involved
in behavior. Undil recently, it was thought that glia do not have synapses or release
neurotransmitters, both of which, as we will see, are crucial for neural transmission.

® somatic nervous system The body system
consisting of the sensory nerves, whose function
is to convey information from the skin and
muscles to the CNS about conditions such as
pain and temperature, and the motor nerves,
whose function is to tell muscles what to do.

©® autonomic nervous system The body system
that takes messages to and from the body’s
internal organs, monitoring such processes as
breathing, heart rate, and digestion.

©® sympathetic nervous system The part of
the autonomic nervous system that arouses
the body.

©® parasympathetic nervous system The part
of the autonomic nervous system that calms
the body.

® neurons One of two types of cells in the
nervous system; neurons are the nerve cells that
handle the information-processing function.

© glial cells Also called glia; the second of two
types of cells in the nervous system; glial cells

provide support, nutritional benefits, and other
functions and keep neurons running smoothly.
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® cell body The part of the neuron that contains
the nucleus, which directs the manufacture of
substances that the neuron needs for growth
and maintenance.

® dendrites Treelike fibers projecting from a
neuron, which receive information and orient it
toward the neuron’s cell body.

® axon The part of the neuron that carries

information away from the cell body toward
other cells.

©® myelin sheath A layer of fat cells that encases
and insulates most axons.

Cell body

Biological Foundations of Behavior

However, research now suggests that some glial cells are not just passive bystanders to
neural transmission but may detect neural impulses and send signals to other glial cells
(Chakraborty & others, 2010; Gao & Ji, 2010). Glial cells may play roles in memory
(Wang & others, 2009); deterioration in Alzheimer disease (Erol, 2010); pain (Dubovy
& others, 2010; Gao & Ji, 2010); psychological disorders such as schizophrenia
(Pantazopoulos & others, 2010) and mood disorders (Huang & others, 2009); and the
development of neural stem cells (Lindvall & Kokaia, 2010), which we will examine
later in this module. Still, by far the majority of information processing in the brain is
done by neurons, not glial cells.

Specialized Cell Structure

Not all neurons are alike, as they are specialized to handle different functions. However,
all neurons do have some common characteristics. Most neurons are created very early
in life, but their shape, size, and connections can change throughout the life span. The
way neurons function reflects the major characteristic of the nervous system described
at the beginning of the module: plasticity. That is, neurons can and do change.

Every neuron has a cell body, dendrites, and an axon (Figure 6.2). The cell body
contains the nucleus, which directs the manufacture of substances that the neuron
needs for growth and maintenance. Dendrites, treelike fibers projecting from a neuron,
receive information and orient it toward the neuron’s cell body. Most nerve cells have
numerous dendrites, which increase their surface area, allowing each neuron to receive
input from many other neurons. The axon is the part of the neuron that carries infor-
mation away from the cell body toward other cells. (Remember that axon and away
both start with the letter @). Although extremely thin (1/10,000th of an inch—a
human hair by comparison is 1/1,000th of an inch), axons can be very long, with
many branches. In fact, some extend more than 3 feet—all the way from the top of
the brain to the base of the spinal cord. Finally, covering all surfaces of the neurons,
including the dendrites and axons, is a very thin cellular membrane that allows sub-
stances to move in and out of the cell. We will examine this membrane and its func-
tions in more detail later.

A myelin sheath, a layer of cells containing fat, encases and insulates most axons.
By insulating the axons, myelin sheaths speed up transmission of nerve impulses
(Diamond, 2009). The sheer size of the human brain and body make the myelin sheaths
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FIGURE 6.2 The Neuron The drawing shows the parts of a neuron and the connection between one neuron and another. Note the cell body,
the branching of dendrites, and the axon with a myelin sheath.
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important—consider how much ground the nervous system must cover quickly. Axons
without myelin sheaths are not very good conductors of electricity. However, with the
insulation of myelin sheaths, axons transmit electrical impulses and convey information
much more rapidly (Diamond, 2009). We can compare the myelin sheath’s development
to the evolution of freeways as cities grew. A freeway is a shielded road. It keeps fast-
moving, long-distance traffic from getting snarled by slow, local traffic.

Numerous disorders are associated with problems in either the creation or the main-
tenance of myelin. One of them is multiple sclerosis (MS), a degenerative disease of the
nervous system in which myelin tissue hardens, disrupting neuronal communication. In
MS, scar tissue replaces the myelin sheath. Symptoms of the disease include blurry and
double vision, tingling sensations throughout the body, and general weakness.

The Neural Impulse

To transmit information to other neurons, a neuron sends brief electrical impulses (let’s
call them “blips”) through its axon. As you reach to turn this page, hundreds of such
impulses will stream down the axons in your arm to tell your muscles when to flex and
how quickly. By changing the rate of the signals, or blips, the neuron can vary its mes-
sage. Those impulses traveling down the axon are electrical. How does a neuron—a
living cell—generate electricity? To answer this question, we need to take a moment to
examine the axon and the cellular membrane that surrounds it.

The axon is a tube encased in a membrane. There are fluids both inside and outside
the axon. Floating in those fluids are electrically charged particles called ions. Some of
these ions, notably sodium and potassium, carry positive charges. Negatively charged
ions of chlorine and other elements also are present. The membrane surrounding the
axon prevents negative and positive ions from randomly flowing into or out of the cell.
That membrane has thousands of tiny gates in it. These gates are generally closed, but
they can open. We call the membrane semipermeable because fluids and ions can some-
times flow into and out of it. In fact, the neuron creates electrical signals by moving
positive and negative ions back and forth through its outer membrane.

Normally, when the neuron is resting—that is, not transmitting information—the
tiny gates in the membrane, called ion channels, are closed, and a slight negative charge
is present along the inside of the cell membrane. On the outside of the cell membrane,
the charge is positive. Because of the difference in charge, the membrane of the resting
neuron is said to be polarized, with most negatively charged ions on the inside of the
cell and most positively charged ions on the outside. This polarization creates a voltage
between the inside and outside of the axon wall (Figure 6.3). That voltage, called the
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Country music star Clay Walker has multiple
sclerosis (MS) and has founded a charity, Band
Against MS, to work for a cure for the disease.

The Resting Potential
An oscilloscope measures the difference in
electrical potential between two electrodes.
When one electrode is placed inside an axon at
rest and one is placed outside, the electrical
potential inside the cell is —70 millivolts (mV)
relative to the outside. This potential difference
is due to the separation of positive (+) and
negative (—) charges along the membrane.
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FIGURE 6.4 The Action Potential
An action potential is a brief wave of positive
electrical charge that sweeps down the axon as
the sodium channels in the axon membrane
open and close. (a) The action potential causes
a change in electrical potential as it moves
along the axon. (b) The movements of sodium
ions (Na™) and potassium ions (K*) into and
out of the axon cause the electrical changes.

® resting potential In an inactive neuron, the
voltage between the inside and outside of the
axon wall.

® action potential The brief wave of positive
electrical charge that sweeps down the axon.

® all-or-nothing principle The principle that
once the electrical impulse reaches a certain
level of intensity (its threshold), it fires and
moves all the way down the axon without losing
any intensity.
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(b) Movement of sodium (Na™) and potassium (K*)
ions responsible for the action potential

(a) Action potential generated by an
impulse within a neuron

neuron’s resting potential, is between —60 and —75 millivolts. A millivolt is 1/1000
of a volt.

How does the movement of ions across the membrane occur? Those ion channels
open and close to let the ions pass into and out of the cell. For ions, it is true that
opposites attract. The negatively charged ions on the inside of the membrane and the
positively charged ions on the outside of the membrane will rush to each other if given
the chance. Impulses that travel down the neuron do so by opening and closing ion
channels, allowing the ions to flow in and out.

A neuron becomes activated when an incoming impulse—a reaction to, say, a pin-
prick or the sight of someone’s face—raises the neuron’s voltage, and the sodium gates
at the base of the axon open briefly. This action allows positively charged sodium ions
to flow into the neuron, creating a more positively charged neuron and depolarizing the
membrane by decreasing the charge difference between the fluids inside and outside of
the neuron. Then potassium channels open, and positively charged potassium ions move
out through the neuron’s semipermeable membrane. This outflow returns the neuron
to a negative charge. Then the same process occurs as the next group of channels flips
open briefly. So it goes all the way down the axon, like a long row of cabinet doors
opening and closing in sequence. It is hard to imagine, but this system of opening and
closing tiny doors is responsible for the beautiful fluid movements of a ballet dancer
and the flying fingers of a pianist playing a concerto.

The term action potential describes the brief wave of positive electrical charge that
sweeps down the axon (Figure 6.4). An action potential lasts only about 1/1,000th of
a second, because the sodium channels can stay open for only a very brief time. They
quickly close again and become reset for the next action potential. When a neuron sends
an action potential, it is commonly said to be “firing.”

The action potential abides by the all-or-nothing principle, meaning that once the
electrical impulse reaches a certain level of intensity, called its zhreshold, it fires and moves
all the way down the axon without losing any of its intensity. The impulse traveling down
an axon is comparable to the burning fuse of a firecracker. Whether you use a match or
blowtorch to light the fuse, once the fuse has been lit, the spark travels quickly and with
the same intensity down the fuse. So, the intensity of the impulse is communicated not
by the size of the electrical charge but by the rate of the blips coming down the axon.

Synapses and Neurotransmitters

The movement of an impulse down an axon may be compared to a crowd’s doing “the
wave” in a stadium. With the wave, there is a problem, however—the aisles. How does
the wave get across the aisle? A similar problem arises for neurons, because they do not
touch one another directly, and electricity cannot cross the space between them. Yet
somehow neurons manage to communicate.
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FIGURE 6.5 How Synapses and Neurotransmitters Work (4) The axon of the presynaptic (sending) neuron meets dendrites of the

postsynaptic (receiving) neuron. (B) This is an enlargement of one synapse, showing the synaptic gap between the two neurons, the terminal buttons,

and the synaptic vesicles containing a neurotransmitter. (C) This is an enlargement of the receptor site. Note how the neurotransmitter opens the
channel on the receptor site, triggering the neuron to fire.

Here is where the chemical part of electrochemical transmission comes in. Neurons
communicate with one another through chemicals that carry messages across the space.
This connection between one neuron and another is one of the most intriguing and
highly researched areas of contemporary neuroscience (Kelsch, Sim, & Lois, 2010).
Figure 6.5 gives an overview of how this connection between neurons takes place.

SYNAPTIC TRANSMISSION

Synapses are tiny spaces (the aisle in our stadium analogy) between neurons, and the ~ ® synapses Tiny spaces between neurons; the

gap between neurons that the synapses create is referred to as the synaptic gap. Most ~ 8aps between neurons are referred to as
synapses lie between the axon of one neuron and the dendrites or cell body of another ~ SYnaptic gaps.
neuron (Turriagno, 2010). Before an impulse can cross the synaptic gap, it must be
converted into a chemical signal.
Each axon branches out into numerous fibers that end in structures called zerminal
buttons. Stored in very tiny synaptic vesicles (szcs) within the terminal buttons are
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® neurotransmitters Chemical substances that
are stored in very tiny sacs within the terminal
buttons and involved in transmitting information
across a synaptic gap to the next neuron.

The neurotransmitter-like venom of the black
widow spider does its harm by disturbing
neurotransmission.

chemicals called neurotransmitters. As their name suggests, neurotransmitters transmit,
or carry, information across the synaptic gap to the next neuron. When a nerve impulse
reaches the terminal button, it triggers the release of neurotransmitter molecules from
the synaptic vesicles (Lin & Koleske, 2010). The neurotransmitter molecules flood the
synaptic gap. Their movements are random, but some of them bump into receptor sites
in the next neuron.

The neurotransmitters are like pieces of a puzzle, and the receptor sites on the next
neuron are differently shaped spaces. If the shape of a receptor site corresponds to the shape
of a neurotransmitter molecule, the neurotransmitter fits into the space opening the recep-
tor site, so that the neuron receives the signals coming from the previous neuron. You might
think of the receptor site as a keyhole in a lock and the neurotransmitter as the key that
fits that lock. After delivering its message, some of the neurotransmitter is used up in the
production of energy, and some of it is reabsorbed by the axon that released it to await the
next neural impulse. This reabsorption is called reuprake. Essentially, a message in the brain
is delivered across the synapse by a neurotransmitter, which pours out of the terminal but-
ton just as the message approaches the synapse (Shen & Scheiffele, 2010).

NEUROCHEMICAL MESSENGERS

There are many different neurotransmitters. Each plays a specific role and functions in
a specific pathway. Whereas some neurotransmitters stimulate or excite neurons to fire,
others can inhibit neurons from firing (Feldman, 2009). Some neurotransmitters are
both excitatory and inhibitory.

Most neurons secrete only one type of neurotransmitter, but often many different
neurons are simultaneously secreting different neurotransmitters into the synaptic gaps of
a single neuron. At any given time, a neuron is receiving a mixture of messages from the
neurotransmitters. At the neuron’s receptor sites, the chemical molecules bind to the
membrane and either excite the neuron, bringing it closer to the threshold at which it
will fire, or inhibit the neuron from firing. Usually the binding of an excitatory neurotrans-
mitter from one neuron will not be enough to trigger an action potential in the receiving
neuron. Triggering an action potential often requires a number of neurons sending excit-
atory messages simultaneously, or fewer neurons sending rapid-fire excitatory messages.

So far, researchers have identified more than 50 neurotransmitters, each with a unique
chemical makeup. The rapidly growing list will likely increase to more than 100 (G. B.
Johnson, 2008). In organisms ranging from snails to whales, neuroscientists have found
the same neurotransmitter molecules that human brains use. To get a better sense of
what neurotransmitters do, let’s consider eight that have major effects on behavior.

Acetylcholine Acetyicholine (ACh) usually stimulates the firing of neurons and is
involved in muscle action, learning, and memory (Woolf & Butcher, 2010). ACh is found
throughout the central and peripheral nervous systems. The venom from the bite of the
black widow spider causes ACh to gush out of the synapses between the spinal cord and
skeletal muscles, producing violent muscle spasms and weakness. The role of ACh in
muscle function also comes to light in the working of Botox, a brand-name product made
from botulin. A bacterial poison, botulin destroys ACh, so that when someone gets an
injection of Botox, his or her facial muscles—which are activated by ACh—are prevented
from moving, with the result that wrinkles do not form (Kuan, 2009).

Individuals with Alzheimer disease, a degenerative brain disorder that involves a
decline in memory, have an acetylcholine deficiency (Penner & others, 2010). Some of
the drugs that alleviate Alzheimer symptoms do so by compensating for the loss of the
brain’s supply of acetylcholine.

GABA GABA (gamma aminobutyric acid) is found throughout the central nervous
system. It is believed to be the neurotransmitter present in as many as one-third of the
brain’s synapses. GABA plays a key function in the brain by inhibiting many neurons

from firing (Uusi-Oukari & Korpi, 2010); indeed, GABA is the brains brake pedal,
helping to regulate neuron firing and control the precision of the signal being carried
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from one neuron to the next. Low levels of GABA are linked with anxiety. Valium and
other antianxiety drugs increase GABA’s inhibiting effects (Zwanzger & others, 2009).

Glutamate Glutamate has a key role in exciting many neurons to fire and is especially
involved in learning and memory (Lovinger, 2010). Too much glutamate can overstimu-
late the brain and trigger migraine headaches or even seizures. Researchers have recently
proposed that glutamate also is a factor in anxiety, depression, schizophrenia, Alzheimer
disease, and Parkinson disease (Adlard & others, 2010; Garbett & others, 2010; Garcia,
Neely, & Deutsch, 2010). Because of the widespread expression of glutamate in the brain,
glutamate receptors have increasingly become the targets of drug treatment for a number

of neurological and psychological disorders (Niswender & Conn, 2010).

Norepinephrine Stress stimulates the release of another of the body’s neurotrans-
mitters—rnorepinephrine (Katzman, 2009). Norepinephrine (also called noradrenaline)
inhibits the firing of neurons in the central nervous system, but it excites the heart
muscle, intestines, and urogenital tract. This neurotransmitter also helps to control alert-
ness. Too little norepinephrine is associated with depression. Too much, however, triggers
agitated states. For example, amphetamines and cocaine cause hyperactive, manic states
of behavior by rapidly increasing brain levels of norepinephrine (Sofuoglu, 2010).

Recall that one of the most important characteristics of the brain and nervous system
is integration. In the case of neurotransmitters, they may work in teams of two or more.
For example, norepinephrine works with acetylcholine to regulate states of sleep and
wakefulness.

Dopamine Dopamine helps to control voluntary movement and affects sleep, mood,
attention, learning, and the ability to recognize opportunities for rewarding experiences
in the environment (Martin-Soelch, 2009). Stimulant drugs such as cocaine and amphet-
amines produce excitement, alertness, elevated mood, decreased fatigue, and sometimes
increased motor activity mainly by activating dopamine receptors (Eriksen, Jorgensen,
& Gether, 2010).

Low levels of dopamine are associated with Parkinson disease, a degenerative neuro-
logical disorder in which a person develops jerky physical movements and a tremor and
has difficulty with speech and walking (Surmeier, Guzman, & Sanchez-Padilla, 2010).
This disease affects about a million people in the United States (D. H. Park & others,
2009), and actor Michael J. Fox has been diagnosed with it. Parkinson disease impairs
coordinated movement to the point that just walking across a room can be a major
ordeal. High levels of dopamine and elevated numbers of dopamine receptors are asso-
ciated with schizophrenia (Perez-Costas, Melendez-Ferro, & Roberts, 2010), a severe
psychological disorder that we will examine in Module 62.

Serotonin Seroronin is involved in the regulation of sleep, mood, attention, and
learning (Kranz, Kasper, & Lanzenberger, 2010). In regulating states of sleep and wake-
fulness, it teams with acetylcholine and norepinephrine. Lowered levels of serotonin are
associated with depression (Rajkumar & Mahesh, 2010). The antidepressant drug Pro-
zac works by slowing down the reuptake of serotonin into terminal buttons, thereby
increasing brain levels of serotonin (Little, Zhang, & Cook, 2006). There are 15 known
types of serotonin receptors in the brain (Hoyer, Hannon, & Martin, 2002), and each
type of antidepressant drug has its effects on different receptors. Figure 6.6 shows the
brain pathways for serotonin.

Endorphins  Endorphins are natural opiates—substances that depress nervous system
activity and eliminate pain—that mainly stimulate the firing of neurons. As opiates,
endorphins shield the body from pain and elevate feelings of pleasure. A long-distance
runner, a woman giving birth, and a person in shock after a car wreck all have elevated
levels of endorphins (Mahler & others, 2009).

As early as the fourth century B.C.E., the Greeks used wild poppies to induce euphoria.
More than 2,000 years later, the magical formula behind opium’s addictive action was

FIGURE 6.6 Serotonin Pathways
Each of the neurotransmitters in the brain has
specific pathways in which it functions. Shown
here are the pathways for serotonin.
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® neural networks Networks of nerve cells that
integrate sensory input and motor output.
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FIGURE 6.7 An Example of a Neural Network inputs (information
from the environment and from sensory receptors, such as the details of a
person’s face) become embedded in extensive connections between neurons in

finally discovered. In the early 1970s, scientists found that opium plugs into a sophis-
ticated system of natural opiates that lie deep within the brain’s pathways (Pert, 1999;
Pert & Snyder, 1973). Morphine (the most important narcotic of opium) mimics the
action of endorphins by stimulating receptors in the brain involved with pleasure and
pain (Jiang & others, 2010).

Oxytocin  Oxyrocin is a hormone and neurotransmitter that plays an important role
in the experience of love and social bonding. A powerful surge of oxytocin is released
in mothers who have just given birth, and oxytocin is related to the onset of lactation
(milk production) and breast feeding (Grewen, Davenport, & Light, 2010; Kamel,
2010). Oxytocin, however, is involved in more than a mother’s ability to provide nour-
ishment for her baby. It is also a factor in the experience of parents who find themselves
“in love at first sight” with their newborn (Young, 2009).

Oxytocin is released as part of sexual orgasm and is thought to figure in the human
experience of orgasmic pleasure and emotional attachment to romantic partners
(Baskerville & others, 2009). Provocative research has related oxytocin to the way that
some individuals respond to stress (Cetinel & others, 2010; Pierrehumbert & others,
2010). According to Shelley Taylor, women under stress do not experience the classic
“fight or flight” response—rather, the influx of oxytocin they experience suggests that
women may seck bonds with others when under stress (2011; Taylor, Saphire-Bernstein,
& Seeman, 2010). Taylor refers to this response as “tend and befriend” and believes that
it more accurately represents the stress response of women.

DRUGS AND NEUROTRANSMITTERS

Recall that neurotransmitters fit into the receptor sites like keys in keyholes. Other
substances, such as drugs, can sometimes fit into those receptor sites as well, producing
a variety of effects. Many animal venoms, such as that of the black widow spider men-
tioned above, act by disturbing neurotransmission. Similarly, most drugs that influence
behavior do so mainly by interfering with the work of neurotransmitters (Wecker &
others, 2010).

Drugs can mimic or increase the effects of a neurotransmitter, or they can block
those effects. For example, the drug morphine mimics the actions of endorphins by
stimulating receptors in the brain and spinal cord associated with pleasure and pain,
producing feelings of pleasure. Other drugs can block a neurotransmitter’s action by
preventing it from getting into the receptor site. Drugs used to treat schizophrenia, for
example, interfere with the activity of dopamine.

Neural Networks

So far, we have focused mainly on how a single neuron functions and on how a nerve
impulse travels from one neuron to another. Now lets look at how large numbers of neu-
rons work together to integrate incoming information and
coordinate outgoing information.

Most information processing occurs when information
moves through neural networks—interconnected pathways
of nerve cells that integrate sensory input and motor output.

Outputs  For example, as you read your class notes, the input from
" your eyes is transmitted to your brain and then passed through
many neural networks, which translate the characters on the
page into neural codes for letters, words, associations, and
meanings. Some of the information is stored in the neural
networks, and, if you read aloud, some is passed on as mes-
sages to your lips and tongue. Neural networks can take years
to develop and make up most of the brain. Working in net-

—

the brain. This embedding process leads to outputs such as remembering the works allows neurons to amplify the brain’s computing power

person’s face.

(Kanamaru & Aihara, 2010). Figure 6.7 shows a simplified
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drawing of a neural network and gives you an idea of how the activity of one neuron is
linked with that of many others.

Some neurons have short axons and communicate with other nearby neurons. Other
neurons have long axons and communicate with circuits of neurons some distance away.
These neural networks are not static (Wamsley & others, 2010). They can be altered
through changes in the strength of synaptic connections.

Any piece of information, such as a name, might be embedded in hundreds or even
thousands of connections between neurons (Larson-Prior & others, 2009). In this way,
human activities such as being attentive, memorizing, and thinking are distributed over
a wide range of connected neurons. The strength of these connected neurons determines
how well the information is remembered (Crespo-Garcia & others, 2010). Differences
in these neural networks are responsible for the differences observed in those London
cab drivers discussed earlier in this module.

THE ENDOCRINE SYSTEM

The nervous system works closely with another bodily system—the endocrine system.
The endocrine system consists of a set of glands that regulate the activities of certain
organs by releasing their chemical products into the bloodstream. Glands are organs or
tissues in the body that produce chemicals that control many of our bodily functions.
The endocrine glands consist of the pituitary gland, the thyroid and parathyroid glands,
the adrenal glands, the pancreas, the ovaries in women, and the testes in men (Fig-
ure 6.8). The chemical messengers produced by these glands are called hormones. The
bloodstream carries hormones to all parts of the body, and the membrane of every cell
has receptors for one or more hormones. Lets take a closer look at the
function of some of the main endocrine glands.

The pituitary gland, a pea-sized gland just beneath the hypo- +
thalamus, controls growth and regulates other glands (Figure 6.9). £
The anterior (front) part of the pituitary is known as the master &
gland, because almost all of its hormones direct the activity of target
glands elsewhere in the body. In turn, the anterior pituitary gland is
controlled by the hypothalamus.

The adrenal glands, located at the top of each kidney, regulate
moods, energy level, and the ability to cope with stress (Wirtz &
others, 2009). Each adrenal gland secretes epinephrine (also called
adrenaline) and norepinephrine (also called noradrenaline). Unlike
most hormones, epinephrine and norepinephrine act quickly.
Epinephrine helps a person get ready for an emergency by acting
on smooth muscles, the heart, stomach, intestines, and sweat
glands. In addition, epinephrine stimulates the reticular formation,
which in turn arouses the sympathetic nervous system, and this sys-
tem subsequently excites the adrenal glands to produce more epi-
nephrine. Norepinephrine also alerts the individual to emergency
situations by interacting with the pituitary and the liver. You may
remember that norepinephrine functions as a neurotransmitter
when it is released by neurons. In the adrenal glands, norepineph-
rine is released as a hormone. In both instances, norepinephrine
conveys information—in the first case, to neurons; in the second
case, to glands (Brooker & others, 2010). The activation of the
adrenal glands has an important role to play in stress and physical
health, as we will see in Psychology’s Biological Foundations of
Health and Wellness.

The pancreas, located under the stomach, is a dual-
purpose gland that performs both digestive and endocrine
functions. The part of the pancreas that serves endocrine
functions produces a number of hormones, including

©® endocrine system The body system
consisting of a set of glands that regulate the
activities of certain organs by releasing their
chemical products into the bloodstream.

® glands Organs or tissues in the body that
create chemicals that control many of our bodily
functions.

©® hormones Chemical messengers that are
produced by the endocrine glands and carried
by the bloodstream to all parts of the body.

® pituitary gland A pea-sized gland just
beneath the hypothalamus that controls growth
and regulates other glands.

® adrenal glands Glands at the top of each
kidney that are responsible for regulating moods,
energy level, and the ability to cope with stress.

©® pancreas A dual-purpose gland under the
stomach that performs both digestive and
endocrine functions.

Hypothalamus

Pituitary gland

Thyroid gland

Parathyroid gland

Pancreas

Adrenal gland

Ovary
(in females)

Testis
(in males)

FIGURE 6.8 The Major Endocrine Glands The pituitary gland
releases hormones that regulate the hormone secretions of the other glands.
The pituitary gland is regulated by the hypothalamus.
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insulin. This part of the pancreas, called the Islets of Langerhans, busily turns out
hormones like a little factory. Insulin is an essential hormone that controls glucose
(blood sugar) levels in the body and is related to metabolism, body weight, and
obesity.

The ovaries, located in the pelvis on either sides of the uterus in women, and
testes, located in the scrotum in men, are the sex-related endocrine glands that
produce hormones related to sexual development and reproduction. These glands and
the hormones they produce play important roles in developing sexual characteristics,
as we will discover in Module 38. They are also involved in other characteristics and
behaviors, as we will see throughout this book.

Neuroscientists have discovered that the nervous system and endocrine system are
intricately interconnected. They know that the brain’s hypothalamus connects the
nervous system and the endocrine system and that the two systems work together to
control the body’s activities (Boonen & others, 2010). Recall from earlier in the
module that the autonomic nervous system regulates processes such as respiration,
heart rate, and digestion. The autonomic nervous system acts on the endocrine glands
to produce a number of important physiological reactions to strong emotions, such
as rage and fear.

The endocrine system differs significantly from the nervous system in a variety of
ways. For one thing, as you saw in Figure 6.8, the parts of the endocrine system are
not all connected in the way that the parts of the nervous system are. For another,
the endocrine system works more slowly than the nervous system, because hormones
are transported in our blood through the circulatory system. Our hearts do a mind-
boggling job of pumping blood throughout the body, but blood moves far more
slowly than the neural impulses do in the nervous system’s superhighway.

—

FIGURE 6.9 The Pituitary Gland The
pituitary gland, which hangs by a short stalk
from the hypothalamus, regulates the hormone
production of many of the body’s endocrine
glands. Here it is enlarged 30 times.

® ovaries Sex-related endocrine glands in the
uterus that produce hormones related to
women’s sexual development and reproduction.

® testes Sex-related endocrine glands in the
scrotum that produce hormones related to men’s
sexual development and reproduction.

SUMMARY

The nervous system is the body’s electrochemical communication cir-
cuitry. Four important characteristics of the brain and nervous system
are complexity, integration, adaptability, and electrochemical transmis-
sion. The brain’s special ability to adapt and change is called plasticity.

Decision making in the nervous system occurs in specialized path-
ways of nerve cells. Three of these pathways involve sensory input, motor
output, and neural networks.
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The nervous system is divided into two main parts: central (CNS) and
peripheral (PNS). The CNS consists of the brain and spinal cord. The
PNS has two major divisions: somatic and autonomic. The autonomic
nervous system consists of two main divisions: sympathetic and parasym-
pathetic. The sympathetic nervous system drives our body’s response to
threatening circumstances, while the parasympathetic nervous system is
involved in maintaining the body, digesting food, and healing wounds.

Neurons are cells that specialize in processing information. They
make up the communication network of the nervous system. The three
main parts of the neuron are the cell body, dendrite (receiving part), and
axon (sending part). A myelin sheath encases and insulates most axons
and speeds up transmission of neural impulses.

Impulses are sent from a neuron along its axon in the form of brief
electrical impulses. Resting potential is the stable, slightly negative charge
of an inactive neuron. The brief wave of electrical charge that sweeps
down the axon, called the action potential, is an all-or-nothing response.
The synapse is the space between neurons. At the synapse, neurotrans-
mitters are released from the sending neuron, and some of these attach to
receptor sites on the receiving neuron, where they stimulate another elec-
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trical impulse. Neurotransmitters include acetylcholine, GABA, gluta-
mate, norepinephrine, dopamine, serotonin, and endorphins. Neural
networks are clusters of neurons that are interconnected and that develop
through experience.

The endocrine glands release hormones directly into the bloodstream
for distribution throughout the body. The pituitary gland is the master
endocrine gland. The adrenal glands play important roles in moods, en-
ergy level, and ability to cope with stress. Other parts of the endocrine
system include the pancreas, which produces insulin, and the ovaries and
testes, which produce sex hormones.

1. Name and explain four characteristics that allow the nervous system
to direct human behavior.

What is the difference between afferent and efferent nerves?

3. What are the two main parts of the autonomic nervous system, and
what is the function of each?

4. What are neurons, and what are their three parts?
5. What is meant by the neuron’s action potential? How does the all-
or-nothing principle apply to it?

6. What do neurotransmitters do? Name four specific
neurotransmitters and describe the role each plays.

7. What is the endocrine system’s function, and what role do hormones
play in it?

8. What two adrenal gland secretions prepare the body to react quickly
to emergencies, and what specifically do they do?

9. Through what brain structure are the nervous and the endocrine
systems connected, and what do the two systems work together to
control?
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1.

APPLY YOUR KNOWLEDGE

Consider the four characteristics of the nervous system discussed in
this module. Suppose you had to do without one of them. Which
would you choose, and what would be the consequences of your deci-
sion for your behavior?

Do an Internet search for “nutrition” and “the brain.” Examine the
claims made by one or more of the websites. In light of what you have
learned about the nervous system, how could nutrition affect brain
function? Based on your scientific knowledge, how believable are the
claims on the site? Explain.
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FIGURE 7.1 An EEG Recording The
electroencephalograph (EEG) is widely used in
sleep research. The device has led to some
major breakthroughs in understanding sleep by
showing how the brain’s electrical activity
changes during sleep.
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The extensive and intricate networks of neurons in the living brain are invisible to the
naked eye. Fortunately, technology is available to help neuroscientists form pictures of
the structure and organization of neurons and of the larger systems they make up with-
out harming the organism being studied. In this module we probe the techniques that
scientists use in brain research, and we consider what these tools reveal about the brain’s
structures and functions. We pay special attention to the cerebral cortex, the region of
the brain that is most relevant to the topics we explore in this book. Finally, we look
at how the brain responds to damage.

HOW RESEARCHERS STUDY THE
BRAIN AND NERVOUS SYSTEM

Early knowledge of the human brain came mostly from studies of individuals who had suf-
fered brain damage from injury or disease or who had brain surgery to relieve another con-
dition. Modern discoveries have relied largely on technology that enables researchers to “look
inside” the brain while it is at work. Let’s examine some of these innovative techniques.

Brain Lesioning

Brain lesioning is an abnormal disruption in the tissue of the brain resulting from injury
or disease. In a lab setting, neuroscientists produce lesions in laboratory animals to
determine the effects on the animal’s behavior (Pierucci & others, 2009). They create
the lesions by surgically removing brain tissue, destroying tissue with a laser, or eliminat-
ing tissue by injecting it with a drug (Wolf & others, 2010). Examining the person or
animal that has the lesion gives the researchers a sense of the function of the part of
the brain that has been damaged. Do you know anyone who has experienced a stroke
or brain-damaging head injury? These experiences create lesioned areas in the brain.

Electrical Recording
An electroencephalograph (EEG) records the brain’s electrical activity. Electrodes placed

on the scalp detect brain-wave activity, which is recorded on a chart known as an elec-
troencephalogram (Figure 7.1). This device can assess brain damage, epilepsy, and other
problems (Lee & others, 2010). In addition, researchers have used the electroencepha-
lograph in studying the neuroscience of happiness, as we consider in the Intersection
later in this module.

Not every recording of brain activity is made with surface electrodes that are attached
to the scalp. In single-unit recording, which provides information about a single neuron’s
electrical activity, a thin probe is inserted in or near an individual neuron. The probe
transmits the neuron’s electrical activity to an amplifier so that researchers can “see” the
activity (Noseda & others, 2010).

Brain Imaging

For years, medical practitioners have used X rays to reveal damage inside our bodies,
both in the brain and in other locations. A single X ray image of the brain is hard to
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interpret, however, because it shows a two-dimensional image of the three-dimensional
interior of the brain. An improved imaging technique called computerized axial romog-
raphy (CAT scan or CT scan) produces a three-dimensional image obtained from X rays
of the head that are assembled into a composite image by a computer. The CT scan
provides valuable information about the location and extent of damage involving stroke,
language disorder, or loss of memory (Kudo & others, 2010).

Another imaging method, positron-emission tomography (PET scan), is based on met-
abolic changes in the brain related to activity. PET measures the amount of glucose in
various areas of the brain and sends this information to a computer for analysis. Neurons
use glucose for energy, so glucose levels vary with the levels of activity throughout the
brain. Tracing the amounts of glucose generates a picture of activity levels throughout
the brain (Kuczynski & others, 2010).

An interesting application of the PET technique is the work of Stephen Kosslyn and
colleagues (1996) on mental imagery, the brain’s ability to create perceptual states in the
absence of external stimuli. For instance, if you were to think of your favorite song right
now, you could “hear” it in your mind’s ear; or if you reflected on your mother’s face,
you could probably “see” it in your mind’s eye. Research using PET scans has shown
that often the same area of the brain—a location called Area 17—is activated when we
think of seeing something as when we are actually seeing it. However, Area 17 is not
always activated for all of us when we imagine a visual image. Kosslyn and his colleagues
asked their participants to visualize a letter in the alphabet and then directed those indi-
viduals to answer some yes or no questions about the letter. For instance, a person might
be thinking of the letter C and have to answer the question “Does it have curvy lines?”
The answer would be yes. If the person was thinking of £ the answer would be no. The
fascinating result of this work was that individuals who showed brain activation on the
PET scan in Area 17 while engaged in the visualization task answered the questions faster
than those who were not using Area 17. Even though they were doing the same task,
some people used Area 17 and others did not. Although all human brains are similar in
some ways, in other ways each person’s brain is unique.

Another technique, magnetic resonance imaging (MRI), involves creating a magnetic
field around a person’s body and using radio waves to construct images of the person’s
tissues and biochemical activities. The magnetic field of the magnet used to create an
MRI image is over 50,000 times more powerful than the earth’s magnetic field (Parry
& Matthews, 2002). MRI takes advantage of the fact that the human brain contains a
great deal of water (like the rest of the body, the brain is 70 percent water). Within
each water molecule there are hydrogen atoms (remember, water is H,O). These hydro-
gen atoms can be thought of as tiny magnets. When these magnetlike hydrogen atoms
encounter a very strong magnetic field, they align themselves with it. Neurons have
more water in them than do other brain tissues, and that contrast is what provides the
nuanced brain images that MRI is able to produce (Parry & Matthews, 2002).

MRI generates very clear pictures of the brain’s interior, does not require injecting
the brain with a substance, and (unlike X rays) does not pose a problem of radiation
overexposure (Nyberg, 2004). Getting an MRI scan involves lying completely still in a
large metal barrellike tunnel. MRI scans provide an excellent picture of the archi-
tecture of the brain and allow researchers to see if and how experience affects
brain structure. In one MRI study, Katrin Amunts and colleagues (1997)
documented a link between the number of years a person
has practiced musical skills (playing the piano or violin, r
for example) and the size of the brain region that is [~/
responsible for controlling hand movements, demon- 4
strating again that behavior can influence the very
structure of our brains. Note that these brain changes
reflect the development of neural networks.

Although MRI scans can reveal considerable information about brain structure, they
cannot portray brain function. Other techniques, however, can serve as a window on
the brain in action. One such method, functional magnetic resonance imaging, or fMRI,
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FIGURE 7.2 Functional Magnetic

Resonance Imaging (fMRI) Through fMRI,
scientists can literally see what areas of the
brain are active during a task by monitoring
oxygenated blood levels.

allows scientists literally to see what is happening in the brain while it is working (Fig-
ure 7.2). The use of fMRI in psychological studies has increased dramatically in the
twenty-first century (Schweinsburg & others, 2010). The field of cognitive neuroscience,
which involves linking cognitive processes and their underlying neural bases, has espe-
cially benefited from progress in fMRI (Harrison, Jolicoeur, & Marois, 2010; Weerda
& others, 2010).

Like the PET scan, fMRI rests on the idea that mental activity is associated with
changes in the brain. While PET relies on the use of glucose as fuel for thinking,
fMRI exploits changes in blood oxygen that occur in association with brain activity.
When part of the brain is working, oxygenated blood rushes into the area. This oxy-
gen, however, is more than is needed. In a sense, fMRI is based on the fact that
thinking is like running sprints. When you run the 100-yard dash, blood rushes to
the muscles in your legs, carrying oxygen. Right after you stop, you might feel a
tightness in your legs, because the oxygen has not all been used. Similarly, if an area
of the brain is hard at work—for example, solving a math problem—the increased
activity leads to a surplus of oxygenated blood. This “extra” oxygen allows the brain
activity to be imaged.

Getting an fMRI involves reclining in the same large metal barrel as does an MRI,
but in the case of fMRI, the person is actively doing something during the procedure.
The individual may be listening to audio signals sent by the researcher through head-
phones or watching visual images on a screen mounted overhead. During these proce-
dures, pictures of the brain are taken, both while the brain is at rest and while it is
engaging in an activity such as listening to music, looking at a picture, or making a
decision. By comparing the at-rest picture to the listening picture, fMRI tells us what
specific brain activity is associated with the mental experience being studied.

Note that saying that fMRI tells us about the brain activity associated with a mental
experience is a correlational statement. As we saw in Module 4, correlations point to the
association between variables, not to the potential causal link between them. Although,
for example, identifying a picture as a cat may relate to activation in a particular brain
area, we do not know if recognizing the cat caused the brain activity (Dien, 2009).

An additional method for studying brain functioning, and one that does allow for
causal inferences, is mranscranial magnetic stimulation (TMS) (Lepage & Theoret, 2010).
First introduced in 1985 (Barker, Jalinous, & Freeston, 1985), TMS is often combined
with brain-imaging techniques to establish causal links between brain activity and behav-
for, to examine neuronal functioning following brain-injuring events such as accidents
and strokes, and even to treat some neurological and psychological disorders.

In the TMS procedure, magnetic coils are placed over the person’s head and directed
at a particular brain area. TMS uses a rapidly changing magnetic field to induce brief
electric current pulses in the brain, and these pulses trigger action potentials in neu-
rons (Siebner & others, 2009). Immediately following this burst of action potentials,
activity in the targeted brain area is inhibited, causing what is known as a virtual
lesion. Completely painless, this technique, when used with brain imaging, allows
scientists to examine the role of various brain regions. If a brain region is associared
with a behavior, as demonstrated using fMRI or PET, then the temporary disruption
of processing in that area should disrupt that behavior as well. So, for instance, if
researchers were doing a study involving the cat recognition example described above,
they might use TMS to disrupt the brain area that was associated with cat recognition
and see whether the study’s participants are temporarily unable to identify a picture
of the feline.

HOW THE BRAIN IS ORGANIZED

As a human embryo develops inside its mother’s womb, the nervous system begins
forming as a long, hollow tube on the embryo’s back (Nelson, 2011). At three weeks
or so after conception, cells making up the tube differentiate into a mass of neurons,
most of which then develop into three major regions of the brain: the hindbrain, which
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is adjacent to the top part of the spinal cord; the midbrain, which rises above the
hindbrain; and the forebrain, which is the uppermost region of the brain (Figure 7.3).

Hindbrain

The hindbrain, located at the skull’s rear, is the lowest portion of the brain. The three
main parts of the hindbrain are the medulla, pons, and cerebellum. Figure 7.4 locates
these brain structures.

The medulla begins where the spinal cord enters the skull. The medulla controls
many vital functions, such as breathing and heart rate. It also regulates our reflexes.
The pons is a bridge in the hindbrain that connects the cerebellum and the brain stem.
It contains several clusters of fibers involved in sleep and arousal (Thankachan, Kaur,
& Shiromani, 2009).

Taken together, the medulla, pons, and much of the hindbrain (as well as the mid-
brain, discussed below) are called the brain stem, which gets its name because it looks
like a stem. Embedded deep within the brain, the brain stem connects with the spinal
cord at its lower end and then extends upward to encase the reticular formation in the
midbrain. The most ancient part of the brain, the brain stem evolved more than
500 million years ago, when organisms needed to breathe out of water (Hagadorn &
Seilacher, 2009). Clumps of cells in the brain stem determine alertness and regulate
basic survival functions such as breathing, heartbeat, and blood pressure (Nicholls &
Paton, 2009; Spyer & Gourine, 2009).

The cerebellum extends from the rear of the hindbrain. It consists of two rounded
structures thought to play important roles in motor coordination (Manganotti & others,
2010). Leg and arm movements are coordinated by the cerebellum; for example, when
we walk, play golf, and practice the piano, the cerebellum is hard at work. If another
portion of the brain commands us to send a quick text message to a friend, it is the
cerebellum that integrates the muscular activities required to do so. Damage to the
cerebellum impairs the performance of coordinated movements. When this damage
occurs, people’s movements become awkward and jerky. Extensive damage to the cer-
ebellum makes it impossible to stand up.

Midbrain

The midbrain, located between the hindbrain and forebrain, is an area in which many
nerve-fiber systems ascend and descend to connect the higher and lower portions of the
brain (Prescott & Humphries, 2007). In particular, the midbrain relays information
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FIGURE 7.3 Embryological

Development of the Nervous System
The photograph shows the primitive tubular
appearance of the nervous system at 6 weeks
in the human embryo. The drawing shows the
major brain regions and spinal cord as they
appear early in the development of a human
embryo.

® hindbrain Located at the skull’s rear, the
lowest portion of the brain, consisting of the
medulla, cerebellum, and pons.

® brain stem The stemlike brain area that
includes much of the hindbrain (it does not
include the cerebellum) and the midbrain; it
connects with the spinal cord at its lower end
and then extends upward to encase the reticular
formation in the midbrain.

© midbrain Located between the hindbrain and
forebrain, an area in which many nerve-fiber
systems ascend and descend to connect the
higher and lower portions of the brain; in
particular, the midbrain relays information
between the brain and the eyes and ears.
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Cerebral cortex

Extensive, wrinkled outer layer
of the forebrain; governs higher
brain functions, such as thinking,
learning, and consciousness

Pituitary gland

Eye

Amygdala

Involved in fear and the
discrimination of objects
necessary for organism's

survival Involved in memory

Hippocampus

Thalamus
Relays information between
lower and higher brain centers

Hypothalamus

Governs eating, drinking,
and sex; plays a role in
emotion and stress

Reticular formation

Diffuse collection of neurons
involved in arousal and
stereotyped patterns, such
as walking

Medulla (green)

Governs breathing and
reflexes

Cerebellum
p Rounded structure involved in
oS motor coordination
Governs sleep and Spinal cord
arousal

FIGURE 7.4 Structure and Regions in the Human Brain To get a feel for where these structures are in your own brain, use the eye
(pictured on the left of the figure) as a landmark. Note that structures such as the thalamus, hypothalamus, amygdala, pituitary gland, pons, and

reticular formation reside deep within the brain.

© reticular formation A system in the midbrain
comprising a diffuse collection of neurons
involved in stereotyped patterns of behavior
such as walking, sleeping, and turning to attend
to a sudden noise.

© forebrain The brain’s largest division and its
most forward part.

between the brain and the eyes and ears. The ability to attend to an object visually, for
example, is linked to one bundle of neurons in the midbrain.

Parkinson disease damages a section near the bottom of the midbrain called the
substantia nigra (Grealish & others, 2010), causing deterioration in body movement,
rigidity, and tremors. The substantia nigra contains a large number of dopamine-
producing neurons. This part of the midbrain feeds dopamine into the striatum, the
central input station for the basal ganglia, to which we will turn our attention in a
moment.

Another important system in the midbrain is the reticular formation (see Figure 7.4).
The reticular formation is a diffuse collection of neurons involved in stereotyped patterns
of behavior such as walking, sleeping, and turning to attend to a sudden noise (Ancelet
& others, 2010).

Forebrain

You try to understand what all of these terms and parts of the brain mean. You talk
with friends and plan a party for this weekend. You remember that it has been six
months since you went to the dentist. You are confident you will do well on the next
exam in this course. All of these experiences and millions more would not be possible
without the forebrain—the brain’s largest division and its most forward part.

Before we explore the structures and function of the forebrain, though, let’s stop for
a moment and examine how the brain evolved. The brains of the earliest vertebrates
were smaller and simpler than those of later animals. Genetic changes during the
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The Brain in Different Species

This illustration compares the brain of a rat, a cat, a chimpanzee, and a human. In examining
the figure, keep in mind that each species is adapted to differing environmental challenges.
1. In what ways is each brain well suited to the challenges faced by its particular species?

2. What structures are similar across all the species? Why do you think certain brain struc-
tures are common for these various species? What challenges do all of these species
face that would account for the common features of their brains?

3. Note how much larger the cerebral cortex becomes as we go from the brain of a rat to
the brain of a human. Why don’t rats have a large cerebral cortex?

4. We often think of the human brain as an amazing accomplishment of nature. How
might life be different for a rat or a cat with a human brain?

Cerebral cortex
Cerebellum
Cerebellum

Cerebral cortex
Cerebral cortex

Cerebellum .

Brain stem

Brain stem
Rat Cat Chimpanzee Human

evolutionary process were responsible for the development of more complex brains with
additional parts and interconnections (Mader, 2011). The Psychological Inquiry compares
the brain of a rat, a cat, a chimpanzee, and a human. In both the chimpanzee’s brain
and (especially) the human’s brain, the hindbrain and midbrain structures are covered
by a forebrain structure called the cerebral cortex. The human hindbrain and midbrain
are similar to those of other animals, so it is the relative size of the forebrain that mainly
differentiates the human brain from the brain of animals such as rats, cats, and chimps.
The human forebrain’s most important structures are the limbic system, thalamus, basal
ganglia, hypothalamus, and cerebral cortex.

LIMBIC SYSTEM

The limbic system, a loosely connected network of structures under the cerebral cortex, ® limbic system A loosely connected network

is important in both memory and emotion. Its two principal structures are the amygdala ~ of structures under the cerebral cortex,
and the hippocampus (see Figure 7.4).
The amygdala is an almond-shaped structure located inside the brain toward the

hippocampus.
base. In fact there is an amygdala (the plural is amygdalae) on each side of the brain.
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important in both memory and emotion. Its two
principal structures are the amygdala and the

The amygdala is involved in the discrimination of objects that are necessary for the ~ ® amygdala An almond-shaped structure within
organism’s survival, such as appropriate food, mates, and social rivals. Neurons in the  the base of the temporal lobe that is involved in

amygdala often fire selectively at the sight of such stimuli, and lesions in the amygdala
can cause animals to engage in incorrect behavior such as attempting to eat, fight with,
or even mate with an object like a chair. In both humans and animals, the amygdala is
active in response to unpredictable stimuli (Herry & others, 2007). In humans, damage

food, mates, and social rivals.

the discrimination of objects that are necessary
for the organism’s survival, such as appropriate
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® hippocampus The structure in the limbic
system that has a special role in the storage
of memories.

© thalamus The forebrain structure that sits at
the top of the brain stem in the brain’s central
core and serves as an important relay station.

® basal ganglia Large neuron clusters located
above the thalamus and under the cerebral
cortex that work with the cerebellum and the
cerebral cortex to control and coordinate
voluntary movements.

® hypothalamus A small forebrain structure,
located just below the thalamus, that monitors
three pleasurable activities—eating, drinking,
and sex—as well as emotion, stress, and reward.

©® cerebral cortex Part of the forebrain, the
outer layer of the brain, responsible for the most
complex mental functions, such as thinking and
planning.
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to the amygdala can result in an inability to recognize facial expressions of distress
(Adolphs, 2009). The amygdalae also are involved in emotional awareness and expression
through their connections with a variety of brain areas (Costa & others, 2010).Through-
out this book you will encounter the amygdalae whenever we turn to discussions of
intense emotions.

The hippocampus has a special role in memory (Bethus, Tse, & Morris, 2010).
Individuals who suffer extensive hippocampal damage cannot retain any new conscious
memories after the damage. It is fairly certain, though, that memories are not stored
“in” the limbic system. Instead, the limbic system seems to determine what parts of the
information passing through the cortex should be “printed” into durable, lasting neural
traces in the cortex (Wang & Morris, 2010). The hippocampus seems to help us recall
things by waking up the areas of the brain that were used when we originally encountered
the information (Trinkler & others, 2009).

THALAMUS

The thalamus is a forebrain structure that sits at the top of the brain stem in the cen-
tral core of the brain (see Figure 7.4). It serves as a very important relay station,
functioning much like a server in a computer network. That is, an important function
of the thalamus is to sort information and send it to the appropriate places in the
forebrain for further integration and interpretation (Hirata & Castro-Alamancos, 2010).
For example, one area of the thalamus receives information from the cerebellum and
projects it to the motor area of the cerebral cortex. Indeed, most neural input to the
cerebral cortex goes through the thalamus. Whereas one area of the thalamus works to
orient information from the sense receptors (hearing, seeing, and so on), another region
seems to be involved in sleep and wakefulness, having ties with the reticular formation.

BASAL GANGLIA

Above the thalamus and under the cerebral cortex lie large clusters, or ganglia, of neurons
called basal ganglia. The basal ganglia work with the cerebellum and the cerebral cortex
to control and coordinate voluntary movements (Coxon & others, 2010). Basal ganglia
enable people to engage in habitual activities such as riding a bicycle and vacuuming a
carpet. Individuals with damage to basal ganglia suffer from either unwanted movement,
such as constant writhing or jerking of limbs, or too little movement, as in the slow and
deliberate movements of people with Parkinson disease (Ambrosi & others, 2010).

HYPOTHALAMUS

The hypothalamus, a small forebrain structure just below the thalamus, monitors three
rewarding activities—eating, drinking, and sex—as well as emotion, stress, and reward
(see Figure 7.4 for the location of the hypothalamus). As we will see later, the hypo-
thalamus also helps direct the endocrine system.

Perhaps the best way to describe the function of the hypothalamus is as a regulator
of the body’s internal state. It is sensitive to changes in the blood and neural input, and
it responds by influencing the secretion of hormones and neural outputs. For example,
if the temperature of circulating blood near the hypothalamus is increased by just one
or two degrees, certain cells in the hypothalamus start increasing their rate of firing. As
a result, a chain of events is set in motion. Increased circulation through the skin and
sweat glands occurs immediately to release this heat from the body. The cooled blood
circulating to the hypothalamus slows down the activity of some of the neurons there,
stopping the process when the temperature is just right—37.1 degrees Celsius
(98.6 degrees Fahrenheit). These temperature-sensitive neurons function like a finely
tuned thermostat in maintaining the body in a balanced state.

The hypothalamus also is involved in emotional states and stress, playing an impor-
tant role as an integrative location for handling stress. Much of this integration is
accomplished through the hypothalamus’s action on the pituitary gland, an important
endocrine gland located just below it (Foley & Kirschbaum, 2010).



If certain areas of the hypothalamus are electrically stimu-
lated, a feeling of pleasure results. In a classic experiment,
James Olds and Peter Milner (1954) implanted an electrode
in the hypothalamus of a rat’s brain. When the rat ran to a
corner of an enclosed area, a mild electric current was deliv-
ered to its hypothalamus. The researchers thought the electric
current would cause the rat to avoid the corner. Much to their
surprise, the rat kept returning to the corner. Olds and Milner
believed they had discovered a pleasure center in the hypo-
thalamus. Olds (1958) conducted further experiments and
found that rats would press bars until they dropped over from
exhaustion just to continue to receive a mild electric shock
to their hypothalamus. One rat pressed a bar more than
2,000 times an hour for a period of 24 hours to receive the
stimulation to its hypothalamus (Figure 7.5). Today research-
ers agree that the hypothalamus is involved in pleasurable
feelings, but they have found that other brain areas, such as
the limbic system and two other structures—the nucleus
accumbens and ventral tegmental area, to be discussed in
Module 15—are also important in the link between the brain
and pleasure (Kobayashi, Pinto de Carvalho, & Schultz, 2010).

Certainly, the Olds studies have implications for drug
addiction (Ludlow & others, 2009).

THE CEREBRAL CORTEX

The cerebral cortex is part of the forebrain and is the most
recently developed part of the brain in the evolutionary

scheme. The word cortex means “bark” (as in tree bark) in Latin, and the cerebral cor-
tex is in fact the outer layer of the brain. It is in the cerebral cortex that the most
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FIGURE 7.5 Results of the Experiment on the Role of the

Hypothalamus in Pleasure The graphed results for one rat show that it
pressed the bar more than 2,000 times an hour for a period of 24 hours to
receive stimulation to its hypothalamus. One of the rats in Olds and Milner’s
experiments is shown pressing the bar.

® neocortex The outermost part of the cerebral
cortex, making up 8o percent of the cortex in the
human brain.

complex mental functions, such as thinking and planning, take place.

The neocortex (or “new bark”) is the outermost part of the cerebral cortex. In humans,
this area makes up 80 percent of the cortex (compared with just 30 to 40 percent in most

® occipital lobes Structures located at the back
of the head that respond to visual stimuli.

other mammals). The size of the neocortex in mammals is strongly related to the size of
the social group in which the organisms live. Some scientists theorize that this part of the
human brain, which is responsible for high-level thinking, evolved so that human beings

could make sense of one another (Adolphs, 2009; Chater, Reali, & Christiansen, 2009).
The neural dssue that makes up the cerebral cortex covers the lower portions of the
brain like a sheet that is laid over the brain’s surface. In humans the cerebral cortex is
greatly convoluted with a lot of grooves and bulges, and these considerably enlarge its
surface area (compared with a brain with a smooth surface). The cerebral cortex is highly
connected with other parts of the brain (Salzman & Fusi, 2010). Millions of axons
connect the neurons of the cerebral cortex with those located elsewhere in the brain.

Lobes

The wrinkled surface of the cerebral cortex is divided into two halves called hemispheres
(Figure 7.6). Each hemisphere is subdivided into four regions, or lobes—occipital, tem-

poral, frontal, and parietal (Figure 7.7).

The occipital lobes, located at the back of the head, respond to visual stimuli. Con-
nections among various areas of the occipital lobes allow for the processing of informa-
tion about such aspects of visual stimuli as their color, shape, and motion (Swisher &
others, 2010). A person can have perfectly functioning eyes, but the eyes only detect
and transport information. That information must be interpreted in the occipital lobes
in order for the viewer to “see it.” A stroke or a wound in an occipital lobe can cause
blindness or, at a minimum, can wipe out a portion of the person’s visual field.

FIGURE 7.6 The Human Brain’s
Hemispheres The two halves (hemispheres)
of the human brain can be seen clearly in this
photograph.
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Lobes of the Brain

Parietal lobe
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Functional Regions Within the Lobes
Somatosensory cortex
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FIGURE 7.7 The Cerebral Cortex’s Lobes and Association Areas The cerebral cortex (left) is roughly divided into four lobes: occipital,
temporal, frontal, and parietal. The cerebral cortex (right) also consists of the motor cortex and somatosensory cortex. Further, the cerebral cortex
includes association areas, such as the visual association cortex, auditory association cortex, and sensory association cortex.

©® temporal lobes Structures in the cerebral
cortex that are located just above the ears and
are involved in hearing, language processing, and
memory.

© frontal lobes The portion of the cerebral
cortex behind the forehead, involved in
personality, intelligence, and the control of
voluntary muscles.

® parietal lobes Structures at the top and
toward the rear of the head that are involved in
registering spatial location, attention, and motor
control.

A computerized reconstruction of Phineas T. Gage’s
accident, based on measurements taken of his skull.

The temporal lobes, the part of the cerebral cortex just above the ears, are involved
in hearing, language processing, and memory. The temporal lobes have a number of con-
nections to the limbic system. For this reason, people with damage to the temporal lobes
cannot file experiences into long-term memory (Lambon Ralph & others, 2010). Some
researchers argue that the temporal lobes are also the location of humans’ ability to process
information about faces. To read further about this topic, see the Critical Controversy.

The frontal lobes, the portion of the cerebral cortex behind the forehead, are involved
in personality, intelligence, and the control of voluntary muscles. A fascinating case study
illustrates how damage to the frontal lobes can significantly alter personality. Phineas T.
Gage, a 25-year-old foreman who worked for the Rutland and Burlington Railroad, was
the victim of a terrible accident in 1848. Phineas and several co-workers were using blast-
ing powder to construct a roadbed. The crew drilled holes in the rock and gravel, poured
in the blasting powder, and then tamped down the powder with an iron rod. While
Phineas was still tamping it down, the powder exploded, driving the iron rod up through
the left side of his face and out through the top of his head. Although the wound in his
skull healed in a matter of weeks, Phineas had become a different person. Previously he
had been mild-mannered, hardworking, and emotionally calm, well liked by all who knew
him. Afterward, he was stubborn, hot-tempered, aggressive, and unreliable. Damage to
the frontal lobe area of his brain had dramatically altered Phineas’s personality.

The frontal lobes of humans are especially large when compared with those of other
animals. For example, the frontal cortex of rats barely exists; in cats, it occupies just
3.5 percent of the cerebral cortex; in chimpanzees, 17 percent; and in humans, approx-
imately 30 percent.

An important part of the frontal lobes is the prefrontal cortex, which is at the front
of the motor cortex (see Figure 7.7). The prefrontal cortex is involved in higher cogni-
tive functions such as planning, reasoning, and self-control (de Lange, Jensen, &
Dehaene, 2010). Some neuroscientists refer to the prefrontal cortex as an executive
control system because of its role in monitoring and organizing thinking (Kuhn, 2009).

The parietal lobes, located at the top and toward the rear of the head, are involved
in registering spatial location, attention, and motor control (Bisley & Goldberg, 2010;
Szczepanski, Konen, & Kastner, 2010; Van der Werf & others, 2010). Thus, the parietal
lobes are at work when you are judging how far you have to throw a ball to get it to
someone else, when you shift your attention from one activity to another (turn your
attention away from the TV to a noise outside), and when you turn the pages of this



CRITICAL CONTRAV

Are Human Brains Uniquely Wired to Recognize Faces?

ne area of controversy in the study of neuroscience is the question

of whether the human brain has a special place for processing in-
formation about faces (Dien, 2009; Hung & others, 2010). It seems ob-
vious that faces have a unique importance to all of us and a special
capacity to attract our attention. Even infants are drawn to human
faces when given a choice of things to look at (Frank, Vul, & Johnson,
2009). Moreover, there is a specific disorder (prosopagnosia) that in-
volves the inability to recognize faces but not other objects, and this
condition would seem to suggest a specific region of brain damage
(Steeves & others, 2009). If faces are special in terms of perception
and memory, it makes sense that there might be a special place in the
brain for processing faces.

Research by Nancy Kanwisher and colleagues has provided evidence
that there is indeed a specialized area in the brain for processing faces
(Kanwisher & Yovel, 2010; McKone, Crookes, & Kanwisher, 2010). This
area, located in the fusiform gyrus in the right temporal lobe, is called
the fusiform face area (FFA). The FFA is a dime-size spot just behind
your right ear. Using fMRI, researchers have shown that the FFA is espe-
cially active when a person is viewing a face—a human face, a cat’s face,
or a cartoon face—but not cars, butterflies, or other objects (Tong &
others, 2000).

The theory that humans have a brain area specialized to process the
most important visual information of life—other people’s faces—is ap-
pealing. It makes sense that organisms like us who live in groups and
need others to survive would be especially tuned to social stimuli. How-
ever, other researchers have challenged this idea with the following
argument. As human beings, we are all experts in perceiving humans.
We have been doing it since birth. So, what if the FFA is in fact more in-
volved with processing any expert knowledge, not just faces (Gauthier,
Tarr, & Bub, 2010)? Maybe the FFA would be just as active when, say, an
avid baseball fan is asked to identify team mascots or when a car enthu-
siast is asked to identify various car models.

To explore this alternative theory, Isabel Gauthier and her col-
leagues have conducted a number of studies (Cheung & Gauthier, 2010;
Gauthier, Behrmann, & Tarr, 2004; Gauthier & Bukach, 2007; McGugin
& Gauthier, 2010). In one investigation, Gauthier and her colleagues
(2000) examined individuals who were experts on cars or birds. The
FFAs of these experts “lit up” when the individuals were presented with
the objects about which they had expertise. In a provocative study, par-
ticipants were trained to recognize imaginary, faceless creatures called
greebles, small plantlike objects made of pink clay (Tarr & Gauthier,
2000); Figure 7.8 shows some greebles used in this study). Participants
quickly learned to classify the greebles according to sex and family.

FIGURE 7.8 Some Greebles Used in Gauthier’s
Study The illustration shows sample greebles Gauthier used
in her research. In individuals who had reached a level of

expertise in recognizing these strange, faceless creatures, the
fusiform face area became active during greeble identification.

During fMRI, the FFA was active during these judgments, suggesting
that the FFA is concerned with recognition more generally rather than
just with recognition of faces. These results have been countered, how-
ever, by studies showing that at the very least, the FFA is far more acti-
vated during facial recognition than during recognition of other objects
(Tong & others, 2000).

The status of the FFA as a specific brain area for face recognition is
at the center of a lively debate in neuroscience (McKone, Crookes, &
Kanwisher, 2011; Mur & others, 2010). This area of research demonstrates
the ways that, as scientists’ experimental tools develop, so does their
understanding of the brain. Moreover, the new questions they are asking
and the way they are asking them can have a profound impact on the
development of scientific knowledge (Adolphs, 2009; Dien, 2009).

WHAT What are other aspects of our social worlds that you
DO YOU might expect the brain to be specially designed to
THINK? perceive?

How does the debate over the FFA illustrate the role of
controversy in science more generally?

book. The brilliant physicist Albert Einstein said that his reasoning often was best when
he imagined objects in space. It turns out that his parietal lobes were 15 percent larger

than average (Witelson, Kigar, & Harvey, 1999).

A word of caution is in order about going too far in localizing function within a par-
ticular lobe. Although this discussion has attributed specific functions to a particular lobe
(such as vision in the occipital lobe), considerable integration and connection occur
between any two or more lobes and between lobes and other parts of the brain. 85
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FIGURE 7.9 Disproportionate Representation of Body Parts in the Motor and Somatosensory Areas of the Cortex The
amount of cortex allotted to a body part is not proportionate to the body part’s size. Instead, the brain has more space for body parts that require
precision and control. Thus, the thumb, fingers, and hand require more brain tissue than does the arm.

©® somatosensory cortex A region in the
cerebral cortex that processes information
about body sensations, located at the front
of the parietal lobes.

©® motor cortex A region in the cerebral cortex
that processes information about voluntary

movement, located just behind the frontal lobes.

Somatosensory Cortex and Motor Cortex

Two other important regions of the cerebral cortex are the somatosensory cortex and
the motor cortex (see Figure 7.7). The somatosensory cortex processes information
about body sensations. It is located at the front of the parietal lobes. The motor cortex,
at the rear of the frontal lobes, processes information about voluntary movement.

The map in Figure 7.9 shows which parts of the somatosensory and motor cortexes
are associated with various parts of the body. It is based on research done by Wilder
Penfield (1947), a neurosurgeon at the Montreal Neurological Institute. He worked with
patients who had severe epilepsy, and he often performed surgery to remove portions
of the epileptic patients’ brains. However, he was concerned that removing a portion of
the brain might impair some of the individuals’ functions. Penfield’s solution was to
map the cortex during surgery by stimulating different cortical areas and observing the
responses of the patients, who were given a local anesthetic so that they would remain
awake during the operation. He found that when he stimulated certain somatosensory
and motor areas of the brain, patients reported feeling different sensations, or different
parts of a patient’s body moved.

Penfield’s approach is still used today when neurosurgeons perform certain procedures—
for example, the removal of a brain tumor. Keeping the patient awake allows the neurosurgeon
to ask questions about what the individual is seeing, hearing, and feeling and to be sure
that the parts of the brain that are being affected are not essential for consciousness, speech,



and other important functions. The extreme precision of brain surgery ensures that life-
saving operations do as little harm as possible to the delicate human brain.

For both somatosensory and motor areas, there is a point-to-point relation between
a part of the body and a location on the cerebral cortex. In Figure 7.9, the face and
hands are given proportionately more space than other body parts because the face
and hands are capable of finer perceptions and movements than are other body areas
and therefore need more cerebral cortex representation.

The point-to-point mapping of somatosensory fields onto the cortex’s surface is the
basis of our orderly and accurate perception of the world (Vidoni & others, 2010).
When something touches your lip, for example, your brain knows what body part has
been touched because the nerve pathways from your lip are the only pathways that
project to the lip region of the somatosensory cortex.

Association Cortex

Association cortex (or association area) refers to the regions of the cerebral cortex that
integrate sensory and motor information. (The label “association cortex” applies to cor-
tical material that is not somatosensory or motor cortex—but it is not filler space.)
Intellectual functions, such as thinking and problem solving, occur in association cortex.
Embedded in the brain’s lobes, association cortex makes up 75 percent of the cerebral
cortex (see Figure 7.7).

Interestingly, damage to a specific part of association cortex often does not result in
a specific loss of function. With the exception of language areas, which are localized,
loss of function seems to depend more on the extent of damage to association cortex
than on the specific site of the damage. By observing brain-damaged individuals and
using a mapping technique, scientists have found that association cortex is involved in
linguistic and perceptual functioning.

The largest portion of association cortex is located in the frontal lobes, directly behind
the forehead. Damage to this area does not lead to somatosensory or motor loss but rather
to problems in planning and problem solving, or what are called executive functions. Per-
sonality also may be linked to the frontal lobes. Recall the misfortune of Phineas Gage,
whose personality radically changed after he experienced frontal lobe damage.

THE CEREBRAL HEMISPHERES
AND SPLIT-BRAIN RESEARCH

Recall that the cerebral cortex is divided into two halves—left and right (see Fig-
ure 7.7). Do these hemispheres have different functions? A discovery by French
surgeon Paul Broca provided early evidence that they do.

In 1861 Broca saw a patient who had received an injury to the left side of his brain
about 30 years earlier. The patient became known as Tan because a7 was the only word
he could speak. Tan suffered from expressive aphasia (also called Broca’s aphasia), a lan-
guage disorder that involves the inability to produce language. Tan died several days
after Broca evaluated him, and an autopsy revealed that the injury was to a precise area
of the left hemisphere. Today we refer to this area of the brain as Brocas area, and we
know that it plays an important role in the production of speech.

Another area of the brain’s left hemisphere that has an important role in language is
Wernickes area. This area is named for Carl Wernicke, a German neurologist, who
noticed in 1874 that individuals with injuries in the left hemisphere had difficulties in
understanding language. Damage to this region causes problems in comprehending
language; although an individual with an injury to Wernicke’s area can produce words,
he or she may not be able to understand what others are saying. Figure 7.10 shows the
locations of Broca’s area and Wernicke’s area.

Today there continues to be considerable interest in the degree to which the brain’s
left hemisphere or right hemisphere is involved in various aspects of thinking, feeling,
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® association cortex Sometimes called
association areas, the region of the cerebral
cortex that is the site of the highest intellectual
functions, such as thinking and problem solving.

Broca's area

Wernicke's area

FIGURE 7.10 Broca’s Area and

Wernicke’s Area Broca’s area is located in
the brain’s left hemisphere and is involved in
the control of speech. Individuals with damage
to Broca’s area have problems saying words
correctly. Also shown is Wernicke’s area, the
portion of the left hemisphere that is involved
in understanding language. Individuals with
damage to this area cannot comprehend words;
they hear the words but do not know what
they mean.
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Corpus callosum T and behavior (Gazzaniga, 2010; Gazzaniga, Dorn, & Funk, 2010; Phan &
¢ } N Vicario, 2010; van Ettinger-Veenstra & others, 2010). For many years,
e P ‘ scientists speculated that the corpus callosum, the large bundle of
SIS LY P ‘Q # ) axons that connects the brain’s two hemispheres, has something to do
‘ 71 : Z { with relaying information between the two sides (Figure 7.11). Roger
\ J\ Sperry (1974) confirmed this in an experiment in which he cut the
‘ Z ./ corpus callosum in cats. He also severed certain nerves leading from
;/’ A Y 4 LS R Z 534 s ., the eyes to the brain. After the operation, Sperry trained the cats
(\\ | - to solve a series of visual problems with one eye blindfolded. After
a cat learned the task—say, with only its left eye uncovered—its other
eye was blindfolded, and the animal was tested again. The “split-brain”
cat behaved as if it had never learned the task. In these cats, memory was
stored only in the left hemisphere, which could no longer directly commu-
nicate with the right hemisphere.
e Further evidence of the corpus callosum’s function has
O RN come from studies of patients with severe, even life-
; threatening, forms of epilepsy. Epilepsy is caused by electri-
cal “brainstorms” that can flash uncontrollably across the
corpus callosum. In one famous case, neurosurgeons sev-
ered the corpus callosum of an epileptic patient now
known as W. J. in a final attempt to reduce his unbearable
seizures. Sperry (1968) examined W. ]J. and found that the
corpus callosum functions the same in humans as in
animals—cutting the corpus callosum seemed to leave the
patient with “two separate minds” that learned and oper-

FIGURE 7.11 The Corpus Callosum _ _ ated _independe{‘tIY-_ . _

The corpus callosum is a thick bundle of fibers As it turns out, the right hemisphere receives information only from the left side of the
(essentially axons) that connects the brain body, and the left hemisphere receives information only from the right side of the body.
cells in one hemisphere to those in the other. When you hold an object in your left hand, for example, only the right hemisphere of your

In healthy brains, the two sides engage in a
continuous flow of information via this neural

brain detects the object. When you hold an object in your right hand, only the left hemi-
sphere of the brain detects it (Figure 7.12). In individuals with a normally functioning

bridge.

corpus callosum, both hemispheres receive this information eventually, as it travels between
©® corpus callosum The large bundle of axons the hemispheres through the corpus callosum. In fact, although we might have two minds,
that connects the brain’s two hemispheres, we usually use them in tandem.

responsible for relaying information between

the two Sides, You can appreciate how well the corpus callosum rapidly integrates your experience by

considering how hard it is to do two things at once (Stirling, 2002). Maybe as a child you
tried to pat your head and rub your stomach at the same time. Even with two separate
hands controlled by two separate hemispheres, such dual activity is hard.

In people with intact brains, hemispheric specialization of function occurs in some
areas. Researchers have uncovered evidence for hemispheric differences in function by
sending different information to each ear. Remember, the left hemisphere gets its infor-
mation (first) from the right ear, and the right hemisphere hears what is going on (first)
in the left ear. Such research has shown that the brain tends to divide its functioning
into one hemisphere or the other, as we now consider.

Left Hemisphere Function

The most extensive research on the brain’s two hemispheres has focused on language.
Although it is a common misconception that «// language processing occurs in the
brain’s left hemisphere, much language processing and production does come from this
hemisphere (Carota & others, 2010; Harpaz, Levkovitz, & Lavidor, 2009). For example,
when we are reading, the left hemisphere recognizes words and numbers and compre-
hends syntax (rules for forming phrases and sentences) and grammar (Dien, 2009), but
the right hemisphere does not. The left hemisphere is also keenly involved when we
sing the words of a song. In addition, although not generally associated with spatial
perception, the left hemisphere can direct us in solving some basic spatial puzzles, such
as identifying whether an object is inside or outside a box.
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Right Hemisphere Function

The right hemisphere is not as verbally oriented as the left hemisphere, but it does play
a role in word recognition, especially if the words are difficult to see (Dien, 2009). The
reason we know that the right hemisphere is the source of some human verbal abilities
is that people with split brains can draw (with their left hand) pictures of things that
are communicated to them in words that are spoken to them (in their left ear). Also,
researchers have increasingly found that following damage to the left hemisphere, espe-
cially early in development, the right hemisphere can take over some language functions
(Staudt, 2010). The right hemisphere moreover is adept at picking up the meaning of
stories and the intonations of voices, and it excels at catching on to song melodies.
The real strength of the right hemisphere, however, appears to lie in the processing
of nonverbal information such as spatial perception, visual recognition, and emotion
(Kensinger & Choi, 2009). With respect to interpreting spatial information, the right
hemisphere is involved in our ability to tell if something is on top of something else,
how far apart two objects are, and whether two objects moving in space might crash.
As we saw in the Critical Controversy, it is the right hemisphere that is mainly at
work when we process information about people’s faces (Kanwisher, 2006). How do we
know? One way we know is that researchers have asked people to watch images on a
computer screen and to press a button with either their right or left hand if they rec-
ognize a face. Even right-handed people are faster to recognize faces with their left hand
because the information goes directly from the part of the brain that recognizes faces

(the right hemisphere) to the left hand (Gillihan & Farah, 2005).
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FIGURE 7.12 Information Pathways

from the Eyes to the Brain Each of our
eyes receives sensory input from both our left
and our right field of vision. Information from
the left half of our visual field goes to the
brain’s right hemisphere (which is responsible
for simple comprehension), and information
from the right half of our visual field goes

to the brain’s left hemisphere (the brain’s
main language center, which controls speech
and writing). The input received in either
hemisphere passes quickly to the other
hemisphere across the corpus callosum. When
the corpus callosum is severed, however, this
transmission of information cannot occur.
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The right hemisphere may be more involved than the left hemisphere, too, in pro-
cessing information about emotions—both when we express emotions ourselves and
when we interpret others’ emotions (Carmona, Holland, & Harrison, 2009). People
are more likely to remember emotion words if they hear them in the left ear. As well,
much of our sense of humor resides in the right hemisphere (Bartolo & others, 2006;
Coulson & Wu, 2005). If you want to be sure that someone laughs at your joke, tell
it to the person’s left ear!

Our emotions in turn can influence the hemisphere that is relied upon at any given
moment. In a recent experiment (Papousek, Schulter, & Lang, 2009), participants were
randomly assigned to experience a variety of different emotional states by watching
videos of a woman expressing intense feelings, such as sadness, cheerfulness, and anger.
Then the participants completed a set of verbal tasks (thought to be strengths of the
left hemisphere) and a set of figural tasks (thought to be strengths of the right hemi-
sphere). The results showed that when participants were in an intense mood state, they
were better at completing figural tasks than the verbal exercises. Thus, the experience
of intense emotion may shift processing over to the right hemisphere (Papousek,
Schulter, & Lang, 2009).

Right-Brained Versus Left-Brained

Because differences in the functioning of the brain’s two hemispheres are known to exist,
people commonly use the terms lefi-brained (meaning logical and rational) and righs-
brained (meaning creative or artistic) as a way of categorizing themselves and others.
Such generalizations have little scientific basis, however—and that is a good thing. We
have both hemispheres for a reason: We use them both. In most complex activities in
which people engage, interplay occurs between the brain’s two hemispheres (Szczepanski,
Konen, & Kastner, 2010).

To read about ways that the left and right hemispheres might be involved in your
happiness, see the Intersection.

INTEGRATION OF FUNCTION
IN THE BRAIN

How do all of the regions of the brain cooperate to produce the wondrous complexity
of thought and behavior that characterizes humans? Neuroscience still does not have
answers to questions such as how the brain solves a murder mystery or composes an
essay. Even so, we can get a sense of integrative brain function by using a real-world
scenario, such as the act of escaping from a burning building.

Imagine that you are sitting at your computer, writing an e-mail, when a fire
breaks out behind you. The sound of crackling flames is relayed from your ear
through the thalamus, to the auditory cortex, and on to the auditory association
cortex. At each stage, the stimulus is processed to extract information, and at some
stage, probably at the association cortex level, the sounds are finally matched with
something like a neural memory representing sounds of fires you have heard previ-
ously. The association “fire” sets new machinery in motion. Your attention (guided
in part by the reticular formation) shifts to the auditory signal being held in your
association cortex and on to your auditory association cortex, and simultaneously
(again guided by reticular systems) your head turns toward the noise. Now your
visual association cortex reports in: “Objects matching flames are present.” In other
regions of the association cortex, the visual and auditory reports are synthesized (“We
have things that look and sound like fire”), and neural associations representing
potential actions (“flee”) are activated. However, firing the neurons that code the
plan to flee will not get you out of the chair. For that task, the basal ganglia must
become engaged, and from there the commands will arise to set the brain stem,



Emotion and Neuroscience: Is Your Brain Happy?

re some brains happier than others? Put your hand on your

forehead. The answer to the happy brain question may be
lying right there in the palm of your hand. Indeed, research using
a variety of techniques to study the neuroscience of emotion
suggests that there might be a pattern of brain activity associ-
ated with feeling good and that this activity takes place in the
front of your brain, in the prefrontal lobes (van Reekum & others,
2007).

Paul Ekman, Richard Davidson, and Wallace Friesen (1990)
measured EEG activity during emotional experiences provoked
by film clips. Individuals in this study watched amusing film seg-
ments (such as a puppy playing with flowers and monkeys taking
a bath) as well as clips likely to provoke fear or disgust (a leg am-
putation and a third-degree burn victim). How does the
brain respond to such stimuli? The researchers
found that while watching the amusing clips,
people tended to exhibit more left than
right prefrontal activity, as shown in
EEGs. In contrast, when the participants
viewed the fear-provoking films, the
right prefrontal area was generally more
active than the left.

Do these differences generalize to
overall differences in feelings of happiness?
They just might. Heather Urry and her col-
leagues (2004) found that individuals who have rel-
atively more left than right prefrontal activity (what is called
prefrontal asymmetry) tend
to rate themselves higher
on a number of measures

Do you think your

Cat : of well-being, including
own bl’(]ln IS ered self-acceptance, positive
for happiness? Howy  relations with others, pur-

pose in life, and life satis-

would you go about faction. However, the fact

HP ; that a pattern of brain acti-
I’€WII’II’lg It? vation is associated with
happiness does not prove
that these brain processes caused happiness. Can experimental
results clarify the picture?

John Allen and his colleagues have provided experimental ev-
idence supporting the role of prefrontal asymmetry in emotional
responses (Allen, Harmon-Jones, & Cavender, 2001). They used a
procedure called biofeedback to train college women to increase

right or left frontal activation. Specifically, these participants
wore an electrode cap for EEG measurement and were hooked
up to a computer that sounded a tone when they had effectively
changed the symmetry of their brain activation in a particular di-
rection. Half of the women were trained to increase activation of
the left hemisphere; the other half, to increase activation in the
right hemisphere. Seated in front of a computer screen, the par-
ticipants could use trial and error, changing their thoughts or
feelings, to make the tone sound. By applying their training, the
participants were generally able to accomplish the goal of
changing their brain activation, without any mention of emo-
tional processes at all.

After the training, researchers found that women who were

trained to activate the left more than the right side of
the prefrontal brain area were less likely to
frown while watching a negative clip,
whereas those who were trained to acti-
vate the right side more than the left
responded with less smiling to the
happy clips. Among the women who
were especially responsive to the bio-
feedback training, those who had been
trained to activate the right side ex-
pressed less interest, amusement, and
happiness than those who had been trained
to activate the left side.

Research on the effects of mindfulness meditation on frontal
activation also shows that changing the way we think can change
brain processes. Mindfulness meditation (also called awareness
meditation) involves maintaining a floating state of consciousness
that encourages individuals to focus on whatever comes to
mind—a sensation, a thought, an image—at a particular moment.
Richard Davidson and colleagues have shown that mindfulness
meditation training can enhance left frontal activation (Davidson,
2010; Davidson & others, 2003; Lutz & others, 2008). This tech-
nique has also been used to treat individuals who are suicidal or
extremely depressed, have experienced child abuse, or have
chronic pain (Kimbrough & others, 2010; Rosenzweig & others,
2010).

Bear in mind that brain structure and function depend on ex-
perience. Savoring the enjoyable moments of life—looking at the
flowers in your garden, getting a phone call from a friend, hear-
ing your favorite song—may be an opportunity to train your
brain to be happy.

motor cortex, and cerebellum to the work of transporting you out of the room. All
of this happens in mere seconds.

So, which part of your brain did you use to escape? Virtually all systems had a role.
By the way, you would probably remember this event because your limbic circuitry
would likely have started memory formation when the association “fire” was triggered.
The next time the sounds of crackling flames reach your auditory association cortex,
the associations triggered would include this most recent escape. In sum, considerable
integration of function takes place in the brain (Kullman, 2010; Salzman & Fusi,
2010). All of the parts of the nervous system work together as a team to keep you safe
and sound.
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BRAIN DAMAGE, PLASTICITY,
AND REPAIR

Recall from the discussion of the brain’s important characteristics earlier in this module
that plasticity is an example of the brain’s remarkable adaptability. Neuroscientists have
studied plasticity, especially following brain damage, and have charted the brain’s ability
to repair itself (Staudt, 2010). Brain damage can produce horrific effects, including
paralysis, sensory loss, memory loss, and personality deterioration. When such damage
occurs, can the brain recover some or all of its functions? Recovery from brain damage
varies considerably, depending on the age of the individual and the extent of the dam-
age (Anderson & Arciniegas, 2010).

The Brain’s Plasticity and Capacity for Repair

The human brain shows the most plasticity in young children, before the functions of
the cortical regions become entirely fixed (Nelson, 2011). For example, if the speech
areas in an infants left hemisphere are damaged, the right hemisphere assumes much
of this language function. However, after age 5, damage to the left hemisphere can
permanently disrupt language ability. We examine the brain’s plasticity further in Mod-
ules 9-12 on sensation and perception and Modules 31-34 on human development.

A key factor in recovery is whether some or all of the neurons in an affected area
are just damaged versus whether they are destroyed (Huang & Chang, 2009). If the
neurons have not been destroyed, brain function often becomes restored over time.
There are three ways in which repair of the damaged brain might take place:

Collateral sprouting, the process by which axons of some healthy neurons adjacent
to damaged cells grow new branches.

Substitution of function, the process by which the damaged region’s function is
taken over by another area or areas of the brain.

Neurogenesis, the process by which new neurons are generated.

Researchers have found that neurogenesis occurs in mammals such as mice. Recent
research has revealed that exercise increases neurogenesis while social isolation decreases
it (Creer & others, 2010; Leasure & Decker, 2009). It is now accepted that neurogen-
esis can occur in humans, but to date, the presence of new neurons has been docu-
mented only in the hippocampus, which is involved in memory, and the olfactory bulb,
which is involved in the sense of smell (Hagg, 2009; Kroth & others, 2010). If research-
ers can discover how new neurons are generated, possibly the information can be used
to fight degenerative diseases of the brain such as Alzheimer disease and Parkinson
disease (Courtois & others, 2010).

Brain Tissue Implants

The brain naturally recovers some, but not all, functions that are lost following damage.
Recent research has generated excitement about brain grafis—implants of healthy tissue
into damaged brains (Grealish & others, 2010). Brain grafts have greater potential suc-
cess when the brain tissue used is from the fetal stage—an early stage in prenatal devel-
opment (M. Thomas & others, 2009). The reason for this advantage is that the fetal
neurons are still growing and have a much higher probability of making connections
with other neurons than does mature brain tissue. In a number of studies, researchers
have damaged part of an adult rat’s brain, waited until the animal recovered as much
as possible by itself, and assessed its behavioral deficits. They then took the correspond-
ing area of a fetal rat’s brain and transplanted it into the damaged brain of the adult
rat. In these studies, the rats that received the brain transplants demonstrated consider-
able behavioral recovery (Shetty, Rao, & Hattiangady, 2008).



Might such brain grafts be successtul in humans suffering from brain damage? The
research results are promising, but finding donors is a problem (Glaw & others, 2009).
Although using brain tissue from aborted fetuses is a possibility, there are ethical con-
cerns about that practice.

Perhaps one of the most heated debates in recent years has concerned the use of
human embryonic stem cells in research and treatment (Daadi & others, 2010; Ideguchi
& others, 2010). The human body contains more than 220 different types of cells, but
stem cells are unique because they are primitive cells that have the capacity to develop
into most types of human cells. Stem cells were first harvested from embryos by research-
ers at the University of Wisconsin, Madison, and Johns Hopkins University in 1998.
Because of their amazing plasticity, stem cells might potentially replace damaged cells
in the human body, including cells involved in spinal cord injury and brain damage
(Orlacchio & others, 2010; Song & Ming, 2010).

Typically, researchers have harvested the stem cells from frozen embryos left over
from in vitro fertilization procedures. In these procedures, a number of eggs, or ova, are
collected from a woman’s ovaries in order to be fertilized in a lab. In successful in vitro
fertilization, the ova are brought together with sperm, producing human embryos.
Because the procedure is difficult and delicate, doctors typically fertilize a large number
of eggs in the hope that some will survive when implanted in the woman’s uterus. In
the typical procedure, there are leftover embryos. These embryos are in the blastocyst
stage, which occurs five days after conception. At this stage the embryo has not yet
attached to the uterus and has no brain, no central nervous system, and no mouth—it
is an undifferentiated ball of cells.

Some supporters of stem cell technology (among them the late actor Christopher
Reeve, 2000) emphasize that using these cells for research and treatment might relieve
a great deal of human suffering. Opponents of abortion disapprove of the use of stem
cells in research or treatment on the grounds that the embryos die when the stem cells
are removed. (In fact, leftover embryos are likely to be destroyed in any case.) In 2009,
President Barack Obama removed restrictions on stem cell research.

SUMMARY

The main techniques used to study the brain are brain lesioning, electri- hindbrain 79
cal recording, and brain imaging. These methods have revealed a great brain stem 79
deal about the three major divisions of the brain—the hindbrain, mid- midbrain 79

brain, and forebrain. . .
The cerebral cortex makes up most of the outer layer of the brain, and retlcula‘r formation
it is here that higher mental functions such as thinking and planning take forebrain 80
place. The wrinkled surface of the cerebral cortex is divided into hemi- limbic system 81
spheres, each with four lobes: occipital, temporal, frontal, and parietal. amygdala 81
There is considerable integration and connection among the brain’s lobes.
The brain has two hemispheres. Two areas in the left hemisphere that
involve specific language functions are Broca’s area (speech) and Wernicke’s
area (language comprehension). The corpus callosum is a large bundle of
fibers that connects the two hemispheres. Research suggests that the left hypothalamus 82
brain is more dominant in processing verbal information (such as lan-
guage) and the right brain in processing nonverbal information (such as
spatial perception, visual recognition, faces, and emotion). Nonetheless, in
a person whose corpus callosum is intact, both hemispheres of the cerebral
cortex are involved in most complex human functioning.
The human brain has considerable plasticity, although this ability to
adapt and change is greater in young children than later in development.
Three ways in which a damaged brain might repair itself are collateral
sprouting, substitution of function, and neurogenesis. Brain grafts are im-
plants of healthy tissue into damaged brains. Brain grafts are more success-
ful when fetal tissue is used. Stem cell research is a controversial new area of
science that may allow for novel treatments for damaged nervous systems.

hippocampus 82
thalamus 82
basal ganglia 82

80
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This fluorescent micrograph shows glial stem cells.
Like other stem cells, these have the capacity to
develop into a wide range of other cells.

® stem cells Unique primitive cells that have
the capacity to develop into most types of
human cells.

cerebral cortex 83
neocortex 83

occipital lobes 83
temporal lobes 84
frontal lobes 84

parietal lobes 84
somatosensory cortex 86
motor cortex 86
association cortex 87
corpus callosum 88
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SECTION 3

. Describe three techniques that allow researchers to examine the

brain while it is working.

. What specific part of the brain is responsible for directing our most

complex mental functions, such as thinking and planning, and
where is it located?

. In what ways are the brain’s left and right hemispheres specialized in

terms of their functioning?

. Describe three ways in which a damaged brain may repair itself.

. What specific discovery have researchers made about neurogenesis in

human beings? For what kinds of disease might knowledge about
the process lead to promising treatment?

. What are brain grafts, and why does the use of fetal tissue in grafts

often lead to successful results?

Biological Foundations of Behavior

APPLY YOUR KNOWLEDGE

1. Imagine that you could make one part of your brain twice as big as it

is now. Which part would it be, and how do you think your behavior
would change as a result? What if you had to make another part of
your brain half its current size? Which part would you choose to
shrink, and what would the effects be?

. Do you know anyone who has experienced a brain-damaging event,

such as a stroke or head injury? If you feel comfortable doing so, ask
the person about the experience and the life changes it may have
caused. Based on your interview, which areas of the individual’s brain
might have been affected?



Genetics and Behavior

In addition to the brain and nervous system, other aspects of our physiology also have
consequences for psychological processes. Genes, the focal point of this section, are an
essential contributor to these processes (Goldsmith, 2011). As noted in the health sec-
tion that follows Module 2, the influence of nature (our internal genetic endowment)
and nurture (our external experience) on psychological characteristics has long fascinated
psychologists. We begin by examining some basic facts about the central internal agent
of our human differences: our genes.

CHROMOSOMES, GENES, AND DNA

Within the human body are literally trillions of cells. The nucleus of each human cell
contains 46 chromosomes, threadlike structures that come in 23 pairs, with one mem-
ber of each pair originating from each biological parent. Chromosomes contain the
remarkable substance deoxyribonucleic acid (DNA), a complex molecule that carries
genetic information. Genes, the units of hereditary information, are short chromosome
segments composed of DNA. The relationship among cells, chromosomes, genes, and
DNA is illustrated in Figure 8.1.

Genes hold the code for creating proteins called amino acids that form the bases for
everything our bodies do. Specifically, genes direct and regulate the production of these
proteins. Although every cell in your body contains a full complement of your genes,
different genes are active in each cell. Many genes encode proteins that are unique to

©® chromosomes In the human cell, threadlike
structures that come in 23 pairs, one member of
each pair originating from each parent, and that
contain the remarkable substance DNA.

©® deoxyribonucleic acid (DNA) A complex
molecule in the cell’'s chromosomes that carries
genetic information.

® genes The units of hereditary information,
consisting of short segments of chromosomes
composed of DNA.

FIGURE 8.1 Cells, Chromosomes, Genes, and DNA (Left) The body houses trillions of cells, which are the basic structural units of life.

Each cell contains a central structure, the nucleus. (Middle) Chromosomes and genes are located in the nucleus of the cell. Chromosomes are made up
of threadlike structures composed mainly of DNA molecules. Note that inside the chromosome are the genes. (Right) A gene is a segment of DNA that
contains the hereditary code. The structure of DNA resembles a spiral ladder.
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A positive result from the Human Genome Project.

Shortly after Andrew Gobea was born, his cells
were genetically altered to prevent his immune
system from failing.

©® dominant-recessive genes principle The
principle that, if one gene of a pair is dominant
and one is recessive, the dominant gene
overrides the recessive gene. A recessive gene
exerts its influence only if both genes of a pair
are recessive.

a particular cell and give the cell its identity. Will it be a neuron or a bone cell? The
activation of your genes holds the key to this question. Some genes are involved in the
development of the embryo and then are turned off for the rest of life. Genes do not
operate independently but work with one another and in collaboration with hormones
and the environment to direct the body’s function (Diamond, 2009; Diamond, Casey, &
Munakata, 2011).

An international research program called the Human Genome Project (genome refers
to an organisms complete genetic material, as discussed below) is dedicated to docu-
menting the human genome. Human beings have approximately 20,500 genes (Ensembl
Human, 2010). When these 20,500 genes from one parent combine at conception with
the same number of genes from the other parent, the number of possibilities is stagger-
ing. Although scientists are still a long way from unraveling all the mysteries about the
way genes work, some aspects of this process are well understood, starting with the fact
that multiple genes interact to give rise to observable characteristics.

THE STUDY OF GENETICS

Historically speaking, genetics is a relatively young science. Its origins go back to the
mid-nineteenth century, when an Austrian monk, Gregor Mendel, studied heredity in
generations of pea plants. By cross-breeding plants with different characteristics and
noting the characteristics of the offspring, Mendel discovered predictable patterns of
heredity and thereby laid the foundation for modern genetics.

Mendel noticed that some genes seem to be more likely than others to show up
in the physical characteristics of an organism. In some gene pairs, one gene is dom-
inant over the other. If one gene of a pair is dominant and one is recessive, the
dominant-recessive genes principle applies, meaning that the dominant gene over-
rides the recessive gene—that is, it prevents the recessive gene from expressing its
instructions. The recessive gene exerts its influence only if both genes of a pair are
recessive. If you inherit a recessive gene from only one biological parent, you may
never know you carry the gene.

In the world of dominant-recessive genes, brown eyes, farsightedness, and dimples
rule over blue eyes, nearsightedness, and freckles. If, however, you inherit a recessive
gene for a trait from both of your biological parents, you will show the trait. That is
why two brown-haired parents can have a child with red hair: Each parent would have
dominant genes for brown hair and recessive genes for red hair. Because dominant genes
override recessive genes, the parents have brown hair. However, the child can inherit
recessive genes for red hair from each biological parent. With no dominant genes to
override them, the recessive genes would make the child’s hair red.

Yet the relationship between genes and characteristics is complex. Even simple traits
such as eye color and hair color are likely the product of multiple genes. Moreover,
complex human characteristics such as personality and intelligence are probably influ-
enced by many different genes. Scientists use the term polygenic inberitance to describe
the influences of multiple genes on behavior.

Present-day researchers continue to apply Mendel’s methods, as well as the latest
technology, in their quest to expand our knowledge of genetics. We next survey three
ways in which scientists investigate our genetic heritage: molecular genetics, selective
breeding, and behavior genetics.

Molecular Genetics

The field of molecular genetics involves the manipulation of genes using technology to
determine their effect on behavior. There is currently a great deal of enthusiasm about
the use of molecular genetics to discover the specific locations on genes that determine
an individual’s susceptibility to many diseases and other aspects of health and well-
being (Clark & others, 2010; Raven & others, 2011).
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Selective Breeding 20
Selective breeding is a genetic method in which organisms are chosen 18
for reproduction based on how much of a particular trait they display. 5 Dulls
Mendel developed this technique in his studies of pea plants. A more 3 16
recent example involving behavior is the classic selective breeding study g
conducted by Robert Tryon (1940). He chose to study maze-running =% 14
ability in rats. After he trained a large number of rats to run a complex g
maze, he then mated the rats that were the best at maze running (“maze \% -
bright”) with each other and the ones that were the worst (“maze dull”) g
with each other. He continued this process with 21 generations of rats. E 10 Brights
As Figure 8.2 shows, after several generations, the maze-bright rats sig-  §
nificantly outperformed the maze-dull rats. =
Selective breeding studies demonstrate that genes are an important 2
influence on behavior, but that does not mean experience is unimportant. o

For example, in another study, maze-bright and maze-dull rats were
reared in one of two environments: (1) an impoverished envi-
ronment that consisted of a barren wire-mesh group cage or
(2) an enriched environment that contained tunnels, ramps,
visual displays, and other stimulating objects (Cooper &
Zubeck, 1958). When they reached maturity, only the
maze-dull rats that had been reared in an impoverished
environment made more maze-learning errors than the
maze-bright rats.

It is unethical to conduct selective breeding studies FIGURE 8.2 Results of Tryon’s Selective Breeding Experiment

with human beings. (Eugenics refers to the application of  with Maze-Bright and Maze-Dull Rats These results demonstrate genetic
selective breeding to humans; this practice was notoriously  influences on behavior.

espoused by Adolf Hitler in Nazi Germany.) In humans,
researchers generally examine the influence of genetics on psychological characteristics
by using behavior genetics.

0 2 4 6 8 10 12 14 16 18 20 22
Number of selected generations

Behavior Genetics

Behavior generics is the study of the degree and nature of heredity’s influence on behav-
ior. Behavior genetics is less invasive than molecular genetics and selective breeding.
Using methods such as the mwin study, behavior geneticists examine the extent to which
individuals are shaped by their heredity and their environmental experiences (Plomin &
others, 2009).

In the most common type of twin study, researchers compare the behavioral similar-
ity of identical twins with the behavioral similarity of fraternal twins (Sartor & others,
2009). Identical twins develop from a single fertilized egg that splits into two genetically
identical embryos, each of which becomes a person. Fraternal twins develop from sepa-
rate eggs and separate sperm, and so they are genetically no more similar than non-twin
siblings. They may even be of different sexes.

By comparing groups of identical and fraternal twins, behavior geneticists capitalize
on the fact that identical twins are more similar genetically than are fraternal twins. In
one recent study, 428 identical and fraternal twin pairs in Italy were compared with
respect to their levels of self-esteem, life satisfaction, and optimism for the future
(Caprara & others, 2009). The identical twins were much more similar than the frater-
nal twins on these measures. Furthermore, the researchers found that these various
aspects of the person’s well-being were similarly affected by genes but differently influ-
enced by the environment. That means that there appeared to be a genetic tendency to
have a positive attitude toward different aspects of one’s life. In contrast, the environ-
ment explained how a person might have high self-esteem but lower life satisfaction
(Caprara & others, 2009).

In another type of twin study, researchers evaluate identical twins who were reared
in separate environments. If their behavior is similar, the assumption is that heredity
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The Jim Twins

The Jim twins, Jim Springer (right) and Jim Lewis, were unaware of each
other for 39 years. This pair of twins in the Minnesota Study of Twins
Reared Apart was separated at 4 weeks of age and did not see each other
again until they were 39 years old. As adults, the Jims had uncanny simi-
larities. Both worked as part-time deputy sheriffs, had vacationed in
Florida, had owned Chevrolets, had dogs named Toy, and had married and
divorced women named Betty. Both liked math but not spelling. Both
were good at mechanical drawing. Both put on 10 pounds at about the
same time in life, and both started suffering headaches at 18 years of age.
Such similarities seem to provide very strong evidence of the power of
genes. Do they really? Think critically as you answer these questions.

1. Imagine that you did not see the photo of the two Jims and were sim-
ply asked how similar two men of the same ethnicity, age, and first
name might be. In what ways might such men be similar?

2. How many dogs might be named Toy, how many women might be
named Betty, and how many men own Chevrolets?

3. How common might it be for men in general to like math better than
spelling, to be good at mechanical drawing, and to put on 10 pounds
at some point in life?

4. Is it possible that some of the similarities between Springer and Lewis
are not so surprising after all? Explain.

5. What does this exercise tell you about the power of vivid and unusual
cases in the conclusions we reach?

has played an important role in shaping their behavior. This strategy is the basis for the
Minnesota Study of Twins Reared Apart, directed by Thomas Bouchard and his col-
leagues (1996). The researchers bring identical twins who have been reared apart to
Minneapolis from all over the world to study their behavior. They ask thousands of
questions about their family, childhood, interests, and values. Detailed medical histories
are obtained, including information about diet, smoking, and exercise habits. This
approach has its critics, however, who variously argue that some of the separated twins
in the Minnesota study had been together several months prior to their adoption, that
some had been reunited prior to testing (in certain cases, for a number of years), that
adoption agencies often put identical twins in similar homes, and that even strangers
are likely to have some coincidental similarities (Joseph, 2006).

You have probably heard of instances of twins who were separated at birth and who,
upon being reunited later in life, found themselves strikingly similar to each other. To
think critically about such cases, consider the story of Jim Springer and Jim Lewis in
the Psychological Inquiry.

GENES AND THE ENVIRONMENT

So far, we have focused a lot on genes, and you are surely getting the picture that genes
are a powerful force in an organism. The role of genetics in some characteristics may
seem obvious; for instance, how tall you are depends to a large degree on how tall your
parents are. However, imagine a person growing up in an environment with poor nutri-
tion, inadequate shelter, little or no medical care, and a mother who had received no
prenatal care. This individual may have genes that call for the height of an NBA or a



WNBA center, but without environmental support for this genetic capacity,
he or she may never reach that genetically programmed height. The rela-
tionship between an individual’s genes and the actual person we see before
us is not a perfect one-to-one correspondence. Even for a characteristic such
as height, genes do not fully determine where a person will stand on this
variable. We need to account for the role of nurture, or environmental fac-
tors, in the characteristics we see in the fully grown person.

If the environment matters for an apparently simple characteristic such
as height, imagine the role it might play in a complex psychological char-
acteristic such as being outgoing or intelligent. For such a trait, genes are,
again, not directly reflected in the characteristics of the person. Indeed,
genes cannot tell us exactly what a person will be like. Genes are simply
related to some of the characteristics we see in a person.

To account for this gap between genes and actual observable character-
istics, scientists distinguish between a genotype and a phenotype. A geno-
type is a person’s genetic heritage, the actual genetic material present in
every cell in the individual’s body. A phenotype is the individual’s observ-
able characteristics. The relationship between a genotype and phenotype is
not always obvious. Recall that some genetic characteristics are dominant
and others are recessive. Seeing that a person has brown eyes (his or her
phenotype) tells us nothing about whether the person might also have a
gene for blue eyes (his or her genotype) hiding out as well. The phenotype
is influenced by the genotype but also by environmental factors.

The word phenotype applies to both physical and psychological charac-
teristics. Consider a trait such as extraversion—the tendency to be outgoing
and sociable. Even if we knew the exact genetic recipe for extraversion, we
still could not perfectly predict a person’s level of (phenotypic) extraversion
from his or her genes, because at least some of this trait comes from the
person’s experience. We will revisit the concepts of genotype and phenotype
throughout this book.

Whether a gene is “turned on”—that is, directing cells to assemble
proteins—is a matter of collaboration between hereditary and environ-
mental factors. Genetic expression, a term that refers to gene activity that
affects the body’s cells, is influenced by the genes’” environment (Gottlieb,
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Our height depends significantly on the genes we inherit. However,
even if we have genes that call for the stature of a basketball center,
we may not reach that “genetically programmed” height if we lack
good nutrition, adequate shelter, and medical care.

® genotype An individual’s genetic heritage; his

2007). For example, hormones that circulate in the blood make their way into the or her actual genetic material.
cell, where they can turn genes on and off. This flow of hormones can be affected by
external environmental conditions, such as light level, day length, nutrition, and ~ ® phenotype An individual's observable

behavior. In fact, numerous studies have shown that external events outside the orig-

characteristics.

inal cell and the person, as well as events inside the cell, can excite or inhibit gene
expression (Gottlieb, 2007). One study, for instance, revealed that an increase in the
concentration of stress hormones such as cortisol produced a fivefold increase in DNA
damage (Flint & others, 2007). As we will see next, stress can be a powerful factor

in health and wellness.

SUMMARY

Chromosomes are threadlike structures that occur in 23 pairs, with one chromosomes 95 dominant-recessive genes
member of each pair coming from each parent. Chromosomes contain deoxyribonucleic acid principle 96
the genetic substance deoxyribonucleic acid (DNA). Genes, the units of (DNA) 95 genotype 99

hereditary information, are short segments of chromosomes composed of
DNA. According to the dominant-recessive genes principle, if one gene
of a pair is dominant and one is recessive, the dominant gene overrides
the recessive gene.

genes

95 phenotype 99
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Two important concepts in the study of genetics are the genotype and
phenotype. The genotype is an individual’s actual genetic material. The
phenotype is the observable characteristics of the person.

Three methods of studying heredity’s influence are molecular genet-
ics, selective breeding, and behavior genetics. Two methods used by be-
havior geneticists are twin studies and adoption studies.

Both genes and environment play a role in determining the pheno-
type of an individual. Even for characteristics in which genes play a large
role (such as height and eye color), the environment also is a factor.

APPLY YOUR KNOWLEDGE

1. What is the relationship among chromosomes, genes, and DNA? 1. Search the Internet for information about a happiness gene. How
would you evaluate research on such a gene, given what you have read
so far in this book? What (if anything) would the existence of such a
gene mean for your ability to find happiness in your life?

2. According to the dominant-recessive genes principle, how could two
brown-haired parents have a blonde-haired child?

3. What term refers to our genetic makeup, and what term refers to the
observable physical expression of that genetic makeup? 2. List five questions a behavioral geneticist might ask. Search for an
answer to two of those questions. Report your findings to the class.



Psychology’s Biological

Foundations and Health

and Wellness

In Modules 6-8 we explored the structure and function of various aspects of the
nervous system. The components of the nervous system play an essential role in our
health and wellness.

Stress is the response of individuals to stressors, which are the circumstances and
events that threaten them and tax their coping abilities. Recall that the sympathetic
nervous system jumps into action when we encounter a threat in the environment.
When we experience stress, our body readies itself to handle the assault.

You certainly know what stress feels like. Imagine, for example, that you show up for
class one morning, and it looks as if everyone else knows that there is a test that day.
You hear others talking about how much they have studied, and you nervously ask
yourself: “Test? What test?” You might start to sweat, and your heart might thump fast
and hard in your chest. Sure enough, the instructor shows up with a stack of exams. You
are about to be tested on material you have not even thought about, much less studied.

As we have seen, stress begins with a “fight or flight” response sparked by the sym-
pathetic nervous system. This reaction quickly mobilizes the body’s physiological
resources to prepare us to deal with threats to survival. An unexpected exam is not
literally a threat to your survival, but the human stress response is such that it can occur
in reaction to anything that threatens personally important motives (Sapolsky, 2004).

Acute stress is the stress that occurs in response to an immediate perceived threat.
When the stressful situation ends, so does acute stress. Acute stress is adaptive,
because it allows us to do the things we need to in an emergency. Once the danger
passes, the parasympathetic nervous system can calm us down and focus on body
maintenance. However, we are not in a live-or-die situation most of the time when
we experience stress. Indeed, we can even “stress ourselves out” just by thinking.
Chronic stress—stress that goes on continuously—may lead to persistent autonomic
nervous system arousal (Leonard & Myint, 2009). While the sympathetic nervous
system is working to meet the demands of whatever is stressing us out, the parasym-
pathetic nervous system is not getting a chance to do its job of maintenance and
repair, of digesting food, and of keeping our organs in good working order. Further-
more, in chronic stress, the stress hormones adrenaline and noradrenaline, produced
by the endocrine system, are constantly circulated in the body, eventually causing a
breakdown of the immune system (Sapolsky, 2004). In other words, over time,
chronic autonomic nervous system activity can bring about an immune system col-
lapse (Miller, Chen, & Cole, 2009).

Chronic stress is clearly best avoided. The brain, an organ that is itself powerfully
affected by chronic stress, can be our ally in helping us avoid such continuous stress.
Consider that when we face a challenging situation, we can exploit the brain’s abilities
and interpret the experience in a way that is not so stressful. For example, maybe we
can approach an upcoming audition for a play not so much as a stressor but as an
opportunity to shine. Many cognitive therapists believe that changing the way people
think about their life opportunities and experiences can help them live less stressfully
(Rachman, 2009; Watson, 2009).

In this section, we considered how changing the way we think leads to physical
changes in the brain and its operations. In light of this remarkable capacity, it is rea-
sonable to conclude that we can use our brain’s powers to change how we look at life
experiences—and maybe even to deploy the brain as a defense against undergoing
stress.

® stress The responses of individuals to
environmental stressors.

® stressors Circumstances and events that
threaten individuals and tax their coping abilities
and that cause physiological changes to ready
the body to handle the assault of stress.

Snapshots

“Bridges falling down, killer pumpkin eaters,
blind mice with carving knives . .. | CAN'T TAKE
ITANYMORE!”

© Jason Love. www.CartoonStock.com.
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The biological foundations of psychology are in evidence across the entire nervous
system, including the brain, the intricately working neurotransmitters, the endocrine
system, and our genes. These physical realities of our body work in concert to pro-
duce our behavior, thoughts, and feelings. The activities you perform every day are
all signs of the success of this physical system. Your mastery of the material in this
module is only one reflection of the extraordinary capabilities of this biological

achievement.
Stress is the body’s response to changes in the environment. Stressors stress 101
are the agents of those changes—that is, the circumstances and events e o

that threaten the organism. The body’s stress response is largely a func-
tion of sympathetic nervous system activation that prepares us for ac-
tion in the face of a threat. The stress response involves slowing down
maintenance processes (such as immune function and digestion) in
favor of rapid action.

Acute stress is an adaptive response, but chronic stress can have neg-
ative consequences for our health. Although stress may be inevitable,
our reaction to a stressful event is largely a function of how we think
about it.

1. Explain what stress and stressors are.

2. What part of the nervous system sets off the “fight or flight”
reaction, and how does this reaction affect the body?

3. What is the difference between acute stress and chronic stress?
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Our Senses: Taking in the World

When she goes
horseback riding or ice skating, she is a typical little girl. What sets her apart is that Abigail
was born with severe congenital glaucoma—a condition that left her unable to see. As a baby,
she kept her eyes tightly closed in the presence of light. Fortunately, Abigail's doctors were
motivated to act quickly on her condition, because they knew that Abigail needed to experience

sight as early as possible if she were to be able to see later in life. The baby required surgery,

W }é& ' they said. Abigail’s parents worried because she was so young, but eventually they agreed that
\ “ Abigail should have cornea transplants—at the tender age of 2. After Abigail received artificial

\ > corneas in both eyes, she became a bubbly, outgoing child.
‘ Each year, 40,000 cornea transplants are performed in the United States. These procedures

generally depend on eye banks, to which individuals can arrange to have their sight organs
donated after death. Imagine all those people going through this complex surgery—and, in some

cases, then seeing for the first time. For them, sight is truly a gift, one bestowed not only by

nature but also by science, technology, and the generosity of others.
Vision and our other senses connect us to the world. We see a beloved friend’s face, feel a
comforting hand, and hear our name called. Our ability to sense and perceive the world is what

allows us to reach out into life in the many ways we do every day. ®



How We Sense and Perceive

the World

® sensation The process of receiving stimulus
energies from the external environment and
transforming those energies into neural energy.

® perception The process of organizing and
interpreting sensory information so that it has
meaning.

® bottom-up processing The operation in
sensation and perception in which sensory
receptors register information about the
external environment and send it up to the brain
for interpretation.

® top-down processing The operation in
sensation and perception, launched by cognitive
processing at the brain’s higher levels, that
allows the organism to sense what is happening
and to apply that framework to information from
the world.
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Sensation and perception researchers represent a broad range of specialties, including
ophthalmology, the study of the eye’s structure, function, and diseases; audiology, the
science concerned with hearing; neurology, the scientific study of the nervous system;
and many others. Understanding sensation and perception requires comprehending the
physical properties of the objects of our perception—Ilight, sound, texture, and so on.
The psychological approach to these processes involves understanding the physical struc-
tures and functions of the sense organs, as well as the brain’s conversion of information
from these organs into experience.

THE PROCESSES AND PURPOSES
OF SENSATION AND PERCEPTION

Our world is alive with stimuli—all the objects and events that surround us. Sensa-
tion and perception are the processes through which we detect and understand these
various stimuli. We do not actually experience these stimuli directly; rather, our
senses allow us to get information about aspects of our environment, and we then
take that information and form a perception of the world. Sensation is the process
of receiving stimulus energies from the external environment and transforming those
energies into neural energy. Physical energy such as light, sound, and heat is detected
by specialized receptor cells in the sense organs—eyes, ears, skin, nose, and tongue.
When the receptor cells register a stimulus, the energy is converted to an electro-
chemical impulse or action potential that relays information about the stimulus
through the nervous system to the brain (Xu, Kotak, & Sanes, 2010). When it
reaches the brain, the information travels to the appropriate area of the cerebral
cortex (Swisher & others, 2010).

The brain gives meaning to sensation through perception. Perception is the process
of organizing and interpreting sensory information so that it has meaning. Receptor
cells in our eyes record—that is, sense—a sleek silver object in the sky, but they do not
“se¢” a jet plane. Recognizing that silver object as a plane is perception.

Bottom-Up and Top-Down Processing

Psychologists distinguish between bottom-up and top-down processing in sensation and
perception. In bottom-up processing, sensory receptors register information about the
external environment and send it up to the brain for interpretation. Bottom-up process-
ing means taking in information and trying to make sense of it (Willenbockel & others,
2010). An illustration is the way you experience a song the first time you hear it: You
listen carefully to get a “feel” for it. In contrast, top-down processing starts with cog-
nitive processing in the brain; in top-down processing we begin with some sense of
what is happening (the product of our experiences) and apply that framework to incom-
ing information from the world (de Lange, Jensen, & Dechaene, 2010; Harel & others,
2010). You can experience top-down processing by “listening” to your favorite song in
your head. As you “hear” the song in your mind’s ear, you are engaged in a perceptual
experience produced by top-down processing.

Bottom-up and top-down processing work together in sensation and perception to
allow us to function accurately and efficiently (Hegarty, Canham, & Fabrikant, 2010).



For example, by themselves our ears provide only incoming information about sound
in the environment. Only when we consider both what the ears hear (bottom-up pro-
cessing) and what the brain interprets (top-down processing) can we fully understand
sound perception. In fact, in everyday life, the two processes of sensation and perception
are essentially inseparable. For this reason, most psychologists refer to sensation and
perception as a unified information-processing system (Goldstein, 2010).

Have you ever begged a friend to listen to your favorite song, only to be disappointed
when he or she reacted to it with a shrug? If so, you might note that although all four
ears register the same information, perception is a very subjective interpretation of that
information. For further perspective on the difference between sensation and perception,
check out the Psychological Inquiry feature.

The Purposes of Sensation and Perception

Why do we perceive the world? From an evolutionary perspective, the purpose
of sensation and perception is adaptation that improves a species’ chances for
survival (Brooker, 2010; Raven & others, 2011). An organism must be able
to sense and respond quickly and accurately to events in the immediate environment,
such as the approach of a predator, the presence of prey, or the appearance of a |
potential mate. Not surprisingly, therefore, most animals—from goldfish to gorillas
to humans—have eyes and ears, as well as sensitivities to touch and chemicals (smell
and taste). Furthermore, a close comparison of sensory systems in animals reveals
that each species is exquisitely adapted to the habitat in which it evolved
(Molles, 2010). Animals that are primarily predators generally have their
eyes at the front of their face so that they can perceive their prey accurately.
In contrast, animals that are more likely to be someone else’s lunch have
their eyes on the sides of their head, giving them a wide view of their sur-
roundings at all times.

Through sensation we take in information from the world;
through perception we identify meaningful patterns in that
information. Thus, sensation and perception work hand in hand
when we enjoy a hug and the sweet fragrance of a flower.

Old Woman or Young Woman?
Study the illustration and analyze your perceptions by answering these questions.

1. What do you see? If you see an old woman, can you see a young woman as well? (Hint:
The old woman’s nose is the young woman'’s jawline.) If you see a young woman, can
you see an old woman as well? (Hint: The young woman’s chin is the tip of the old
woman’s nose.)

2. How many pictures do you sense visually in the illustration? Notice that for each of two
possible perceptions, just one image is sensed.

3. What do you think determined your first response to this picture? Explain.
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Most predatory animals have eyes at the front of
their face; most animals that are prey have eyes on
the sides of their head. Through these adaptations,
predators perceive their prey accurately, and prey

Perception

SENSORY RECEPTORS AND THE BRAIN

All sensation begins with sensory receptors, specialized cells that detect stimulus infor-
mation and transmit it to sensory (afferent) nerves and the brain (Ye & others, 2010).
Recall from Module 6 that afferent nerves bring information to the brain from the
world. Sensory receptors are the openings through which the brain and nervous system
experience the world. Figure 9.1 shows the human sensory receptors for vision, hearing,
touch, smell, and taste.

Figure 9.2 depicts the flow of information from the environment to the brain. Sen-
sory receptors take in information from the environment, creating local electrical cur-
rents. The receptors trigger action potentials in sensory neurons, which carry that
information to the central nervous system. Because sensory neurons (like all neurons)
follow the all-or-nothing principle, described in Module 6, the intensity of the stimulus,
such as that of a dim versus a bright light, cannot be communicated to the brain by
changing the strength of the action potential. Instead, the receptor varies the frequency
of action potentials sent to the brain. So, if a stimulus is very intense, like the bright
sun on a hot day, the neuron will fire more frequently to let the brain know that the
light is, indeed, very, very bright.

Other than frequency, the action potentials of all sensory nerves are alike. This same-
ness raises an intriguing question: How can an animal distinguish among sight, sound,
odor, taste, and touch? The answer is that sensory receptors are selective and have dif-
ferent neural pathways. They are specialized to absorb a particular type of energy—light
energy, sound vibrations, or chemical energy, for example—and convert it into an action
potential.

Sensation involves detecting and transmitting information about different kinds of
energy. The sense organs and sensory receptors fall into several main classes based on

the type of energy that is detected, including

Photoreception: detection of light, perceived as sight

Mechanoreception: detection of pressure, vibration, and movement, perceived as
touch, hearing, and equilibrium

Chemoreception: detection of chemical stimuli, perceived as smell and taste

Each of these processes belongs to a particular class of receptors and brain processes.
There are rare cases, however, in which the senses can become confused. The term

- i ’ Vision Hearing Touch Smell Taste

gain a measure of safety from their panoramic
view of their environment.

Sensory ;

Receptor

Cells

IR
M
Photoreception:  Mechano- Mechano- Chemoreception: Chemoreception:
Tvoe of detection of reception: reception: detection of detection of
Eyp light, perceived detection of detection of chemical stimuli, chemical stimuli,
nergy as sight vibration, pressure, perceived as perceived as
Reception perceived as perceived as smell taste
hearing touch
FIGURE 9.1 Human Senses:
. . «
Organs, Energy Stimuli, and s -
ense 58

Sensory Receptors The receptor Organ .Q
cells for each sense are specialized to
receive particular types of energy Tongue
stimuli. P e
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synaesthesia describes an experience in which one sense (say, sight) induces an experience Sensation and Perception
in another sense (say, hearing) (Eagleman, 2010; Ward & others, 2010). For example,
a person might “see” music or “taste” a color. One woman was able to taste sounds,
so that a piece of music, to her, tasted like tuna fish (Beeli, Esslen, & Jancke,
2005). Neuroscientists are exploring the neurological bases of synaesthesia, espe-
cially in the connections among the various sensory regions of the cerebral
cortex (Makioka, 2009).

Phantom limb pain is another example of confused senses. As many as

Vision

Taste
Smell
Hearing

Balance

T : Sensor
95 percent of individuals who have lost an arm or a leg report alarming Neuror): Touch
and puzzling pain in the amputated limb. Although the limb that con- /
tains the sensory receptors is gone, the areas of the brain and nervous N

system that received information from those receptors are still there, caus- U
ing confusion (Desmond & MacLachlan, 2010; Probstner & others, At
2010). Amputee veterans of combat in Iraq and Afghanistan have found | potential
some relief in an unexpected place: looking in a mirror. In this treatment,
individuals place a mirror in front of their existing limb and move
the limb around while watching the mirror. So, if a person’s left

Cell membrane

leg has been amputated, the mirror is placed so that the right leg 7\ £
is seen moving in the mirror where the left leg would be if it had | Receptor
not been amputated. This procedure seems to trick the brain into || protein

perceiving the missing limb as still there, allowing it to make sense W

of incoming sensation (Flor & Diers, 2009). The success of this  Sensory Receptor
mirror therapy demonstrates how our senses cooperate to produce Cell
experience—how the bottom-up processes (the incoming messages

from the missing limb) and the top-down processes (the brain’s efforts

to make sense of these messages) work together. &

In the brain, nearly all sensory signals go through the thalamus, " .
the brain’s relay station, described in Module 7. From the thal- ’ ., Chemical
amus, the signals go to the sensory areas of the cerebral cor- ;{\ \ e

tex, where they are modified and spread throughout a vast
network of neurons.
Recall from Module 7 that certain areas of the cerebral

e

cortex are specialized to handle different sensory functions.  pechanical Light

Visual information is processed mainly in the occipital lobes;

hearing in the temporal lobes; and pain, touch, and temperature Energy Stimulus

in the parietal lobes. Keep in mind, however, that the interactions and FIGURE 9.2 Information Flow in
pathways of sensory information are complex, and the brain often must coordinate  gqpcas The diagram shows a general flow of
extensive information and interpret it (van Atteveldt & others, 2010). sensory information from energy stimulus to

sensory receptor cell to sensory neuron to
sensation and perception.

THRESHOLDS

Any sensory system must be able to detect varying degrees of energy in the form of  ® sensory receptors Specialized cells that
light, sound, chemical, or mechanical stimulation. How much of a stimulus is necessary ~ detect stimulus information and transmit it to
for you to see, hear, taste, smell, or feel something? What is the lowest possible amount ~ sensory (afferent) nerves and the brain.

of stimulation that will still be detected?

Absolute Threshold

One way to think about the lowest limits of perception is to assume that there is an

absolute threshold, or minimum amount of stimulus energy that a person can detect. ® absolute threshold The minimum amount of
When the energy of a stimulus falls below this absolute threshold, we cannot detect its stimulus energy that a person can detect.
presence; when the energy of the stimulus rises above the absolute threshold, we can

detect the stimulus (Markessis & others, 2009). As an example, find a clock that ticks;

put it on a table and walk far enough away that you no longer hear it. Then gradually

move toward the clock. At some point, you will begin to hear it ticking. Hold your

position and notice that occasionally the ticking fades, and you may have to move
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FIGURE 9.3 Measuring Absolute

Threshold Absolute threshold is the
minimum amount of energy we can detect. To
measure absolute threshold, psychologists have
arbitrarily decided to use the criterion of
detecting the stimulus 50 percent of the time.
In this graph, the person’s absolute threshold
for detecting the ticking clock is at a distance
of 20 feet.

® noise Irrelevant and competing stimuli—not
only sounds but also any distracting stimuli for
our senses.

© difference threshold The degree of difference
that must exist between two stimuli before the
difference is detected.

©® Weber’s law The principle that two stimuli
must differ by a constant minimum percentage
(rather than a constant amount) to be perceived
as different.
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Sensation and Perception

forward to reach the threshold; at other times, it may become loud, and you can
move backward.

In this experiment, if you measure your absolute threshold several times,
you likely will record several different distances for detecting the stimulus.
For example, the first time you try it, you might hear the ticking at

25 feet from the clock. However, you probably will not hear it every
time at 25 feet. Maybe you hear it only 38 percent of the time at this
distance, but you hear it 50 percent of the time at 20 feet away and
65 percent of the time at 15 feet. Figure 9.3 shows one person’s mea-
sured absolute threshold for detecting a clock’s ticking sound. Psycholo-
gists have arbitrarily decided that absolute threshold is the point at which
the individual detects the stimulus 50 percent of the time—in this case,
20 feet away. Using the same clock, another person might have a mea-
sured absolute threshold of 26 feet, and yet another, 18 feet.
People have different thresholds. Some have better hearing than others, and some
have better vision. Figure 9.4 lists the approximate absolute thresholds of five senses.
Under ideal circumstances, our senses have very low absolute thresholds, so we can
be remarkably good at detecting small amounts of stimulus energy. You might be sur-
prised to learn that the human eye can see a candle flame at 30 miles on a dark, clear
night. However, our environment seldom gives us ideal conditions with which to detect
stimuli. If the night were cloudy, for example, you would have to be closer to see the
candle flame. In addition, other lights on the horizon—car or house lights—would
hinder your ability to detect the candle’s flicker. Noise is the term given to irrelevant
and competing stimuli—not just sounds but any distracting stimuli for our senses
(Ikeda, Sekiguchi, & Hayashi, 2010; Otto, Bach, & Kommerell, 2010).

Difference Threshold

Psychologists also investigate the degree of difference that must exist between two stim-
uli before the difference is detected. This is the difference threshold, or just noticeable
difference. An artist might detect the difference between two similar shades of color. A
fashion designer might notice a difference in the texture of two fabrics. How different
must the colors and textures be for someone to say, “These are different” Like the
absolute threshold, the difference threshold is the smallest difference in stimulation
required to discriminate one stimulus from another 50 percent of the time.

Difference thresholds increase as a stimulus becomes stronger. That means that at
very low levels of stimulation, small changes can be detected, but at very high levels,
small changes are less noticeable. When music is playing softly, you may notice when
your roommate increases the volume by even a small amount. If, however, he or she
turns the volume up an equal amount when the music is playing very loudly, you may
not notice. Weber’s law (discovered by E. H. Weber more than 150 years ago) is the
principle that two stimuli must differ by a constant proportion to be perceived as different.

0000000000000 0000000000000000000000000000oe Vision Acand|eﬂameat30 milesonadark, clearnight

Hearing A ticking clock at 20 feet under quiet conditions
Smell One drop of perfume diffused throughout three rooms

eeeececccccccs Taste A teaspoon of sugarin 2 gallons of water

Touch The wing of a fly falling on your neck from a distance of 1 centimeter

FIGURE 9.4 Approximate Absolute Thresholds for Five Senses These thresholds show the amazing power of our senses to detect even

very slight variations in the environment.
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Subliminal Perception: Working Up a Thirst

This graph is adapted from the results of the study by Erin Strahan, Steven
Spencer, and Mark Zanna (2002) described in the text. The dependent variable is
represented on the vertical, or Y, axis. The columns represent the results of the
study for each of the two groups—those who were exposed to “thirst words,”
and those who saw “non-thirst words.” Answer the following questions.

1. What was the independent variable in this study? Explain.

2. Which group would be considered the experimental group? Which is the
control group?

\ 3. Why were the participants randomly assigned to conditions?

For example, we add 1 candle to 20 candles and notice a difference in the brightness
of the candles; we add 1 candle to 120 candles and do not notice a difference, but we
would notice the difference if we added 6 candles to 120 candles. Weber’s law generally
holds true (Gao & Vasconcelos, 2009; Jimenez-Sanchez & others, 2009).

Subliminal Perception

Can sensations that occur below our absolute threshold affect us without our being aware
of them? Subliminal perception refers to the detection of information below the level of ~ ® subliminal perception The detection of
conscious awareness. In 1957, James Vicary, an advertising executive, announced that he information below the level of conscious

was able to increase popcorn and soft drink sales by secretly flashing the words “EAT

awareness.

POPCORN” and “DRINK COKE” on a movie screen in a local theater (Weir, 1984).
Vicary’s claims were a hoax, but people have continued to wonder whether behavior can
be influenced by stimuli that are presented so quickly that we cannot perceive them. Stud-
ies have shown that the brain responds to information that is presented below the conscious
threshold, and such information can influence behavior (Dupoux, de Gardelle, & Kouider,
2008; Radel, Sarrazin, & Pelletier, 2009; Tsushima, Sasaki, & Watanabe, 2006).

In one study researchers randomly assigned participants to come to the study having
not had anything to drink for at least three hours prior (Strahan, Spencer, & Zanna,
2002). The participants were shown either words related to being thirsty (such as dry and
thirst) or other words of the same length not related to thirst (such as won and pirate)
flashed on a computer screen for 16 milliseconds while they performed an unrelated task.
None of the participants reported actually seeing the flashed words. After this subliminal
exposure to thirst or non-thirst words, participants were allowed to drink a beverage.
When given a chance to drink afterward, those who had seen thirst-related words drank
more. The Psychological Inquiry feature explores the results of the study.

The notion that stimuli we do not consciously perceive can influence our behavior
challenges the usefulness of the idea of thresholds (Rouder & Morey, 2009). If stimuli
that fall below the threshold can have an impact on us, you may be wondering, what
do thresholds really tell us?
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@ signal detection theory A theory of
perception that focuses on decision making
about stimuli in the presence of uncertainty.

Observer’'s Response

Further, you might have noticed that the definition of absolute threshold is not very
absolute. It refers to the intensity of stimulation detected 50 percent of the time. How
can something absolute change from one trial to the next? If, for example, you tried
the ticking clock experiment described earlier, you might have found yourself making
judgment calls. Sometimes you felt very sure you could hear the clock, but other times
you were uncertain and probably took a guess. Sometimes you guessed right, and other
times you were mistaken. Now, imagine that someone offered to pay you $50 for every
correct answer you gave—would that incentive change your judgments? Alternatively,
what if you were charged $50 for every time you said you heard the clock and it was
not ticking? In fact, perception is often about making such judgment calls.

An alternative approach to the question of whether a stimulus is detected acknowl-
edges that saying (or not saying) “Yes, I hear that ticking” is actually a decision. This
approach is called signal detection theory.

SIGNAL DETECTION THEORY

Signal detection theory focuses on decision making about stimuli under conditions of
uncertainty. In signal detection theory, detection of sensory stimuli depends on a variety
of factors besides the physical intensity of the stimulus and the sensory abilities of the
observer (Benjamin, Diaz, & Wee, 2009; Fleming, 2009; Higham, Perfect, & Bruno,
2009). These factors include individual and contextual variations, such as fatigue, expec-
tations, and the urgency of the moment.

To grasp how signal detection theory works, consider this scenario. Your cousin is
getting married in a week, and you are looking for a date for the wedding. While study-
ing at the library, you see a potential candidate, someone with whom you have exchanged
glances before. Now you face a decision: Should you proceed to ask this person out? Is
the signal (that is, a good date for the wedding) present? You scan your library acquain-
tance for indications of availability (no wedding or engagement ring) and interest (didnt
he or she smile at you as you passed by ecarlier?). You consider other information as
well: Do you find the person attractive? Does he or she seem friendly? Based on these
factors, you decide that (1) yes, you will ask the person to the wedding (because you
have determined that the signal is present) or (2) no, you will keep looking (the signal
is not present). These decisions might be correct or incorrect, leading to four possible
outcomes (Figure 9.5):

Hit: You ask, and he or she says yes.

Miss: He or she would have said yes, but you do not ask.

False alarm: You think the individual seemed interested, but your offer is politely
declined—ouch.

Correct rejection: You do not ask the person out, and he or she would have said
no—whew.

Decision making in signal detection theory has two main components: information
acquisition and criterion. In terms of information acquisition, the question applicable to
our example is, what information is the person who is your potential
wedding date communicating? Is the person available? Attractive?

"Yes, | see
the signal”
Signal Present Hit (correct)
. False alarm
Signal Absent (mistake)

FIGURE 9.5 Four Outcomes in Signal Detection Signal

And so on. The criterion component of signal detection theory is the
basis for making a judgment from the available information. The
criterion is the decision maker’s assessment of the stakes involved in

“No, | don’t see
the signal”

Miss (mistake) each possible outcome. Is a miss (not asking out someone who
would have said yes) or a false alarm (getting turned down) a worse
outcome? Is getting a “hit” worth surviving some false alarms? So,
in addition to relying on the characteristics of your potential wed-
ding date, you might also be feeling desperate, because your family

Correct rejection
(correct)

detection research helps to explain when and how perceptual is always giving you a hard time about never having a date. Maybe

judgments are correct or mistaken.

getting a lot of rejections (false alarms) is not as bad as missing an
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opportunity to keep them quiet. Alternatively, you may feel that rejections are just too
upsetting and prefer to experience “misses” even if it means going stag to your cousin’s
wedding.

Let’s return now to the domain of sensation and perception. Can you see how signal
detection theory might provide a way to examine the processes that underlie our judg-
ments about whether we perceive a stimulus or not? By presenting stimuli of varying
intensities, as well as trials when no stimulus is presented at all, and by asking a research
participant to report on his or her detection of the sound or sight of interest, a researcher
can use signal detection theory to understand the results. Importantly, signal detection
theory allows us to consider the mistakes a perceiver might make—and the reasons
behind those errors.

PERCEIVING SENSORY STIMULI

As we just saw, perception of stimuli is influenced by more than the characteristics of
the environmental stimuli themselves. Two important factors in perceiving sensory
stimuli are attention and perceptual set.

Attention

Attention is the process of focusing awareness on a narrowed aspect of the environment.
The world holds a lot of information to perceive. At this moment you are perceiving
the letters and words that make up this sentence. Now gaze around you and fix your
eyes on something other than this book. Afterward, curl up the toes on your right foot.
In each of these activities, you engaged in selective attention, which involves focusing
on a specific aspect of experience while ignoring others (Klumpp & Amir, 2009). A
familiar example of selective attention is the ability to concentrate on one voice among
many in a crowded airline terminal or noisy restaurant. Psychologists call this common
occurrence the cocktail party effect (Kuyper, 1972).

Highly practiced and familiar stimuli, such as your own name and hometown, often
are perceived so automatically that it is almost impossible to ignore them. The Szroop
¢ffect, named for John Ridley Stroop (1935), who first showed the effect, refers to the
way that automatically reading a color name can make it difficult to name the color in
which the word is printed (Hodgson & others, 2009; Zurron & others, 2009). To
experience the Stroop effect, see Figure 9.6. Most of the time, the highly practiced and
almost automatic perception of word meaning makes reading easier. However, this

® attention The process of focusing awareness
on a narrowed aspect of the environment.

© selective attention The process of focusing
on a specific aspect of experience while ignoring
others.

GREEN
RED

\ J \

As fast as you can, name each color of ink used to print Now, as fast as you can, name the color of ink used to print each
each of the rectangles below. word shown below, ignoring what each word says.

BLUE

YELLOW RED YELLOW
YELLOW  GREEN

BLUE

FIGURE 9.6 The Stroop Effect Before reading further, read the instructions above and complete the tasks. You probably had little or no
difficulty naming the colors of the rectangles in the set on the left. However, you likely stumbled more when you were asked to name the color of ink

used to print each word in the set on the right. This automaticity in perception is the Stroop effect.
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automaticity makes it hard to ignore the meaning of the words for colors (such as b/ue)
when they are printed in a different color (such as orange). Thus, the Stroop effect
represents a failure of selective attention.

Attention not only is selective but also is shiftable. For example, you might be paying
close attention to your instructor’s lecture, but if the person next to you starts texting,
you might look to see what is going on over there. The fact that we can attend selectively
to one stimulus and shift readily to another indicates that we must be monitoring many
things at once.

Certain features of stimuli draw attention to them. Nove! stimuli (those that are new,
different, or unusual) often attract our attention. Size, color, and movement also influence
our attention; we are more likely to attend to objects that are large, vividly colored, or
moving than objects that are small, dull-colored, or stationary. In addition, emotional
stimuli can influence attention and therefore perception (Stewart & others, 2010).

In the case of emotional stimuli, here is how the process works. An emotionally
laden stimulus, such as the word rorture, captures our attention. As a result, we are
often quicker and more accurate at identifying an emotional stimulus than a neutral
stimulus. This advantage for emotional stimuli may come at a cost to other stimuli
we experience. The term emotion-induced blindness refers to the fact that when we
encounter an emotionally charged stimulus, we often fail to recognize a stimulus that
is presented immediately after it (Arnell, Killman, & Fijavz, 2007; Bocanegra &
Zeelenberg, 2009). Imagine, for example, that you are driving along a highway, and
an ambulance, with sirens screaming and lights flashing, whizzes by. You might not
notice the other cars around you or a road sign because you are preoccupied by the
ambulance.

Sometimes, especially if our attention is otherwise occupied, we miss even very inter-
esting stimuli. [nattentional blindness refers to the failure to detect unexpected events
when our attention is engaged by a task (Chabris & Simons, 2010). For instance, when
we are focusing intently on a task, such as finding a seat in a packed movie theater, we
might not detect an unexpected stimulus such as a friend waving to us in the crowd.

Research conducted by Daniel Simons and Christopher Chabris (1999) provides a
striking example of inattentional blindness. The researchers asked participants to watch
a video of two teams playing basketball. The participants were instructed to closely
count the number of passes thrown by each team. During the video, a small woman
dressed in a gorilla suit walked through the action and was clearly visible for 5 seconds.
Surprisingly, over half of the participants (who were apparently deeply engaged in the
counting task) never noticed the “gorilla.” When they later saw the video without hav-
ing to count passes, many of the participants could not believe they had missed a
gorilla in their midst (Chabris & Simons, 2010). Inattentional blindness is more likely
to occur when a task is difficult (Macdonald & Lavie, 2008) and when the distracting
stimulus is very different from stimuli that are relevant to the task at hand (White &
Aimola Davies, 2008).

Emotion-induced blindness and inattentional blindness have important implications
for driving safety. Engaging in a task such as talking on a cell phone or sending text
messages can so occupy attention that little is left over for the important task of pilot-
ing a motor vehicle. Recent research revealed that individuals who text message while
they drive face 23 times the risk of a crash or near-crash compared to non-distracted
drivers (Blanco & others, 2009; Hanowski & others, 2009). In this research, cameras
continuously observed drivers for more than 6 million miles of driving. Texting drew
the drivers’ eyes away from the road long enough for the vehicle to travel the length of
a football field at 55 miles an hour.

Perceptual Set

Place your hand over the playing cards on the right in the illustration on the next page
and look at the playing cards on the left. As quickly as you can, count how many aces
of spades you see. Then place your hand over the cards on the left and count the num-
ber of aces of spades among the cards on the right.
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Most people report that they see two or three aces of spades in the set of cards on
the left. However, if you look closely, you will see that there are five. Two of the aces
of spades are black and three are red. When people look at the set of cards on the right,
they are more likely to count five aces of spades. Why do we perceive the two sets of
cards differently? We expect the ace of spades to be black because it is always black in
a regular deck of cards. We do not expect red spades, so we skip right over the red ones:
Expectations influence perceptions.

Psychologists refer to a predisposition or readiness to perceive something in a par-
ticular way as a perceptual set. Perceptual sets, which reflect top-down influences on
perception, act as “psychological” filters in processing information about the environ-
ment (Fei-Fei & others, 2007). Interestingly, young children are more accurate than
adults at the task involving the ace of spades. The reason is that they have not built up
the perceptual set that the ace of spades is black. To read further about how perceptual
sets can influence perceptions and subsequent actions, see the Intersection.

SENSORY ADAPTATION

Turning out the lights in your bedroom at night, you stumble across the room to your
bed, blind to the objects around you. Gradually the objects reappear and become
clearer. The ability of the visual system to adjust to a darkened room is an example of
sensory adaptation—a change in the responsiveness of the sensory system based on
the average level of surrounding stimulation (Elliott & others, 2009; Preston, Kourtzi,
& Welchman, 2009).

You experience sensory adaptation often in your life. For example, you adjust to the
water in an initially “freezing” swimming pool. You turn on your windshield wipers
while driving in the rain, and shortly you are unaware of their rhythmic sweeping back
and forth. You enter a room and are at first bothered by the air conditioner’s hum, but
after a while you get used to it. All of these experiences represent sensory adaptation.
In the example of adapting to the dark, when you turn out the lights, everything at
first is black. Conversely, when you step out into the bright sunshine after spending
time in a dark basement, light floods your eyes and everything appears light. These
momentary blips in sensation arise because adaptation takes time.

EXTRASENSORY PERCEPTION

Our examination of the relationship between sensation and perception may leave
you wondering if there is such a thing as ESP. ESP—extrasensory perception—means
that a person can read another person’s mind or perceive future events in the absence

©® perceptual set A predisposition or readiness
to perceive something in a particular way.

® sensory adaptation A change in the
responsiveness of the sensory system based on
the average level of surrounding stimulation.



Perception and Social Psychology: Was That a Gun or Car Keys?

Consider the following cases:

William J. Whitfield, 22, shot to
death in a supermarket in 1997
while holding his car keys.
Amadou Diallo, 23, killed in a
flurry of gunfire outside his
apartment building in 1999 while
reaching for his wallet.

Julian Alexander, a 20-year-old
newlywed, killed in front of his
home in 2008 while holding a
wooden stick he was using to fix
curtains.

Bernard Moore, a 73-year-old
grandfather shot to death on the
front porch of his home as he held
an energy drink bottle.

In all of these instances, the victims
were Black men, shot by police officers
who mistook the harmless object they
were holding for a weapon. In those
cases in which investigations have
been completed, the police officers
were cleared of wrongdoing. Juries
and judges concluded that they had
made terrible but honest mistakes.
These and similar cases have incited critical public interest. What
role did race play in these “honest” perceptual mistakes?

Social psychologist Keith Payne examined how race affects
the tendency to misperceive harmless objects as handguns
(Payne, 2001, 2010; Stokes & Payne, 2010). Participants were told
that they would see two pictures on a computer screen. Their job
was to decide, very quickly, whether the second picture was a
gun or a tool. The first picture—always a picture of an African
American man or a White man—cued the participants that the
judgment was coming. Participants were more likely to misper-
ceive tools as guns when the tools were shown after a picture of
an African American man.

In another study, 48 police officers, Whites and African
Americans, played a video game in which they had to decide
whether to shoot or not shoot the suspects in the game (Plant &

Peruche, 2005). The suspects were
African American or White and were
holding guns or other objects. The
researchers were interested in
whether practice with the game—in
which African American and White
suspects were randomly determined
to be holding a gun or another
object—would help the officers
become less biased in their percep-
tions. Would experience with the fact
that there was no systematic relation
between ethnicity and whether a
person was likely to be armed reduce
the tendency to perceive harmless
objects as guns? In the early trials
the police officers, regardless of their
own race, were more likely to mistak-
enly shoot an unarmed suspect when
he was African American. By the ex-
periment’s end, however, this ten-
dency had faded, and the officers
treated African American and White
suspects with equal levels of
restraint.

In the real-world cases men-
tioned above, the police officers’
mistakes may have been honest, but they were not inevitable.
Such cases highlight the
crucial role of cultural be-
liefs and the social world
in the process of percep-
tion. Individuals in a soci-
ety that does not view
ethnic minority individu-
als as dangerous or as
likely to be criminals
might be less inclined to
misperceive car keys, a
wallet, or a bottle as a
weapon—and might avoid
these tragedies.

What do tragedies
such as the shooting
cases described in
this Intersection
suggest about the
impact of race in
U.S. society?

of concrete sensory input. More than half of adults in the United States believe in
ESP (Moore, 2005), and many researchers have studied it (parapsychology is the term
for the scientific study of ESP). As an example of ESP, you might recall stories
about someone’s “just knowing” that a friend was in trouble and later finding out
that at the moment of “knowing,” the friend was in a car accident. Such an experi-
ence can be fascinating, spooky, and even thrilling, but does it reflecc ESP—or
simply coincidence?

There are many reasons to question the existence of ESP. Think about ESP in the
ways we have considered sensation and perception so far. What sort of energy transmits
psychic messages? What are the sensory receptors for psychic energy? Remember that
scientists evaluate evidence critically, rely on research to draw conclusions, and expect
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that if a conclusion is valid, it will be reproducible. From a scientific perspective,
despite some 75 years of research, no evidence supports the existence of ESP
(French & others, 2008; Wiseman & Watt, 20006).

Recently, Samuel Moulton and Stephen Kosslyn (2008) conducted a fas-
cinating study to test for evidence of ESP. The researchers went directly to
the source: the brain. Using fMRI, described in Module 7, they scanned the
brains of individuals when they were shown (1) pictures that had been previ-
ously “sent” to them, mentally, by a partner, and (2) pictures that had not been
thus sent. Moulton and Kosslyn (2008) designed the study to enhance the chances
that if ESP exists, they would find it. They selected participant pairs who were related
to each other biologically or emotionally (twins, sisters, mothers and sons, close
friends, and romantic couples). The stimuli were emotionally evocative pictures (for
example, a picture of a couple kissing). One member of each pair was given the
role of “sender,” and the other got the role of “receiver.” The sender sat in a room
alone, and the receiver was placed in the brain scanner. At the beginning of the
study, senders were told to try their best to “send” the images they saw, mentally,
to their partner in the next room. Then the receivers’ brains were scanned as the
receivers were shown two images (the one that had been sent via ESP and a [ % 2
control image). The receivers also tried to guess which of the two images was the
one that the partner had “sent” to them. To enhance motivation, receivers received \
a dollar for every correct response. The results? First, receivers were no more likely
than chance to guess correctly which images had been sent. Second, their brains
did not differ when they were exposed to ESP stimuli versus other stimuli—a
ﬁndiﬂg that PfOVidCd no evidence of ESP. © Betsy Streeter. www.CartoonStock.com.

In the absence of empirical data for the existence of ESP, why does it remain
so fascinating? One possibility is that because human beings are not very good at
dealing with random experiences, we sometimes make up interesting stories to account
for these unusual events. However, fun stories do not necessarily reflect reality. Think-
ing critically about apparent experiences of ESP reveals the ways in which such per-
ceptions are biased. Perhaps you have had an experience that seems to demonstrate
ESP, such as thinking about a good friend and then having that person call you on
the phone at that very moment. As a critical thinker, you might ask yourself, how
many times have I had similar thoughts without my friend’s actually calling me? You
might note that you would probably not even remember having those thoughts before
the phone rang except for the phone call that followed them. We will discuss a num-
ber of biases in human information processing in Module 28 that may help to explain
the persistence of beliefs in ESP and other paranormal phenomena.

Yovu're *Hn'mkif\g,
# Twis s really stupid -
Peoele can't read minds.”

How'd she
know t\hat?

SUMMARY

Sensation is the process of receiving stimulus energies from the environ- sensation 106 Weber’s law 110
ment. Perception is the process of organizing and interpreting sensory in- perception 106 subliminal perception 111
formation to give it meaning. Percelv'mg the ?vorlc! involves both bottom-up bottom-up processing 106 signal detection theory 112
and top-down processing. All sensation begins with sensory receptors, spe- . .

1 . . . top-down processing 106 attention 113
cialized cells that detect and transmit information about a stimulus to ] i
sensory neurons and the brain. Sensory receptors are selective and have sensory receptors 109 selective attention 113
different neural pathways. absolute threshold 109 perceptual set 115

Psychologists have explored the limits of our abilities to detect noise 110 sensory adaptation 115

stimuli. Absolute threshold refers to the minimum amount of energy difference threshold 110

that people can detect. The difference threshold, or just noticeable
difference, is the smallest difference in stimulation required to dis-
criminate one stimulus from another 50 percent of the time. Signal
detection theory focuses on decision making about stimuli in the
presence of uncertainty. In this theory, detection of sensory stimuli
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depends on many factors other than the physical properties of the
stimuli, and differences in these other factors may lead different peo-
ple to make different decisions about identical stimuli.

Perception is influenced by attention, beliefs, and expectations. Sen-
sory adaptation is a change in the responsiveness of the sensory system
based on the average level of surrounding stimulation, essentially the
ways that our senses start to ignore a particular stimulus once it is around
long enough.

1. Whart are sensation and perception? How are they linked?
2. Compare and contrast top-down and bottom-up processing.

3. What is meant by the terms absolute threshold and difference
threshold? What is subliminal perception?

APPLY YOUR KNOWLEDGE

1. Find a partner and test your absolute threshold for sugar. Have your

partner set up the following sugar-and-water mixtures. Mix 2 tea-
spoons of sugar in 4 cups of water. Label this solution (“solution X,”
for example). Take 2 cups of solution X, add 2 cups of water, and give
this solution a second label (“solution D,” for example). Then take
2 cups of solution D, add 2 cups of water, and give this a third label
(“solution Q”). Continue taking 2 cups from each successive solution
until you have a total of eight solutions, making sure to keep track of
which solution is which. When you are done, the concentration of
the solutions should be equivalent to 1 teaspoon in each of the follow-
ing amounts of water: 1 pint (2 cups), 1 quart, 1 half-gallon, 1 gallon,
2 gallons, 4 gallons, and 8 gallons. Your partner should place a sample
of one of the solutions in a cup and a sample of plain water in another,
identical cup. You should taste the solution in each cup and decide
which one is the sugar solution. Do this with all of the solutions until
you can decide what your absolute threshold is according to the text’s
definition. Do you think your absolute threshold would vary depend-
ing on what you had recently eaten? Why or why not?

. Make an argument against the use of cell phones while driving

that illustrates the principles of attention, selective attention, and
multitasking.



The Visual System

When Michael May of Davis, California, was 3 years old, an accident left him visually
impaired, with only the ability to perceive the difference between night and day. He went
on to live a rich, full life, marrying and having children, founding a successful company,
and becoming an expert skier. Twenty-five years passed before doctors transplanted stem
cells into May’s right eye, a procedure that gave him partial sight (Kurson, 2007). May can
now see; his right eye is functional and allows him to detect color and negotiate the world
without the use of a cane or reliance on his seeing-eye dog. His visual experience remains
unusual, however, in that he sees the world as if it is an abstract painting. He can catch a
ball thrown to him by his sons, but he cannot recognize his wife’s face. Importantly, his
brain has to work at interpreting the new information that his right eye is providing.

May’s experience highlights the intimate connection between the brain and the sense
organs in producing perception. Vision is a remarkable process that involves the brain’s
interpretation of the visual information sent from the eyes. We now explore the physi-
cal foundations of the visual system.

THE VISUAL STIMULUS
AND THE EYE

When you see the beautiful colors of a fall day, what your eyes and brain are respond-
ing to is really the differences in light reflected from the various colorful leaves. Indeed,
our ability to detect visual stimuli depends on the sensitivity of our eyes to differences
in light.

Light

Light is a form of electromagnetic energy that can be described in terms of wavelengths.
Light travels through space in waves. The wavelength of light is the distance from the
peak of one wave to the peak of the next. Wavelengths of visible light range from about
400 to 700 nanometers (a nanometer is 1 billionth of a meter and is abbreviated nm).
The wavelength of light that is reflected from a stimulus determines its Aue or color.

Outside the range of visible light are longer radio and infrared radiation waves and
shorter ultraviolet and X rays (Figure 10.1). These other forms of electromagnetic energy
continually bombard us, but we do not see them.

We can also describe waves of light in terms of their height, or amplitude, which deter-
mines the brightness of the stimulus (Figure 10.2). Finally, the purity of the wavelengths—
whether they are all the same or a mix of waves—determines the perceived samuration, or
richness, of a visual stimulus. The color tree shown in Figure 10.3 can help you to under-
stand saturation. Colors that are very pure have no white light in them. They are located
on the outside of the color tree. Notice how the closer we get to the center of the color
tree, the more white light has been added to the single wavelength of a particular color. In
other words, the deep colors at the edge fade into pastel colors toward the center.

The Structure of the Eye

The eye, like a camera, is constructed to get the best possible picture of the world. An
accurate picture is in focus, is not too dark or too light, and has good contrast between
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FIGURE 10.1 The Electromagnetic Spectrum and Visible Light (Top) Visible light is only a narrow band in the electromag-
netic spectrum. Visible light wavelengths range from about 400 to 700 nm. X rays are much shorter; radio waves, much longer. (Bottom) The
two graphs show how waves vary in length between successive peaks. Shorter wavelengths are higher in frequency, as reflected in blue
colors; longer wavelengths are lower in frequency, as reflected in red colors.
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FIGURE 10.2 Light Waves of

Varying Amplitude The top graph might
suggest a spotlight on a concert stage; the
bottom might represent a candlelit dinner.

Smaller amplitude

the dark and light parts. Each of several structures in the eye plays an important role
in this process.

If you look closely at your eyes in the mirror, you will notice three parts—the sclera,
iris, and pupil (Figure 10.4). The sclera is the white, outer part of the eye that helps to
maintain the shape of the eye and to protect it from injury. The #7is is the colored part
of the eye, which might be light blue in one individual and dark brown in another. The
pupil, which appears black, is the opening in the center of the iris. The iris contains
muscles that control the size of the pupil and, hence, the amount of light that gets into
the eye. To get a good picture of the world, the eye needs to be able to adjust the
amount of light that enters. In this sense, the pupil acts like the aperture of a camera,
opening to let in more light when it is needed and closing to let in less light when
there is too much.

Two structures bring the image into focus: the cornmea, a clear membrane just in
front of the eye, and the /ens, a transparent and somewhat flexible, disk-shaped struc-
ture filled with a gelatin-like material. The function of both of these structures is to
bend the light falling on the surface of the eye just enough to focus it at the back.
The curved surface of the cornea does most of this bending, while the lens fine-tunes
things. When you are looking at faraway objects, the lens has a relatively flat shape
because the light reaching the eye from faraway objects is parallel, and the bending
power of the cornea is sufficient to keep things in focus. However, the light reaching
the eye from objects that are close is more scattered, so more bending of the light is
required to achieve focus.

Without this ability of the lens to change its curvature, the eye would have a tough
time focusing on close objects such as reading material. As we get older, the lens loses
its flexibility and hence its ability to change from its normal flatctened shape to the
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rounder shape needed to bring close objects into focus. That is why many people
with normal vision throughout their young adult lives require reading glasses as
they age.

The parts of the eye we have considered so far work together to give us the sharp-
est picture of the world. This effort would be useless, however, without a vehicle for
recording the images the eyes take of the world—in essence, the film of the camera.
Photographic film is made of a material that responds to light. At the back of the
eye is the eye’s “film,” the multilayered retina, which is the light-sensitive surface that
records electromagnetic energy and converts it to neural impulses for processing in
the brain. The analogy between the retina and film goes only so far, however. The
retina is amazingly complex and elegantly designed. It is, in fact, the primary mech-
anism of sight. Even after decades of intense study, the full marvel of this structure
is far from understood (Takahashi & others, 2010; Tamada & others, 2010).

The human retina has approximately 126 million receptor cells. They turn the
electromagnetic energy of light into a form of energy that the nervous system can
process. There are two kinds of visual receptor cells: rods and cones. Rods and cones
differ both in how they respond to light and in their patterns of distribution on the
surface of the retina (Lewis & others, 2010). Rods are the receptors in the retina
that are sensitive to light, but they are not very useful for color vision. Rods func-
tion well under low illumination; they are hard at work at night. Humans have
about 120 million rods. Cones are the receptors that we use for color perception.
Like rods, cones are light-sensitive. However, they require a larger amount of light to
respond than the rods do, so they operate best in daylight or under high illumination.
There are about 6 million cone cells in human eyes. Figure 10.5 shows what rods and
cones look like.

The most important part of the retina is the foves, a tiny area in the center of the
retina at which vision is at its best (see Figure 10.4). The fovea contains only cones and
is vital to many visual tasks. To get a sense of how well the cones in the fovea work,
try reading out of the corner of your eye. The task is difficult because the fovea is not
getting to “see” the page. Rods are found almost everywhere on the retina except in the
fovea. Rods give us the ability to detect fainter spots of light on the peripheral retina
than at the fovea. If you want to see a very faint star, you should gaze slightly away
from it, to allow your rods to do their work. Figure 10.6 summarizes the characteristics
of rods and cones.

Figure 10.7 shows how the rods and cones at the back of the retina convert light
into electrochemical impulses. The signal is transmitted to the bipolar cells and then
moves on to another layer of specialized cells called ganglion cells (Lebrun-Julien &
others, 2010). The axons of the ganglion cells make up the optic nerve, which carries
the visual information to the brain for further processing.

Lens

FIGURE 10.3 A Color Tree Showing
Color’s Three Dimensions: Hue, Saturation,

and Brightness Hue is represented around the color
tree, saturation horizontally, and brightness vertically.

© retina The multilayered light-sensitive surface
in the eye that records electromagnetic energy
and converts it to neural impulses for processing
in the brain.

® rods The receptor cells in the retina that are
sensitive to light but not very useful for color
vision.

® cones The receptor cells in the retina that
allow for color perception.

©® optic nerve The structure at the back of the
eye, made up of axons of the ganglion cells, that
carries visual information to the brain for further
processing.

FIGURE 10.4 Parts of the Eye Note
that the image of the butterfly on the retina is
upside down. The brain allows us to see the
image right side up.
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FIGURE 10.5 Rods and Cones
In real life, rods and cones look somewhat
like stumps and corncobs.

One place on the retina contains neither rods nor cones. This area, the blind spot, is
the place on the retina where the optic nerve leaves the eye on its way to the brain (see
Figure 10.6). We cannot see anything that reaches only this part of the retina. To prove
to yourself that you have a blind spot, look at Figure 10.8. Once you have seen the
yellow pepper disappear, you have probably noticed it took a while to succeed at this
task. Now shut one eye and look around. You see a perfectly continuous picture of the
world around you; there is no blind spot. This is a great example of top-down process-
ing and a demonstration of the constructive aspect of perception. Your brain fills in the
gap for you (the one that ought to be left by your blind spot) with some pretty good
guesses about what must be in that spot, like a creative artist painting in the blind spot.

VISUAL PROCESSING
IN THE BRAIN

The eyes are just the beginning of visual perception. The next step occurs when neural
impulses generated in the retina are dispatched to the brain for analysis and integration
(Fischer, Spotswood, & Whitney, 2010).

The optic nerve leaves the eye, carrying information about light
toward the brain. Light travels in a straight line; therefore, stimuli in

Characteristics Rods Cones the left visual field are registered in the right half of the retina in both
eyes, and stimuli in the right visual field are registered in the left half
B ) of the retina in both eyes (Figure 10.9). In the brain, at a point called
Type of vision Black and white Color . . . .. .
the optic chiasm, the optic nerve fibers divide, and approximately half
of the nerve fibers cross over the midline of the brain. As a result, the
o : visual information originating in the right halves of the two retinas is
Responses Dimly lit Well lit . . . . .
to light transmitted to the right side of the occipital lobe in the cerebral cor-
conditions tex, and the visual information coming from the left halves of the
retinas is transmitted to the left side of the occipital lobe. These cross-
Shape Thin and long Short and fat %ngs mean that .what we see in the .left side of our visual'ﬁeld is reg-
istered in the right side of the brain, and what we see in the right
visual field is registered in the left side of the brain (see Figure 10.9).
Distribution Not on fovea On fovea and 'Ih.en this inforn.lation is. processed and combined into a recognizable
scattered object or scene in the visual cortex.
outside
of fovea
The Visual Cortex
The visual cortex, located in the occipital lobe at the back of the brain,
FIGURE 10.6 Characteristics of Rods and Cones is the part of the cerebral cortex involved in vision. Most visual informa-
Rods and cones differ in shape, location, and function. tion travels to the primary visual cortex, where it is processed, before

® feature detectors Neurons in the brain’s
visual system that respond to particular features

of a stimulus.

moving to other visual areas for further analysis (Schira & others, 2010).
An important aspect of visual information processing is the specialization of neu-
rons. Like the cells in the retina, many cells in the primary visual cortex are highly
specialized (Kameyama & others, 2010). Feature detectors are neurons in the brain’s
visual system that respond to particular features of a stimulus. David Hubel and
Torsten Wiesel (1963) won a Nobel Prize for their research on feature detectors. By
recording the activity of a single neuron in a cat while it looked at patterns that var-
ied in size, shape, color, and movement, the researchers found that the visual cortex
has neurons that are individually sensitive to different types of lines and angles. One
neuron might show a sudden burst of activity when stimulated by lines of a particu-
lar angle; another neuron might fire only when moving stimuli appear; yet another
neuron might be stimulated when the object in the visual field has a combination of
certain angles, sizes, and shapes.
Hubel and Wiesel also noted that when deprived of certain types of visual stimula-
tion early on, kittens lost the ability to perceive these patterns. This finding suggested
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FIGURE 10.7 Direction of Light in the Retina After light passes through the cornea,
pupil, and lens, it falls on the retina. Three layers of specialized cells in the retina convert the image
into a neural signal that can be transmitted to the brain. First, light triggers a reaction in the rods
and cones at the back of the retina, transducing light energy into electrochemical neural impulses.
The neural impulses activate the bipolar cells, which in turn activate the ganglion cells. Then light
information is transmitted to the optic nerve, which conveys it to the brain. The arrows indicate the
sequence in which light information moves in the retina.

that there might be a critical period in visual development and that the brain requires
stimulation in its efforts to delegate its resources to different perceptual tasks. In other
words, the brain “learns” to perceive through experience. This process explains Michael
May’s experience (described at the beginning of this section), whereby his brain,
deprived of visual stimulation early in life, has redeployed its resources to other tasks.
It also sheds light on why the doctors who treated Abigail Riggins (from the module-
opening story) were eager to have her experience sight at so young an
age. They knew that her brain needed to have that early experience in
order for Abigail to see the world later in life.

Parallel Processing

Sensory information travels quickly through the brain because of paral-
lel processing, the simultaneous distribution of information across dif-
ferent neural pathways (Nassi & Callaway, 2009). A system designed to
process information about sensory qualities serially or consecutively
(such as processing first the shapes of images, then their colors, then
their movements, and finally their locations) would be too slow to allow
us to handle our rapidly changing world. To function in the world, we
need to “see” all of these characteristics at once, which is parallel process-
ing. There is some evidence suggesting that parallel processing also occurs
for sensations of touch and hearing (Recanzone & Sutter, 2008).

® parallel processing The simultaneous
distribution of information across different
neural pathways.

FIGURE 10.8 The Eye’s Blind Spot There is a normal

blind spot in your eye, a small area where the optic nerve leads to

the brain. To find your blind spot, hold this book at arm’s length,
. . cover your left eye, and stare at the red pepper on the left with
B in d in g your right eye. Move the book slowly toward you until the yellow
pepper disappears. To find the blind spot in your left eye, cover
Some neurons respond to color, others to shape, and still others to move-  your right eye, stare at the yellow pepper, and adjust the book

ment; but note that all of these neurons are involved in responding to until the red pepper disappears.
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Left visual field || Right visual field
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Processing at retina

FIGURE 10.9 Visual Pathways to

and Through the Brain Light from each
side of the visual field falls on the opposite
side of each eye’s retina. Visual information
then travels along the optic nerve to the optic
chiasm, where most of the visual information
crosses over to the other side of the brain.
From there visual information goes to the
occipital lobe at the rear of the brain. All these
crossings mean that what we see in the left
side of our visual field (here, the shorter,
dark-haired woman) is registered in the right
side of our brain, and what we see in the
right visual field (the taller, blonde woman)

is registered in the left side of our brain.

Processing area
within the thalamus

Visual cortex
in occipital lobe

a given stimulus—for instance, a toddler running toward us. How does the brain know
that these physical features, communicated by different neurons, all belong to the same
object of perception? One of the most exciting topics in visual perception today is
binding, the bringing together and integration of what is processed by different path-
ways or cells (Hong & Shevell, 2009; Seymour & others, 2009; Shipp & others, 2009).
Binding involves the coupling of the activity of various cells and pathways. Through
binding, you can integrate information about the shape of the toddler’s body, his or her
smile, and the child’s movement into a complete image in the cerebral cortex. How
binding occurs is a puzzle that fascinates neuroscientists (McMahon & Olson, 2009).

Researchers have found that all the neurons throughout pathways that are activated
by a visual object pulse together at the same frequency (Engel & Singer, 2001). Within
the vast network of cells in the cerebral cortex, this set of neurons appears to bind
together all the features of the objects into a unified perception.

COLOR VISION

Imagine how dull a world without color would be. Art museums are filled
with paintings that we enjoy in large part for their use of color, and
flowers and sunsets would lose much of their beauty if we could not see
their rich hues. The process of color perception starts in the retina, the
eyes film. Interestingly, theories about how the retina processes color were
developed long before methods existed to study the anatomical and neu-
rophysiological bases of color perception. Instead, psychologists made
some extraordinarily accurate guesses about how color vision occurs in
the retina by observing how people see. The two main theories proposed
were the trichromatic theory and opponent-process theory. Both turned
out to be correct.

The trichromatic theory, proposed by Thomas Young in 1802 and
extended by Hermann von Helmholtz in 1852, states that color perception
is produced by three types of cone receptors in the retina that are particu-
larly sensitive to different, but overlapping, ranges of wavelengths. The
theory is based on experiments showing that a person with normal vision
can match any color in the spectrum by combining three other wavelengths.
Young and Helmbholtz reasoned that if the combination of any three wavelengths of
different intensities is indistinguishable from any single pure wavelength, the visual
system must base its perception of color on the relative responses of three receptor
systems—cones sensitive to red, blue, and green.

The study of defective color vision, or color blindness (Figure 10.10), provides further
support for the trichromatic theory. Complete color blindness is rare; most color-blind
people, the vast majority of whom are men, can see some colors but not others. The
nature of color blindness depends on which of the three kinds of cones (red, blue, or
green) is inoperative (Machado, Oliveira, & Fernandes, 2009). In the most common
form of color blindness, the green cone system malfunctions in some way, rendering
green indistinguishable from certain combinations of blue and red.

In 1878, the German physiologist Ewald Hering observed that some colors cannot
exist together, whereas others can. For example, it is easy to imagine a greenish blue
but nearly impossible to imagine a reddish green. Hering also noticed that trichromatic
theory could not adequately explain afferimages, sensations that remain after a stimulus
is removed (Figure 10.11 gives you a chance to experience an afterimage). Color after-
images involve particular pairs of colors. If you look at red long enough, eventually a
green afterimage will appear. If you look at yellow long enough, eventually a blue after-
image will appear.

Hering’s observations led him to propose that there were not three types of color
receptor cones (as proposed by trichromatic theory) but four, organized into comple-
mentary pairs: red-green and blue-yellow. Hering’s view, opponent-process theory,
states that cells in the visual system respond to red-green and blue-yellow colors; a given

Optic nerve

Optic chiasm
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cell might be excited by red and inhibited by green, whereas another cell
might be excited by yellow and inhibited by blue. Hering’s theory does
indeed explain afterimages (Jameson & Hurvich, 1989). If you stare at red,
for instance, your red-green system seems to “tire,” and when you look
away, it rebounds and gives you a green afterimage. ,
If the trichromatic theory of color perception is valid, and we do, in | BELL

fact, have three kinds of cone receptors like those predicted by Young and | § ' f‘f‘r e
Helmholtz, then how can the opponent-process theory also be accurate? i e g
The answer is that the red, blue, and green cones in the retina are con-
nected to retinal ganglion cells in such a way that the three-color code is
immediately translated into the opponent-process code (Figure 10.12).
For example, a green cone might inhibit and a red cone might excite a
particular ganglion cell. Thus, bozh the trichromatic and opponent-process
theories are correct—the eye and the brain use both methods to code
colors.

PERCEIVING SHAPE, DEPTH,
MOTION, AND CONSTANCY

Perceiving visual stimuli means organizing and interpreting the fragments
of information that the eye sends to the visual cortex. Information about
the dimensions of what we are seeing is critical to this process. Among these
dimensions are shape, depth, motion, and constancy.

If you have seen The Wizard of Oz, you might remember that
goose bumps moment when Dorothy steps out of her house and
the black-and-white of Kansas gives way to the Technicolor glory
of Oz.

Shape
® binding In the sense of vision, the bringing
Think about the visible world and its shapes—buildings against the sky, boats on the  together and integration of what is processed by

horizon, the letters on this page. We see these shapes because they are marked off from different neural pathways or cells.
the rest of what we see by contour, a location at which a sudden change of brightness
occurs (Cavina-Pratesi & others, 2010). Now think about the letters on this page. As you S
. . perception is produced by three types of cone

look at the page, you see letters, which are shapes or figures, in a field or background—the  receptors in the retina that are particularly
white page. The ﬁgure—ground relationship is the principle by which we organize the sensitive to different, but overlapping, ranges of
perceptual field into stimuli that stand out (figure) and those that are left over (back-  wavelengths.

ground, or ground ). Generally this principle works well for us, but some figure-ground

© trichromatic theory Theory stating that color

©® opponent-process theory Theory stating
that cells in the visual system respond to
complementary pairs of red-green and blue-
yellow colors; a given cell might be excited by
red and inhibited by green, whereas another cell
might be excited by yellow and inhibited by blue.

® figure-ground relationship The principle by
which we organize the perceptual field into
‘% stimuli that stand out (figure) and those that are
3 left over (ground).

®

FIGURE 10.10 Examples of Stimuli Used to Test for Color Blindness People with
normal vision see the number 16 in the left circle and the number 8 in the right circle. People with
red-green color blindness may see just the 16, just the 8, or neither. A complete color-blindness
assessment involves the use of 15 stimuli.



126 Q}. SECTION 4 Sensation and Perception

® gestalt psychology A school of thought
interested in how people naturally organize their
perceptions according to certain patterns.

® depth perception The ability to perceive
objects three-dimensionally.

® binocular cues Depth cues that depend on
the combination of the images in the left and
right eyes and on the way the two eyes work
together.

Trichromatic Green Blue

FIGURE 10.11 Negative Afterimage—Complementary Colors If you gaze steadily
at the dot in the colored panel on the left for a few moments, then shift your gaze to the gray box
on the right, you will see the original hues’ complementary colors. The blue appears as yellow, the
red as green, the green as red, and the yellow as blue. This pairing of colors has to do with the fact
that color receptors in the eye are apparently sensitive as pairs: When one color is turned off (when
you stop staring at the panel), the other color in the receptor is briefly turned on. The afterimage
effect is especially noticeable with bright colors.

relationships are highly ambiguous, and it may be difficult to tell what is figure and
what is ground. Figure 10.13 shows a well-known ambiguous figure-ground relationship.
As you look at the figure, your perception is likely to shift from seeing two faces to
seeing a single goblet.

The figure-ground relationship is a gestalt principle (Figure 10.14 shows others). Gestalt
is German for “configuration” or “form,” and gestalt psychology is a school of thought
interested in how people naturally organize their perceptions according to certain patterns.
One of gestalt psychology’s main principles is that the whole is different from the sum of
its parts. For example, when you watch a movie, the motion you see in the film cannot
be found in the film itself; if you examine the film, you see only separate frames. When
you watch the film, the frames move past a light source at a rate of many per second,
and you perceive a whole that is very different from the separate frames that are the film’s
parts. Similarly, thousands of tiny pixels make up an image (whole) on a computer screen.

Red

Receptor A A A Depth Perception

\>4

ably we see a three-dimensional world. Depth perception is the abil-
ity to perceive objects three-dimensionally. Look around you. You do
not see your surroundings as flat. You see some objects farther away,

/ Images appear on our retinas in two-dimensional form, yet remark-

(Gozr;gcJLZnHEEE:CESS) Q Q Q - . + Q Q Q some closer. Some objects overlap each other. The scene and objects

Red-green

To optic nerve

that you are looking at have depth. How do you see depth? To per-
ceive a world of depth, we use two kinds of information, or cues—
binocular and monocular.

Because we have two eyes, we get two views of the world, one
from each eye. Binocular cues are depth cues that depend on

and brain
) ) l the combination of the images in the left and right eyes and on
FIGURE 10.12  Trichromatic and Opponent-Process the way the two eyes work together. The pictures are slightly
Theories: Transmission of Color Information in the Retina different because the eyes are in slightly different positions. Try

Cones responsive to green, blue, or red light form a trichromatic receptor
system in the retina. As information is transmitted to the retina’s
ganglion cells, opponent-process cells are activated. As shown here, a

holding your hand about 10 inches from your face. Alternately
close and open your left and right eyes so that only one eye is

retinal ganglion cell is inhibited by a green cone (-) and excited by a red  open at a time. The image of your hand will appear to jump back

cone (+), producing red-green color information.

and forth, because the image is in a slightly different place on
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the left and right retinas. The disparity, or difference, between the images in the two
eyes is the binocular cue the brain uses to determine the depth, or distance, of an
object. The combination of the two images in the brain, and the disparity between
them in the eyes, give us information about the three-dimensionality of the world
(Preston, Kourtzi, & Welchman, 2009). Those 3-D glasses that you wear for viewing
some movies, like Avarar, give you a sense of depth by creating visual disparity. The
coloring of the lenses presents a different image to each eye. Your eyes then compete
with each other, and your brain makes sense of the conflict by creating the perception
of three dimensions.

Convergence is another binocular cue to depth and distance. When we use our
two eyes to look at something, they are focused on the same object. If the object is
near us, our eyes converge, or move together, almost crossing. If the object is farther
away, we can focus on it without pulling our eyes together. The muscle movements
involved in convergence provide information about how far away or how deep some-
thing is.

In addition to using binocular cues to get an idea of objects’ depth, we rely on a
number of monocular cues, or depth cues, available from the image in one eye, either
right or left. Monocular cues are powerful, and under normal circumstances they can
provide a compelling impression of depth. Try closing one eye—your perception of
the world still retains many of its three-dimensional qualities. Examples of monocular
cues are

Familiar size: This cue to the depth and distance of objects is based on what we
have learned from experience about the standard sizes of objects. We know how
large oranges tend to be, so we can tell something about how far away an orange
is likely to be by the size of its image on the retina.

Height in the field of view: All other things being equal, objects positioned higher

in a picture are seen as farther away.

Linear perspective and relative size: Objects that are farther away take up less space
on the retina. So, things that appear smaller are perceived to be farther away. As
Figure 10.15 shows, as an object recedes into the distance, parallel lines in the
scene appear to converge.

Overlap: We perceive an object that partially conceals or overlaps another object as
closer.

Shading: This cue involves changes in perception due to the position of the light
and the position of the viewer. Consider an egg under a desk lamp. If you walk
around the desk, you will see different shading patterns on the egg.

Texture gradient: Texture becomes denser and finer the farther away it is from the
viewer (Figure 10.16).

Depth perception is a remarkably complex adaptation. Individuals with only one
functioning eye cannot see depth in the way that those with two eyes can. Other
disorders of the eye can also lead to a lack of depth perception. Oliver Sacks (20006)

\

»
& N
l-. : !\ 4“‘

(a) (b)

I 4'“45‘.\

FIGURE 10.13 Reversible Figure-

Ground Pattern Do you see the silhouette
of a goblet or a pair of faces in profile?

® convergence A binocular cue to depth and
distance in which the muscle movements in our
two eyes provide information about how deep
and/or far away something is.

©® monocular cues Powerful depth cues
available from the image in one eye, either the
right or the left.

(c)

FIGURE 10.14 Gestalt Principles of Closure, Proximity, and Similarity (a) Closure: When we see disconnected or incomplete
figures, we fill in the spaces and see them as complete figures. (b) Proximity: When we see objects that are near each other, they tend to be seen as a
unit. You are likely to perceive the grouping as four columns of four squares, not one set of 16 squares. (c) Similarity: When we see objects that are
similar to each other, they tend to be seen as a unit. Here, you are likely to see vertical columns of circles and squares in the left box but horizontal

rows of circles and squares in the right box.
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FIGURE 10.15 An Artist’s Use
of the Monocular Cue of Linear
Perspective Famous landscape artist

J. M. W. Turner used linear perspective to
give the perception of depth in Rain,
Steam, and Speed.

FIGURE 10.16 Texture Gradient
The gradients of texture create an impression
of depth on a flat surface.

described the case of Susan Barry, who had been born with crossed eyes. The operation
to correct her eyes left her cosmetically normal, but she was unable to perceive depth
throughout her life. As an adult, she became determined to see depth. With a doctor’s
aid, she found special glasses and undertook a process of eye muscle exercises to
improve her chances of perceiving in three dimensions. It was a difficult and long
process, but one day she noticed things starting to “stick out” at her—as you might
experience when watching a film in 3-D. Although Barry had successfully adapted to
life in a flat visual world, she had come to realize that relying on monocular cues was
not the same as experiencing the rich visual world of binocular vision. She described
flowers as suddenly appearing “inflated.” She noted how “ordinary things looked
extraordinary” as she saw the leaves of a tree, an empty chair, and her office door
projecting out from the background. For the first time, she had a sense of being inside
the world she was viewing.

Motion Perception

Motion perception plays an important role in the lives of many species (Boeddeker &
Memmi, 2010). Indeed, for some animals, motion perception is critical for survival.
Both predators and their prey depend on being able to detect motion quickly (Borst,
Hag, & Reiff, 2010). Frogs and some other simple vertebrates may not even see an
object unless it is moving. For example, if a dead fly is dangled motionlessly in front
of a frog, the frog cannot sense its winged meal. The bug-detecting cells in the frog’s
retinas are wired only to sense movement.

Whereas the retinas of frogs can detect movement, the retinas of humans and other
primates cannot. According to one neuroscientist, “The dumber the animal, the ‘smarter’
the retina” (Baylor, 2001). In humans the brain takes over the job of analyzing motion
through highly specialized pathways (Raudies & Neumann, 2010).

How do humans perceive motion? First, we have neurons that are specialized to
detect motion. Second, feedback from our body tells us whether we are moving or
whether someone or some object is moving; for example, you move your eye muscles



MODULE 10 The Visual System 129

as you watch a ball coming toward you. Third, the environment we see is rich in cues
that give us information about movement.

Psychologists are interested in both real movement and apparent movement, which
occurs when we perceive a stationary object as moving. You can experience apparent
movement at IMAX movie theaters. In watching a film of a climb of Mount Everest,
you may find yourself feeling breathless as your visual field floods with startling images.
In theaters without seats, viewers of these films are often warned to hold the handrail
because perceived movement is so realistic that they might fall.

Perceptual Constancy

Retinal images change constantly. Yet even though the stimuli that fall on our retinas
change as we move closer to or farther away from objects, or as we look at objects from
different orientations and in light or dark settings, our perception of them remains
stable. Perceptual constancy is the recognition that objects are constant and unchang-
ing even though sensory input about them is changing.

We experience three types of perceptual constancy—size constancy, shape constancy,
and color constancy—as follows:

Size constancy is the recognition that an object remains the same size even though
the retinal image of the object changes (Figure 10.17). Experience is important to
size perception: No matter how far away you are from your car, you know how
large it is.

Shape constancy is the recognition that an object retains the same shape even
though its orientation to you changes. Look around. You probably see objects of
various shapes—chairs and tables, for example. If you walk around the room, you
will see these objects from different sides and angles. Even though the retinal
image of the object changes as you walk, you still perceive the objects as having
the same shape (Figure 10.18).

Color constancy is the recognition that an object retains the same color even
though different amounts of light fall on it. For example, if you are reaching
for a green Granny Smith apple, it looks green to you whether you are having
it for lunch, in the bright noon sun, or as an evening snack in the pale pink
of sunset.

Note that perceptual constancy tells us about the crucial role of interpretation
in perception: We interpret sensation. That is, we perceive objects as having par-
ticular characteristics regardless of the retinal image detected by our eyes. Images
may flow across the retina, but experiences are made sensible through perception.
The many cues we use to visually perceive the real world can lead to optical illusions
when they are taken out of that real-world context, as you can experience for your-

self in Figure 10.19.

FIGURE 10.18 Shape Constancy The various projected
images from an opening door are quite different, yet you perceive a
rectangular door.

FIGURE 10.17 Size Constancy Even
though our retinal images of the hot air
balloons vary, we still realize the balloons are
approximately the same size. This illustrates
the principle of size constancy.

©® apparent movement The perception that a
stationary object is moving.

© perceptual constancy The recognition that
objects are constant and unchanging even
though sensory input about them is changing.
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Rotational lllusion

center.

Blinking Effect lllusion

Stare at the white circles and notice the
intermittent blinking effect. Your eyes make
the static figure seem dynamic, attempting to
fill in the white circle intersections with the

black of the background.

Pattern Recognition

Although the diagram contains no actual
triangles, your brain “sees” two overlapping
triangles. The explanation is that the
notched circles and angled lines merely
suggest gaps in which complete objects
should be. The brain fills in the missing

information.

The two rings appear to rotate in different
directions when we approach or move away
from this figure while fixing our eyes on the

Ponzo lllusion
The top line looks much longer than the
bottom, but they are the same length.

Induction lllusion

The yellow patches are identical, but they
look different and seem to take on the charac-
teristics of their surroundings when they

appear against different-color backgrounds.

FIGURE 10.19 Perceptual lllusions These illusions show how adaptive perceptual cues can lead to errors when taken out of context.
These mind-challenging images are definitely fun, but keep in mind that these illusions are based on processes that are quite adaptive in real life.

SUMMARY

Light is the stimulus that is sensed by the visual system. Light can be
described in terms of wavelengths. Three characteristics of light waves
determine our experience: wavelength (hue), amplitude (brightness), and
purity (saturation).

In sensation, light passes through the cornea and lens to the retina,
the light-sensitive surface in the back of the eye that houses light recep-
tors called rods (which function in low illumination) and cones (which
react to color). The fovea of the retina contains only cones and sharpens
detail in an image. The optic nerve transmits neural impulses to the
brain. There it diverges at the optic chiasm, so that what we see in the left
visual field is registered in the right side of the brain and vice versa. In the
occipital lobes of the cerebral cortex, the information is integrated.

The trichromatic theory of color perception holds that three types of
color receptors in the retina allow us to perceive three colors (green,
red, and blue). The opponent-process theory states that cells in the
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visual system respond to red-green and blue-yellow colors. Both theo-
ries are probably correct—the eye and the brain use both methods to
code colors.

Shape perception is the ability to distinguish objects from their
background. Depth perception is the ability to perceive objects three-
dimensionally and depends on binocular (two eyes) cues and monocular
(one eye) cues. Motion perception by humans depends on specialized
neurons, feedback from the body, and environmental cues. Perceptual
constancy is the recognition that objects are stable despite changes in the
way we see them.

APPLY YOUR KNOWLEDGE

1. What is light? What are some terms scientists use to describe it? 1. Ifyou found the example of inattentional blindness interesting, check
2. What are rods and cones and their functions in the eye? out this website where you will find a video so that you can see for
. L. . . . ourself:
3. What are the main principles of trichromatic theory? How does this Y
theory explain color vision and color blindness? htep://www.theinvisiblegorilla.com

2. Create a gestalt moment. You can use the corners of the pages of this
book or a notebook. Draw a series of small, simple pictures, sketching
one on the lower right-hand corner of each page. How about a stick
figure—standing still, and then moving its arm, and then waving?
Each successive picture should be as close to the one before it as pos-
sible but changing slightly to reflect the movement. Then, using your
thumb, quickly allow the pages to flip rapidly in front of you. You
have created a cartoon.
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Just as light provides us with information about the environment, so does sound. Sounds
tell us about the presence of a person behind us, the approach of an oncoming car, the
force of the wind, and the mischief of a 2-year-old. Perhaps most important, sounds
allow us to communicate through language and song.

THE NATURE OF SOUND
AND HOW WE EXPERIENCE IT

At a fireworks display, you may feel the loud boom of the explosion in your chest. At
a concert, you might have sensed that the air around you was vibrating. Bass instruments
are especially effective at creating mechanical pulsations, even causing the floor to
vibrate. When the bass is played loudly, we can sense air molecules being pushed forward
in waves from the speaker. How does sound generate these sensations?

Sound waves are vibrations in the air that are processed by the auditory (hearing)
system. Remember that light waves are much like the waves in the ocean moving toward
the beach. Sound waves are similar. Sound waves also vary in length. Wavelength deter-
mines the sound wave’s frequency—that is, the number of cycles (full wavelengths) that
pass through a point in a given time interval. Pizch is the perceptual interpretation of
the frequency of a sound. We perceive high-frequency sounds as having a high pitch,
and low-frequency sounds as having a low pitch. A soprano voice sounds high-pitched.
A bass voice has a low pitch. As with the wavelengths of light, human sensitivity is
limited to a range of sound frequencies. It is common knowledge that dogs, for exam-
ple, can hear higher frequencies than humans can.

Sound waves vary not only in frequency but also, like light waves, in amplitude (see
Figure 10.2). A sound wave’s amplitude, measured in decibels (dB), is the amount of
pressure the sound wave produces relative to a standard. The typical standard—
0 decibels—is the weakest sound the human ear can detect. Loudness is the perception
of the sound wave’s amplitude. In general, the higher the amplitude of the sound wave,
or the higher the decibel level, the louder we perceive the sound to be. In terms of
amplitude, the air is pressing more forcibly against you and your ears during loud sounds
and more gently during quiet sounds.

So far we have been describing a single sound wave with just one frequency. A
single sound wave is similar to the single wavelength of pure colored light, discussed in
the context of color matching. Most sounds, including those of speech and music, are
complex sounds, those in which numerous frequencies of sound blend together. Timbre
is the tone saturation, or the perceptual quality, of a sound. Timbre is responsible for
the perceptual difference between a trumpet and a trombone playing the same note and
for the quality differences we hear in human voices. Figure 11.1 illustrates the physical
differences in sound waves that produce the different qualities of sounds.

STRUCTURES AND FUNCTIONS
OF THE EAR

What happens to sound waves once they reach your ear? How do various structures of
the ear transform sound waves into signals that the brain will recognize as sound?
Functionally the ear is analogous to the eye. The ear serves the purpose of transmitting
a high-fidelity version of sounds in the world to the brain for analysis and interpretation.



Physical Dimension  Perceptual Dimension

Amplitude (intensity) Loudness
Frequency Pitch
Complex sounds Timbre

Just as an image needs to be in focus and sufficiently bright for the brain to interpret it,
a sound needs to be transmitted in a way that preserves information about its location,
its frequency (which helps us distinguish the voice of a child from that of an adult), and
its timbre (which allows us to identify the voice of a friend on the telephone). The ear
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(Form of sound wave from a clarinet)

is divided into three parts: outer ear, middle ear, and inner ear (Figure 11.2).

Outer Ear

The outer ear consists of the pinna and the external auditory canal. The funnel-shaped
pinna (plural, pinnae) is the outer, visible part of the ear. (Elephants have very large
pinnae.) The pinna collects sounds and channels them into the interior of the ear. The
pinnae of many animals, such as cats, are movable and serve a more important role in
sound localization than do the pinnae of humans. Cats turn their ears in the direction

of a faint and interesting sound.
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FIGURE 11.1 Physical Difference
in Sound Waves and the Qualities of

Sound They Produce Here we can see how
the input of sound stimuli requires our ears
and brain to attend to varying characteristics
of the rich sensory information that is sound.

® outer ear The outermost part of the ear,
consisting of the pinna and the external auditory
canal.

FIGURE 11.2 The Outer, Middle,

and Inner Ear On entering the outer ear,
sound waves travel through the auditory canal,
where they generate vibrations in the eardrum.
These vibrations are transferred via the
hammer, anvil, and stirrup to the fluid-filled
cochlea in the inner ear. There the mechanical
vibrations are converted to an electrochemical
signal that the brain will recognize as sound.
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Middle Ear

After passing the pinna, sound waves move through the auditory canal to the middle ear.
® middle ear The part of the ear that channels The middle ear channels the sound through the eardrum, hammer, anvil, and stirrup to the
sound through the eardrum, hammer, anvil, and inner ear. The eardrum or tympanic membrane separates the outer ear from the middle ear
stirrup to the inner ear. and vibrates in response to sound. It is the first structure that sound touches in the middle

ear. The hammer, anvil, and stirrup are an intricately connected chain of the three smallest

bones in the human body. When they vibrate, they transmit sound waves to the fluid-filled
inner ear (Stenfelt, 2006). The muscles that operate these tiny bones take the vibration of
the eardrum and transmit it to the oval window, the opening of the inner ear.

If you are a swimmer, you know that sound travels far more easily in air than in
water. Sound waves entering the ear travel in air until they reach the inner ear. At this
border between air and fluid, sound meets the same kind of resistance encountered by
shouts directed at an underwater swimmer when they hit the surface of the water. To
compensate, the muscles of the middle ear can maneuver the hammer, anvil, and stirrup
to amplify the sound waves. Importantly, these muscles can also work to decrease the
intensity of sound waves, to protect the inner ear if necessary.

@ inner ear The part of the ear that includes the The function of the inner ear, which includes the oval window, cochlea, and basilar
oval window, cochlea, and basilar membrane and membrane, is to convert sound waves into neural impulses and send them on to the

whose function is to convert sound waves into

! i brain (Shibata & others, 2010). The stirrup is connected to the membranous oval win-
neural impulses and send them to the brain.

dow, which transmits sound waves to the cochlea. The cochlea is a tubular, fluid-filled
structure that is coiled up like a snail (Figure 11.3). The basilar membrane lines the
inner wall of the cochlea and runs its entire length. It is narrow and rigid at the base
of the cochlea but widens and becomes more flexible at the top. The variation in width

Tectorial membrane Auditory nerve

Hair cell

Basilar membrane
lined with hair cells

Stirrup

Auditory

Oval window -

Cochlea

Fluid-filled

canals

[ Auditory
nerve

Basilar membrane Cross section of cochlea

FIGURE 11.3 The Cochlea The cochlea is a spiral structure consisting of fluid-filled canals. When the stirrup vibrates against the
oval window, the fluid in the canals vibrates. Vibrations along portions of the basilar membrane correspond to different sound frequencies.
The vibrations exert pressure on the hair cells (between the basilar and tectorial membranes); the hair cells in turn push against the tectorial
membrane, and this pressure bends the hairs. This sequence of events triggers an action potential in the auditory nerve.



dults with hearing loss and par-

ents of deaf children are often
keenly interested in cochlear implants
(Fagan & Pisoni, 2010; Hyde, Punch, &
Komesaroff, 2010). For deaf adults
who previously could hear and speak,
implants work best if they are inserted
shortly after the hearing loss. The rea-
son? If a person is deaf for a long time,
the brain adapts to this change and
uses the auditory cortex for other
tasks. For children especially, time is of
the essence. The brain is quite sensi-
tive and responsive to sensory pro-
cesses, and a young child’s brain
remains somewhat “up for grabs.” It
can be used to process sound or other
stimuli, but once it dedicates itself,
change is difficult. Moreover, the lan-
guage abilities of children implanted at the age of 2 tend to be superior to
those who wait until the age of 4 (Niparko, 2004). Many parents are moti-
vated to have their child receive the implant as early as possible, maximiz-
ing the chances that the child will learn to hear and speak. These parental
motivations are where the controversy comes in.

The 1990s saw an intense debate over implants, especially with
respect to children. On one side were parents of deaf children, late-
deafened adults, and medical professionals. On the other side were
members of the deaf community. Spokespersons for the deaf stressed
that life as a deaf person can be rich, rewarding, and successful. Deaf
culture, they stressed, has its own language (sign language), opportuni-
ties, and valuable perspectives. Some argued that perhaps hearing par-
ents simply do not want to have to learn a new language and navigate
this unfamiliar world. Moreover, the use of cochlear implants in children

a—

Some critics say that parents who opt for a cochlear implant for their deaf
daughter or son deprive the child of participation in the unique language
and culture that is the child’s right.

implies that deafness is a problem
that needs fixing, and in this way
the procedure further undermines
the many positive aspects of deaf
culture.

In 2001 the National Association of
the Deaf (NAD), an advocacy organi-
zation for deaf and hard-of-hearing in-
dividuals, issued a statement about
the debate. The group emphasized
that regardless of whether a deaf child
receives an implant, he or she will live
simultaneously in two worlds—the
deaf world and the hearing world. The
NAD also stressed the importance of
realistic perceptions of the promises
and limitations of cochlear implants.
A cochlear implant does not provide
“normal” hearing. The implant substi-
tutes just 22 electrodes wound around the cochlea for the 16,000 delicate
hairs in an intact cochlea. Hence the auditory experience of a person who
has a cochlear implant is limited, and a cochlear implant does not “cure”
deafness. Nonetheless, cochlear implants can allow a person to compre-
hend spoken language, to communicate by phone, and to hear his or her
own voice.

Is there one right answer to this dilemma? Perhaps not: The NAD
has recognized that the deaf community itself is diverse—and empha-
sizes that all individuals and all families are unique.

WHAT If you were the parent of a deaf child, would you opt
DO YOU for the cochlear implant? Why or why not?
THINK?

What values of deaf culture might be lost if deafness
were “cured”?

and flexibility allows different areas of the basilar membrane to vibrate more intensely
when exposed to different sound frequencies (Wojtczak & Oxenham, 2009).

In humans and other mammals, hair cells line the basilar membrane (see Figure 11.3).
These hair cells are the ear’s sensory receptors. They are called hair cells because of the
tufts of fine bristles, or cilia, that sprout from the top of them. The movement of the
hair cells against the tectorial membrane, a jellylike flap above them, generates impulses
that the brain interprets as sound (Parker, Brugeaud, & Edge, 2010). Hair cells are so
delicate that exposure to loud noise can destroy them, leading to deafness or difficulties

in hearing. Once lost, hair cells cannot regenerate.

Cochlear implants are devices that were specifically developed to replace damaged
hair cells. A cochlear implant—a small electronic device that is surgically implanted in
the ear and head—allows deaf or profoundly hard-of-hearing individuals to detect sound
(Teague & others, 2010). The implant works by using electronic impulses to directly
stimulate whatever working auditory nerves the recipient has in his or her cochlea (Luo,
Galvin, & Fu, 2010). In the United States, approximately 41,500 adults and 25,500
children have had cochlear implants (U.S. Food and Drug Association, 2009). To read
more about this technology and reactions to it, see the Critical Controversy. 135
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® place theory Theory on how the inner ear
registers the frequency of sound, stating that
each frequency produces vibrations at a
particular spot on the basilar membrane.

® frequency theory Theory on how the inner
ear registers the frequency of sound, stating that
the perception of a sound’s frequency depends
on how often the auditory nerve fires.

® volley principle Modification of frequency
theory stating that a cluster of nerve cells can
fire neural impulses in rapid succession,
producing a volley of impulses.

® auditory nerve The nerve structure that
receives information about sound from the hair
cells of the inner ear and carries these neural
impulses to the brain’s auditory areas.

SECTION 4 Sensation and Perception

THEORIES OF HEARING

One of the auditory system’s mysteries is how the inner ear registers the frequency of
sound—for example, how we hear a high-pitched piccolo versus the low tones of a cello.
Two theories aim to explain this mystery: place theory and frequency theory.

Place theory states that cach frequency produces vibrations at a particular spot on
the basilar membrane. Georg von Békésy (1960) studied the effects of vibration
applied at the oval window on the basilar membrane of human cadavers. Through a
microscope, he saw that this stimulation produced a traveling wave on the basilar
membrane. A traveling wave is like the ripples that appear in a pond when you throw
in a stone. However, because the cochlea is a long tube, the ripples travel in only one
direction—from the oval window at one end of the cochlea to the far tip of the
cochlea. High-frequency vibrations create traveling waves that maximally displace, or
move, the area of the basilar membrane closest to the oval window; low-frequency
vibrations maximally displace areas of the membrane closer to the tip of the cochlea.
So, the high-pitched tinkle of a little bell stimulates the narrow region of the basilar
membrane at the base of the cochlea, whereas the low-pitched tones of a tuba stimu-
late the wide end.

Place theory adequately explains high-frequency but not low-frequency sounds. A
high-frequency sound like the tinkle of a bell stimulates a precise area on the basilar
membrane, just as place theory suggests. However, a low-frequency sound like that of
a tuba causes a large part of the basilar membrane to be displaced, and so it is hard
to identify an exact place on the membrane that is associated with low-frequency hear-
ing. Looking only at the movement of the basilar membrane would give the impression
that humans are probably not very good at hearing and discriminating between low-
frequency sounds, and yet we are. Some other factors must therefore be at play in
low-frequency hearing.

Frequency theory gets at these other influences by stating that the perception of a
sound’s frequency depends on how offen the auditory nerve fires. Higher-frequency
sounds cause the auditory nerve to fire more often than do lower-frequency sounds.
One limitation of frequency theory, however, is that a single neuron has a maximum
firing rate of about 1,000 times per second. Therefore, frequency theory does not apply
to tones with frequencies that would require a neuron to fire more rapidly.

To deal with this limitation of frequency theory, researchers developed the volley
principle, which states that a cluster of nerve cells can fire neural impulses in rapid
succession, producing a volley of impulses. Individual neurons cannot fire faster than
1,000 times per second, but if the neurons team up and alternate their neural firing,
they can attain a combined frequency above that rate. To get a sense for how the volley
principle works, imagine a troop of soldiers who are all armed with guns that can fire
only one round at a time and that take time to reload. If all the soldiers fire at the same
time, the frequency of firing is limited and cannot go any faster than it takes to reload
those guns. If, however, the soldiers are coordinated as a group and fire at different
times, some of them can fire while others are reloading, leading to a greater frequency
of firing. Frequency theory better explains the perception of sounds below 1,000 times
per second, whereas a combination of frequency and place theory is needed for sounds
above 1,000 times per second.

AUDITORY PROCESSING
IN THE BRAIN

As we considered in the discussion of the visual system, once our receptors pick up energy
from the environment, that energy must be transmitted to the brain for processing and
interpretation. We saw that in the retina, the responses of the rod and cone receptors feed
into ganglion cells and leave the eye via the optic nerve. In the auditory system, informa-
tion about sound moves from the hair cells of the inner ear to the auditory nerve, which
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carries neural impulses to the brain’s auditory areas. Remember that it is the movement
of the hair cells that transforms the physical stimulation of sound waves into the action
potential of neural impulses.

Auditory information moves up the auditory pathway via electrochemical trans-
mission in a more complex manner than does visual information in the visual path-
way. Many synapses occur in the ascending auditory pathway, with most fibers
crossing over the midline between the hemispheres of the cerebral cortex, although
some proceed directly to the hemisphere on the same side as the ear of reception
(Landau & Barner, 2009). This means that most of the auditory information from
the left ear goes to the right side of the brain, but some also goes to the left side of
the brain. The auditory nerve extends from the cochlea to the brain stem, with some
fibers crossing over the midline. The cortical destination of most of these fibers is
the temporal lobes of the brain (beneath the temples of the head). As in the case of
visual information, researchers have found that features are extracted from auditory
information and transmitted along parallel pathways in the brain (Recanzone &
Sutter, 2008).

LOCALIZING SOUND

When we hear the siren of a fire engine or the bark of a dog, how do we know where
the sound is coming from? The basilar membrane gives us information about the fre-
quency, pitch, and complexity of a sound, but it does not tell us where a sound is
located.

Earlier in the module we saw that because our two eyes see slightly different images,
we can determine how near or far away an object is. Similarly, having two ears helps
us to localize a sound because each receives somewhat
different stimuli from the sound source. A sound com-
ing from the left has to travel different distances to the
two ears, so if a barking dog is to your left, your left
ear receives the sound sooner than your right ear. Also,
your left ear will receive a slightly more intense sound
than your right ear in this case. The sound reaching one ear
is more intense than the sound reaching the other ear for two
reasons: (1) It has traveled less distance and (2) the other ear is in what
is called the sound shadow of the listener’s head, which provides a barrier that
reduces the sound’s intensity (Figure 11.4).

Thus, differences in both the #iming of the sound and the insensity of the sound help
us to localize a sound (Salminen & others, 2010). Humans often have difficulty localizing
a sound that is coming from a source that is directly in
front of them because it reaches both ears simultane-
ously. The same is true for sounds directly above your

provide information about localization are not present.  the sound that reaches the right ear.

SUMMARY

Sounds, or sound waves, are vibrations in the air that are processed by the outer ear 133
auditory system. These waves vary in important ways that influence what middle ear 134
we hear. Pitch (how high or low in tone a sound is) is the perceptual in-
terpretation of wavelength frequency. Amplitude of wavelengths, mea-
sured in decibels, is perceived as loudness. Complex sounds involve a
blending of frequencies. Timbre is the tone saturation, or perceptual
quality, of a sound.

inner ear 134

place theory 136

Left ear

The Auditory System

Right ear

frequency theory
volley principle

auditory nerve

Sound shadow

FIGURE 11.4 The Sound Shadow The sound shadow is caused by the
- ; ! o listener’s head, which forms a barrier that reduces the sound’s intensity. Here the
head or directly behind you, because the disparities that = sound is to the person’s left, so the sound shadow will reduce the intensity of
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The outer ear consists of the pinna and external auditory canal and
acts to funnel sound to the middle ear. In the middle ear, the eardrum,
hammer, anvil, and stirrup vibrate in response to sound and transfer the
vibrations to the inner ear. Important parts of the fluid-filled inner ear are
the oval window, cochlea, and basilar membrane. The movement of hair
cells between the basilar membrane and the tectorial membrane gener-
ates nerve impulses.

Place theory states that each frequency produces vibrations at a par-
ticular spot on the basilar membrane. Place theory adequately explains
high-frequency sounds but not low-frequency sounds. Frequency theory
holds that the perception of a sound’s frequency depends on how often
the auditory nerve fires. The volley principle states that a cluster of neu-
rons can fire impulses in rapid succession, producing a volley of impulses.

Information about sound moves from the hair cells to the auditory
nerve, which carries information to the brain’s auditory areas. The corti-
cal destination of most fibers is the temporal lobes of the cerebral cortex.
Localizing sound involves both the timing of the sound and the intensity
of the sound arriving at each ear.

1. When you hear the pitch of a voice or an instrument, what quality
of sound are you perceiving? When you hear the loudness of music,
what characteristic of sound are you perceiving?

2. When you hear any sound, what vibrates, and how are the vibrations
then transferred to the inner ear?

3. What is the pinna? What role does it play in hearing?

APPLY YOUR KNOWLEDGE

1. Have you ever thought you heard your mother or someone significant
call your name but then found that person looking puzzled when you
responded? Based on auditory perception, how can you explain this
misunderstanding?

2. How do you think the music you listen to loudly through your ear-
buds might affect your hearing?



The Other Senses

In addition to the visual and auditory systems, we sense through the skin senses and
the chemical senses (smell and taste), and the kinesthetic and vestibular senses (systems
that allow us to stay upright and to coordinate our movements).

THE SKIN SENSES

You know when a friend has a fever by putting your hand to her head; you know how
to find your way to the light switch in a darkened room by groping along the wall; and
you know whether a pair of shoes is too tight by the way the shoes rub different parts
of your feet when you walk. Many of us think of our skin as a painter’s canvas: We
color it with cosmetics, dyes, and tattoos. In fact, the skin is our largest sensory system,
draped over the body with receptors for touch, temperature, and pain (Hollins, 2010).
These three kinds of receptors form the cutaneous senses.

Touch

Touch is one of the senses that we most often take for granted, yet our ability to respond
to touch is astounding. What do we detect when we feel “touch” What kind of energy
does our sense of touch pick up from our external environment? In vision we detect
light energy. In hearing we detect the vibrations of air or sound waves pressing against
our eardrums. In touch we detect mechanical energy, or pressure against the skin. The
lifting of a single hair causes pressure on the skin around the shaft of hair. This tiny bit
of mechanical pressure at the base of the hair is sufficient for us to feel the touch of a
pencil point. More commonly we detect the mechanical energy of the pressure of a car
seat against our buttocks or of a pencil in our hand. Is this energy so different from
the kind of energy we detect in vision or hearing? Sometimes the only difference is one
of intensity—the sound of a rock band playing softly is an auditory stimulus, but at
the high volumes that make a concert hall reverberate, this auditory stimulus is also fe/s
as mechanical energy pressing against our skin.

How does information about touch travel from the skin through the nervous system?
Sensory fibers arising from receptors in the skin enter the spinal cord. From there the
information travels to the brain stem, where most fibers from each side of the body
cross over to the opposite side of the brain. Next the information about touch moves
on to the thalamus, which serves as a relay station. The thalamus then projects the map
of the body’s surface onto the somatosensory areas of the parietal lobes in the cerebral
cortex (Hirata & Castro-Alamancos, 2010).

Just as the visual system is more sensitive to images on the fovea than to images
in the peripheral retina, our sensitivity to touch is not equally good across all areas
of the skin. Human toolmakers need excellent touch discrimination in their hands,
but they require much less touch discrimination in other parts of the body, such as
the torso and legs. The brain devotes more space to analyzing touch signals coming
from the hands than from the legs. Consider the following example illustrating the
hand’s sensitivity. Standing in front of a vending machine, you find you need another
nickel. Without looking, you are able to pull out the right coin. That is something
that not even the most sophisticated robot can do. Engineers who design robots for
use in surgical and other procedures have been unable to match the human hand’s
amazing sensitivity.

139
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© thermoreceptors Sensory nerve endings
under the skin that respond to changes in
temperature at or near the skin and provide
input to keep the body’s temperature at
98.6 degrees Fahrenheit.

® pain The sensation that warns us of damage
to our bodies.

Warm Cold
water water

' {

' '

FIGURE 12.1 A “Hot” Experience
When two pipes, one containing cold water
and the other warm water, are braided
together, a person touching the pipes feels a
sensation of “hot.” The perceived heat coming
from the pipes is so intense that the individual
cannot touch them for longer than a couple of
seconds.

Perception

Temperature

We not only can feel the warmth of a comforting hand on our hand, we also can feel
the warmth or coolness of a room. In order to maintain our body temperature, we have
to be able to detect temperature. Thermoreceptors, sensory nerve endings under the
skin, respond to changes in temperature at or near the skin and provide input to keep
the body’s temperature at 98.6 degrees Fahrenheit. There are two types of thermorecep-
tors: warm and cold. Warm thermoreceptors respond to the warming of the skin, and
cold thermoreceptors respond to the cooling of the skin. When warm and cold receptors
that are close to each other in the skin are stimulated simultaneously, we experience the
sensation of hotness. Figure 12.1 illustrates this “hot” experience.

Pain

Pain is the sensation that warns us of damage to our bodies. When contact with the
skin takes the form of a sharp pinch, our sensation of mechanical pressure changes from
touch to pain. When a pot handle is so hot that it burns our hand, our sensation of
temperature becomes one of pain. Intense stimulation of any one of the senses can
produce pain—too much light, very loud sounds, or too many habanero peppers, for
example.

Our ability to sense pain is vital for our survival as a species. In other words, this
ability is adaptive. Individuals who cannot perceive pain often have serious difficulty
navigating the world. They might not notice that they need to move away from a dan-
ger such as a hot burner on a stove or that they have seriously injured themselves. Pain
functions as a quick-acting messenger that tells the brain’s motor systems that they must
act fast to eliminate or minimize damage.

Pain receptors are dispersed widely throughout the body—in the skin, in the sheath
tissue surrounding muscles, in internal organs, and in the membranes around bone.
Although all pain receptors are anatomically similar, they differ in the type of physical
stimuli to which they most readily respond. Mechanical pain receptors respond mainly
to pressure, such as when we encounter a sharp object. Heat pain receptors respond
primarily to strong heat that is capable of burning the tissue in which the receptors are
embedded. Other pain receptors have a mixed function, responding to both types of
painful stimuli. Many pain receptors are chemically sensitive and respond to a range of
pain-producing substances (Latremoliere & Woolf, 2009).

Pain receptors have a much higher threshold for firing than receptors for temperature
and touch (Bloom, Nelson, & Lazerson, 2001). Pain receptors react mainly to physical
stimuli that distort them or to chemical stimuli that irritate them into action. Inflamed
joints or sore, torn muscles produce prostaglandins, which stimulate the receptors and
cause the experience of pain. Drugs such as aspirin likely reduce the feeling of pain by
reducing prostaglandin production.

Two different neural pathways transmit pain messages to the brain: a fast pathway
and a slow pathway (Bloom, Nelson, & Lazerson, 2001). In the fast pathway, fibers
connect directly with the thalamus and then to the motor and sensory areas of the
cerebral cortex. This pathway transmits information about sharp, localized pain, as
when you cut your skin. The fast pathway may serve as a warning system, providing
immediate information about an injury—it takes less than a second for the information
in this pathway to reach the cerebral cortex. In the slow pathway, pain information
travels through the limbic system, a detour that delays the arrival of information at
the cerebral cortex by seconds. The unpleasant, nagging pain that characterizes the slow
pathway may function to remind the brain that an injury has occurred and that we
need to restrict normal activity and monitor the pain (Gao & Ji, 2010; Linnman &
others, 2010).

Many neuroscientists believe that the brain actually generates the experience of pain.
There is evidence that turning pain signals on and off is a chemical process that prob-
ably involves endorphins. Recall from Module 6 that endorphins are neurotransmitters
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that function as natural opiates in producing pleasure and pain (Mirilas & others, 2010;
Quang & Schmidt, 2010). Endorphins are believed to be released mainly in the synapses
of the slow pathway.

Perception of pain is complex and often varies from one person to the next (H. S.
Smith, 2010). Some people rarely feel pain; others seem to be in great pain if they
experience a minor bump or bruise. To some degree, these individual variations may
be physiological. A person who experiences considerable pain even with a minor injury
may have a neurotransmitter system that is deficient in endorphin production. How-
ever, perception of pain goes beyond physiology. Although it is true that all sensations
are affected by factors such as motivation, expectation, and other related decision
factors, the perception of pain is especially susceptible to these factors (Watson &
others, 2000). A substantial research literature indicates that women experience more
clinical pain, suffer more pain-related distress, and are more sensitive to experimentally
induced pain than do men (Paller & others, 2009). Cultural and ethnic contexts also

can greatly determine the degree to which an individual experiences pain (Dawson &
List, 2009).

THE CHEMICAL SENSES

The information processed through our senses comes in many diverse forms: electro-
magnetic energy in vision, sound waves in hearing, and mechanical pressure and tem-
perature in the skin senses. The two senses we now consider, smell and taste, are
responsible for processing chemicals in our environment. Through smell, we detect
airborne chemicals, and through taste we detect chemicals that have been dissolved in
saliva. Smell and taste are frequently stimulated simultaneously. We notice the strong
links between the two senses when a nasty cold with lots of nasal congestion takes the
pleasure out of eating. Our favorite foods become “tasteless” without their characteristic
smells. Despite this link, taste and smell are two distinct systems.

Taste

Think of your favorite food. Why do you like it? Imagine that food without its flavor.
The thought of giving up a favorite taste, such as chocolate, can be depressing. Indeed,
eating food we love is a major source of pleasure.

How does taste happen? To get at this question, try this. Take a drink of milk and
allow it to coat your tongue. Then go to a mirror, stick out your tongue, and look
carefully at its surface. You should be able to see rounded bumps above the surface.
Those bumps, called papillae, contain taste buds, the receptors for taste. Your tongue
houses about 10,000 taste buds, which are replaced about every two weeks. As we age,
this replacement process is not quite as efficient, and an older individual may have just
5,000 working taste buds at any given moment. As with all of the other sensory systems
we have studied, the information picked up by these taste receptors is transmitted to
the brain for analysis and, when necessary, for a response (spitting something out, for
example).

Traditionally, tastes were categorized as sweet, sour, bitter, and salty. However, today,
most neuroscientists believe that the breakdown of taste into those four categories far
underestimates the complexity of taste (Cauller, 2001). The taste fibers leading from a
taste bud to the brain often respond strongly to a range of chemicals spanning multiple
taste elements, such as salty and sour. The brain processes these somewhat ambiguous
incoming signals and integrates them into a perception of taste (Bartoshuk, 2008). So,
although people often categorize taste sensations along the four dimensions of sweet,
bitter, salty, and sour, our tasting ability goes far beyond these.

Recently, researchers and chefs have been exploring a taste called umami (Maruyama
& others, 2006). Umami is the Japanese word for “delicious” or “yummy.” The taste of

® papillae Rounded bumps above the tongue’s
surface that contain the taste buds, the
receptors for taste.
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® olfactory epithelium The lining the roof of
the nasal cavity, containing a sheet of receptor
cells for smell.

Many animals have a stronger sense of smell than humans do. Dogs have an especially powerful
olfactory sense. Watson, a Labrador retriever, reliably paws his owner 45 minutes before her epileptic

umami, one that Asian cooks have long recognized, is the flavor of L-glutamate. What
is that taste? Umami is a savory flavor that is present in many seafoods as well as soy
sauce, parmesan and mozzarella cheese, anchovies, mushrooms, and hearty meat broths.

Culture certainly influences the experience of taste. Anyone who has watched the
Japanese version of fron Chef or Bizarre Foods on television quickly notices that some
people enjoy the flavor of sea urchin or raw meat, while others just do not get the
appeal. In some cultures, food that is so spicy as to be practically inedible for the out-
sider may be viewed as quite delicious. The culture in which we live can influence the
foods we are exposed to as well as our sense of what tastes good. In some cultures, very
spicy food is introduced slowly into children’s diets so that they can learn what is deli-
cious at an early age.

Smell

Why do we have a sense of smell? One way to appreciate the importance of smell is to
think about animals with a more sophisticated sense of smell than our own. A dog, for
example, can use smell to find its way back from a long stroll, to distinguish friend from
foe, and even (with practice) to detect illegal drugs concealed in a suitcase. In fact, dogs
can detect odors in concentrations 100 times lower than those detectable by humans.
Given the nasal feats of the average dog, we might be tempted to believe that the sense
of smell has outlived its usefulness in humans.

What do humans use smell for? For one thing, humans need the sense of smell to
decide what to eat. We can distinguish rotten food from fresh food and remember (all
too well) which foods have made us ill in the past. The smell of a food that has previ-
ously made us sick is often by itself enough to make us feel nauseated. Second, although
tracking is a function of smell that we often associate only with animals, humans are
competent odor trackers. We can follow the odor of gas to a leak, the smell of smoke
to a fire, and the aroma of a hot apple pie to a windowsill.

What physical equipment do we use to process odor information? Just as the eyes scan
the visual field for objects of interest, the nose is an active instrument. We actively sniff
when we are trying to track down the source of a fire or an unfamiliar chemical odor. The
olfactory epithelium lining the roof of the nasal cavity contains a sheet of receptor cells
for smell (Figure 12.2), so sniffing maximizes the chances of detecting an odor. The
receptor cells are covered with millions of minute, hairlike antennae that project through
the mucus in the top of the nasal cavity and
make contact with air on its way to the throat
and lungs (Bartoshuk, 2008; Rawson & Yee,
2000). Interestingly, unlike the neurons of most
sensory systems, the neurons in the olfactory epi-
thelium tend to replace themselves after injury
(Vukovic & others, 2009).

What is the neural pathway for information
about smell? Although all other sensory path-
ways pass through the thalamus, the pathway
for smell does not. In smell, the neural pathway
first goes to the olfactory areas in the temporal
lobes and then projects to various brain regions,
especially the limbic system, which is involved
in emotion and memory (Huart, Collet, &
Rombaux, 2010). Unlike the other senses,
smells take a superhighway to emotion and
memory, a phenomenon we will consider in
more detail in Module 23.

Smell might have a role to play in the chem-

A\

seizures begin, giving her time to move to a safe place. How does Watson know to do so? The best istry of interpersonal attraction (Hurst, 2009).
hypothesis is that the dog smells the chemical changes that precede epileptic seizures. From an evolutionary perspective, the goal of
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FIGURE 12.2 The Olfactory Sense Airborne molecules of an odor reach tiny receptor cells in the roof of the nasal cavity. The receptor
cells form a mucus-covered membrane called the olfactory epithelium. Then the olfactory nerve carries information about the odor to the brain for
further processing.

human mating is to find someone with whom to produce the healthiest offspring
(Cosmides, 2011). Mates with differing sets of genes (known as the major histocompar-
ibility complex, or MHC) produce healthier offspring with the broadest immune systems
(Mueller, 2010). How do we find these people, short of taking a blood test? Martie
Haselton (2006) has conducted studies on interpersonal attraction using the “smelly
T-shirt” paradigm. In this research, men are asked to wear a T-shirt to bed every day
for a week without washing it. After they have been thoroughly imbued with a male’s
personal scent, the T-shirts are presented to women to smell and rate for attractiveness.
Women reliably rate men whose MHC:s are different from their own as more attractive,
on the basis of the aroma of the T-shirts. Thus, although the eyes may be the window
to the soul, the nose might be the gateway to love.

THE KINESTHETIC
AND VESTIBULAR SENSES

You know the difference between walking and running and between lying down and

sitting up. For you to perform even the simplest act of motor coordination, such as

reaching out to take a book off a shelf or getting up out of a chair, the brain must

constantly receive and coordinate information from every part of the body. Your body 4 tinesthetic senses Senses that provide
has two kinds of senses that give you information about your movement and orientation  jnformation about movement, posture, and
in space, as well as help you to maintain balance. The kinesthetic senses provide informa-  orientation.
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vestibular sense Sense that provides tion about movement, posture, and orientation. The vestibular sense provides information
information about balance and movement. about balance and movement.

No specific organ contains the kinesthetic senses. Instead, they are embedded in
muscle fibers and joints. As we stretch and move, these receptors signal the state of the
muscle. Kinesthesia is a sense that you often do not even notice until it is gone. Try
walking when your leg is “asleep” or smiling (never mind talking) when you have just
come from a dentist’s office and are still under the effects of Novocain.

We can appreciate the sophistication of kinesthesis when we think about it in terms
of memory. Even a mediocre typist can bang out 20 words per minute—but how
many of us could write down the order of the letters on a keyboard without looking?
Typing is a skill that relies on very coordinated sensitivity to the orientation, position,
and movements of our fingers. We say that our fingers “remember” the positions of
the keys. Likewise, the complicated movements a pitcher uses to throw a baseball
cannot be written down or communicated easily using language. They involve nearly
every muscle and joint in the body. Most information about the kinesthetic senses is
transmitted from the joints and muscles along the same pathways to the brain as
information about touch.

The vestibular sense tells us whether our head (and hence usually our body) is tilted,
moving, slowing down, or speeding up. It works in concert with the kinesthetic senses
to coordinate our proprioceptive feedback, which is information about the position of
our limbs and body parts in relation to other body parts. Consider the combination of
sensory abilities involved in the motion of an ice hockey player skating down the ice,
cradling the puck, and pushing it forward with the hockey stick. The hockey player is

semicircular canals Three fluid-filled circular responding simultaneously to a multitude of sensations, including those produced by
tubes in the inner ear containing the sensory the slickness of the ice, the position of the puck, the speed and momentum of the
receptors that detect head motion caused when forward progression, and the requirements of the play to turn and to track the other

we tilt or move our head and/or body.

players on the ice.

The semicircular canals of the inner ear contain the sensory receptors that detect
head motion caused when we tilt or move our head and/or body (Figure 12.3).
These canals consist of three fluid-filled, circular tubes that lie in the three planes
of the body—right-left, front-back, and up-down. We can picture these as three
intersecting hula hoops. As you move your head, the fluid of the semicircular canals
flows in different directions and at different speeds (depending on the force of the
head movement). Our perception of head movement and position is determined by
the movements of these receptor cells (Liao & others, 2010). This ingenious system
of using the motion of fluid in tubes to sense head position is similar to the audi-
tory system of the inner ear. However, the fluid movement in the cochlea results
from the pressure sound exerts on the oval window, whereas the movements in the
semicircular canals reflect physical movements of the head and body. Vestibular
sacs in the semicircular canals contain hair cells embedded in a gelatin-like
mass. Just as the hair cells in the cochlea trigger hearing impulses in the

brain, the hair cells in the semicircular canals transmit information about
balance and movement.

The brain pathways for the vestibular sense begin in the auditory nerve,
which contains both the cochlear nerve (with information about sound)
and the vestibular nerve (which has information about balance and move-
ment). Most of the axons of the vestibular nerve connect with the medulla,
although some go directly to the cerebellum. There also appear to be vestibular
projections to the temporal cortex, but research has not fully charted their specific
pathways.

Information from the sense of vision supplements the combination of kin-
feedback to the gymnast's brain as her head and body tilt ESt}ftiC~ anﬁ Ve§tibular senses. This princiPle causes a motor.ist to slam on the
in different directions. Any angle of head rotation is rakes in his tiny sports car when the big truck next to him starts to move
registered by hair cells in one or more semicircular canals forward. When everything in our visual field appears to be moving, it is gen-
in both ears. (Inset) The semicircular canals. erally because we are moving.

The Semicircular Canals and
Vestibular Sense The semicircular canals provide



SUMMARY

The skin senses include touch, temperature, and pain. Touch is the detec-
tion of mechanical energy, or pressure, against the skin. Touch informa-
tion travels through the spinal cord, brain stem, and thalamus and on to
the somatosensory areas of the parietal lobes. Thermoreceptors under the
skin respond to increases and decreases in temperature. Pain is the sensa-
tion that warns us about damage to our bodies.

The chemical senses of taste and smell enable us to detect and process
chemicals in the environment. Papillac are bumps on the tongue that
contain taste buds, the receptors for taste. The olfactory epithelium con-
tains a sheet of receptor cells for smell in the roof of the nose.

The kinesthetic senses provide information about movement, posture,
and orientation. The vestibular sense gives us information about balance
and movement. Receptors for the kinesthetic senses are embedded in
muscle fibers and joints. The semicircular canals in the inner ear contain
the sensory receptors that detect head motion.

1. What three kinds of receptors form the cutaneous senses?
2. Describe how and why pain is adaptive.

3. What information about the body do the kinesthetic senses and the
vestibular sense provide?
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APPLY YOUR KNOWLEDGE

1. Ithas been said that we taste with our eyes first. Professional chefs give
great thought to the presentation of foods. Think about your favorite
food and focus not on how it tastes but on how it looks. Now think
about how it smells. How do vision, smell, and taste work together to
produce the experience of your favorite dish? Would your favorite
beef stew be just as appetizing if it were served in a dog food bowl?

N

If you have a few minutes and a strong stomach, give your vestibu-
lar system a workout. Spin around quickly and repeatedly for a
minute. You can spin in a swivel chair or standing in the center of
aroom (be careful of sharp edges nearby). When you stop, you will
feel dizzy. Here’s what is happening. The fluid in the semicircular
canals moves slowly and is even slower to change direction. When
we spin for a while, the fluid eventually catches up with our rate of
motion and starts moving in the same direction. When we stop
moving, however, the slow-moving fluid keeps on moving. It tells
the hair cells in the vestibular canals (which in turn tell the brain),
“We are still spinning”—and we feel as if we are.
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Our senses are a vital connection to the world and to our experience, and we should
not take them for granted. Ensuring the health of our senses means caring for our
precious sensory organs—for example, by getting vision and hearing screenings and
noting changes that might occur in our sensory experiences (Groenewould & others,
2010; Saito & others, 2010). Taking care of your eyes means avoiding high-fat food,
not smoking, and eating a diet rich in vitamins A, E, and C, zinc, and beta carotene.
This means consuming a wide variety of fruits and vegetables (including your spin-
ach). It also means reading with appropriate lighting (three times brighter than the
rest of the room light) and with your work at eye level—about 16 inches away—and
wearing sunglasses that protect your eyes from UVA and UVB, the sun’s damaging
rays. Some of the common causes of blindness are preventable but also undetect-
able. A glaucoma test is especially important after the age of 60. Staying active and
eating healthy are important for avoiding another cause of blindness: diabetic
retinopathy.

With respect to our hearing, perhaps the most dangerous threat comes from loud
noise (E Zhao & others, 2010). Many of us enjoy listening to our favorite tunes on a
portable media player. As these devices have become smaller and smaller, they have
grown increasingly popular—we use them whenever we desire and wherever we are.
These players use earbuds that transmit sound directly into the ear canal. How might
this technology affect our hearing? A study examined the safety of iPods for the hearing
of listeners. Cory Portnuff and Brian Fligor (2006) found that a typical person could
safely listen to an iPod for nearly 5 hours at 70 percent volume. The researchers con-
cluded that those who like their tunes louder should not listen as long; if you listen at
90 percent volume, for example, keep yourself plugged in for no more than 90 minutes.
One important issue is the environment in which the person is listening. Participants
in the study were more likely to pump up the volume if they were listening to their
iPods in environments that were already noisy. Interestingly, effects on hearing did not
depend on the participants’ choice of music. So, whether it is Kanye West, Barry
Manilow, or Mozart, sensible listening is wise.

Throughout this module we have viewed sensation and perception as our connec-
tions to the world. How about treating your senses by taking them outside? Few
things engage all of our senses like being outside in a natural environment. And
experiences with the natural world have been shown to improve overall physical and
psychological well-being (Devlin & Arneill, 2003; Gulwadi, 2006; Ulrich, 1991).
Hospital patients recover more quickly if they have a window that looks out onto
trees, sky, and plants (Ulrich, 1991). Taking a walk outside is an excellent way to
get exercise as well as to open up your senses to the world. While you are walking,
remember to stop and smell the flowers—literally. Flowers are visually pleasant and
they smell good, so they are a natural mood booster for both men and women
(Haviland-Jones & others, 2005).

Our senses allow us to experience the world in all its vibrancy. Sue Berry, who achieved
the ability to perceive depth only after a long, arduous effort, described her encounter
with nature on a snowy day. “I felt myself within the snow fall, among the snowflakes.
... I was overcome with a sense of joy. A snow fall can be quite beautiful—especially
when you see it for the first time” (quoted in Sacks, 2006, p. 73). Recall the example
of Michael May who was able to see after 25 years of blindness. One night, with his
seeing-eye dog Josh at his side, he decided to go look at the sky. Lying on the grass in



Sensation, Perception, and Health and Wellness 147

a field, he opened his eyes. He thought he was “seeing stars”—in the metaphorical sense.
He thought that the thousands of white lights in the sky could not really be real,
but they were. As he remarked in his “vision diary”: “How sweet it is” (May, 2003;
Stein, 2003).

SUMMARY

Senses connect us to the world. Taking care of your precious sense organs
means adopting healthy practices such as eating a low-fat diet rich in vi-
tamins and beta carotene. Caring for your eyes means wearing protective
lenses when you are in the bright sun. Protecting your hearing requires
avoiding dangerously loud noises. Noise at 80 decibels or higher, if heard
for prolonged periods, can damage hearing. Experiences in nature have
been shown to reduce stress and enhance well-being.

1. What are several strategies individuals can use to protect and
preserve their vision?

2. What factor poses the most serious threat to hearing?

3. How do portable media players such as iPods impact hearing, and
what can consumers do to reduce the potential harm from using
them?
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The Awesome Power of Consciousness

The daily life of Erik Ramsey would seem to be the
Stllff Of nightmares. In 1999, at age 16, he was horribly injured in a car accident.
A blood clot in his brain stem caused a stroke, leaving Erik with a rare and permanent condition
called locked-in syndrome (Foer, 2008). Erik cannot move or speak. He can feel an itch on his
face but cannot reach up and scratch it. The only muscles over which he has any control are
those that allow him to move his eyes. Erik uses his eye movements to communicate, answering
yes (by looking up) or no (by looking down). Asked if he ever wished he had not survived his
accident, Erik looks down. For all the limitations in his life, Erik has one important thing left:
his mind.

Erik also has a loving family and a team of scientists dedicated to developing a way for him to
communicate. Computer-brain interfaces might eventually allow Erik to communicate with others
using his ability to think. In 2004, doctors used fMRI to pinpoint the brain locations that were
active when Erik imagined himself speaking. They implanted electrodes in those areas. Since then,

Erik has been laboriously learning to think the sounds he cannot make with his voice and to do so

in a way that a computer will recognize and translate them into speech. The neurosurgeons,
engineers, and computer scientists who are working to develop the technology hope that Erik will
be able to “say” vowels, consonants, and perhaps even words and sentences with his mind. They
are devoted to this task because the person thinking and feeling inside his eerily still body
remains, they believe, Erik. Such is the power of consciousness in human life—that a conscious

mind, locked in a body however limited, is still a person very much worth reaching. ®




The Nature of Consciousness

Consciousness is a crucial part of human experience (H. G. Taylor & others, 2010;
Wijnen & van Boxtel, 2010). Our conscious awareness represents that private inner
mind where we think, feel, plan, wish, pray, imagine, and quietly relive experiences.
Consider that if we did not have private thoughts and feelings, we could not tell a lie.
In the late nineteenth and early twentieth centuries, psychology pioneer William
® stream of consciousness Term used by James (1950) described the mind as a stream of consciousness, a continuous flow of
William James to describe the mind as a changing sensations, images, thoughts, and feelings. The content of our awareness
continuous flow of changing sensations, changes from moment to moment. Information moves rapidly in and out of conscious-
images, thoughts, and feelings. . . .
ness. Our minds can race from one topic to the next—from the person approaching us
to our physical state today to the café where we will have lunch to our strategy for the
test tOMOrrow.

During much of the twentieth century, psychologists focused less on the study of
mental processes and more on the study of observable behavior. More recently, the study
of consciousness has regained widespread respectability in psychology (Hansimayr &
others, 2009; Nir & Tononi, 2010; Raffone & Srinivasan, 2010). Scientists from many
different fields are interested in consciousness (Chica & others, 2010; Deutsch, 2010;
O’Regan & others, 2010).

DEFINING CONSCIOUSNESS

® consciousness An individual’s awareness of We can define consciousness in terms of its two parts: awareness and arousal. Con-
external events and internal sensations under a sciousness is an individual’s awareness of external events and internal sensations under
condition of arousal, including awareness of the a condition of arousal. Awareness includes awareness of the self and thoughts about one’s
self and thoughts about one’s experiences. . . .
experiences. Consider that on an autumn afternoon, when you see a beautiful tree,
vibrant with color, you are not simply perceiving the colors; you are also aware that
you are seeing them. The term metacognition refers to thinking about thinking (Barkus
& others, 2010; Efklides, 2009). When you think about your thoughts—for example,
when you reflect on why you are so nervous before an exam—you are using your con-
scious awareness to examine your own thought processes. The second part of
, consciousness is arousal, the physiological state of being engaged with the
a \e b - environment. Thus, a sleeping person is not conscious in the same way
that he or she would be while awake.

CONSCIOUSNESS
AND THE BRAIN

The two aspects of consciousness, awareness and arousal, are

associated with different parts of the brain (Koch, 2011). Stanilas
Dehaene and his colleagues describe awareness, the subjective
state of being conscious of what is going on, as occurring in a
global brain workspace that involves a variety of brain areas working
in parallel (Dehaene & others, 2006; Del Cul & others, 2009;
Gaillard & others, 2009). These areas include the front-most part of
the brain—the prefrontal cortex—as well as the anterior cingulate (an area
150
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associated with acts of will) and the association areas (Bekinschtein & others, 2009;
Del Cul & others, 2009). This wide-reaching brain workspace is an assembly of
neurons that are thought to work in cooperation to produce the subjective sense of
consciousness.

According to the brain workspace approach to consciousness, the widespread avail-
ability of information broadcast throughout the brain is what we experience as con-
scious awareness (Baars, 2010; Gaillard & others, 2009). Arousal is a physiological
state determined by the reticular activating system, a network of structures including
the brain stem, medulla, and thalamus. Arousal refers to the ways that awareness is
regulated: If we are in danger, we might need to be on “high alert,” but if we are in
a safe environment with no immediate demands, we can relax and our arousal may
be quite low.

LEVELS OF AWARENESS

The flow of sensations, images, thoughts, and feelings that William James spoke of can
occur at different levels of awareness. Although we might think of consciousness as either
present or not, there are in fact shades of awareness, just as there are shades of percep-
tion in signal detection theory, as discussed in Module 9. Here we consider five levels
of awareness: higher-level consciousness, lower-level consciousness, altered states of con-
sciousness, subconscious awareness, and no awareness (Figure 13.1).

Higher-Level Consciousness

In controlled processes, the most alert states of human consciousness, individuals
actively focus their efforts toward a goal (Sibbald & others, 2009). For example,
watch a classmate as he struggles to master the unfamiliar buttons on his new smart-
phone. He does not hear you humming or notice the intriguing shadow on the wall.

Level of Awareness Description Examples

Doing a math or science
problem; preparing for a

debate; taking an at-bat in a
baseball game

Involves controlled processing, in
which individuals actively focus their
efforts on attaining a goal; the most
alert state of consciousness

Higher-Level
Consciousness

Lower-Level

Consciousness

Altered States
of Consciousness

Subconscious
Awareness

No Awareness

Includes automatic processing
that requires little attention, as
well as daydreaming

Can be produced by drugs, trauma,
fatigue, possibly hypnosis, and
sensory deprivation

Can occur when people are awake,
as well as when they are sleeping
and dreaming

Freud's belief that some unconscious
thoughts are too laden with anxiety
and other negative emotions for
consciousness to admit them

Punching in a number on a cell
phone; typing on a keyboard
when one is an expert; gazing
at a sunset

Feeling the effects of having
taken alcohol or psychedelic
drugs; undergoing hypnosis to
quit smoking or lose weight

Sleeping and dreaming

Having unconscious thoughts;
being knocked out by a blow
or anesthetized
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® controlled processes The most alert states of
human consciousness, during which individuals
actively focus their efforts toward a goal.

FIGURE 13.1 Levels of Awareness
Each level of awareness has its time and place
in human life.
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His state of focused awareness illustrates the idea of controlled processes. Controlled
processes require selective attention (see Module 9), the ability to concentrate on a
specific aspect of experience while ignoring others (Klumpp & Amir, 2009). Con-
trolled processes are slower than automatic processes and are more likely to involve
the prefrontal cortex (Gaillard & others, 2009). Often, after we have practiced an
activity a great deal, we no longer have to think about it while doing it. It becomes
automatic and faster.

Lower-Level Consciousness

Beneath the level of controlled processes are other levels of conscious awareness. Lower
levels of awareness include automatic processes and daydreaming.

AUTOMATIC PROCESSES

A few weeks after acquiring his smartphone, your classmate sends a text message in the
middle of a conversation with you. He does not have to concentrate on the keys and
hardly seems aware of the device as he continues to talk to you while finishing his lunch.
Using his phone has reached the point of automatic processing.

® automatic processes States of consciousness Automatic processes are states of consciousness that require little attention and do

that require little attention and do not interfere not interfere with other ongoing activities. Automatic processes require less conscious

with other ongoing activities. effort than controlled processes (Gillard & others, 2009). When we are awake, our
automatic behaviors occur at a lower level of awareness than controlled processes, but
they are still conscious behaviors. Your classmate pushed the right buttons, so at some
level he apparently was aware of what he was doing.

DAYDREAMING

Another state of consciousness that involves a low level of conscious effort is day-
dreaming, which lies between active consciousness and dreaming while asleep. It is a
little like dreaming while we are awake. Daydreams usually begin spontancously
when we are doing something that requires less than our full attention (McVay &
Kane, 2010).

Mind wandering is probably the most obvious type of daydreaming. We regularly
take brief side trips into our own private kingdoms of imagery and memory while read-
ing, listening, or working. When we daydream, we drift into a world of fantasy. We
perhaps imagine ourselves on a date, at a party, on television, in a faraway place, or at
another time of life. Sometimes our daydreams are about everyday events such as pay-
ing the rent, going to the dentist, and meeting with somebody at school or work.

The semiautomatic flow of daydreaming can be useful. As you daydream while

~ ironing a shirt or walking to the store, you may make plans, solve a problem, or come

\ . o up with a creative idea. Daydreams can also remind us of important things ahead.
Although we may think of daydreaming as goofing off or wasting time, these mental
adventures keep our minds active while helping us to cope, create, and fantasize

(Baars, 2010).

Altered States of Consciousness

Altered states of consciousness or awareness are mental states that are
noticeably different from normal awareness (Revonsuo, Kallio, &
Sikka, 2009). Altered states of consciousness can range from losing
one’s sense of self-consciousness to hallucinating. Such states can
be produced by trauma, fever, fatigue, sensory deprivation, medita-
tion, hypnosis, and psychological disorders. Drug use can also
“If you ask me, all three of us are in different states of awareness.” induce altered states of consciousness (Fields, 2010), as we will

© Edward Frascino/The New Yorker Collection. www.cartoonbank.com. COIlSidCI‘ later in thiS module.
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Subconscious Awareness

In Module 7, we saw that a great deal of brain activity occurs beneath the level of conscious
awareness. Psychologists are increasingly interested in the subconscious processing of
information, which can take place while we are awake or asleep (Voss & Paller, 2009; Yamada
& Decety, 2009).

WAKING SUBCONSCIOUS AWARENESS

When we are awake, processes are going on just below the surface of our awareness.
For example, while we are grappling with a problem, the solution may pop into our
head. Such insights can occur when a subconscious connection between ideas is so
strong that it rises into awareness.

Incubation refers to the subconscious processing that leads to a solution to a problem
after a break from conscious thought about the problem. Clearly, during incubation,
information is being processed even if we are unaware of that processing. Interestingly,
successful incubation requires that we first expend effort thinking carefully about the
problem (Gonzalez-Vallejo & others, 2008).

Recall Module 10’s discussion of the parallel processing of visual information. Sub-
conscious information processing also can occur simultaneously in a distributed manner
along many parallel tracks. For example, when you look at a dog running down the
street, you are consciously aware of the event but not of the subconscious processing of
the object’s identity (a dog), its color (black), and its movement (fast). In contrast,
conscious processing occurs in sequence and is slower than much subconscious process-
ing. Note that the various levels of awareness often work together. You rely on controlled
processing when memorizing material for class, but later, the answers on a test just pop
into your head as a result of automatic or subconscious processing.

SUBCONSCIOUS AWARENESS DURING SLEEP AND DREAMS

When we sleep and dream, our level of awareness is lower than when we daydream,
but sleep and dreams are not best regarded as the absence of consciousness (Issa &
Wang, 2008). Rather, they are low levels of consciousness.

Rescarchers have found that when people are asleep, they remain aware of external
stimuli to some degree. In sleep laboratories, when people are clearly asleep (as deter-
mined by physiological monitoring devices), they are able to respond to faint tones by
pressing a handheld button (Ogilvie & Wilkinson, 1988). In one study, the presentation
of pure auditory tones to sleeping individuals activated auditory processing regions of
the brain, whereas participants’ names activated language areas, the amygdala, and the
prefrontal cortex (Stickgold, 2001). We return to the topics of sleep and dreams in the
next section.

No Awareness

The term unconscious generally applies to someone who has been knocked out by a
blow or anesthetized, or who has fallen into a deep, prolonged unconscious state
(Matis & Birbilis, 2009). However, Sigmund Freud (1917) used the term wunconscious
in a very different way. Unconscious thought, said Freud, is a reservoir of unaccept-
able wishes, feelings, and thoughts that are beyond conscious awareness. In other
words, Freud’s interpretation viewed the unconscious as a storehouse for vile thoughts.
He believed that some aspects of our experience remain unconscious for good reason,
as if we are better off not knowing about them. For example, from Freud’s perspec-
tive, the human mind is full of disturbing impulses such as a desire to have sex with
our parents.

Although Freud’s interpretation remains controversial, psychologists now widely
accept the notion that unconscious processes do exist (Sampaio & Brewer, 2009; Voss
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©® unconscious thought According to Freud, a
reservoir of unacceptable wishes, feelings, and
thoughts that are beyond conscious awareness;
Freud’s interpretation viewed the unconscious as
a storehouse for vile thoughts.
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Consciousness and Developmental Psychology: How Do We
Develop a Sense of the Minds of Others?

magine yourself in a conversation

with a friend, describing a complex
issue. While talking, you search your
friend’s face for signs of understand-
ing. Does she nod? Does her brow fur-
row? In a sense, although you may
have never thought of it this way, your
observations reveal your belief in your
friend’s consciousness. When you
pause and ask, “Do you see what |
mean?” you are checking in on your
friend’s mind. Such interactions pro-
vide clues about how we think others
think.

It might seem obvious that other
people have minds of their own, but
the human ability to recognize the
subjective experience of another is a
true developmental accomplishment.
Developmental psychologists who
study children’s ideas about mental
states use the phrase theory of mind to
refer to individuals’ understanding that
they and others think, feel, perceive,

ory of mind is essential to many valu-
able social capacities, including
empathy and sympathy (Bamford &
Lagattuta, 2010; Boyd, 2008; Peterson
& others, 2009). Theory of mind is also
relevant to the capacity for deception
(Spritz, Fergusson, & Bankoff, 2010).
To examine theory of mind, developmental psychologists use
a clever procedure called the false belief task (Doherty, 2009). In
the false belief task, a child is asked to consider a situation like
the following (Wellman & Woolley, 1990). A little girl, Anna, has
some chocolate that she decides to save for later. She putsitin a
blue cupboard and goes outside to play. While Anna is gone, her
mother moves the chocolate to the red cupboard. When Anna
comes back in, where will she look for her chocolate? Three-year-
olds give the wrong answer—they assume that Anna will look in
the red cupboard because they know (even though Anna does
not) that Anna’s mother moved the chocolate to the red one.

tion about their feelings.

Temple Grandin, an accomplished animal scientist
; . who is autistic, has described in her memoir

and have private experiences (Bamford  thinking in Pictures how she has had to memorize
& Lagattuta, 2010; Gelman, 2009). The-  and practice the kinds of things that go on

effortlessly in other people’s heads. For example, she
must commit to memory the fact that non-autistic
individuals think in words, not images, and that
their facial expressions reveal important informa-

Four-year-olds answer correctly, recog-
nizing that Anna does not know every-
thing they do and that she will believe
the chocolate is where she left it
(Wellman & Woolley, 1990). Success at
false belief tasks is associated with
social competence (Barlow, Qualter, &
Stylianou, 2010), and children who per-
form them well are better liked by their
peers (Leslie, German, & Polizzi, 2005).
Simon Baron-Cohen (2006, 2008)
has proposed that the emergence of
theory of mind is so central to human
functioning that evolution would not
leave it up to chance. Baron-Cohen
suggests that we are born with a brain
mechanism that is ready to develop a
theory of mind. This theory of mind
mechanism (or TOMM) accounts for
the fact that nearly all children over
the age of 4 pass the false belief task,
even children with the genetic disorder
Down syndrome. Baron-Cohen be-
lieves that individuals with autism, a
disorder that affects communication
and social interaction, lack the TOMM,
a situation that would explain their
unique social deficits. Indeed, he has
referred to autism as “mind blindness.”
Of course, even with our remark-
able TOMM in full working order, our

intuitions about others are
sometimes inaccurate. We
might love someone who
does not return our feel-
ings, or we might trust a
person who does not have
our best interest at heart.
There is perhaps no greater
mystery than what is going on behind another person’s eyes.
What another person knows, thinks, believes, and wants—these
are questions that have fascinated human beings since the be-
ginning of our species.

If you could, would
you want to be able
to read someone’s
mind?

& Paller, 2009). Recently, researchers have found that many mental processes (thoughts,
emotions, and perceptions) can occur outside of awareness. Some psychologists term
these processes nonconscious rather than unconscious to avoid the Freudian connotation
(Finkbeiner & Palermo, 2009; Weyers & others, 2009).

For further insights on consciousness, see the Intersection, which explores children’s
beliefs about how the mind works and the implications of these understandings for their

social functioning.



SUMMARY

Consciousness is the awareness of external events and internal sensations,
including awareness of the self and thoughts about experiences. Most ex-
perts agree that consciousness is likely distributed across the brain. A global
brain workspace that includes the association areas and prefrontal lobes is
believed to play an important role in consciousness.

William James described the mind as a stream of consciousness.
Consciousness occurs at different levels of awareness that include
higher-level awareness (controlled processes and selective attention),
lower-level awareness (automatic processes and daydreaming), altered
states of consciousness (produced by drugs, trauma, fatigue, and other
factors), subconscious awareness (waking subconscious awareness,
sleep, and dreams), and no awareness (unconscious thought).

1. Describe (a) the brain areas that are part of the global brain
workspace involved in consciousness and (b) what our experience
of consciousness actually is.

2. What are controlled processes and automatic processes? In what
levels of consciousness is each involved?

3. What is daydreaming, according to the text discussion?
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APPLY YOUR KNOWLEDGE

1. Take 20 minutes and document your stream of consciousness. Just
write whatever comes into your mind for this period. When you have
finished, take a close look at what your stream of consciousness re-
veals. What topics came up that surprised you? Are the thoughts and
feelings you wrote down reflective of your daily life? Your important
goals and values? What is 7oz mentioned in your stream of conscious-
ness that is surprising to you?

2. What is an example of something you do that requires higher-level
conscious processing? Now think of something you do that requires
lower-level conscious processing. Do these tasks differ based on their
importance to your life and their ability to satisfy your personal
needs?



Sleep and Dreams

® sleep A natural state of rest for the body
and mind that involves the reversible loss of
consciousness.

® biological rhythms Periodic physiological
fluctuations in the body, such as the rise and fall
of hormones and accelerated and decelerated
cycles of brain activity, that can influence
behavior.

® circadian rhythms Daily behavioral or physi-
ological cycles. Daily circadian rhythms involve
the sleep/wake cycle, body temperature, blood
pressure, and blood sugar level.

FIGURE 14.1 Suprachiasmatic

Nucleus The suprachiasmatic nucleus (SCN)
plays an important role in keeping our
biological clock running on time. The SCN is
located in the hypothalamus. It receives
information from the retina about light, which
is the external stimulus that synchronizes the
SCN. Output from the SCN is distributed to
the rest of the hypothalamus and to the
reticular formation.
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By this point in your life, you have had quite a bit of experience with sleep. You already
know that sleep involves a decrease in body movement and (typically) having one’s eyes
closed. What is sleep, more exactly? We can define sleep as a natural state of rest for
the body and mind that involves the reversible loss of consciousness. Surely, sleep must
be important, because it comprises a third of our life, taking up more time than any-
thing else we do. Why is sleep so important? Before tackling this question, let’s first
consider how sleep is linked to our internal biological rhythms.

BIOLOGICAL RHYTHMS
AND SLEEP

Biological rhythms are periodic physiological fluctuations in the body. We are unaware
of most biological rhythms, such as the rise and fall of hormones and the accelerated
and decelerated cycles of brain activity, but they can influence our behavior. These
thythms are controlled by biological clocks, which include annual or seasonal cycles
such as those involving the migration of birds and the hibernation of bears, as well as
24-hour cycles such as the cycling between being asleep and being awake and the cycling
of temperature in the human body. Lets explore the body’s 24-hour cycles.

Circadian Rhythms

Circadian rhythms are daily behavioral or physiological cycles. Daily circadian rhythms
involve the sleep/wake cycle, body temperature, blood pressure, and blood sugar level

Cerebral cortex

Hypothalamus

Suprachiasmatic
nucleus (SCN)

Reticular
formation
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(Habbal & Al-Jabri, 2009; Kujanik & Mikulecky, 2010). For example, body
temperature fluctuates about three degrees Fahrenheit in a 24-hour day, peaking
in the afternoon and dropping to its lowest point between 2 a.M. and 5 A.M.
Researchers have discovered that the body monitors the change from day to
night by means of the suprachiasmatic nucleus (SCN), a small brain structure
that uses input from the retina to synchronize its own rhythm with the daily
cycle of light and dark (Segall & Amir, 2010). The SCN sends information to
the hypothalamus and pineal gland to regulate daily rhythms such as tempera-
ture, hunger, and the release of hormones such as melatonin. The SCN also
communicates with the reticular formation to regulate daily rhythms of sleep
and wakefulness (Figure 14.1). Although a number of biological clocks seem to
be involved in regulating circadian rhythms, researchers have found that the
SCN is the most important (Trudel & Bourque, 2010; Vimal & others, 2009).
Many individuals who are totally blind experience lifelong sleeping problems
because their retinas cannot detect light. These people have a kind of permanent

jet lag and periodic insomnia because their circadian rhythms often do not follow
a 24-hour cycle (Waller, Bendel, & Kaplan, 2008).

Desynchronizing the Biological Clock

Biological clocks can become desynchronized, or thrown off their regular sched-
ules. Among the circumstances of life that can introduce irregularities into our
sleep are jet travel, changing work shifts, and insomnia. What effects might such

irregularities have on circadian rhythms? Changing to a night-shift job can desynchronize our
If you fly from Los Angeles to New York and then go to bed at 11 p.m.  biological clocks and affect our circadian rhythms and

eastern time, you may have trouble falling asleep because your body is still on
West Coast time. Even if you sleep for 8 hours that night, you may have a hard time
waking up at 7 A.M. eastern time, because your body thinks it is 4 a.m. If you stay
in New York for several days, your body will adjust to this new schedule.

The jet lag you experience when you fly from Los Angeles to New York occurs
because your body time is out of phase, or synchronization, with clock time (Mahoney,
20105 Sack, 2009). Jet lag is the result of two or more body rhythms being out of sync.
You usually go to bed when your body temperature begins to drop, but in your new
location, you might be trying to go to sleep when it is rising. In the morning, your
adrenal glands release large doses of the hormone cortisol to help you wake up. In your
new geographic time zone, the glands may be releasing this chemical just as you are
getting ready for bed at night.

Circadian rhythms may also become desynchronized when shift workers change their
work hours (Mitchell, Gallagher, & Thomas, 2008). A number of near accidents in air
travel have been associated with pilots who have not yet become synchronized to their
new shifts and are not working as efficiently as usual (Kim & Lee, 2007). Shift-work
problems most often affect night-shift workers who never fully adjust to sleeping in the
daytime after they get off work (Culpepper, 2010). Sometimes these employees fall
asleep at work, and they face an increased risk of heart disease and gastrointestinal
disorders (Sadeghniiat-Haghighi & others, 2008).

Resetting the Biological Clock

If your biological clock for sleeping and waking becomes desynchronized, how can you
reset it? With regard to jet lag, if you take a transoceanic flight and arrive at your des-
tination during the day, it is a good idea to spend as much time as possible outside in
the daylight. Bright light during the day, especially in the morning, increases wakeful-
ness, whereas bright light at night delays sleep (Arendt, 2009; Goel & others, 2009).
Researchers are studying melatonin, a hormone that increases at night in humans, for
its possible effects in reducing jet lag (Jackson, 2010; Sack, 2010). Recent studies have
shown that a small dosage of melatonin can reduce jet lag by advancing the circadian
clock—an effect that makes it useful for eastward but not westward jet lag (Arendt, 2009).

performance.

® suprachiasmatic nucleus (SCN) A small brain
structure that uses input from the retina to syn-
chronize its own rhythm with the daily cycle of
light and dark; the mechanism by which the body
monitors the change from day to night.
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WHY DO WE NEED SLEEP?

All animals require sleep. Furthermore, the human body regulates sleep, as it does eat-
ing and drinking, and this fact suggests that sleep may be just as essential for survival.
Yet why we need sleep remains a bit of a mystery (Frank, 2006).

Theories on the Need for Sleep

A variety of theories have been proposed for the need for sleep. First, from an evolution-
ary perspective, sleep may have developed because animals needed to protect themselves
at night. The idea is that it makes sense for animals to be inactive when it is dark,
because nocturnal inactivity helps them to avoid both becoming other animals’ prey
and injuring themselves due to poor visibility.

A second possibility is that sleep is a way to conserve energy. Spending a large chunk
of any day sleeping allows animals to conserve their calories, especially when food is
scarce (Siegel, 2005). For some animals, moreover, the search for food and water is
easier and safer when the sun is up. When it is dark, it is adaptive for these animals to
save their energy. Animals that are likely to serve as someone else’s food sleep the least
of all. Figure 14.2 illustrates the average amount of sleep per day of various animals.

A third explanation for the need for sleep is that sleep is restorative (Frank, 20006).
Scientists have proposed that sleep restores, replenishes, and rebuilds the brain and body,
which the day’s waking activities can wear out. This idea fits with the feeling of being
tired before we go to sleep and restored when we wake up. In support of the theory of
a restorative function of sleep, many of the body’s cells show increased production and
reduced breakdown of proteins during deep sleep (Aton & others, 2009; Vazquez &
others, 2008). Protein molecules are the building blocks needed for cell growth and for
repair of damage from factors such as stress.

A final explanation for the need for sleep centers on the role of sleep in brain plas-
ticity (Frank & Benington, 2006; Tononi & Cirelli, 2011). Recall from Module 7 that
the plasticity of the brain refers to its capacity to change in response to experience. Sleep
has been recognized as playing an important role in the ways that experiences influence
the brain. For example, neuroscientists recently have argued that sleep enhances synap-
tic connections between neurons (Aton & others, 2009). Findings such as these suggest
an important role for sleep in the consolidation of memories (Frank & Benington,
2006). A recent research review concluded that sleep is vital to the consolidation of
memory, whether memory for specific information, for skills, or for emotional experi-
ences (Diekelmann, Wilhelm, & Born, 2009). One possible explanation is that during
sleep the cerebral cortex is free to conduct activities that strengthen memory associations,
so that memories formed during recent waking hours can be integrated into long-term
memory storage. Lost sleep often results in lost memories.

So, if you are thinking about studying all night for your next test, you might want
to think again. Sleep can enhance your memory. In one study, participants who had
studied word lists the day before performed better in a recall test for those words if they
had had a good night’s sleep before the test (Racsmany, Conway, & Demeter, 2010).
Participants who were tested prior to sleep did not perform as well.

The Effects of Chronic Sleep Deprivation

We do our best when we sleep more than 8 hours a night (Habeck & others, 2004).
Lack of sleep is stressful and has an impact on the body and the brain (Azboy &
Kaygisiz, 2009). When deprived of sleep, people have trouble paying attention to tasks
and solving problems (Mullington & others, 2009). Studies have shown that sleep
deprivation decreases brain activity in the thalamus and the prefrontal cortex (Thomas
& others, 2001) and reduces the complexity of brain activity (Jeong & others, 2001).
The tired brain must compensate by using different pathways or alternative neural net-
works when thinking (Mander & others, 2008). Sleep deprivation can even influence
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moral judgment. Following 53 hours of wakefulness, participants in a recent study had
more difficulty making moral decisions and were more likely to agree with decisions
that violated their personal standards (Killgore & others, 2007).

Although sleep is unquestionably the key to optimal physical and mental perfor-
mance, many of us do not get sufficient sleep. The Institute of Medicine (2006) declared
that sleep deprivation is an unmet health problem in the United States. Why do Amer-
icans get too little sleep? Pressures at work and school, family responsibilities, and social
obligations often lead to long hours of wakefulness and irregular sleep/wake schedules
(Artazcoz & others, 2009; Wiegand & others, 2010). Not having enough hours to do
all that we want or need to do in a day, we cheat on our sleep. As a result we may
suffer from an accumulated level of exhaustion.

STAGES OF WAKEFULNESS
AND SLEEP

Have you ever awakened from sleep and been totally disoriented? Have you ever awak-
ened in the middle of a dream and then gone right back into the dream as if it were
a movie running just below the surface of your consciousness? These two experiences
reflect two distinct stages in the sleep cycle.

Stages of sleep correspond to massive electrophysiological changes that occur through-
out the brain as the fast, irregular, and low-amplitude electrical activity of wakefulness
is replaced by the slow, regular, high-amplitude waves of deep sleep. Using the electro-
encephalograph (EEG) to monitor the brain’s electrical activity, scientists have identified
two stages of wakefulness and five stages of sleep.

Wakefulness Stages

When people are awake, their EEG patterns exhibit two types of waves: beta and alpha.
Beta waves reflect concentration and alertness. These waves are the highest in frequency
and lowest in amplitude—that is, they go up and down a great deal but do not have very
high peaks or very low ebbs. They also are more desynchronous than other waves, meaning
that they do not form a very consistent pattern. Inconsistent patterning makes sense given
the extensive variation in sensory input and activities we experience when we are awake.

When we are relaxed but still awake, our brain waves slow down, increase in ampli-
tude, and become more synchronous, or regular. These waves, associated with relaxation
or drowsiness, are called alpha waves.

The five stages of sleep also are differentiated by the types of wave pat-
terns detected with an EEG. Furthermore, the depth of sleep varies from
one stage to another, as we now consider.

Sleep Stages 1 to 4

Stage 1 sleep is characterized by drowsy sleep. In this stage, the person may
experience sudden muscle movements called myoclonic jerks. If you watch
someone in your class fighting to stay awake, you might notice his or her
head jerking upward. This reaction demonstrates that this first stage of
sleep often involves the feeling of falling.

EEGs of individuals in stage 1 sleep are characterized by thera waves,
which are even slower in frequency and greater in amplitude than alpha
waves. The difference between being relaxed and being in stage 1 sleep is
gradual. Figure 14.3 shows the EEG pattern of stage 1 sleep, along with
the EEG patterns for the other four sleep stages and beta and alpha waves.

In stage 2 sleep, muscle activity decreases, and the person is no longer
consciously aware of the environment. Theta waves continue but are inter-
spersed with a defining characteristic of stage 2 sleep: sleep spindles. These  An individual being monitored by an EEG in a sleep experiment.
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FIGURE 14.3 Characteristics and

Formats of EEG Recordings During

Stages of Sleep Even while you are sleeping,
your brain is busy. No wonder you sometimes

wake up feeling tired.

©® REM sleep An active stage of sleep during

which dreaming occurs.

FIGURE 14.4 REM Sleep During REM

sleep, your eyes move rapidly.

EEG Pattern Pattern Format Pattern Characteristics

Beta waves

High-frequency patterns that reflect
concentration and alertness

Alpha waves
Lower-frequency patterns associated
with being relaxed or drowsy

Stage 1
Light sleep lasting up to 10 minutes;
MWWWWWW includes theta waves (low frequency,
low amplitude)
£
St 2
£ Stage

Deeper sleep characterized by occasional
“sleep spindles” (brief high-frequency
waves), lasting up to 20 minutes
Stage 3 ) )
Progressively more muscle relaxation
and emergence of delta waves (slower);
lasts up to 40 minutes

Stage 4

Deep sleep when sleeper is difficult to
rouse; delta waves—large, slow brain
waves—occur

Instead of reentering stage 1 sleep, the
individual shows EEG patterns similar to
those of relaxed wakefulness; most
dreaming occurs in this stage; lasts for
about 10 minutes in first sleep cycle of
the night and up to 1 hour in the last

Stage 5: REM sleep

involve a sudden increase in wave frequency (Bastien & others, 2009). Stages 1 and 2
are both relatively light stages of sleep, and if people awaken during one of these stages,
they often report not having been asleep at all.

Stage 3 and stage 4 sleep are characterized by delta waves, the slowest and highest-
amplitude brain waves during sleep. These two stages are often referred to as delta sleep.
Distinguishing between stage 3 and stage 4 is difficult, although typically stage 3 is
characterized by delta waves occurring less than 50 percent of the time and stage 4 by
delta waves occurring more than 50 percent of the time. Delta sleep is our deepest sleep,
the time when our brain waves are least like our brain waves while we are awake. It is
during delta sleep that it is the most difficult to wake sleepers. This deep, slow-wave
sleep is associated with memory and learning (Yordanova, Kolev, & Verleger, 2009).
This is also the stage when bed wetting (in children), sleepwalking, and sleep talking
occur. When awakened during this stage, people usually are confused and disoriented.

REM Sleep

After going through stages 1 to 4, sleepers drift up through the sleep stages toward
wakefulness. Instead of reentering stage 1, however, they enter stage 5, a different form
of sleep called REM (rapid eye movement) sleep (Ravassard & others, 2009). REM sleep
is an active stage of sleep during which dreaming occurs (Boeve, 2010). The EEG pat-
tern for REM sleep shows fast waves similar to those of relaxed wakefulness, and the
sleeper’s eyeballs move up and down and from left to right (Figure 14.4).
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Specialists refer to sleep stages 1 to 4 as non-REM sleep. Non-REM sleep is character-
ized by a lack of rapid eye movement and little dreaming. A person who is awakened
during REM sleep is more likely to report having dreamed than when awakened at any
other stage (Schredl, 2009). Even people who claim they rarely dream frequently report
dreaming when they are awakened during REM sleep. The longer the period of REM
sleep, the more likely the person will report dreaming. Dreams also occur during slow-
wave or non-REM sleep, but the frequency of dreams in these stages is relatively low
(McNamara, McLaren, & Durso, 2007), and we are less likely to remember these
dreams. Reports of dreaming by individuals awakened from REM sleep are typically
longer, more vivid, more physically active, more emotionally charged, and less related
to waking life than reports by those awakened from non-REM sleep (Hobson, 2004).
Like slow-wave sleep, REM sleep plays a role in memory (Diekelmann, Wilhelm, &
Born, 2009). REM sleep is also related to creativity (Cai & others, 2009).

Sleep Cycling Through the Night

The five stages of sleep we have considered make up a normal cycle of sleep. One of these
cycles lasts about 90 to 100 minutes and recurs several times during the night. The amount
of deep sleep (stages 3 and 4) is much greater in the first half of a night’s sleep than in the
second half. Most REM sleep takes place toward the end of a night’s sleep, when the REM
stage becomes progressively longer. The night’s first REM stage might last for only 10
minutes, but the final REM stage might continue for as long as an hour. During a normal
night of sleep, individuals will spend about 60 percent of sleep in light sleep (stages 1
and 2), 20 percent in delta or deep sleep, and 20 percent in REM sleep (Webb, 2000).

Sleep Throughout the Life Span

Getting sufficient sleep is important at every stage of human life. Figure 14.5 shows
how total sleep time and time spent in each type of sleep varies over the life span. Sleep
may benefit physical growth and brain development in infants and children. For exam-
ple, deep sleep coincides with the release of growth hormone in children. Recent
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evidence suggests that children are more likely to sleep well when they avoid caffeine,
experience a regular bedtime routine, are read to before going to bed, and do not have
a television in their bedroom (Mindell & others, 2009). As children age, their sleep
patterns change.

Many adolescents stay up later at night and sleep longer in the morning than they did
when they were children, and these changing sleep patterns may influence their academic
work (Rao, Hammen, & Poland, 2009; Vallido, Jackson, & O’Brien, 2009). During
adolescence, the brain, especially the cerebral cortex, is continuing to develop, and the
adolescent’s need for sleep may be linked to this brain development (Dahl & Spear, 2004).

Mary Carskadon and her colleagues have conducted a number of studies on adoles-
cent sleep patterns (Carskadon, 2006; Carskadon, Mindell, & Drake, 2006; Hagenauer
& others, 2009; Tarokh & Carskadon, 2008). They found that when given the oppor-
tunity, adolescents will sleep an average of 9 hours and 25 minutes a night. Most,
however, get considerably less than 9 hours of sleep, especially during the week. This
shortfall creates a sleep debt that adolescents often attempt to make up on the weekend.

The researchers also found that older adolescents tend to be sleepier during the day
than younger adolescents. They theorized that this sleepiness was not due to academic
work or social pressures. Rather, their research suggests that adolescents’ biological clocks

undergo a shift as they get older, delaying their period of wakeful-
ness by about an hour. A delay in the nightly release of the sleep-
inducing hormone melatonin seems to underlie this shift.
Melatonin is secreted at about 9:30 p.m. in younger adolescents
and approximately an hour later in older adolescents. Based
on her research, Carskadon has suggested that early school
starting times may cause grogginess, inattention in class,
and poor performance on tests.

Sleep patterns also change as people age
through the middle-adult (40s and 50s)
and late-adult (60s and older) years (Gold-
man & others, 2008; Malhotra & Desali,

2010). Many adults in these age spans go
to bed earlier at night and wake up earlier in the morning than they did in their
younger years. Beginning in the 40s, individuals report that they are less likely to
sleep through the entire night than when they were younger. Middle-aged adults also
spend less time in deep sleep than they did before their middle years. More than
50 percent of individuals in late adulthood report that they experience problems
falling asleep and staying asleep (Wolkove & others, 2007).

Sleep and the Brain

The five sleep stages are associated with distinct patterns of neurotransmitter activity
initiated in the reticular formation, the core of the brain stem. In all vertebrates, the
reticular formation plays a crucial role in sleep and arousal (see Figure 14.1). As previ-
ously noted, damage to the reticular formation can result in coma and death.

Three important neurotransmitters involved in sleep are serotonin, norepinephrine,
and acetylcholine (Gabelle & Dauvilliers, 2010; Mitchell & Weinshenker, 2010; Yang
& others, 2010). As sleep begins, the levels of neurotransmitters sent to the forebrain
from the reticular formation start dropping, and they continue to fall until they reach
their lowest levels during the deepest sleep stage—stage 4. REM sleep (stage 5) is initi-
ated by a rise in acetylcholine, which activates the cerebral cortex while the rest of the
brain remains relatively inactive. REM sleep ends when there is a rise in serotonin and
norepinephrine, which increase the level of forebrain activity nearly to the awakened
state (Miller & O’Callaghan, 2006). You are most likely to wake up just after a REM
period. If you do not wake up then, the level of the neurotransmitters falls again, and
you enter another sleep cycle.

To review the sleep cycles, complete the Psychological Inquiry exercise.
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Hour of the night Taking a Ride on the Sleep Cycles
11 P.M. Midnight 1TAM. 2AM. 3AM. 4AM. 5AM. 6AM. This graph depicts a night’s sleep. During nightly sleep, we go
Awake Wakens through several cycles. Depth of sleep decreases, and REM

sleep (shown in light blue) increases as the night progresses.
Look carefully at the graph and answer the following
questions.

REM sleep

1. How many sleep cycles are presented?
2. What time does the sleeper wake up?

3. If you woke the sleeper up at 2 A.m., would he or she be
likely to remember a dream? Explain.

4. How much time is this sleeper spending in slow-wave
sleep?

5. Trace the rise and fall of the neurotransmitters acetylcho-
line, serotonin, and norepinephrine in the sleep cycle
depicted.

6. Has the sleeper whose night’s sleep is illustrated here
achieved a good night’s rest? Why or why not?

SLEEP AND DISEASE

Sleep plays a role in a large number of diseases and disorders (Fontana & Wohlgemuth,
2010). For example, stroke and asthma attacks are more common during the night and
in the early morning, probably because of changes in hormones, heart rate, and other
characteristics associated with sleep (Teodorescu & others, 2006). Sleeplessness is also
associated with obesity and heart disease (Quan, Parthasarathy, & Budhiraja, 2010).

Neurons that control sleep interact closely with the immune system (Imeri & Opp,
2009). As anyone who has had the flu knows, infectious diseases make us sleepy. The
probable reason is that chemicals called cytokines, produced by the body’s cells while
we are fighting an infection, are powerfully sleep-inducing (S. R. Patel & others, 2009).
Sleep may help the body conserve energy and other resources it needs to overcome
infection (Irwin & others, 2006).

Sleep problems afflict most people who have mental disorders, including those with depres-
sion (Babson & others, 2010; Rao, Hammen, & Poland, 2009). Individuals with depression
often awaken in the early hours of the morning and cannot get back to sleep, and they
often spend less time in delta wave or deep sleep than do non-depressed individuals.

Sleep problems are common in many other disorders as well, including Alzheimer
disease, stroke, and cancer (Banthia & others, 2010; Merlino & others, 2010). In some
cases, however, these problems may be due not to the disease itself but to the drugs
used to treat the disease.

SLEEP DISORDERS

Many individuals suffer from undiagnosed and untreated sleep disorders that leave them
feeling unmotivated and exhausted through the day (Ohayon, 2009). The major sleep
disorders include insomnia, sleepwalking and sleep talking, nightmares and night terrors,
narcolepsy, and sleep apnea.
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Insomnia

A common sleep problem is insommnia, the inability to sleep. Insomnia can involve a
problem in falling asleep, waking up during the night, or waking up too early. In the
United States, as many as one in five adults has insomnia (Pearson, Johnson, & Nahin,
2006). Insomnia is more common among women and older adults, as well as among
individuals who are thin, stressed, or depressed (National Sleep Foundation, 2007).

For short-term insomnia, most physicians prescribe sleeping pills. However, most
sleeping pills stop working after several weeks of taking them nightly, and their long-
term use can interfere with good sleep. Mild insomnia often can be reduced by simply
practicing good sleep habits, such as always going to bed at the same time, even on
weekends, and sleeping in a dark, quiet place. In more serious cases, researchers are
experimenting with light therapy, melatonin supplements, and other ways to alter cir-
cadian cycles (Garzon & others, 2009; Miyamoto, 2009). Behavioral changes (such as
avoiding naps and caffeine and setting an alarm in the morning) can help insomniacs
increase their sleep time and awaken less frequently in the night.

Sleepwalking and Sleep Talking

Somnambulism is the formal term for sleepwalking, which occurs during the deepest
stages of sleep (Harris & Grunstein, 2009). For many years, experts believed that som-
nambulists were acting out their dreams. However, somnambulism takes place during
stages 3 and 4, usually early in the night, when a person is unlikely to be dreaming.

The specific causes of sleepwalking have not been identified, but it is more likely to
occur when individuals are sleep deprived or when they have been drinking alcohol.
There is nothing abnormal about sleepwalking, and despite superstition, it is safe to
awaken sleepwalkers. In fact, they probably should be awakened, as they may harm
themselves wandering around in the dark (Swanson, 1999).

Another quirky night behavior is sleep talking, or somniloquy. If you interrogate sleep
talkers, can you find out what they did, for instance, last Thursday night? Probably not.
Although sleep talkers will converse with you and make fairly coherent statements, they
are soundly asleep. Thus, even if a sleep talker mumbles a response to your question,
do not count on its accuracy.

Recently, a few cases of an even rarer sleep behavior have come to light—sleep eating.
Ambien is a widely prescribed sleep medication for insomnia. Some Ambien users began
to notice odd things upon waking up from a much-needed good night’s sleep, such as
candy wrappers strewn around the room, crumbs in the bed, and food missing from
the refrigerator. One woman gained 100 pounds without changing her awake eating or
exercise habits. How could this be? Dr. Mark Mahowald, the medical director of the
Minnesota Regional Sleep Disorders Center in Minneapolis, has confirmed that sleep
eating may be a side effect of using Ambien (CBS News, 20006).

The phenomenon of sleep eating illustrates that even when we feel fast asleep, we
may be “half-awake”—and capable of putting together some unusual late-night snacks,
including buttered cigarettes, salt sandwiches, and raw bacon. The maker of Ambien
has noted this unusual side effect on the label of the drug. Even more alarming than
sleep eating is sleep driving (Saul, 20006). Sleep experts agree that sleep driving while
taking Ambien is rare and extreme but plausible.

For individuals who are battling persistent insomnia, a drug that provides a good
night’s rest may be worth the risk of these unusual side effects. Furthermore, no one
should abruptly stop taking any medication without consulting a physician.

Nightmares and Night Terrors

A nightmare is a frightening dream that awakens a dreamer from REM sleep. The night-
mare’s content invariably involves danger—the dreamer is chased, robbed, or thrown off
a cliff. Nightmares are common (Schredl, 2010); most of us have had them, especially as
young children. Nightmares peak at 3 to 6 years of age and then decline, although the
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average college student experiences four to eight nightmares a year (Hartmann, 1993).
Reported increases in nightmares or worsening nightmares are often associated with an
increase in life stressors such as the loss of a relative or a job and conflicts with others.

A night terror features sudden arousal from sleep and intense fear. Night terrors are
accompanied by a number of physiological reactions, such as rapid heart rate and breath-
ing, loud screams, heavy perspiration, and movement (Mason & Pack, 2005). Night
terrors, which peak at 5 to 7 years of age, are less common than nightmares, and unlike
nightmares, they occur during slow-wave stage 4 (non-REM) sleep.

Narcolepsy

The disorder narcolepsy involves the sudden, overpowering urge to sleep. The urge is so
uncontrollable that the person may fall asleep while talking or standing up. Narcoleptics
immediately enter REM sleep rather than progressing through the first four sleep stages
(Stores, Montgomery, & Wiggs, 2006). Individuals with narcolepsy are often very tired
during the day. Narcolepsy can be triggered by extreme emotional reactions, such as surprise,
laughter, excitement, or anger. The disorder appears to involve problems with the hypo-
thalamus and amygdala (Poryazova & others, 2009). Although narcolepsy usually emerges
in adulthood, signs of the problem may be evident in childhood (Nevsimalova, 2009).

Sleep Apnea

Sleep apnea is a sleep disorder in which individuals stop breathing because the windpipe
fails to open or because brain processes involved in respiration fail to work properly.
People with sleep apnea experience numerous brief awakenings during the night so that
they can breathe better, although they usually are not aware of their awakened state.
During the day, these people may feel sleepy because they were deprived of sleep at
night. A common sign of sleep apnea is loud snoring, punctuated by silence (the apnea).

According to the American Sleep Apnea Association (ASAA), sleep apnea affects
approximately 12 million Americans (ASAA, 2006). The disorder is most common
among infants and adults over the age of 65. Sleep apnea also occurs more frequently
among obese individuals, men, and individuals with large necks and recessed chins
(ASAA, 2006; Scott & others, 20006).

Untreated sleep apnea can cause high blood pressure, stroke, and sexual dysfunction.
In addition, the daytime sleepiness caused by sleep apnea can result in accidents, lost
productivity, and relationship problems (Hartenbaum & others, 20006). Sleep apnea is
commonly treated by weight-loss programs, side sleeping, propping the head on a pil-
low, or wearing a device (called a CPAP for continuous positive airway pressure) that sends
pressurized air through a mask that prevents the airway from collapsing.

Sleep apnea may also be a factor in sudden infant death syndrome (SIDS), the sudden
sleep-related death of an infant less than one year old. SIDS is typically confirmed with
an autopsy that reveals no specific cause of death (Fifer & Myers, 2002; Byard & Krous,
2004). It is common for infants to have short pauses in their breathing during sleep,
but for some infants frequent sleep apnea may be a sign of problems in regulating
arousal (Kato & others, 2003). There is evidence that infants who die of SIDS in fact
experience multiple episodes of sleep apnea in the days before the fatal event (Kahn &
others, 1992). One possible explanation for SIDS is an abnormality in the brain stem
areas responsible for arousal (Kinney, 2009). Such an abnormality may lead to sleep
apnea, which in turn might worsen the brain stem damage, ultimately leading to death.

DREAMS

Have you ever dreamed that you left your long-term romantic partner for a former lover?
If so, did you tell your partner about that dream? Probably not. However, you would
have likely wondered about the dream’s meaning, and if so you would not be alone. The
meaning of dreams has eternally fascinated human beings. As early as 5000 B.C.E.,
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Babylonians recorded and interpreted their dreams on clay tablets. Egyptians built tem-
ples in honor of Serapis, the god of dreams. Dreams are described at length in more
than 70 passages in the Bible. Psychologists too have examined this intriguing topic.

Freud’s Psychodynamic Approach

Sigmund Freud put great stock in dreams as a key to our unconscious minds. He

believed that dreams (even nightmares) symbolize unconscious wishes and that analysis

of dream symbols could uncover our hidden desires. Freud distinguished between a
© manifest content According to Freud, the dream’s manifest content and its latent content. Manifest content is the dream’s surface
surface content of a dream, containing dream content, which contains dream symbols that disguise the dream’s true meaning; latent
symbols that disguise the dream’s true meaning. content is the dream’s hidden content, its unconscious—and true—meaning. For exam-
@ latent content According to Freud, a dream’s ple, if a person had a dream about riding on a train and talking with a friend, the train
hidden content: its unconscious and true ride would be the dream’s manifest content. Freud thought that this manifest content
meaning. expresses a wish in disguised form. To get to the latent or true meaning of the dream,
the person would have to analyze the dream images. In our example, the dreamer would
be asked to think of all the things that come to mind when the person thinks of a train,
the friend, and so forth. By following these associations to the objects in the manifest
content, the latent content of the dream could be brought to light.

More recently, psychologists have approached dreams not as expressions of uncon-
scious wishes but as mental events that come from various sources. Research has revealed
a great deal about the nature of dreams. A common misconception is that dreams are
typically bizarre or strange, but many studies of thousands of dreams, collected from
individuals in sleep labs and sleeping at home, have shown that dreams generally are

not very strange. Instead, research shows that dreams are often very similar to wak-

ing life (Dombhoff, 2007; Schredl, 2009; Schwartz, 2010).

So, why might many of us believe that our dreams typically are very peculiar?

The probable reason is that we are most likely to remember our most vividly bizarre

dreams and to forget our more boring, mundane dreams. Thus, we never realize how
commonplace most dreams are. Although some aspects of dreams are unusual, dreams
often are no more bizarre than a typical fairy tale, TV show episode, or movie plot.
Dreams do generally contain more negative emotion than everyday life; and certainly
some unlikely characters, including dead people, sometimes show up in dreams.

There is also no evidence that dreams provide opportunities for problem solving or
advice about how to handle life’s difficulties. We may dream about a problem we are
facing, but we typically find the solution while we are awake and thinking about the
problem, not during the dream itself (Domhoff, 2007). There is also no evidence that
people who remember their dreams are better adjusted psychologically than those who
do not (Blagrove & Akehurst, 2000).

So, if the typical dream involves doing ordinary things, what are dreams? The most
prominent theories that attempt to explain dreams are cognitive theory and activation-
synthesis theory.

Cognitive Theory

® cognitive theory of dreaming Theory propos- The cognitive theory of dreaming proposes that we can understand dreaming by apply-
ing that we can understand dreaming by apply- ing the same cognitive concepts we use in studying the waking mind. The theory rests
ing th.e same cognitive concepts we use in on the idea that dreams are essentially subconscious cognitive processing. Dreaming
studying the waking mind; rests on the idea that . . . . e .

dreams are essentially subconscious cognitive involves information processing and memory. Indeed, thinking during dreams appears
processing involving information and memory. to be very similar to thinking in waking life (Schredl & Erlacher, 2008).

In the cognitive theory of dreaming, there is little or no search for the hidden, sym-
bolic content of dreams that Freud sought (Foulkes, 1993, 1999). Instead, dreams are
viewed as dramatizations of general life concerns that are similar to relaxed daydreams.
Even very unusual aspects of dreams—such as odd activities, strange images, and sudden
scene shifts—can be understood as metaphorically related to a person’s preoccupations

while awake (Dombhoff, 2007).
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Critics of the cognitive theory of dreaming fault the theory’s lack of attention to the
roles of brain structures and brain activity in dreaming. These perceived shortcomings
are the main emphasis of the activation-synthesis theory of dreams.

Activation-Synthesis Theory

According to activation-synthesis theory, dreaming occurs when the cerebral cortex
synthesizes neural signals generated from activity in the lower part of the brain. Dreams
result from the brain’s attempts to find logic in random brain activity that occurs dur-
ing sleep (Hobson, 1999).

When we are awake and alert, our conscious experience tends to be driven by exzer-
nal stimuli, all those things we see, hear, and respond to. During sleep, according to
activation-synthesis theory, conscious experience is driven predominantly by internally
generated stimuli that have no apparent behavioral consequence. A key source of such
internal stimulation is spontaneous neural activity in the brain stem (Hobson, 2000).
Of course, some of the neural activity that produces dreams comes from external sensory
experiences. If a fire truck with sirens blaring drives past your house, you might find
yourself dreaming about an emergency. Many of us have had the experience of incor-
porating our alarm clock going off in an early morning dream.

Supporters of activation-synthesis theory have suggested that neural networks in other
areas of the forebrain play a significant role in dreaming (Hobson, Pace-Schott, &
Stickgold, 2000). Specifically, they believe that the same regions of the forebrain that
are involved in certain waking behaviors also function in particular aspects of dreaming
(Lu & others, 2006). As levels of neurotransmitters rise and fall during the stages of
sleep, some neural networks are activated and others shut down. Random neural firing
in various areas of the brain lead to dreams that are the brain’s attempts to make sense
of the activity. So, firing in the primary motor and sensory areas of the forebrain might
be reflected in a dream of running and feeling wind on your face. From the activation-
synthesis perspective, our nervous system is cycling through various activities, and our
consciousness is simply along for the ride (Hobson, 2004). Dreams are merely a flashy
sideshow, not the main event (Hooper & Teresi, 1993). Indeed, one activation-synthesis
theorist has referred to dreams as so much “cognitive trash” (Hobson, 2002, p. 23).

Like all dream theories, activation-synthesis theory has its critics. A key criticism is
that damage to the brain stem does not necessarily reduce dreaming, suggesting that
this area of the brain is not the only starting point for dreaming. Furthermore, life
experiences stimulate and shape dreaming more than activation-synthesis theory
acknowledges (Dombhoff, 2007; Malcolm-Smith & others, 2008).

SUMMARY

The biological rhythm that regulates the daily sleep/wake cycle is the sleep 156
circadian rhythm. The part of the brain that keeps our biological clocks biological rhythms
synchronized is the suprachiasmatic nucleus, a small structure in the
hypothalamus that registers light. Biological clocks can become desyn-
chronized by jet travel and work shifts; however, there are some helpful
strategies for resetting the biological clock.

We need sleep for physical restoration, adaptation, growth, and mem-
ory. Research studies increasingly reveal that people do not function op-
timally when they are sleep-deprived.

Stages of sleep correspond to massive electrophysiological changes that
occur in the brain and that can be assessed by an EEG. Humans go
through four stages of non-REM sleep and one stage of REM (rapid eye
movement) sleep. Most dreaming occurs during REM sleep. A sleep cycle
of five stages lasts about 90 to 100 minutes and recurs several times during
the night. The REM stage lasts longer toward the end of a night’s sleep.

circadian rhythms

suprachiasmatic nucl
(SCN) 157
REM sleep 160

156
156

cus

© activation-synthesis theory Theory that
dreaming occurs when the cerebral cortex syn-
thesizes neural signals generated from activity in
the lower part of the brain and that dreams re-
sult from the brain’s attempts to find logic in
random brain activity that occurs during sleep.
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latent content 166

cognitive theory of
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activation-synthesis
theory 167
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The sleep stages are associated with distinct patterns of neurotrans-
mitter activity. Levels of the neurotransmitters serotonin, norepineph-
rine, and acetylcholine decrease as the sleep cycle progresses from stage 1
through stage 4. Stage 5, REM sleep, begins when the reticular formation
raises the level of acetylcholine.

Sleep plays a role in a large number of diseases and disorders. Neu-
rons that control sleep interact closely with the immune system, and
when our body is fighting infection, our cells produce a substance that
makes us sleepy. Individuals with depression often have sleep problems.

Many Americans suffer from chronic, long-term sleep disorders that
can impair normal daily functioning. These include insomnia, sleep-
walking and sleep talking, nightmares and night terrors, narcolepsy, and
sleep apnea.

Contrary to popular belief, most dreams are not bizarre or strange.
Freud thought that dreams express unconscious wishes in disguise. Cog-
nitive theory attempts to explain dreaming in terms of the same con-
cepts that are used in studying the waking mind. According to
activation-synthesis theory, dreaming occurs when the cerebral cortex
synthesizes neural signals emanating from activity in the lower part of
the brain. In this view, the rising level of acetylcholine during REM
sleep plays a role in neural activity in the brain stem that the cerebral
cortex tries to make sense of.

1. Describe how the human body monitors the change from day
to night.

2. What happens during each of the five stages of sleep?

3. According to researchers, what functions does sleep play in infants
and children? What functions does it play in adolescents?

APPLY YOUR KNOWLEDGE

1. Keep a sleep journal for several nights. Compare your sleep pat-
terns with those described in the text. Do you have a sleep debt? If
so, which stages of sleep are you most likely missing? Does a good
night’s sleep affect your behavior? Keep a record of your mood and
energy levels after a short night’s sleep and then after you have had
at least 8 hours of sleep in one night. What changes do you notice,
and how do they compare with the changes predicted by research
on sleep deprivation described in the module?

2. Keep a dream diary for a few days. When you wake up in the morn-
ing, immediately write down all that you can remember about your
dreams. Have you had many bizarre or unusual dreams? Are there
themes in your dreams that reflect the concerns of your daily life?
Compare the content of your dream diary with the stream-of-
consciousness document you produced for question 1, above. Are
there similarities in the content of your relaxed, waking mind and
your dreams?



Psychoactive Drugs

Some people seek to alter their consciousness through the use of psychoactive drugs.
Ilicit drug use is a global problem. According to the United Nations Office on Drugs
and Crime (UNODC), more than 200 million people worldwide use illicit drugs each
year (UNODC, 2008). Among those, 25 million individuals (2.7 percent of the world
population) are problem drug users—individuals whose drug habit interferes with their
ability to engage in work and social relationships (UNODC, 2008).

Drug use among youth is a special concern because of its relationship to problems
such as unsafe sex, sexually transmitted infections, unplanned pregnancy, depression,
and school-related difficulties (Eaton & others, 2008; UNODC, 2008). The consump-
tion of drugs among U.S. secondary school students declined in the 1980s but began
to increase in the early 1990s (Johnston & others, 2009). Then in the late 1990s and
early 2000s, the proportion of secondary school students reporting the use of any illicit
drug again declined (Johnston & others, 2009).

The United States still has the highest rate of adolescent drug use of any industri-
alized nation (Johnston & others, 2009). Trends in drug use by U.S. high school
seniors since 1975 and by U.S. eighth- and tenth-graders since 1991 have been
tracked in a national survey called Monitoring the Future (Johnston & others, 2009).
This large-scale survey is the focus of the Psychological Inquiry feature on the next
page. Lets take a look at these trends.

USES OF PSYCHOACTIVE DRUGS

Psychoactive drugs act on the nervous system to alter consciousness, modify perception,
and change mood. Some people use psychoactive drugs as a way to deal with life’s dif-
ficulties. Drinking, smoking, and taking drugs reduce tension, relieve boredom and
fatigue, and help people to escape from the harsh realities of life. Some people use drugs
because they are curious about their effects.

The use of psychoactive drugs, whether it is to cope with problems or just for fun,
can carry a high price tag. These include losing track of one’s responsibilities, problems
in the workplace and in relationships, drug dependence, and increased risk for serious,
sometimes fatal diseases (Fields, 2010; Zilney, 2011). For example, drinking alcohol may
initially help people relax and forget about their worries. If, however, they turn more
and more to alcohol to escape reality, they may develop a dependence that can destroy
their relationships, career, and health.

Continued use of psychoactive drugs leads to tolerance, the need to take increasing
amounts of a drug to get the same effect (Goldberg, 2010). For example, the first time
someone takes 5 milligrams of the tranquilizer Valium, the person feels very relaxed.
However, after taking the pill every day for six months, the individual may need to
consume twice as much to achieve the same calming effect.

Continuing drug use can also result in physical dependence, the physiological
need for a drug that causes unpleasant withdrawal symptoms such as physical pain
and a craving for the drug when it is discontinued. Psychological dependence is
the strong desire to repeat the use of a drug for emotional reasons, such as a feeling
of well-being and reduction of stress. Experts on drug abuse use the term addiction
to describe either a physical or a psychological dependence, or both, on the drug
(Hales, 2011).

® psychoactive drugs Drugs that act on the
nervous system to alter consciousness, modify
perception, and change mood.

© tolerance The need to take increasing
amounts of a drug to get the same effect.

© physical dependence The physiological need
for a drug that causes unpleasant withdrawal
symptoms such as physical pain and a craving
for the drug when it is discontinued.

® psychological dependence The strong desire
to repeat the use of a drug for emotional rea-
sons, such as a feeling of well-being and reduc-
tion of stress.

© addiction Either a physical or a psychological
dependence, or both, on a drug.
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Drug Use by American Teenagers

This graph shows the percentage of U.S. eighth-, tenth-, and twelfth-

grade students who reported having taken an illicit drug in the last

12 months from 1991 to 2008 (for eighth- and tenth-graders) and from

1975 to 2009 (for twelfth-graders) (Johnston & others, 2009). The verti-

cal, or Y, axis shows the percentage of children and adolescents who

report using illegal substances. The horizontal, or X, axis identifies the
year of data collection. The most notable declines in adolescent drug
use in the twenty-first century have occurred for marijuana, LSD,

Ecstasy, steroids, and cigarettes. As you examine the data, answer

these questions.

1. Do some research to find out about the social and cultural climate in
each of the decades represented. Who was president at the time, and
what historical events occurred? How does adolescent drug use
reflect those times?

2. Data were not collected from eighth- and tenth-graders until 1991.
Why do you think these two age groups were added?

3. After the mid-1990s, all age groups showed a similar decline in drug
use. Why might this pattern have occurred in all three age groups?

4. What are the implications of using self-reports from children and
adolescents to track their drug use? Do you think each age group
would be similarly likely to over- or under-report their drug use?
Explain.

How does the brain become addicted? Psychoactive drugs
increase dopamine levels in the brain’s reward pathways
(Schmitt & Reith, 2010). This reward pathway is located in
the ventral tegmental area (VTA) and nucleus accumbens
(NAc) (Figure 15.1). Only the limbic and prefrontal areas
of the brain are directly activated by dopamine, which comes
from the VTA (Hnasko & others, 2010). Although different
drugs have different mechanisms of action, each drug
increases the activity of the reward pathway by increasing
dopamine transmission. As we will see throughout this book,
the neurotransmitter dopamine plays a vital role in the expe-
rience of rewards.

TYPES OF
PSYCHOACTIVE DRUGS

FIGURE 15.1 The Brain’s Reward Pathway for Psychoactive

Drugs The ventral tegmental area (VTA) and nucleus accumbens (NAc) are
important locations in the reward pathway for psychoactive drugs (Russo &
others, 2010). Information travels from the VTA to the NAc and then up to the
prefrontal cortex. The VTA is located in the midbrain just above the pons, and
the NAc is located in the forebrain just beneath the prefrontal cortex.

Three main categories of psychoactive drugs are depressants,
stimulants, and hallucinogens. All have the potential to cause
health or behavior problems or both. To evaluate whether
you abuse drugs, see Figure 15.2.
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D e p ressan t S Respond yes or no to the following items:

Depressants are psychoactive drugs that slow down mental Yes No

and physical activity. Among the most widely used depres- | have gotten into problems because of using drugs.

sants are alcohol, barbiturates, tranquilizers, and opiates. Using alcohol or other drugs has made my college life
unhappy at times.

ALCOHOL

Drinking alcohol or taking other drugs has been a factor
. . . i losi job.

Alcohol is a powerful drug. It acts on the body primarily as e e
a depressant and slows down the brain’s activities (Hales,

2011). This effect might seem surprising, as people who

Drinking alcohol or taking other drugs has interfered with
my studying for exams.

Drinking alcohol or taking other drugs has jeopardized my

tend to be inhibited may begin to talk, dance, and socialize academic performance.
after a few drinks. However, people loosen up after a few My ambition is not as strong since I've been drinking a
drinks because the brain areas involved in inhibition and lot or taking drugs.
judgment slow down. As people drink more, their inhibi- Drinking or taking other drugs has caused me to have
tions decrease even further, and their judgment becomes difficulty sleeping.
increasingly impaired. Activities that require intellectual I have felt remorse after drinking or taking drugs.
functioning and motor skills, such as driving, become harder | crave a drink or other drugs at a definite time of the day.
to perform. Eventually the drinker falls asleep. With extreme | want a drink or other drug in the morning.
intoxication, the person may lapse into a coma and die. I have had a complete or partial loss of memory as a
Figure 15.3 illustrates alcohol’s main effects on the body. result of drinking or using other drugs.

The effects of alcohol vary from person to person. Fac- Drinking or using other drugs is affecting my reputation.

ry from p p g or using g g my

tors in this variation are body weight, the amount of alco- | have been in the hospital or another institution
hol consumed, individual differences in the way the body because of my drinking or taking drugs.
metabolizes alcohol, and the presence or absence of toler- College students who responded yes to items similar to these on the Rutgers
ance (Sparling & Redican, 2011). Men and women differ Collegiate Abuse Screening Test were more likely to be substance abusers than

in terms of the intoxicating effects of alcohol. Because of those \{vho answeregl no. If.you responded yes to just 1 of the 13 items on this
screening test, consider going to your college health or counseling center for

differences in body fat as well as stomach enzymes, women further screening.
are likely to be more strongly affected by alcohol than men.

How does alcohol affect the brain? Like other psycho-
active drugs, alcohol goes to the VTA and the NAc (Hopf
& others, 2010; Wanat & others, 2009). Alcohol also
increases the concentration of the neurotransmitter gamma aminobutyric acid (GABA), g depressants Psychoactive drugs that slow
which is widely distributed in many brain areas, including the cerebral cortex, cerebel-  down mental and physical activity.
lum, hippocampus, amygdala, and nucleus accumbens (Kemppainen & others, 2010).

Researchers believe that the frontal cortex holds a memory of the pleasure involved in

prior alcohol use and contributes to continued drinking. Alcohol consumption also may

affect the areas of the frontal cortex involved in judgment and impulse control (Nixon
& McClain, 2010). It is further believed that the basal ganglia, which are involved in
compulsive behaviors, may lead to a greater demand for alcohol, regardless of reason
and consequences (Brink, 2001).

After caffeine, alcohol is the most widely used drug in the United States. As
many as two-thirds of U.S. adults drink beer, wine, or liquor at least occasionally,
and in one survey approximately 30 percent reported drinking more than five
drinks at one sitting at least once in the last year (National Center for Health
Statistics, 2005). The common use of alcohol is related to other serious problems,
including death and injury from driving while drinking (Levinthal, 2010; National
Highway Traffic Safety Administration, 2007). Research has also found a link
between alcohol and violence and aggression (Gallagher & Parrott, 2010; Noel
& others, 2009). More than 60 percent of homicides involve alcohol use by (— . :
the offender or the victim, and 65 percent of aggressive sexual acts against -
women are associated with alcohol consumption by the offender. Ly

A special concern is the high rate of alcohol use by U.S. secondary school -
and college students (Chassin, Hussong, & Beltran, 2009; Hoffman, 2009). In "-J:;"*"
the Monitoring the Future survey, 43.5 percent of high school seniors surveyed /s
reported consuming alcohol in the last 30 days in 2009 (Johnston & others, 2010).
The good news: That percentage (43.5) represents a decline from 54 percent in
1991. In the most recent survey, 27.4 percent of the high school seniors surveyed had

FIGURE 15.2 Do You Abuse Drugs? Take this short quiz to see if your
use of drugs and alcohol might be a cause for concern.
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Vision is blurred
Speech is impaired
Sensation and perceptions are diminished
Inhibitions, judgment, and intellectual

. functions are impaired

Motor coordination and reflexes
are impaired; balance is disturbed

Blood flow to the skin ;
increases, causing loss of body \7/
heat, flushing, and sweating /

Heart rate and blood
pressure increase

Liver breaks down
0.5-1 ounce of
alcohol hourly

L Lidhe

Alcohol flows into the stomach and Urine output increases in kidneys;
small intestine; excess alcohol in the more urine passes from the body
stomach causes vomiting than is typical

FIGURE 15.3 The Physiological and Behavioral Effects of Alcohol Alcohol has a powerful impact throughout the body. It affects
everything from the operation of the nervous, circulatory, and digestive systems to sensation, perception, motor coordination, and intellectual functioning.

engaged in binge drinking (having five or more drinks in a row) at least once during
the previous month, down from 34 percent in 1997.

Binge drinking often increases during the first two years of college, and it can take its
toll on students (Littlefield & Sher, 2010). In a Monitoring the Future survey of college
students, 41 percent reported engaging in binge drinking in the last two weeks (49 percent
of males, 33 percent of females) (Johnston & others, 2008). In a national survey of drink-

® alcoholism A disorder that involves long-
& ing patterns on college campuses, almost half of the binge drinkers reported problems

term, repeated, uncontrolled, compulsive, and

excessive use of alcoholic beverages and that such as missed classes, injuries, trouble with police, and unprotected sex (Wechsler &
impairs the drinker’s health and social others, 2000, 2002). Binge-drinking college students were 11 times more likely to fall
relationships. behind in school, 10 times more likely to drive after drinking, and twice as likely to have

unprotected sex as college students who did not
binge drink. Many emerging adults, however, decrease
their alcohol use as they assume adult responsibilities
such as a permanent job, marriage or cohabitation,
and parenthood (Slutske, 2005).

Alcoholism is a disorder that involves long-term,
repeated, uncontrolled, compulsive, and excessive
use of alcoholic beverages and that impairs the
drinker’s health and social relationships. Approxi-
mately 18 million people in the United States are
alcoholics (Grant & others, 2004). A longitudinal
study linked early onset of drinking to later alcohol
problems. Individuals who began drinking alcohol
before 14 years of age were more likely to become
alcohol dependent than their counterparts who
began drinking alcohol at 21 years of age or older
(Hingson, Heeren, & Winter, 20006).

One in nine individuals who drink continues
down the path to alcoholism. Those who do are
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disproportionately related to alcoholics; family studies consistently find a high frequency
of alcoholism in the close biological relatives of alcoholics (Edenberg & Foroud, 2006;
Sintov & others, 2010). A possible explanation is that the brains of people genetically
predisposed to alcoholism may be unable to produce adequate dopamine, the neurotrans-
mitter that can make us feel pleasure (Tsuchihashi-Makay & others, 2009). For these
individuals, alcohol may increase dopamine concentration and resulting pleasure to the
point where it leads to addiction (Meyer, Meshul, & Phillips, 2009).

Like other psychological characteristics, though, alcoholism is not all about nature:
Nurture matters too. Indeed, research shows that experience plays a role in alcoholism
(Schuckit, 2009). Many alcoholics do not have close relatives who are alcoholics (Duncan
& others, 20006), a finding that points to environmental influences.

What does it take to stop alcoholism? About one-third of alcoholics recover whether
they are in a treatment program or not. This finding came from a long-term study of 700
individuals (Vaillant, 2003). George Vaillant followed these individuals for over 60 years,
and he formulated the so-called one-third rule for alcoholism: By age 65, one-third are
dead or in terrible shape; one-third are still trying to beat their addiction; and one-third
are abstinent or drinking only socially. In his extensive research, Vaillant found that recov-
ery from alcoholism was predicted by (1) having a strong negative experience with drinking,
such as a serious medical emergency; (2) finding a substitute dependency, such as medita-
tion, exercise, or overeating (which has its own adverse health effects); (3) developing new,
positive relationships; and (4) joining a support group such as Alcoholics Anonymous.

BARBITURATES

Barbiturates, such as Nembutal and Seconal, are depressant drugs that decrease central
nervous system activity. Physicians once widely prescribed barbiturates as sleep aids. In
heavy dosages, they can lead to impaired memory and decision making. When combined
with alcohol (for example, sleeping pills taken after a night of binge drinking), barbitu-
rates can be lethal. Heavy doses of barbiturates by themselves can cause death. For this
reason, barbiturates are the drug most often used in suicide attempts. Abrupt withdrawal
can produce seizures. Because of the addictive potential and relative ease of toxic overdose,
barbiturates have largely been replaced by tranquilizers in the treatment of insomnia.

TRANQUILIZERS

Tranquilizers, such as Valium and Xanax, are depressant drugs that reduce anxiety and
induce relaxation. In small doses tranquilizers can bring on a feeling of calm; higher
doses can lead to drowsiness and confusion. Tolerance for tranquilizers can develop
within a few weeks of usage, and these drugs are addictive. Widely prescribed in the
United States to calm anxious individuals, tranquilizers can produce withdrawal symp-
toms when use is stopped (Levinthal, 2010).

OPIATES

Narcotics, or opiates, consist of opium and its derivatives and depress the central
nervous system’s activity. These drugs are used as powerful painkillers. The most
common opiate drugs—morphine and heroin—affect synapses in the brain that
use endorphins as their neurotransmitter. When these drugs leave the brain, the
affected synapses become understimulated. For several hours after taking an
opiate, the person feels euphoric and pain-free and has an increased appetite
for food and sex. Opiates are highly addictive, and users experience craving
and painful withdrawal when the drug becomes unavailable.

Opiate addiction can also raise the risk of exposure to HIV, the virus that causes
AIDS (Nath, 2010). Most heroin addicts inject the drug intravenously. When they
share nonsterilized needles, one infected addict can transmit the virus to others.

Stimulants

Stimulants are psychoactive drugs that increase the central nervous system’s activity. The
most widely used stimulants are caffeine, nicotine, amphetamines, and cocaine.
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® barbiturates Depressant drugs, such as
Nembutal and Seconal, that decrease central
nervous system activity.

© tranquilizers Depressant drugs, such as
Valium and Xanax, that reduce anxiety and
induce relaxation.

©® opiates Opium and its derivatives; narcotic
drugs that depress activity in the central nervous
system and eliminate pain.

® stimulants Psychoactive drugs that increase
the central nervous system’s activity. The most
widely used stimulants are caffeine, nicotine,
amphetamines, and cocaine.
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Often overlooked as a drug, caffeine is the world’s most widely used psy-
choactive drug. Caffeine is a stimulant and a natural component of the
plants that are the sources of coffee, tea, and cola drinks. Caffeine also is
present in chocolate, in many nonprescription medications, and in energy
drinks such as Red Bull. People often perceive the stimulating effects of
caffeine as beneficial for boosting energy and alertness, but some experience
unpleasant side effects.

Caffeinism refers to an overindulgence in caffeine. It is characterized by
mood changes, anxiety, and sleep disruption. Caffeinism often develops
in people who drink five or more cups of coffee (at least 500 milligrams)
each day. Common symptoms are insomnia, irritability, headaches, ring-
ing ears, dry mouth, increased blood pressure, and digestive problems
(Hogan, Hornick, & Bouchoux, 2002).

Caffeine affects the brain’s pleasure centers, so it is not surprising that it
is difficult to kick the caffeine habit. When individuals who regularly con-
sume caffeinated beverages remove caffeine from their diet, they typically
experience headaches, lethargy, apathy, and concentration difficulties. These
symptoms of withdrawal are usually mild and subside after several days.

NICOTINE

Nicotine is the main psychoactive ingredient in all forms of smoking and
smokeless tobacco. Even with all the publicity given to the enormous health
risks posed by tobacco, we sometimes overlook the highly addictive nature of
nicotine. Nicotine stimulates the brain’s reward centers by raising dopamine
levels (Kovacs, Lajtha, & Sershen, 2010). Behavioral effects of nicotine include
improved attention and alertness, reduced anger and anxiety, and pain relief (Levinthal,
2010). Figure 15.4 shows the main effects of nicotine on the body.

Tolerance develops for nicotine both in the long run and on a daily basis, so that
cigarettes smoked later in the day have less effect than those smoked earlier. Withdrawal
from nicotine often quickly produces strong, unpleasant symptoms such as irritability,
craving, inability to focus, sleep disturbance, and increased appetite. Withdrawal symp-
toms can persist for months or longer.

Tobacco poses a much larger threat to public health than illegal drugs. According to the
Centers for Disease Control and Prevention (CDC), tobacco use kills more than 400,000
people each year in the United States (CDC, 2005). That is more than the total number
killed by AIDS, alcohol, motor vehicles, homicide, illegal drugs, and suicide combined.
Today there are approximately 1 billion smokers globally, and estimates are that by 2030,
another 1 billion young people will have started to smoke (United Nations World Youth
Report, 2005). In 2008, 20.6 percent of U.S. adults said they smoked—a decline from
1998, when 24.1 percent of Americans reported that they smoked (CDC, 2009).

Cigarette smoking is decreasing among adolescents and college students. In the
national Monitoring the Future survey by the Institute of Social Research, the percentage
of U.S. adolescents who are current cigarette smokers continued to decline in 2009
(Johnston & others, 2010). Cigarette smoking peaked in 1996 and 1997 and then
decreased 13 to 17 percent, depending on grade level, from 1998 to 2009 (Figure 15.5).

The drop in cigarette use by U.S. youth may have several sources, including higher
cigarette prices, less tobacco advertising reaching adolescents, more antismoking advertise-
ments, and more negative publicity about the tobacco industry than before. Increasingly,
adolescents report perceiving cigarette smoking as dangerous, disapprove of it, are less
accepting of being around smokers, and prefer to date nonsmokers (Johnston & others,
2010). With respect to college students and young adults, smoking has shown a smaller
decline than adolescent and adult smoking (Johnston & others, 2010).

In sum, cigarette smoking appears to be generally on the decline. Most smokers
recognize the serious health risks of smoking and wish they could quit. Module 67
explores the difficulty of giving up smoking and strategies for quitting.
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FIGURE 15.4 The Physiological
and Behavioral Effects of Nicotine
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FIGURE 15.6 Cocaine and

Neurotransmitters Cocaine concentrates in
areas of the brain that are rich in dopamine
synapses such as the VTA and the nucleus
accumbens (NAc). (Top) What happens in
normal reuptake. The transmitting neuron
releases dopamine, which stimulates the
receiving neuron by binding to its receptor
sites. After binding occurs, dopamine is carried
back into the transmitting neuron for later
release. (Bottom) What happens when cocaine
is present in the synapse. Cocaine binds to the
uptake pumps and prevents them from
removing dopamine from the synapse. The
result is that more dopamine collects in the
synapse, and more dopamine receptors are
activated.

AMPHETAMINES

Amphetamines, or uppers, are stimulant drugs that people use to boost energy, stay
awake, or lose weight. Often prescribed in the form of diet pills, these drugs increase
the release of dopamine, which enhances the user’s activity level and pleasurable feelings.
Prescription drugs for attention deficit disorder, such as Ritalin, are also stimulants.

Perhaps the most insidious illicit drug for contemporary society is crystal metham-
phetamine, or crystal meth. Smoked, injected, or swallowed, crystal meth (also called
“crank” or “tina”) is a synthetic stimulant that causes a powerful feeling of euphoria,
particularly the first time it is ingested. Meth is made using household products such
as battery acid, cold medicine, drain cleaner, and kitty litter, and its effects have been
devastating, notably in rural areas of the United States.

Crystal meth releases enormous amounts of dopamine in the brain, producing intense
feelings of pleasure. The drug is highly addictive. The extreme high of crystal meth leads
to a severe “come down” experience that is associated with strong cravings. Crystal meth
also damages dopamine receptors, so that the crystal meth addict is chasing a high that
his or her brain can no longer produce. Because the person’s very first experience with
crystal meth can lead to ruinous consequences, the Drug Enforcement Agency has
started a website, designed by and targeted at teenagers, http://www.justthinktwice.com,
to share the hard facts of the horrific effects of this and other illicit substances.

COCAINE

Cocaine is an illegal drug that comes from the coca plant, native to Bolivia and Peru.
Cocaine is either snorted or injected in the form of crystals or powder. Used this
way, cocaine floods the bloodstream rapidly, producing a rush of euphoric feelings
that lasts for about 15 to 30 minutes. Because the rush depletes the brain’s supply
of the neurotransmitters dopamine, serotonin, and norepinephrine, an agitated,
depressed mood usually follows as the drug’s effects decline. Figure 15.6 shows how
cocaine affects dopamine levels in the brain.

Crack is a potent form of cocaine, consisting of chips of pure cocaine that are usually
smoked. Scientists believe that crack is one of the most addictive substances known. Treat-
ment of cocaine addiction is difficult (Ahmadi & others, 2009; Silva de Lima & others,
2010). Cocaine’s addictive properties are so strong that, six months after treatment, more

Normal dopamine reuptake
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Receiving
nedren 3 - neuron
Dopamine reuptake blocked by cocaine
Dopamine
Transmitting Receiving
neuron

neuron
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than 50 percent of abusers return to the drug, a statistic that highlights the importance
of prevention.

MDMA (ECSTASY)

MDMA~—called Ecstasy, X, or XTC—is an illegal synthetic drug with both stimulant
and hallucinogenic properties (Degenhardt, Bruno, & Topp, 2010). People have called
Ecstasy an “empathogen” because under its influence, users tend to feel warm bonds
with others. MDMA produces its effects by releasing serotonin, dopamine, and norepi-
nephrine. The effects of the drug on serotonin are particularly problematicc. MDMA
depletes the brain of this important neurotransmitter, producing lingering feelings of
listlessness that often continue for days after use (NIDA, 2009a).

MDMA impairs memory and cognitive processing. Heavy users of Ecstasy show
cognitive deficits (Gouzoulis-Mayfrank & Daumann, 2009; Sofuoglu, Sugarman, &
Carroll, 2010) that persist even two years after they begin to abstain (Rogers & others,
2009). Because MDMA destroys axons that release serotonin (Riezzo & others, 2010),
repeated use might lead to susceptibility to depression (Cowan, Roberts, & Joers, 2008).

Hallucinogens

Hallucinogens are psychoactive drugs that modify a person’s perceptual experiences and
produce visual images that are not real. Hallucinogens are also called psychedelic (from
the Greek meaning “mind-revealing”) drugs. Marijuana has a mild hallucinogenic effect;
LSD, a stronger one.

MARIJUANA

Marijuana is the dried leaves and flowers of the hemp plant Cannabis sativa, which
originated in Central Asia but is now grown in most parts of the world. The plant’s
dried resin is known as hashish. The active ingredient in marijuana is THC (delta-9-
tetrahydrocannabinol). Unlike other psychoactive drugs, THC does not affect a specific
neurotransmitter. Rather, marijuana disrupts the membranes of neurons and affects the
functioning of a variety of neurotransmitters and hormones.

The physical effects of marijuana include increased pulse rate and blood pressure,
reddening of the eyes, coughing, and dry mouth. Marijuana smoke is more damaging
to the lungs than smoke from tobacco (NIDA, 2009b). Psychological effects include a
mixture of excitatory, depressive, and mildly hallucinatory characteristics that make it
difficult to classify the drug. Marijuana can trigger spontaneous unrelated ideas; dis-
torted perceptions of time and place; increased sensitivity to sounds, tastes, smells, and
colors; and erratic verbal behavior. The drug can also impair attention and memory.
Researchers also have found that marijuana use by pregnant women has negative outcomes
for offspring, including lower intelligence (Goldschmidt & others, 2008). Long-term mar-
ijuana use can lead to addiction and difficulties in quitting (NIDA, 2009b).

Marijuana is the illegal drug most widely used by high school students. In the Mon-
itoring the Future survey, 42 percent of U.S. high school seniors said they had tried
marijuana in their lifetime, and 5 percent reported that they had used marijuana in the
last 30 days (Johnston & others, 2010). One concern about adolescents’ use of marijuana
is that the drug might be a gateway to the use of other more serious illicit substances.
Although there is a correlational link between using marijuana and using other illicit
drugs, evidence for the gateway hypothesis for marijuana or any other illegal drug is
weak (Degenhardt & others, 2010).

LSD

LSD (lysergic acid diethylamide) is a hallucinogen that even in low doses produces
striking perceptual changes. Objects change their shapes and glow. Colors become kalei-
doscopic and astonishing images unfold. LSD-induced images are sometimes pleasurable
and sometimes grotesque. LSD can also influence a user’s sense of time so that brief

® hallucinogens Also called psychedelics, psy-
choactive drugs that modify a person’s percep-
tual experiences and produce visual images that
are not real.
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Drug Medical
Classification Uses
Depressants

Alcohol Pain relief

Barbiturates Sleeping
pill

Tranquilizers Anxiety
reduction

Opiates Pain relief

(narcotics)

Stimulants

Amphetamines  Weight
control

Cocaine Local
anesthetic

MDMA None

(Ecstasy)

Caffeine None

Nicotine None

Hallucinogens

LSD None

Marijuana Treatment
of the eye
disorder
glaucoma

States of Consciousness

Short-Term Effects

Relaxation, depressed brain
activity, slowed behavior,
reduced inhibitions

Relaxation, sleep

Relaxation, slowed
behavior

Euphoric feelings,
drowsiness, nausea

Increased alertness,
excitability; decreased fatigue,
irritability

Increased alertness,
excitability, euphoric feelings;
decreased fatigue, irritability

Mild amphetamine and
hallucinogenic effects; high
body temperature and
dehydration; sense of
well-being and social
connectedness

Alertness and sense of
well-being followed by fatigue

Stimulation, stress reduction,
followed by fatigue, anger

Strong hallucinations, distorted
time perception

Euphoric feelings, relaxation,
mild hallucinations, time
distortion, attention and
memory impairment

Overdose Effects

Disorientation, loss of
consciousness, even
death at high blood-
alcohol levels

Breathing difficulty,
coma, possible death

Breathing difficulty,
coma, possible death

Convulsions, coma,
possible death

Extreme irritability,
feelings of persecu-
tion, convulsions

Extreme irritability,
feelings of persecu-
tion, convulsions,
cardiac arrest, possible

death

Brain damage,
especially memory
and thinking

Nervousness, anxiety,
disturbed sleep

Nervousness,
disturbed sleep

Severe mental
disturbance, loss of
contact with reality

Fatigue, disoriented
behavior

Health Risks

Accidents, brain
damage, liver disease,
heart disease, ulcers,
birth defects

Accidents, coma,
possible death

Accidents, coma,
possible death

Accidents, infectious
diseases such as AIDS

Insomnia, hypertension,
malnutrition, possible

death

Insomnia, hypertension,
malnutrition, possible

death

Cardiovascular
problems; death

Possible cardiovascular
problems

Cancer and cardio-
vascular disease

Accidents

Accidents, respiratory
disease

Risk of Physical/
Psychological Dependence

Physical: moderate
Psychological: moderate

Physical and
psychological: moderate
to high

Physical: low to moderate
Psychological: moderate
to high

Physical: high
Psychological: moderate
to high

Physical: possible
Psychological: moderate
to high

Physical: possible
Psychological: moderate
(oral) to very high
(injected or smoked)

Physical: possible
Psychological: moderate

Physical: moderate
Psychological: moderate

Physical: high
Psychological: high

Physical: none
Psychological: low

Physical: very low
Psychological: moderate

Categories of Psychoactive Drugs: Depressants, Stimulants, and Hallucinogens Note that these various drugs
have different effects and negative consequences.

glances at objects are experienced as deep, penectrating, and lengthy examinations, and
minutes turn into hours or even days. A bad LSD trip can trigger extreme anxiety,
paranoia, and suicidal or homicidal impulses.

LSD’s effects on the body can include dizziness, nausea, and tremors. LSD acts pri-
marily on the neurotransmitter serotonin in the brain, though it also can affect dopamine
(Gonzalez-Maeso & Sealfon, 2009). Emotional and cognitive effects may include rapid
mood swings and impaired attention and memory. The use of LSD peaked in the 1960s
and 1970s, and its consumption has been decreasing in the twenty-first century (Johnston
& others, 2010). Figure 15.7 summarizes the effects of LSD and a variety of other psy-

choactive drugs.



Should lIllicit Psychoactive Drugs Be Legallzed for Medical Use?

sychedelic drugs such as LSD and MDMA

have mind-altering effects. Users some-
times talk about the amazing insights they have
experienced under the influence of these sub-
stances. Could these effects be harnessed to
promote healthier functioning in the mentally
ill or to enhance well-being more generally?
John Halpern, an associate director of addiction
research at Harvard University’s McLean Hospi-
tal, and his colleagues think so (Halpern, 2003;
Halpern & Sewell, 2005; Halpern & others,
2005; Passie & others, 2008; Sewell, Halpern, &
Pope, 2006). They have been advocates for re-
search on using psychedelic drugs to treat a
number of disorders. These drugs are illegal
today, but they were not always so.

The effects of LSD were discovered by a
Swiss chemist who accidentally ingested the
substance while working in a pharmaceutical
lab. He described his “trip” as both terrifying
and thrilling, and his experience led others to
consider whether LSD might have a use in psy-
chological treatment. During the 1960s, more
than 100 scientific articles examined the ef-
fects and potential benefits of psychedelic
drugs, and over 40,000 patients were given
LSD for problems such as schizophrenia, alco-
holism, and depression.

The benefits of LSD were championed by
the late Timothy Leary. In the 1960s, Leary, a
Harvard psychologist, embarked on research
dedicated to unlocking the secrets of con-
sciousness through the use of LSD. Leary
believed that LSD could free people from

addiction, change the behavior of criminals, and provide entry into
mystical experience. Leary ultimately fell out of favor and lost his
job over his and his research associates’ tendencies to sample the

research stimuli (Greenfield, 2006).

Leary’s controversial persona and behavior had a chilling effect on
research into the potential applications of psychedelic drugs (Horgan,
2005; Sessa, 2007). By the late 1960s, LSD and other psychedelic
drugs were outlawed in the United States, Canada, and Europe.
Slowly, however, researchers have again begun to consider the poten-
tial benefits of these illegal substances. Although government re-
strictions make the research difficult, scholars are examining the
legitimate uses of psychedelic drugs for a range of problems—for

Medical marijuana is now legal in 14 states, and in
2009 Attorney General Eric Holder announced an
end to federal raids on medical marijuana facilities
unless these facilities violated both state and
federal law.

example, MDMA for anxiety and LSD for ad-
dictions (Halpern, 1996; Horgan, 2005; Krebs
& others, 2009). Promising initial results are
leading some to consider whether these
drugs should be legalized for medical use.

The controversy over medical marijuana illus-
trates the conflicts that can erupt over the pos-
sibility of an illicit drug’s legalization. Recently,
marijuana has been considered as a potential
treatment for people who suffer from a variety
of diseases, including AIDS, cancer, and chronic
pain. For such individuals, “medical marijuana”
may promote appetite, calm anxiety, stimulate
well-being, and relieve pain (P. ]. Cohen, 200g9;
Joy, Watson, & Benson, 1999; Wilsey & others,
2008). However, when marijuana is legalized for
medical purposes, does drug use rise more gen-
erally, as many fear? Researchers sought to an-
swer this question. They examined attitudes
about marijuana and marijuana use before and
after the passage of Proposition 215, which legal-
ized medical marijuana in California. The results
showed that although attitudes about marijuana
were more lenient after Prop 215's passage, use
of the drug did not change (Khatapoush &
Hallfors, 2004).

Many people ask, if marijuana can be legal-
ized as a medical treatment, might it also be
legalized to enhance everyday life? Writing as
“Mr. X" in Lester Grinspoon’s Marihuana Recon-
sidered (1994), the late scientist Carl Sagan
described the illegality of marijuana as an im-
pediment to “serenity, insight, sensitivity, and
fellowship.” Whether hallucinogenic drugs

provide insight into life’s great mysteries is certainly debatable; one
of Timothy Leary’s early participants noted that he had solved all the
world’s problems during an acid trip, yet the next day he could not

remember how (Greenfield, 2006). The use of these drugs to help i

WHAT
DO YOU
THINK?

Given their powerful effects on consciousness, you may well wonder whether some
of the illicit psychoactive drugs might have uses beyond recreation. In fact, some do
have medical applications. The question is, should drugs such as LSD and marijuana be
used for medical purposes? To read about the issue, see the Critical Controversy.

ndividuals struggling with serious life difficulties is certain to remain a
subject of debate for years to come.

Would the legalization of currently illegal psychoactive
drugs for medical purposes send the wrong message
about drug use? Why or why not?

Would you support the legalization of such illicit drugs
for medical purposes? Why or why not?
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SUMMARY

Psychoactive drugs act on the nervous system to alter states of con-
sciousness, modify perceptions, and change moods. Some people are
attracted to these drugs because they seem to help them deal with diffi-
cult life situations.

Addictive drugs activate the brain’s reward system by increasing dopa-
mine concentration. The reward pathway involves the ventral tegmental
area