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ROBERT H. FRANK

Professor Frank is the
Henrietta Johnson Louis
Professor of Management
and Professor of Economics
at the Johnson Graduate
School of Management at
Cornell University, where he
has taught since 1972. His
“Economic View” column
appears regularly in The
New York Times. After re-

ceiving his B.S. from Georgia Tech in 1966, he taught math
and science for two years as a Peace Corps Volunteer in
rural Nepal. He received his M.A. in statistics in 1971 and
his Ph.D. in economics in 1972 from The University of
California at Berkeley. During leaves of absence from Cor-
nell, he has served as chief economist for the Civil Aero-
nautics Board (1978–1980), a Fellow at the Center for
Advanced Study in the Behavioral Sciences (1992–93), and
Professor of American Civilization at l’École des Hautes
Études en Sciences Sociales in Paris (2000–01).

Professor Frank is the author of a best-selling interme-
diate economics textbook—Microeconomics and Behavior,
Seventh Edition (Irwin/McGraw-Hill, 2008). He has pub-
lished on a variety of subjects, including price and wage dis-
crimination, public utility pricing, the measurement of
unemployment spell lengths, and the distributional conse-
quences of direct foreign investment. His research has
focused on rivalry and cooperation in economic and social
behavior. His books on these themes, which include Choos-
ing the Right Pond (Oxford, 1995), Passions Within Rea-
son (W. W. Norton, 1988), and What Price the Moral High
Ground? (Princeton, 2004), The Economic Naturalist (Ba-
sic Books, 2007), and Falling Behind (University of Califor-
nia Press, 2007), have been translated into 15 languages.
The Winner-Take-All Society (The Free Press, 1995), co-
authored with Philip Cook, received a Critic’s Choice
Award, was named a Notable Book of the Year by The New
York Times, and was included in BusinessWeek’s list of the
10 best books of 1995. Luxury Fever (The Free Press, 1999)
was named to the Knight-Ridder Best Books list for 1999.

Professor Frank has been awarded an Andrew W.
Mellon Professorship (1987–1990), a Kenan Enterprise
Award (1993), and a Merrill Scholars Program Outstanding
Educator Citation (1991). He is a co-recipient of the 2004
Leontief Prize for Advancing the Frontiers of Economic
Thought. He was awarded the Johnson School’s Stephen
Russell Distinguished Teaching Award in 2004 and the
School’s Apple Distinguished Teaching Award in 2005. His
introductory microeconomics course has graduated more
than 7,000 enthusiastic economic naturalists over the years.

BEN S. BERNANKE

Professor Bernanke received
his B.A. in economics from
Harvard University in 1975
and his Ph.D. in economics
from MIT in 1979. He
taught at the Stanford Grad-
uate School of Business from
1979 to 1985 and moved
to Princeton University in
1985, where he was named
the Howard Harrison and

Gabrielle Snyder Beck Professor of Economics and Public
Affairs, and where he served as Chairman of the Economics
Department.

Professor Bernanke was sworn in on February 1, 2006,
as Chairman and a member of the Board of Governors of
the Federal Reserve System. Professor Bernanke also serves
as Chairman of the Federal Open Market Committee, the
System’s principal monetary policymaking body. He was
appointed as a member of the Board to a full 14-year term,
which expires January 31, 2020, and to a four-year term as
Chairman, which expires January 31, 2010. Before his ap-
pointment as Chairman, Professor Bernanke was Chairman
of the President’s Council of Economic Advisers, from June
2005 to January 2006.

Professor Bernanke’s intermediate textbook, with
Andrew Abel, Macroeconomics, Sixth Edition (Addison-
Wesley, 2008) is a best seller in its field. He has authored
more than 50 scholarly publications in macroeconomics,
macroeconomic history, and finance. He has done signifi-
cant research on the causes of the Great Depression, the
role of financial markets and institutions in the business
cycle, and measuring the effects of monetary policy on the
economy. 

Professor Bernanke has held a Guggenheim Fellowship
and a Sloan Fellowship, and he is a Fellow of the Econo-
metric Society and of the American Academy of Arts and
Sciences. He served as the Director of the Monetary Eco-
nomics Program of the National Bureau of Economic Re-
search (NBER) and as a member of the NBER’s Business
Cycle Dating Committee. In July 2001, he was appointed
Editor of the American Economic Review. Professor
Bernanke’s work with civic and professional groups in-
cludes having served two terms as a member of the Mont-
gomery Township (N.J.) Board of Education.
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P R E F A C E

■

lthough many millions of dollars are spent each year on introductory
economics instruction in American colleges and universities, the return on
this investment has been disturbingly low. Studies have shown, for

example, that several months after having taken a principles of economics course,
former students are no better able to answer simple economic questions than oth-
ers who never even took the course. Most students, it seems, leave our introductory
courses without having learned even the most important basic economic principles.

The problem, in our view, is that these courses almost always try to teach
students far too much. In the process, really important ideas get little more cov-
erage than minor ones, and everything ends up going by in a blur. Many instruc-
tors ask themselves, “How much can I cover today?” when instead they should
be asking, “How much can my students absorb?”

Our textbook grew out of our conviction that students will learn far more if
we attempt to cover much less. Our basic premise is that a small number of ba-
sic principles do most of the heavy lifting in economics, and that if we focus nar-
rowly and repeatedly on those principles, students can actually master them in
just a single semester.

The enthusiastic reactions of users of our first three editions affirm the va-
lidity of this premise. Although recent editions of a few other texts now pay lip
service to the less-is-more approach, ours is by consensus the most carefully
thought-out and well-executed text in this mold. Avoiding excessive reliance on
formal mathematical derivations, we present concepts intuitively through ex-
amples drawn from familiar contexts. We rely throughout on a well-articulated
list of seven core principles, which we reinforce repeatedly by illustrating and
applying each principle in numerous contexts. We ask students periodically to
apply these principles themselves to answer related questions, exercises, and
problems.

Throughout this process, we encourage students to become “economic nat-
uralists,” people who employ basic economic principles to understand and ex-
plain what they observe in the world around them. An economic naturalist
understands, for example, that infant safety seats are required in cars but not in
airplanes because the marginal cost of space to accommodate these seats is typ-
ically zero in cars but often hundreds of dollars in airplanes. Scores of such ex-
amples are sprinkled throughout the book. Each one, we believe, poses a
question that should make any normal, curious person eager to learn the answer.
These examples stimulate interest while teaching students to see each feature of
their economic landscape as the reflection of one or more of the core principles.
Students talk about these examples with their friends and families. Learning eco-
nomics is like learning a language. In each case, there is no substitute for actu-
ally speaking. By inducing students to speak economics, the economic naturalist
examples serve this purpose.

For those who would like to learn more about the role of examples in learn-
ing economics, Bob Frank’s lecture on this topic is posted on You Tube’s “Au-
thors @ Google” series (http://www.youtube.com/watch? v QalNVxeIKEE or
search “Authors @ Google Robert Frank”).
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FEATURES

■ An emphasis on seven core principles: As noted, a few core principles do most
of the work in economics. By focusing almost exclusively on these principles,
the text assures that students leave the course with a deep mastery of them. In
contrast, traditional encyclopedic texts so overwhelm students with detail that
they often leave the course with little useful working knowledge at all.

1 The Scarcity Principle: Having more of one good thing usually means having
less of another.

2 The Cost-Benefit Principle: Take no action unless its marginal benefit is at
least as great as its marginal cost.

3 The Incentive Principle: Cost-benefit comparisons are relevant not only for
identifying the decisions that rational people should make, but also for pre-
dicting the actual decisions they do make.

4 The Principle of Comparative Advantage: Everyone does best when each
concentrates on the activity for which he or she is relatively most productive.

5 The Principle of Increasing Opportunity Cost: Use the resources with the
lowest opportunity cost before turning to those with higher opportunity
costs.

6 The Efficiency Principle: Efficiency is an important social goal because when
the economic pie grows larger, everyone can have a larger slice.

7 The Equilibrium Principle: A market in equilibrium leaves no unexploited
opportunities for individuals but may not exploit all gains achievable
through collective action.

■ Economic naturalism: Our ultimate goal is to produce economic naturalists—
people who see each human action as the result of an implicit or explicit cost-ben-
efit calculation. The economic naturalist sees mundane details of ordinary
existence in a new light and becomes actively engaged in the attempt to under-
stand them. Some representative examples:

In Micro:

■ Why are whales and elephants, but not chickens, threatened with extinction?

■ Why do we often see convenience stores located on adjacent street corners?

■ Why do supermarket checkout lines all tend to be roughly the same length?

In Macro:

■ Why has investment in computers increased so much in recent decades?

■ Why does news of inflation hurt the stock market?

■ Why did Japan build roads that nobody wants to use?

■ Active learning stressed: The only way to learn to hit an overhead smash in ten-
nis is through repeated practice. The same is true for learning economics. Ac-
cordingly, we consistently introduce new ideas in the context of simple
examples and then follow them with applications showing how they work in
familiar settings. At frequent intervals, we pose exercises that both test and re-
inforce the understanding of these ideas. The end-of-chapter questions and
problems are carefully crafted to help students internalize and extend core con-
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cepts. Experience with our first three editions confirms that this approach really
does prepare students to apply basic economic principles to solve economic
puzzles drawn from the real world.

■ Modern Microeconomics: Economic surplus, introduced in Chapter 1 and em-
ployed repeatedly thereafter, is more fully developed here than in any other
text. This concept underlies the argument for economic efficiency as an important
social goal. Rather than speak of trade-offs between efficiency and other goals,
we stress that maximizing economic surplus facilitates the achievement of all
goals. Common decision pitfalls identified by 2002 Nobel Laureate Daniel
Kahneman and others—such as the tendency to ignore implicit costs, the ten-
dency not to ignore sunk costs, and the tendency to confuse average and mar-
ginal costs and benefits—are introduced early in Chapter 1 and invoked
repeatedly in subsequent chapters.

There is perhaps no more exciting toolkit for the economic naturalist than a
few principles of elementary game theory. In Chapter 10, we show how these prin-
ciples enable students to answer a variety of strategic questions that arise in the
marketplace and everyday life. We believe that the insights of the Nobel Laureate
Ronald Coase are indispensable for understanding a host of familiar laws, cus-
toms, and social norms. In Chapter 11 we show how such devices function to min-
imize misallocations that result from externalities. A few simple principles from
the economics of information form another exciting addition to the economic nat-
uralist’s toolkit. In Chapter 12 we show how the insights that earned the 2001
Nobel Prize in economics for George Akerlof, Joseph Stiglitz, and Michael Spence
can be employed to answer a variety of questions from everyday experience.

■ Modern Macroeconomics: Recent developments have renewed interest in cycli-
cal fluctuations without challenging the importance of such long-run issues as
growth, productivity, the evolution of real wages, and capital formation. Our
treatment of these issues is organized as follows:

■ A three-chapter treatment of long-run issues, followed by a modern treat-
ment of short-term fluctuations and stabilization policy, emphasizing the
important distinction between short- and long-run behavior of the economy.

■ Consistent with both media reporting and recent research on monetary
policy rules, we treat the interest rate rather than the money supply as the
primary instrument of Fed policy.

■ The analysis of aggregate demand and aggregate supply relates output to in-
flation, rather than to the price level, sidestepping the necessity of a separate
derivation of the link between the output gap and inflation.

■ This book places a heavy emphasis on globalization, starting with an analy-
sis of its effects on real wage inequality and progressing to such issues as the
benefits of trade, the causes and effects of protectionism, the role of capital
flows in domestic capital formation, and the links between exchange rates
and monetary policy.
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IMPROVEMENTS

Our less-is-more approach is well-suited for a wide spectrum of institutions. Yet it re-
mains a formidable challenge for any single book to fit the needs and capabilities of
all students across these diverse institutions. Some students arrive with AP credit in
advanced calculus, while others still lack confidence in basic geometry and algebra.
Guided by extensive reviewer feedback, our main goal in preparing our fourth edi-
tion has been to reorganize our presentation to accommodate the broadest possible
range of student preparation. For example, while continuing to emphasize verbal and
graphical approaches in the main text, we offer several appendices that allow for
more detailed and challenging algebraic treatments of the same material. Among the
hundreds of specific refinements we made, the following merit explicit mention.

■ More and clearer emphasis on the core principles: If we asked a thousand econ-
omists to provide their own versions of the most important economic principles,
we’d get a thousand different lists. Yet to dwell on their differences would be to
miss their essential similarities. It is less important to have exactly the best short
list of principles than it is to use some well-thought-out list of this sort.

■ Chapter learning objectives: Students and professors can be confident that the
organization of each chapter surrounds common themes outlined by five to
seven learning objectives listed on the first page of each chapter. These objec-
tives, along with AASCB and Bloom’s Taxonomy Learning Categories, are con-
nected to all Test Bank questions and end-of-chapter material to offer a
comprehensive, thorough teaching and learning experience.

■ Assurance of learning ready: Many educational institutions today are focused
on the notion of assurance of learning, an important element of some accredi-
tation standards. Principles of Economics, 4e is designed specifically to support
your assurance of learning initiatives with a simple, yet powerful, solution.

You can use our test bank software, EZTest, to easily query for Learning Objec-
tives that directly relate to the objectives for your course. You can then use the re-
porting features of EZTest to aggregate student results in a similar fashion, making
the collection and presentation of assurance of learning data simple and easy.

IN MICROECONOMICS

■ More and clearer emphasis on the core principles: If we asked a thousand econ-
omists to provide their own versions of the most important economic principles,
we’d get a thousand different lists. Yet to dwell on their differences would be to
miss their essential similarities. It is less important to have exactly the best short
list of principles than it is to use some well-thought-out list of this sort.

■ Integrated the outsourcing and international trade material: from (previously)
Chapter 9 into the discussions within

■ Chapter 2: Comparative Advantage

■ Chapter 28: International Trade and Capital Flows.

IN MACROECONOMICS

■ Modular presentation: Part 5, “Macroeconomics: Data and Issues,” is a self-
contained group of chapters that covers measurement issues. This allows in-
structors to proceed to either the long run (Part 6, “The Economy in the Long
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Run”) or the short run (Part 7, “The Economy in the Short Run) first with no
loss of continuity.

■ Integrated discussion of labor markets: Labor market trends in employment,
wages, and unemployment are now covered together in Chapter 18.

■ Greater attention to the connections between financial markets and money:
Chapter 21 brings together information on financial intermediaries, bond and
stock markets, and money so that students can make the connections among
stock markets, bond markets, commercial banks, and money.

■ Improved discussion of output gaps and Okun’s Law: The output gap is now
written as Y – Y* so that when actual output is below potential output, the
output gap is a negative number. This allows us to develop Okun’s Law as a
negative relationship between the output gap and cyclical unemployment.

■ Improved presentation of the simple Keynesian model: We present the simple
Keynesian model through examples that are developed both graphically and
numerically.

■ Strengthened coverage of Monetary Policy: We reorganized the material so that
the institutional details of the Federal Reserve are discussed at the beginning of
Chapter 24, followed by the effects of Federal Reserve policy on planned ag-
gregate expenditure. The money market is still discussed, but now instructors
who wish to skip this material can easily do so. In addition, the effects of mon-
etary policy are summarized using logic chains that students can easily under-
stand. Finally, the relationship between output gaps and monetary policy that
we discuss using the simple Keynesian model is used to motivate the Fed’s mon-
etary policy rule.

■ Refinements of the presentation of Aggregate Demand and Aggregate Supply:
Chapters 25 and 26 work together to give students a thorough understanding
of both the theory and application of the AD-AS model. In Chapter 25, we
develop carefully the reasoning behind the AD curve and the AS curve. In
particular:

■ We develop the AD curve by tracing the effects of the Fed’s monetary policy
rule on short-run spending and output. We have eliminated any discussion
of price-level effects on output and focused entirely on the relationship be-
tween inflation and short-run spending.

■ The AS curve is now an upward-sloping curve with inflation on the vertical
axis. This provides the advantage of placing inflationary expectations at the
center of the story of how the economy’s self-correcting mechanism works and
how Federal Reserve credibility affects short-run and long-run equilibrium.

■ We provide students with a series of examples that show how the AD curve
and the AS curve work together to determine short-run equilibrium and how
the economy adjusts to long-run equilibrium.

In Chapter 26, we apply the AD-AS model to macroeconomic policy. Specifi-
cally, we examine monetary policy with a focus on whether or not the Fed
should accommodate spending shocks and inflation shocks and discuss supply-
side effects of fiscal policy with a focus on how changes in marginal tax rates
can affect labor supply and hence potential output. Finally, we use what stu-
dents have learned to address important current topics such as anchored infla-
tionary expectations, central bank independence, and inflation targeting.
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■ Flexible coverage of international economics: Chapter 27 is a self-contained
discussion of exchange rates that can be used whenever an instructor thinks it
best to introduce this important subject. Chapter 28 now integrates the discus-
sion of trade and capital flows so that students see that the balance of trade and
net capital inflows are two sides of the same issue.

THE CHALLENGE

The world is a more competitive place now than it was when we started teaching in
the 1970s. In arena after arena, business as usual is no longer good enough. Base-
ball players used to drink beer and go fishing during the off season, but they now
lift weights and ride exercise bicycles. Assistant professors used to work on their
houses on weekends, but the current crop can now be found most weekends at the
office. The competition for student attention has grown similarly more intense.
There are many tempting courses in the typical college curriculum and even more
tempting diversions outside the classroom. Students are freer than ever to pick and
choose.

Yet many of us seem to operate under the illusion that most freshmen arrive
with a burning desire to become economics majors. And many of us do not yet
seem to have recognized that students’ cognitive abilities and powers of concentra-
tion are scarce resources. To hold our ground, we must become not only more se-
lective in what we teach, but also more effective as advocates for our discipline. We
must persuade students that we offer something of value.

A well-conceived and well-executed introductory course in economics can
teach our students more about society and human behavior in a single term than
virtually any other course in the university. This course can and should be an intel-
lectual adventure of the first order. Not all students who take the kind of course we
envisioned when writing this book will go on to become economics majors, of
course. But many will, and even those who do not will leave with a sense of admi-
ration for the power of economic ideas.

A salesperson knows that he or she often gets only one chance to make a good
first impression on a potential customer. Analogously, the principles course is often
our only shot at persuading most students to appreciate the value of economics. By
trying to teach them everything we know—rather than teaching them the most im-
portant things we know—we too often squander this opportunity.
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SUPPLEMENTS FOR THE INSTRUCTOR

McGraw-Hill’s Homework Manager Plus™: McGraw-Hill’s Homework Man-
ager Plus is a complete, Web-based solution that includes and expands upon
the actual problem sets found at the end of each chapter. It features enhanced
technology that provides a varied supply of auto-graded assignments and
graphing exercises, tied to the learning objectives in the book. McGraw-Hill’s
Homework Manager can be used for student practice, graded homework
assignments, and formal examinations; the results are easily integrated
with your course management system, including WebCT and Blackboard.

Instructor’s Manual: Prepared by Louis D. Johnston of the College of Saint
Benedict | Saint John’s University, this expanded manual will be extremely use-
ful for all teachers. In addition to such general topics as Using the Web Site,
Economic Education Resources, and Innovative Ideas, there will be for each
chapter: An Overview, Core Principles, Important Concepts Covered, Teach-
ing Objectives, Teaching Tips/Student Stumbling Blocks, More Economic Nat-
uralists, In-Class and Web Activities, Annotated Chapter Outline, Answers to
Textbook Problems, Sample Homework, and a Sample Reading Quiz.

Test Banks: Prepared by Kate Krause of the University of New Mexico [micro]
and William J. Brennan of the University of Minnesota–Mankato [macro],
each manual contains more than 4,000 questions categorized by chapter learn-
ing objectives, AACSB learning categories, and Bloom’s Taxonomy objectives.
The test banks are available in the latest EZTest test-generating software—
micro and macro—ensuring maximum flexibility in test preparation. 

PowerPoints: Prepared by Carol Swartz of the University of North Carolina-
Charlotte, these slides contain a detailed, chapter-by-chapter review of the
important ideas presented in the textbook, accompanied by animated graphs
and slide notes.

Customizable Micro Lecture Notes and PowerPoints: One of the biggest
hurdles to an instructor considering changing textbooks is the prospect of
having to prepare new lecture notes and slides. For the microeconomics
chapters, this hurdle no longer exists. A full set of lecture notes for princi-
ples of microeconomics, prepared by Bob Frank for his award-winning
introductory microeconomics course at Cornell University, is available as
Microsoft Word files that instructors are welcome to customize as they see
fit. The challenge for any instructor is to reinforce the lessons of the text in
lectures without generating student unrest by merely repeating what’s in the
book. These lecture notes address that challenge by constructing examples
that run parallel to those presented in the book, yet are different from them
in interesting contextual ways. Also available is a complete set of richly
illustrated PowerPoint files to accompany these lecture notes. Instructors are
also welcome to customize these files as they wish.

Instructor’s CD-ROM: This remarkable Windows software program con-
tains the complete Instructor’s Manual with solutions to end-of-chapter
problems, Solman Videos, Computerized Test Banks, PowerPoints, and the
complete collection of art from the text.

Online Learning Center (www.mhhe.com/fb4e): The contents of the IRCD
are also available online at the textbook’s Web sites for quick download and
convenient access for professors.
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SUPPLEMENTS FOR THE STUDENT

Study Guide: Revised by Louis D. Johnson of the College of Saint Benedict |
Saint John’s University, this book contains for each chapter a pre-test; a
“Key Point Review” that integrates the learning objectives with the chapter
content; a self-test with matching and multiple-choice problems; short-an-
swer problems; and an Economic Naturalist case study that helps students
apply what they learned.

Online Learning Center (www.mhhe.com/fb4e): For students there are such
useful features as the Glossary from the textbook, Graphing Exercises, a set
of study PowerPoints, and practice quizzes.

Premium Content: The Online Learning Center now offers students the op-
portunity to purchase premium content. Like an electronic study guide, the
OLC Premium Content enables students to take self-grading quizzes for each
chapter as well as to download Frank and Bernanke exclusive iPod content
including podcasts by the authors, narrated lecture slides, and Paul Solman
videos—all accessible through the student’s MP3 device. In the chapter when
you see an iPod icon, there is a podcast that correlates to that material. The
label EN stands for Economic Naturalist, and the number represents the
chapter number.
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PREFACE xvii

A NOTE ON THE WRITING OF THIS EDITION
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S E V E N  C O R E

P R I N C I P L E S

CORE PRINCIPLE 1

The Scarcity Principle (also called “The No-Free-Lunch

Principle”)

Although we have boundless needs and wants, the resources available to us are

limited. So having more of one good thing usually means having less of another.

CORE PRINCIPLE 2

The Cost-Benefit Principle

An individual (or a firm or a society) should take an action if, and only if, the

extra benefits from taking the action are at least as great as the extra costs.

CORE PRINCIPLE 3

The Incentive Principle

A person (or a firm or a society) is more likely to take an action if the benefit rises

and less likely to take it if the cost rises.

CORE PRINCIPLE 4

The Principle of Comparative Advantage

Everyone does best when each person (or each country) concentrates on the

activities for which his or her opportunity cost is lowest.

CORE PRINCIPLE 5

The Principle of Increasing Opportunity Cost (also called

“The Low-Hanging-Fruit Principle”)

In expanding the production of any good, first employ those resources with the

lowest opportunity cost, and only afterward turn to resources with higher

opportunity costs.

CORE PRINCIPLE 6

The Efficiency Principle

Efficiency is an important social goal because when the economic pie grows

larger, everyone can have a larger slice.

CORE PRINCIPLE 7

The Equilibrium Principle (also called “The No-Cash-on-

the-Table Principle”)

A market in equilibrium leaves no unexploited opportunities for individuals but

may not exploit all gains achievable through collective action.
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P A R T

1
I N T RO D U C T I O N

■

As you begin the study of economics, perhaps the most important

thing to realize is that economics is not a collection of settled facts,

to be copied down and memorized. Mark Twain said that nothing is

older than yesterday’s newspaper, and the same can be said of yes-

terday’s economic statistics. Indeed, the only prediction about the

economy that can be made with confidence is that there will con-

tinue to be large, and largely unpredictable, changes.

If economics is not a set of durable facts, then what is it? Funda-

mentally, it is a way of thinking about the world. Over many years

economists have developed some simple but widely applicable prin-

ciples that are useful for understanding almost any economic situa-

tion, from the relatively simple economic decisions that individuals

make every day to the workings of highly complex markets such as

international financial markets. The principal objective of this book,

and of this course, is to help you learn these principles and how to

apply them to a variety of economic questions and issues.

The three chapters in Part 1 lay out the Core Principles that will

be used throughout the book. All seven Core Principles are listed on

the previous page and on the back of the book for easy reference.

Chapter 1 introduces and illustrates three Core Principles, the

first of which is the Scarcity Principle—the unavoidable fact that, al-

though our needs and wants are boundless, the resources available

to satisfy them are limited. The chapter goes on to show that the

Cost-Benefit Principle, deciding whether to take an action by compar-

ing the cost and benefit of the action, is a useful approach for deal-

ing with the inevitable trade-offs that scarcity creates. After

discussing several important decision pitfalls, the chapter concludes

by describing the Incentive Principle and introducing the concept of

economic naturalism.

Chapter 2 goes beyond individual decision making to consider

trade among both individuals and countries. An important reason

for trade is the Principle of Comparative Advantage: by specializing in

the production of particular goods and services, people and coun-

tries enhance their productivity and raise standards of living. Further,



people and countries expand their production of the goods or services by applying the

Principle of Increasing Opportunity Cost—first employing those resources with the lowest

opportunity cost and only afterward turning to resources with higher opportunity costs.

Chapter 3 presents an overview of the concepts of supply and demand, perhaps the

most basic and familiar tools used by economists. These tools are used to show the final

two Core Principles: the Efficiency Principle (efficiency is an important social goal because

when the economics pie grows larger, everyone can have a larger slice) and the Equilib-

rium Principle (a market in equilibrium leaves no unexploited opportunities for individu-

als but may not exploit all gains achievable through collective action).
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C H A P T E R

1
Th i n k i n g  L i ke  an

E c onom i s t
LEARNING OBJECTIVES

In this chapter, we’ll introduce three simple principles that will

help you understand and explain patterns of behavior you observe

in the world around you. These principles also will help you avoid

three pitfalls that plague decision makers in everyday life. The

principles and pitfalls you’ll learn about are

1. The Scarcity Principle, which says that having more of any good thing nec-

essarily requires having less of something else.

2. The Cost-Benefit Principle, which says that an action should be taken if,

but only if, its benefit is at least as great as its cost.

3. The Incentive Principle, which says that if you want to predict people’s

behavior, a good place to start is by examining their incentives.

4. The pitfall of measuring costs and benefits as proportions rather than as

absolute dollar amounts.

5. The pitfall of ignoring implicit costs.

6. The pitfall of failing to weigh costs and benefits at the margin.

ow many students are in your introductory economics class? Some
classes have just 20 or so; others average 35, 100, or 200 students. At
some schools, introductory economics classes may have as many as

2,000 students. What size is best?
If cost were no object, the best size for an introductory economics course—

or any other course, for that matter—might be a single student. Think about it:
the whole course, all term long, with just you and your professor! Everything
could be custom-tailored to your own background and ability, allowing you to
cover the material at just the right pace. The tutorial format also would promote

H
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close communication and personal trust between you and your professor. And your
grade would depend more heavily on what you actually learned than on your luck
when taking multiple-choice exams. We may even suppose, for the sake of discus-
sion, that studies by educational psychologists prove definitively that students learn
best in the tutorial format.

Why, then, do so many universities continue to schedule introductory classes
with hundreds of students? The simple reason is that costs do matter. They matter
not just to the university administrators who must build classrooms and pay fac-
ulty salaries, but also to you. The direct cost of providing you with your own per-
sonal introductory economics course—most notably, the professor’s salary and the
expense of providing a classroom in which to meet—might easily top $50,000.
Someone has to pay these costs. In private universities, a large share of the cost
would be recovered directly from higher tuition payments; in state universities, the
burden would be split between higher tuition payments and higher tax pay-
ments. But, in either case, the course would be unaffordable for many, if not most,
students.

With a larger class size, of course, the cost per student goes down. For exam-
ple, in a class of 300 students, the cost of an introductory economics course might
come to as little as $200 per student. But a class that large would surely compro-
mise the quality of the learning environment. Compared to the custom tutorial for-
mat, however, it would be dramatically more affordable.

In choosing what size introductory economics course to offer, then, university
administrators confront a classic economic trade-off. In making the class larger,
they lower the quality of instruction—a bad thing—but, at the same time, they
reduce costs, and hence the tuition students must pay—a good thing.

ECONOMICS: STUDYING CHOICE 

IN A WORLD OF SCARCITY

Even in rich societies like the United States, scarcity is a fundamental fact of life.
There is never enough time, money, or energy to do everything we want to do or
have everything we would like to have. Economics is the study of how people
make choices under conditions of scarcity and of the results of those choices for
society.

In the class-size example just discussed, a motivated economics student might
definitely prefer to be in a class of 20 rather than a class of 100, everything else be-
ing equal. But other things, of course, are not equal. Students can enjoy the benefits
of having smaller classes, but only at the price of having less money for other activ-
ities. The student’s choice inevitably will come down to the relative importance of
competing activities.

That such trade-offs are widespread and important is one of the core princi-
ples of economics. We call it the scarcity principle because the simple fact of
scarcity makes trade-offs necessary. Another name for the scarcity principle is the
no-free-lunch principle (which comes from the observation that even lunches that
are given to you are never really free—somebody, somehow, always has to pay for
them).

The Scarcity Principle (also called the No-Free-Lunch Principle):

Although we have boundless needs and wants, the resources available to us

are limited. So having more of one good thing usually means having less of

another.

Inherent in the idea of a trade-off is the fact that choice involves compromise
between competing interests. Economists resolve such trade-offs by using cost-benefit
analysis, which is based on the disarmingly simple principle that an action should

Are small classes “better” than
large ones?

Scarcity

economics the study of how

people make choices under 

conditions of scarcity and of 

the results of those choices for
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be taken if, and only if, its benefits exceed its costs. We call this statement the cost-
benefit principle, and it, too, is one of the core principles of economics:

The Cost-Benefit Principle: An individual (or a firm or a society) should

take an action if, and only if, the extra benefits from taking the action are at

least as great as the extra costs.

With the Cost-Benefit Principle in mind, let’s think about our class-size question
again. Imagine that classrooms come in only two sizes—100-seat lecture halls and
20-seat classrooms—and that your university currently offers introductory eco-
nomics courses to classes of 100 students. Question: Should administrators reduce
the class size to 20 students? Answer: Reduce if, and only if, the value of the
improvement in instruction outweighs its additional cost.

This rule sounds simple, but to apply it we need some way to measure the rele-
vant costs and benefits—a task that is often difficult in practice. If we make a few
simplifying assumptions, however, we can see how the analysis might work. On the
cost side, the primary expense of reducing class size from 100 to 20 is that we will
now need five professors instead of just one. We’ll also need five smaller classrooms
rather than a single big one, and this too may add slightly to the expense of the
move. For the sake of discussion, suppose that the cost with a class size of 20 turns
out to be $1,000 per student more than the cost per student when the class size is
100. Should administrators switch to the smaller class size? If they apply the Cost-
Benefit Principle, they will realize that the reduction in class size makes sense only
if the value of attending the smaller class is at least $1,000 per student greater than
the value of attending the larger class.

Would you (or your family) be willing to pay an extra $1,000 for a smaller
economics class? If not, and if other students feel the same way, then sticking with
the larger class size makes sense. But if you and others would be willing to pay the
extra tuition, then reducing the class size to 20 makes good economic sense.

Notice that the “best” class size, from an economic point of view, will gener-
ally not be the same as the “best” size from the point of view of an educational
psychologist. The difference arises because the economic definition of “best” takes
into account both the benefits and the costs of different class sizes. The psycholo-
gist ignores costs and looks only at the learning benefits of different class sizes.

In practice, of course, different people will feel differently about the value of
smaller classes. People with high incomes, for example, tend to be willing to pay
more for the advantage, which helps to explain why average class size is smaller,
and tuition higher, at private schools whose students come predominantly from
high-income families.

The cost-benefit framework for thinking about the class-size problem also sug-
gests a possible reason for the gradual increase in average class size that has been tak-
ing place in American colleges and universities. During the last 20 years, professors’
salaries have risen sharply, making smaller classes more costly. During the same pe-
riod, median family income—and hence the willingness to pay for smaller classes—
has remained roughly constant. When the cost of offering smaller classes goes up but
willingness to pay for smaller classes does not, universities shift to larger class sizes.

Scarcity and the trade-offs that result also apply to resources other than money.
Bill Gates is one of the richest men on Earth. His wealth was once estimated at
over $100 billion—more than the combined wealth of the poorest 40 percent of
Americans. Gates has enough money to buy more houses, cars, vacations, and other
consumer goods than he could possibly use. Yet Gates, like the rest of us, has only
24 hours each day and a limited amount of energy. So even he confronts trade-offs, in
that any activity he pursues—whether it be building his business empire or redecorat-
ing his mansion—uses up time and energy that he could otherwise spend on other
things. Indeed, someone once calculated that the value of Gates’s time is so great that
pausing to pick up a $100 bill from the sidewalk simply wouldn’t be worth his while.

ECONOMICS: STUDYING CHOICE IN A WORLD OF SCARCITY 5

Cost-Benefit

Cost-Benefit

©
 A

P
 P

h
o
to

/D
o
u
gl

as
 C

.
P
iz

ac

If Bill Gates saw a $100 bill lying
on the sidewalk, would it be
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APPLYING THE COST-BENEFIT PRINCIPLE

In studying choice under scarcity, we’ll usually begin with the premise that people
are rational, which means they have well-defined goals and try to fulfill them as
best they can. The cost-benefit principle illustrated in the class-size example is a
fundamental tool for the study of how rational people make choices.

As in the class-size example, often the only real difficulty in applying the cost-
benefit rule is to come up with reasonable measures of the relevant benefits and
costs. Only in rare instances will exact dollar measures be conveniently available.
But the cost-benefit framework can lend structure to your thinking even when no
relevant market data are available.

To illustrate how we proceed in such cases, the following example asks you
to decide whether to perform an action whose cost is described only in vague,
qualitative terms.

Should you walk downtown to save $10 on a $25 computer game?

Imagine you are about to buy a $25 computer game at the nearby campus store
when a friend tells you that the same game is on sale at a downtown store for only
$15. If the downtown store is a 30-minute walk away, where should you buy the
game?

The Cost-Benefit Principle tells us that you should buy it downtown if the ben-
efit of doing so exceeds the cost. The benefit of taking any action is the dollar value
of everything you gain by taking it. Here, the benefit of buying downtown is exactly
$10, since that is the amount you will save on the purchase price of the game. The
cost of taking any action is the dollar value of everything you give up by taking it.
Here, the cost of buying downtown is the dollar value you assign to the time and
trouble it takes to make the trip. But how do we estimate that dollar value?

One way is to perform the following hypothetical auction. Imagine that a
stranger has offered to pay you to do an errand that involves the same walk down-
town (perhaps to drop off a letter for her at the post office). If she offered you a
payment of, say, $1,000, would you accept? If so, we know that your cost of walk-
ing downtown and back must be less than $1,000. Now imagine her offer being re-
duced in small increments until you finally refuse the last offer. For example, if you
would agree to walk downtown and back for $9.00 but not for $8.99, then your
cost of making the trip is $9.00. In this case, you should buy the game downtown
because the $10 you’ll save (your benefit) is greater than your $9.00 cost of making
the trip.

But suppose, alternatively, that your cost of making the trip had been greater
than $10. In that case, your best bet would have been to buy the game from the
nearby campus store. Confronted with this choice, different people may choose dif-
ferently, depending on how costly they think it is to make the trip downtown. But
although there is no uniquely correct choice, most people who are asked what they
would do in this situation say they would buy the game downtown. ◆

ECONOMIC SURPLUS

Suppose again that in the preceding example your “cost” of making the trip down-
town was $9. Compared to the alternative of buying the game at the campus store,
buying it downtown resulted in an economic surplus of $1, the difference between
the benefit of making the trip and its cost. In general, your goal as an economic de-
cision maker is to choose those actions that generate the largest possible economic
surplus. This means taking all actions that yield a positive total economic surplus,
which is just another way of restating the Cost-Benefit Principle.

Note that the fact that your best choice was to buy the game downtown doesn’t
imply that you enjoy making the trip, any more than choosing a large class means
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that you prefer large classes to small ones. It simply means that the trip is less un-
pleasant than the prospect of paying $10 extra for the game. Once again, you’ve
faced a trade-off—in this case, the choice between a cheaper game and the free time
gained by avoiding the trip.

OPPORTUNITY COST

Of course, your mental auction could have produced a different outcome. Suppose,
for example, that the time required for the trip is the only time you have left to
study for a difficult test the next day. Or suppose you are watching one of your fa-
vorite movies on cable, or that you are tired and would love a short nap. In such
cases, we say that the opportunity cost of making the trip—that is, the value of
what you must sacrifice to walk downtown and back—is high and you are more
likely to decide against making the trip.

Strictly speaking, your opportunity cost of engaging in an activity is the value
of everything you must sacrifice to engage in it. For instance, if seeing a movie re-
quires not only that you buy a $10 ticket but also that you give up a $20 babysit-
ting job that you would have been willing to do for free, then the opportunity cost
of seeing the film is $30.

Under this definition, all costs—both implicit and explicit—are opportunity
costs. Unless otherwise stated, we will adhere to this strict definition.

We must warn you, however, that some economists use the term opportunity
cost to refer only to the implicit value of opportunities forgone. Thus, in the exam-
ple just discussed, these economists would not include the $10 ticket price when
calculating the opportunity cost of seeing the film. But virtually all economists
would agree that your opportunity cost of not doing the babysitting job is $20.

In the previous example, if watching the last hour of the cable TV movie is the
most valuable opportunity that conflicts with the trip downtown, the opportunity
cost of making the trip is the dollar value you place on pursuing that opportunity—
that is, the largest amount you’d be willing to pay to avoid missing the end of the
movie. Note that the opportunity cost of making the trip is not the combined value
of all possible activities you could have pursued, but only the value of your best
alternative—the one you would have chosen had you not made the trip.

Throughout the text we will pose exercises like the one that follows. You’ll find
that pausing to answer them will help you to master key concepts in economics. Be-
cause doing these exercises isn’t very costly (indeed, many students report that they
are actually fun), the Cost-Benefit Principle indicates that it’s well worth your while
to do them.

EXERCISE 1.1

You would again save $10 by buying the game downtown rather than at the

campus store, but your cost of making the trip is now $12, not $9. How

much economic surplus would you get from buying the game downtown?

Where should you buy it?

THE ROLE OF ECONOMIC MODELS

Economists use the cost-benefit principle as an abstract model of how an idealized
rational individual would choose among competing alternatives. (By “abstract
model” we mean a simplified description that captures the essential elements of a
situation and allows us to analyze them in a logical way.) A computer model of
a complex phenomenon like climate change, which must ignore many details and
includes only the major forces at work, is an example of an abstract model.

Noneconomists are sometimes harshly critical of the economist’s cost-benefit
model on the grounds that people in the real world never conduct hypothetical
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mental auctions before deciding whether to make trips downtown. But this criti-
cism betrays a fundamental misunderstanding of how abstract models can help to
explain and predict human behavior. Economists know perfectly well that people
don’t conduct hypothetical mental auctions when they make simple decisions. All
the cost-benefit principle really says is that a rational decision is one that is explic-
itly or implicitly based on a weighing of costs and benefits.

Most of us make sensible decisions most of the time, without being consciously
aware that we are weighing costs and benefits, just as most people ride a bike with-
out being consciously aware of what keeps them from falling. Through trial and er-
ror, we gradually learn what kinds of choices tend to work best in different
contexts, just as bicycle riders internalize the relevant laws of physics, usually with-
out being conscious of them.

Even so, learning the explicit principles of cost-benefit analysis can help us
make better decisions, just as knowing about physics can help in learning to ride a
bicycle. For instance, when a young economist was teaching his oldest son to ride a
bike, he followed the time-honored tradition of running alongside the bike and
holding onto his son, then giving him a push and hoping for the best. After several
hours and painfully skinned elbows and knees, his son finally got it. A year later,
someone pointed out that the trick to riding a bike is to turn slightly in whichever
direction the bike is leaning. Of course! The economist passed this information
along to his second son, who learned to ride almost instantly. Just as knowing a lit-
tle physics can help you learn to ride a bike, knowing a little economics can help
you make better decisions.

8 CHAPTER 1 THINKING LIKE AN ECONOMIST

RECAP COST-BENEFIT ANALYSIS

Scarcity is a basic fact of economic life. Because of it, having more of one
good thing almost always means having less of another (the Scarcity Princi-
ple). The Cost-Benefit Principle holds that an individual (or a firm or a society)
should take an action if, and only if, the extra benefit from taking the action
is at least as great as the extra cost. The benefit of taking any action minus the
cost of taking the action is called the economic surplus from that action.
Hence, the Cost-Benefit Principle suggests that we take only those actions that
create additional economic surplus.

THREE IMPORTANT DECISION PITFALLS*

Rational people will apply the Cost-Benefit Principle most of the time, although
probably in an intuitive and approximate way, rather than through explicit and pre-
cise calculation. Knowing that rational people tend to compare costs and benefits
enables economists to predict their likely behavior. As noted earlier, for example, we
can predict that students from wealthy families are more likely than others to attend
colleges that offer small classes. (Again, while the cost of small classes is the same
for all families, the benefit of small classes, as measured by what people are willing
to pay for them, tends to be higher for wealthier families.)

Yet researchers have identified situations in which people tend to apply the
cost-benefit principle inconsistently. In these situations, the cost-benefit principle
may not predict behavior accurately, but it proves helpful in another way, by iden-
tifying specific strategies for avoiding bad decisions.

*The examples in this section are inspired by the pioneering research of Daniel Kahneman and the late
Amos Tversky. Kahneman was awarded the 2002 Nobel Prize in economics for his efforts to integrate
insights from psychology into economics.



PITFALL 1: MEASURING COSTS AND BENEFITS 

AS PROPORTIONS RATHER THAN ABSOLUTE 

DOLLAR AMOUNTS

As the next example makes clear, even people who seem to know they should weigh
the pros and cons of the actions they are contemplating sometimes don’t have a
clear sense of how to measure the relevant costs and benefits.

Should you walk downtown to save $10 on a $2,020 laptop computer?

You are about to buy a $2,020 laptop computer at the nearby campus store when
a friend tells you that the same computer is on sale at a downtown store for only
$2,010. If the downtown store is half an hour’s walk away, where should you buy
the computer?

Assuming that the laptop is light enough to carry without effort, the structure
of this example is exactly the same as that of the earlier example about where to
buy the computer game—the only difference being that the price of the laptop is
dramatically higher than the price of the computer game. As before, the benefit of
buying downtown is the dollar amount you’ll save, namely, $10. And since it’s ex-
actly the same trip, its cost also must be the same as before. So if you are perfectly
rational, you should make the same decision in both cases. Yet when real people are
asked what they would do in these situations, the overwhelming majority say they
would walk downtown to buy the game but would buy the laptop at the campus
store. When asked to explain, most of them say something like “The trip was worth
it for the game because you save 40 percent, but not worth it for the laptop because
you save only $10 out of $2,020.”

This is faulty reasoning. The benefit of the trip downtown is not the proportion
you save on the original price. Rather, it is the absolute dollar amount you save.
Since the benefit of walking downtown to buy the laptop is $10—exactly the same
as for the computer game—and since the cost of the trip must also be the same in
both cases, the economic surplus from making both trips must be exactly the same.
And that means that a rational decision maker would make the same decision in
both cases. Yet, as noted, most people choose differently. ◆

EXERCISE 1.2

Which is more valuable: saving $100 on a $2,000 plane ticket to Tokyo or

saving $90 on a $200 plane ticket to Chicago?

The pattern of faulty reasoning in the decision just discussed is one of several
decision pitfalls to which people are often prone. In the discussion that follows, we
will identify two additional decision pitfalls. In some cases, people ignore costs or
benefits that they ought to take into account, while on other occasions they are
influenced by costs or benefits that are irrelevant.

PITFALL 2: IGNORING IMPLICIT COSTS

Sherlock Holmes, Arthur Conan Doyle’s legendary detective, was successful be-
cause he saw details that most others overlooked. In Silver Blaze, Holmes is called
on to investigate the theft of an expensive racehorse from its stable. A Scotland
Yard inspector assigned to the case asks Holmes whether some particular aspect of
the crime requires further study. “Yes,” Holmes replies, and describes “the curious
incident of the dog in the nighttime.” “The dog did nothing in the nighttime,” re-
sponds the puzzled inspector. But as Holmes realized, that was precisely the problem.
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The watchdog’s failure to bark when Silver Blaze was stolen meant that the watch-
dog knew the thief. This clue ultimately proved the key to unraveling the mystery.

Just as we often don’t notice when a dog fails to bark, many of us tend to over-
look the implicit value of activities that fail to happen. As discussed earlier, how-
ever, intelligent decisions require taking the value of forgone opportunities properly
into account.

The opportunity cost of an activity, once again, is the value of all that must be
forgone in order to engage in that activity. If buying a computer game downtown
means not watching the last hour of a movie, then the value to you of watching the
end of that movie is an implicit cost of the trip. Many people make bad decisions
because they tend to ignore the value of such forgone opportunities. To avoid over-
looking implicit costs, economists often translate questions like “Should I walk
downtown?” into ones like “Should I walk downtown or watch the end of the
movie?”

Should you use your frequent-flyer coupon to fly to Fort Lauderdale for

spring break?

With spring break only a week away, you are still undecided about whether to go
to Fort Lauderdale with a group of classmates at the University of Iowa. The round-
trip airfare from Cedar Rapids is $500, but you have a frequent-flyer coupon you
could use to pay for the trip. All other relevant costs for the vacation week at the
beach total exactly $1,000. The most you would be willing to pay for the Fort
Lauderdale vacation is $1,350. That amount is your benefit of taking the vacation.
Your only alternative use for your frequent-flyer coupon is for your plane trip to
Boston the weekend after spring break to attend your brother’s wedding. (Your
coupon expires shortly thereafter.) If the Cedar Rapids–Boston round-trip airfare is
$400, should you use your frequent-flyer coupon to fly to Fort Lauderdale for
spring break?

The Cost-Benefit Principle tells us that you should go to Fort Lauderdale if the
benefits of the trip exceed its costs. If not for the complication of the frequent-flyer
coupon, solving this problem would be a straightforward matter of comparing your
benefit from the week at the beach to the sum of all relevant costs. And since your
airfare and other costs would add up to $1,500, or $150 more than your benefit
from the trip, you would not go to Fort Lauderdale.

But what about the possibility of using your frequent-flyer coupon to make the
trip? Using it for that purpose might make the flight to Fort Lauderdale seem free,
suggesting you would reap an economic surplus of $350 by making the trip. But
doing so also would mean you would have to fork over $400 for your airfare to
Boston. So the implicit cost of using your coupon to go to Fort Lauderdale is really
$400. If you use it for that purpose, the trip still ends up being a loser because the
cost of the vacation, $1,400, exceeds the benefit by $50. In cases like these, you are
much more likely to decide sensibly if you ask yourself, “Should I use my frequent-
flyer coupon for this trip or save it for an upcoming trip?” ◆

We cannot emphasize strongly enough that the key to using the Cost-Benefit
Principle correctly lies in recognizing precisely what taking a given action prevents
us from doing. The following exercise illustrates this point by modifying the details
of the previous example slightly.

EXERCISE 1.3

Same as the previous example, except that now your frequent-flyer coupon

expires in a week, so your only chance to use it will be for the Fort Laud-

erdale trip. Should you use your coupon?
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PITFALL 3: FAILURE TO THINK AT THE MARGIN

When deciding whether to take an action, the only costs and benefits that are rel-
evant are those that would occur as a result of taking the action. Sometimes people
are influenced by costs they ought to ignore while other times they compare the
wrong costs and benefits. The only costs that should influence a decision about
whether to take an action are those that we can avoid by not taking the action. Sim-
ilarly, the only benefits we should consider are those that would not occur unless the
action were taken. As a practical matter, however, many decision makers appear to
be influenced by costs or benefits that would have occurred independently of whether
the action was taken. Thus, people are often influenced by sunk costs—costs that are
beyond recovery at the moment a decision is made. For example, money spent on a
nontransferable, nonrefundable airline ticket is a sunk cost.

As the following example illustrates, sunk costs must be borne whether or not an
action is taken, so they are irrelevant to the decision of whether to take the action.

How much should you eat at an all-you-can-eat restaurant?

Sangam, an Indian restaurant in Philadelphia, offers an all-you-can-eat lunch buf-
fet for $5. Customers pay $5 at the door, and no matter how many times they refill
their plates, there is no additional charge. One day, as a goodwill gesture, the owner
of the restaurant tells 20 randomly selected guests that their lunch is on the house.
The remaining guests pay the usual price. If all diners are rational, will there be any
difference in the average quantity of food consumed by people in these two groups?

Having eaten their first helping, diners in each group confront the following
question: “Should I go back for another helping?” For rational diners, if the bene-
fit of doing so exceeds the cost, the answer is yes; otherwise it is no. Note that at the
moment of decision about a second helping, the $5 charge for the lunch is a sunk
cost. Those who paid it have no way to recover it. Thus, for both groups, the (ex-
tra) cost of another helping is exactly zero. And since the people who received the
free lunch were chosen at random, there is no reason to suppose that their appetites
or incomes are different from those of other diners. The benefit of another helping
thus should be the same, on average, for people in both groups. And since their re-
spective costs and benefits of an additional helping are the same, the two groups
should eat the same number of helpings, on average.

Psychologists and economists have experimental evidence, however, that peo-
ple in such groups do not eat similar amounts.1 In particular, those for whom the
luncheon charge is not waived tend to eat substantially more than those for whom
the charge is waived. People in the former group seem somehow determined to “get
their money’s worth.” Their implicit goal is apparently to minimize the average cost
per bite of the food they eat. Yet minimizing average cost is not a particularly sen-
sible objective. It brings to mind the man who drove his car on the highway at
night, even though he had nowhere to go, because he wanted to boost his average
fuel economy. The irony is that diners who are determined to get their money’s
worth usually end up eating too much, as evidenced later by their regrets about hav-
ing gone back for their last helpings. ◆

The fact that the cost-benefit criterion failed the test of prediction in this ex-
ample does nothing to invalidate its advice about what people should do. If you are
letting sunk costs influence your decisions, you can do better by changing your be-
havior. In addition to paying attention to costs and benefits that should be ignored,
people often use incorrect measures of the relevant costs and benefits. This error of-
ten occurs when we must choose the extent to which an activity should be pursued
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(as opposed to choosing whether to pursue it at all). We can apply the Cost-Benefit
Principle in such situations by repeatedly asking the question “Should I increase the
level at which I am currently pursuing the activity?”

In attempting to answer this question, the focus should always be on the bene-
fit and cost of an additional unit of activity. To emphasize this focus, economists re-
fer to the cost of an additional unit of activity as the marginal cost of the activity.
Similarly, the benefit of an additional unit of the activity is the marginal benefit of
the activity.

When the problem is to discover the proper level at which to pursue an activ-
ity, the cost-benefit rule is to keep increasing the level as long as the marginal bene-
fit of the activity exceeds its marginal cost. As the following example illustrates,
however, people often fail to apply this rule correctly.

Should NASA expand the space shuttle program from four launches per year

to five?

Professor Kösten Banifoot, a prominent supporter of the National Aeronautics and
Space Administration’s (NASA) space shuttle program, estimated that the gains
from the program are currently $24 billion per year (an average of $6 billion per
launch) and that its costs are currently $20 billion per year (an average of $5 billion
per launch). On the basis of these estimates, Professor Banifoot testified before
Congress that NASA should definitely expand the space shuttle program. Should
Congress follow his advice?

To discover whether expanding the program makes economic sense, we must
compare the marginal cost of a launch to its marginal benefit. The professor’s esti-
mates, however, tell us only the average cost and average benefit of the program—
which are, respectively, the total cost of the program divided by the number of
launches and the total benefit divided by the number of launches. Knowing the av-
erage benefit and average cost per launch for all shuttles launched thus far is simply
not useful for deciding whether to expand the program. Of course, the average cost
of the launches undertaken so far might be the same as the cost of adding another
launch. But it also might be either higher or lower than the marginal cost of a
launch. The same statement holds true regarding average and marginal benefits.

Suppose, for the sake of discussion, that the benefit of an additional launch is
in fact the same as the average benefit per launch thus far, $6 billion. Should NASA
add another launch? Not if the cost of adding the fifth launch would be more than
$6 billion. And the fact that the average cost per launch is only $5 billion simply
does not tell us anything about the marginal cost of the fifth launch.

Suppose, for example, that the relationship between the number of shuttles
launched and the total cost of the program is as described in Table 1.1. The average
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marginal cost the increase 

in total cost that results from

carrying out one additional unit

of an activity

marginal benefit the increase

in total benefit that results from

carrying out one additional unit

of an activity

average cost the total cost of

undertaking n units of an activity

divided by n

average benefit the total

benefit of undertaking n units 

of an activity divided by n

TABLE 1.1

How Total Cost Varies with the Number of Launches

Number of Total cost Average cost
launches ($ billions) ($ billion/launch)

0 0 0

1 3 3

2 7 3.5

3 12 4

4 20 5

5 32 6.4



cost per launch (third column) when there are four launches would then be $20 billion/
4  $5 billion per launch, just as Professor Banifoot testified. But note in the second
column of the table that adding a fifth launch would raise costs from $20 billion to
$32 billion, making the marginal cost of the fifth launch $12 billion. So if the ben-
efit of an additional launch is $6 billion, increasing the number of launches from
four to five would make absolutely no economic sense. ◆

The following example illustrates how to apply the Cost-Benefit Principle cor-
rectly in this case.

How many space shuttles should NASA launch?

NASA must decide how many space shuttles to launch. The benefit of each launch
is estimated to be $6 billion and the total cost of the program again depends on the
number of launches in the manner shown in Table 1.1. How many shuttles should
NASA launch?

NASA should continue to launch shuttles as long as the marginal benefit of the
program exceeds its marginal cost. In this example, the marginal benefit is constant
at $6 billion per launch, regardless of the number of shuttles launched. NASA
should thus keep launching shuttles as long as the marginal cost per launch is less
than or equal to $6 billion.

Applying the definition of marginal cost to the total cost entries in the second
column of Table 1.1 yields the marginal cost values in the third column of Table 1.2.
(Because marginal cost is the change in total cost that results when we change the
number of launches by one, we place each marginal cost entry midway between the
rows showing the corresponding total cost entries.) Thus, for example, the marginal
cost of increasing the number of launches from one to two is $4 billion, the differ-
ence between the $7 billion total cost of two launches and the $3 billion total cost
of one launch.
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TABLE 1.2

How Marginal Cost Varies with the Number of Launches

Number of Total cost Marginal cost
launches ($ billion) ($ billion/launch)

0 0
3

1 3
4

2 7
5

3 12
8

4 20
12

5 32

As we see from a comparison of the $6 billion marginal benefit per launch with
the marginal cost entries in the third column of Table 1.2, the first three launches
satisfy the cost-benefit test, but the fourth and fifth launches do not. NASA should
thus launch three space shuttles. ◆

EXERCISE 1.4

If the marginal benefit of each launch had been not $6 billion but $9 billion,

how many shuttles should NASA have launched?



The cost-benefit framework emphasizes that the only relevant costs and benefits
in deciding whether to pursue an activity further are marginal costs and benefits—
measures that correspond to the increment of activity under consideration. In many
contexts, however, people seem more inclined to compare the average cost and ben-
efit of the activity. As the first shuttle launch example made clear, increasing the
level of an activity may not be justified, even though its average benefit at the cur-
rent level is significantly greater than its average cost.

Here’s an exercise that further illustrates the importance of thinking at the
margin.

EXERCISE 1.5

Should a basketball team’s best player take all the team’s shots?

A professional basketball team has a new assistant coach. The assistant

notices that one player scores on a higher percentage of his shots than

other players. Based on this information, the assistant suggests to the head

coach that the star player should take all the shots. That way, the assistant

reasons, the team will score more points and win more games.

On hearing this suggestion, the head coach fires his assistant for in-

competence. What was wrong with the assistant’s idea?
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RECAP THREE IMPORTANT DECISION PITFALLS

1. The pitfall of measuring costs or benefits proportionally. Many decision
makers treat a change in cost or benefit as insignificant if it constitutes
only a small proportion of the original amount. Absolute dollar amounts,
not proportions, should be employed to measure costs and benefits.

2. The pitfall of ignoring implicit costs. When performing a cost-benefit analy-
sis of an action, it is important to account for all relevant costs, including
the implicit value of alternatives that must be forgone in order to carry
out the action. A resource (such as a frequent-flyer coupon) may have a
high implicit cost, even if you originally got it “for free,” if its best alter-
native use has high value. The identical resource may have a low implicit
cost, however, if it has no good alternative uses.

3. The pitfall of failing to think at the margin. When deciding whether to
perform an action, the only costs and benefits that are relevant are those
that would result from taking the action. It is important to ignore sunk
costs—those costs that cannot be avoided even if the action is not taken.
Even though a ticket to a concert may have cost you $100, if you have al-
ready bought it and cannot sell it to anyone else, the $100 is a sunk cost
and should not influence your decision about whether to go to the con-
cert. It is also important not to confuse average costs and benefits with
marginal costs and benefits. Decision makers often have ready informa-
tion about the total cost and benefit of an activity, and from these it is
simple to compute the activity’s average cost and benefit. A common mis-
take is to conclude that an activity should be increased if its average ben-
efit exceeds its average cost. The Cost-Benefit Principle tells us that the
level of an activity should be increased if, and only if, its marginal benefit
exceeds its marginal cost.

Some costs and benefits, especially marginal costs and benefits and implicit
costs, are important for decision making, while others, like sunk costs and average



costs and benefits, are essentially irrelevant. This conclusion is implicit in our orig-
inal statement of the Cost-Benefit Principle (an action should be taken if, and only
if, the extra benefits of taking it exceed the extra costs). When we encounter addi-
tional examples of decision pitfalls, we will flag them by inserting the icon for the
Cost-Benefit Principle in the margin.

NORMATIVE ECONOMICS VERSUS 

POSITIVE ECONOMICS

The examples discussed in the preceding section make the point that people some-
times choose irrationally. We must stress that our purpose in discussing these ex-
amples was not to suggest that people generally make irrational choices. On the
contrary, most people appear to choose sensibly most of the time, especially when
their decisions are important or familiar ones. The economist’s focus on rational
choice thus offers not only useful advice about making better decisions, but also a
basis for predicting and explaining human behavior. We used the cost-benefit ap-
proach in this way when discussing how rising faculty salaries have led to larger
class sizes. And as we will see, similar reasoning helps to explain human behavior
in virtually every other domain.

The Cost-Benefit Principle is an example of a normative economic principle,
one that provides guidance about how we should behave. For example, according
to the Cost-Benefit Principle, we should ignore sunk costs when making decisions
about the future. As our discussion of the various decision pitfalls makes clear,
however, the Cost-Benefit Principle is not always a positive, or descriptive, eco-
nomic principle, one that describes how we actually will behave. As we saw, the
Cost-Benefit Principle can be tricky to implement, and people sometimes fail to
heed its prescriptions.

That said, we stress that knowing the relevant costs and benefits surely does en-
able us to predict how people will behave much of the time. If the benefit of an ac-
tion goes up, it is generally reasonable to predict that people will be more likely to
take that action. And conversely, if the cost of an action goes up, the safest predic-
tion will be that people will be less likely to take that action. This point is so im-
portant that we designate it as the Incentive Principle.

The Incentive Principle: A person (or a firm or a society) is more likely

to take an action if its benefit rises, and less likely to take it if its cost rises. In

short, incentives matter.

The Incentive Principle is a positive economic principle. It stresses that the rel-
evant costs and benefits usually help us predict behavior, but at the same time does
not insist that people will behave rationally in each instance. For example, if the
price of heating oil were to rise sharply, we would invoke the Cost-Benefit Principle
to say that people should turn their thermostats down, and invoke the Incentive
Principle to predict that average thermostat settings will in fact go down in most
cases.

ECONOMICS: MICRO AND MACRO

By convention, we use the term microeconomics to describe the study of individual
choices and of group behavior in individual markets. Macroeconomics, by contrast,
is the study of the performance of national economies and of the policies that gov-
ernments use to try to improve that performance. Macroeconomics tries to under-
stand the determinants of such things as the national unemployment rate, the
overall price level, and the total value of national output.
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normative economic principle

one that says how people should

behave

Cost-Benefit

Incentive

positive economic principle

one that predicts how people

will behave

microeconomics the study of

individual choice under scarcity

and its implications for the 

behavior of prices and quantities

in individual markets

macroeconomics the study of

the performance of national

economies and the policies that

governments use to try to 

improve that performance



Our focus in this chapter is on issues that confront the individual decision
maker, whether that individual confronts a personal decision, a family decision, a
business decision, a government policy decision, or indeed any other type of deci-
sion. Further on, we’ll consider economic models of groups of individuals such
as all buyers or all sellers in a specific market. Later still we will turn to broader
economic issues and measures.

No matter which of these levels is our focus, however, our thinking will be
shaped by the fact that although economic needs and wants are effectively unlim-
ited, the material and human resources that can be used to satisfy them are finite.
Clear thinking about economic problems must therefore always take into account
the idea of trade-offs—the idea that having more of one good thing usually means
having less of another. Our economy and our society are shaped to a substantial
degree by the choices people have made when faced with trade-offs.

THE APPROACH OF THIS TEXT

Choosing the number of students to register in each class is just one of many im-
portant decisions in planning an introductory economics course. Another decision,
to which the Scarcity Principle applies just as strongly, concerns which of many dif-
ferent topics to include on the course syllabus. There is a virtually inexhaustible set
of topics and issues that might be covered in an introductory course, but only lim-
ited time in which to cover them. There is no free lunch. Covering some topics
inevitably means omitting others.

All textbook authors are necessarily forced to pick and choose. A textbook that
covered all the issues ever written about in economics would take up more than a
whole floor of your campus library. It is our firm view that most introductory text-
books try to cover far too much. One reason that each of us was drawn to the study
of economics was that a relatively short list of the discipline’s core ideas can explain
a great deal of the behavior and events we see in the world around us. So rather
than cover a large number of ideas at a superficial level, our strategy is to focus on
this short list of core ideas, returning to each entry again and again, in many differ-
ent contexts. This strategy will enable you to internalize these ideas remarkably well
in the brief span of a single course. And the benefit of learning a small number of
important ideas well will far outweigh the cost of having to ignore a host of other,
less important ideas.

So far, we’ve already encountered three core ideas: the Scarcity Principle, the
Cost-Benefit Principle, and the Incentive Principle. As these core ideas reemerge in
the course of our discussions, we’ll call your attention to them. And shortly after a
new core idea appears, we’ll highlight it by formally restating it.

A second important element in the philosophy of this text is our belief in the
importance of active learning. In the same way that you can learn Spanish only by
speaking and writing it, or tennis only by playing the game, you can learn econom-
ics only by doing economics. And because we want you to learn how to do eco-
nomics, rather than just to read or listen passively as the authors or your instructor
does economics, we will make every effort to encourage you to stay actively
involved.

For example, instead of just telling you about an idea, we will usually first
motivate the idea by showing you how it works in the context of a specific exam-
ple. Often, these examples will be followed by exercises for you to try, as well as
applications that show the relevance of the idea to real life. Try working the exer-
cises before looking up the answers (which are at the back of the corresponding
chapter).

Think critically about the applications: Do you see how they illustrate the
point being made? Do they give you new insight into the issue? Work the problems
at the end of the chapters and take extra care with those relating to points that you
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do not fully understand. Apply economic principles to the world around you.
(We’ll say more about this when we discuss economic naturalism below.) Finally,
when you come across an idea or example that you find interesting, tell a friend
about it. You’ll be surprised to discover how much the mere act of explaining it
helps you understand and remember the underlying principle. The more actively
you can become engaged in the learning process, the more effective your learning
will be.

ECONOMIC NATURALISM

With the rudiments of the cost-benefit framework under your belt, you are now in
a position to become an “economic naturalist,” someone who uses insights from
economics to help make sense of observations from everyday life. People who have
studied biology are able to observe and marvel at many details of nature that would
otherwise have escaped their notice. For example, on a walk in the woods in early
April, the novice may see only trees whereas the biology student notices many dif-
ferent species of trees and understands why some are already into leaf while others
still lie dormant. Likewise, the novice may notice that in some animal species males
are much larger than females, but the biology student knows that pattern occurs
only in species in which males take several mates. Natural selection favors larger
males in those species because their greater size helps them prevail in the often
bloody contests among males for access to females. By contrast, males tend to be
roughly the same size as females in monogamous species, in which there is much
less fighting for mates.

In similar fashion, learning a few simple economic principles enables us to see the
mundane details of ordinary human existence in a new light. Whereas the uniniti-
ated often fail even to notice these details, the economic naturalist not only sees
them, but becomes actively engaged in the attempt to understand them. Let’s con-
sider a few examples of questions economic naturalists might pose for themselves.

Why do many hardware manufacturers include more than $1,000 worth of

“free” software with a computer selling for only slightly more than that?

The software industry is different from many others in the sense that its customers care

a great deal about product compatibility. When you and your classmates are working on

a project together, for example, your task will be much simpler if you all use the same

word-processing program. Likewise, an executive’s life will be easier at tax time if her

financial software is the same as her accountant’s.

The implication is that the benefit of owning and using any given software program

increases with the number of other people who use that same product. This unusual re-

lationship gives the producers of the most popular programs an enormous advantage and

often makes it hard for new programs to break into the market.

Recognizing this pattern, the Intuit Corporation offered computer makers free

copies of Quicken, its personal financial-management software. Computer makers, for

their part, were only too happy to include the program, since it made their new comput-

ers more attractive to buyers. Quicken soon became the standard for personal financial-

management programs. By giving away free copies of the program, Intuit “primed the

pump,” creating an enormous demand for upgrades of Quicken and for more advanced

versions of related software. Thus, TurboTax and Macintax, Intuit’s personal income-tax

software, have become the standards for tax-preparation programs. •

Inspired by this success story, other software developers have jumped onto the
bandwagon. Most hardware now comes bundled with a host of free software pro-
grams. Some software developers are even rumored to pay computer makers to in-
clude their programs!
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The free-software example illustrates a case in which the benefit of a product
depends on the number of other people who own that product. As the next exam-
ple demonstrates, the cost of a product may also depend on the number of others
who own it.

Why don’t auto manufacturers make cars without heaters?

Virtually every new car sold in the United States today has a heater. But not every car has

a CD player. Why this difference?

One might be tempted to answer that although everyone needs a heater, people can

get along without CD players. Yet heaters are of little use in places like Hawaii and south-

ern California. What is more, cars produced as recently as the 1950s did not all have

heaters. (The classified ad that led one young economic naturalist to his first car, a 1955

Pontiac, boasted that the vehicle had a radio, heater, and whitewall tires.)

Although heaters cost extra money to manufacture and are not useful in all parts of

the country, they do not cost much money and are useful on at least a few days each year

in most parts of the country. As time passed and people’s incomes grew, manufacturers

found that people were ordering fewer and fewer cars without heaters. At some point it

actually became cheaper to put heaters in all cars, rather than bear the administrative ex-

pense of making some cars with heaters and others without. No doubt a few buyers

would still order a car without a heater if they could save some money in the process, but

catering to these customers is just no longer worth it.

Similar reasoning explains why certain cars today cannot be purchased without a CD

player. Buyers of the 2009 BMW 750i, for example, got a CD player whether they wanted

one or not. Most buyers of this car, which sells for more than $75,000, have high in-

comes, so the overwhelming majority of them would have chosen to order a CD player

had it been sold as an option. Because of the savings made possible when all cars are pro-

duced with the same equipment, it would have actually cost BMW more to supply cars

for the few who would want them without CD players.

Buyers of the least-expensive makes of car have much lower incomes on average than

BMW 750i buyers. Accordingly, most of them have more pressing alternative uses for

their money than to buy CD players for their cars, and this explains why some inexpen-

sive makes continue to offer CD players only as options. But as incomes continue to

grow, new cars without CD players will eventually disappear. •

The insights afforded by the preceding example suggest an answer to the fol-
lowing strange question:

Why do the keypad buttons on drive-up automatic teller machines have

Braille dots?

Braille dots on elevator buttons and on the keypads of walk-up automatic teller machines

enable blind people to participate more fully in the normal flow of daily activity. But even

though blind people can do many remarkable things, they cannot drive automobiles on
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public roads. Why, then, do the manufacturers of automatic teller machines install Braille

dots on the machines at drive-up locations?

The answer to this riddle is that once the keypad molds have been manufactured, the

cost of producing buttons with Braille dots is no higher than the cost of producing

smooth buttons. Making both would require separate sets of molds and two different

types of inventory. If the patrons of drive-up machines found buttons with Braille dots

harder to use, there might be a reason to incur these extra costs. But since the dots pose

no difficulty for sighted users, the best and cheapest solution is to produce only keypads

with dots. •

The preceding example was suggested by Cornell student Bill Tjoa, in response
to the following assignment:

EXERCISE 1.6

In 500 words or less, use cost-benefit analysis to explain some pattern of

events or behavior you have observed in your own environment.

There is probably no more useful step you can take in your study of eco-
nomics than to perform several versions of the assignment in Exercise 1.6. Stu-
dents who do so almost invariably become lifelong economic naturalists. Their
mastery of economic concepts not only does not decay with the passage of time;
it actually grows stronger. We urge you, in the strongest possible terms, to make
this investment!
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Why do the keypad buttons on
drive-up automatic teller
machines have Braille dots?

■ S U M M A R Y ■

• Economics is the study of how people make choices
under conditions of scarcity and of the results of
those choices for society. Economic analysis of human
behavior begins with the assumption that people are
rational—that they have well-defined goals and try to
achieve them as best they can. In trying to achieve
their goals, people normally face trade-offs: Because
material and human resources are limited, having
more of one good thing means making do with less of
some other good thing. LO1

• Our focus in this chapter has been on how rational
people make choices among alternative courses of ac-
tion. Our basic tool for analyzing these decisions is
cost-benefit analysis. The Cost-Benefit Principle says
that a person should take an action if, and only if, the
benefit of that action is at least as great as its cost.
The benefit of an action is defined as the largest dol-
lar amount the person would be willing to pay in or-
der to take the action. The cost of an action is defined
as the dollar value of everything the person must give
up in order to take the action. LO2

• Often the question is not whether to pursue an activ-
ity but rather how many units of it to pursue. In these
cases, the rational person pursues additional units as
long as the marginal benefit of the activity (the bene-
fit from pursuing an additional unit of it) exceeds its
marginal cost (the cost of pursuing an additional unit
of it). LO2

• In using the cost-benefit framework, we need not pre-
sume that people choose rationally all the time. In-
deed, we identified three common pitfalls that plague
decision makers in all walks of life: a tendency to
treat small proportional changes as insignificant, a
tendency to ignore implicit costs, and a tendency to
fail to think at the margin—for example, by failing to
ignore sunk costs or by failing to compare marginal
costs and benefits. LO4, LO5, LO6

• Microeconomics is the study of individual choices
and of group behavior in individual markets, while
macroeconomics is the study of the performance of
national economics and of the policies that govern-
ments use to try to improve economic performance.



■ C O R E  P R I N C I P L E S ■

The Scarcity Principle (also called the No-Free-Lunch Principle)
Although we have boundless needs and wants, the resources available
to us are limited. So having more of one good thing usually means
having less of another.

The Cost-Benefit Principle
An individual (or a firm or a society) should take an action if, and
only if, the extra benefits from taking the action are at least as great
as the extra costs.

The Incentive Principle
A person (or a firm or a society) is more likely to take an action if its
benefit rises, and less likely to take it if its cost rises.
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Scarcity

Cost-Benefit

Incentive

■ K E Y  T E R M S ■

average benefit (12)
average cost (12)
economic surplus (16)
economics (4)
macroeconomics (15)

marginal benefit (12)
marginal cost (12)
microeconomics (15)
normative economic 

principle (15)

opportunity cost (7)
positive economic 

principle (15)
rational person (6)
sunk cost (11)

■ R E V I E W  Q U E S T I O N S ■

1. A friend of yours on the tennis team says, “Private
tennis lessons are definitely better than group
lessons.” Explain what you think he means by this
statement. Then use the Cost-Benefit Principle to
explain why private lessons are not necessarily the
best choice for everyone. LO2

2. True or false: Your willingness to drive downtown
to save $30 on a new appliance should depend on
what fraction of the total selling price $30 is. Ex-
plain. LO4

3. Why might someone who is trying to decide
whether to see a movie be more likely to focus on

the $10 ticket price than on the $20 she would fail
to earn by not babysitting? LO5

4. Many people think of their air travel as being free
when they use frequent-flyer coupons. Explain why
these people are likely to make wasteful travel deci-
sions. LO5

5. Is the nonrefundable tuition payment you made to
your university this semester a sunk cost? How
would your answer differ if your university were to
offer a full tuition refund to any student who
dropped out of school during the first two months
of the semester? LO6

■ P R O B L E M S ■

1. The most you would be willing to pay for having a freshly washed car before
going out on a date is $6. The smallest amount for which you would be will-
ing to wash someone else’s car is $3.50. You are going out this evening and
your car is dirty. How much economic surplus would you receive from wash-
ing it? LO2

2. To earn extra money in the summer, you grow tomatoes and sell them at the
farmers’ market for 30 cents per pound. By adding compost to your garden,
you can increase your yield as shown in the table below. If compost costs
50 cents per pound and your goal is to make as much money as possible, how
many pounds of compost should you add? LO2



3. Residents of your city are charged a fixed weekly fee of $6 for garbage collec-
tion. They are allowed to put out as many cans as they wish. The average
household disposes of three cans of garbage per week under this plan. Now
suppose that your city changes to a “tag” system. Each can of refuse to be col-
lected must have a tag affixed to it. The tags cost $2 each and are not reusable.
What effect do you think the introduction of the tag system will have on the
total quantity of garbage collected in your city? Explain briefly. LO2

4. Once a week, Smith purchases a six-pack of cola and puts it in his refrigerator
for his two children. He invariably discovers that all six cans are gone on the
first day. Jones also purchases a six-pack of cola once a week for his two chil-
dren, but unlike Smith, he tells them that each may drink no more than three
cans. If the children use cost-benefit analysis each time they decide whether to
drink a can of cola, explain why the cola lasts much longer at Jones’s house
than at Smith’s. LO2

5. Tom is a mushroom farmer. He invests all his spare cash in additional mush-
rooms, which grow on otherwise useless land behind his barn. The mushrooms
double in weight during their first year, after which time they are harvested and
sold at a constant price per pound. Tom’s friend Dick asks Tom for a loan of
$200, which he promises to repay after 1 year. How much interest will Dick
have to pay Tom in order for Tom to recover his opportunity cost of making
the loan? Explain briefly. LO2

6. Suppose that in the last few seconds you devoted to question 1 on your physics
exam you earned 4 extra points, while in the last few seconds you devoted to
question 2 you earned 10 extra points. You earned a total of 48 and 12 points,
respectively, on the two questions and the total time you spent on each was the
same. If you could take the exam again, how—if at all—should you reallocate
your time between these questions? LO2

7. Martha and Sarah have the same preferences and incomes. Just as Martha ar-
rived at the theater to see a play, she discovered that she had lost the $10 ticket
she had purchased earlier. Sarah also just arrived at the theater planning to buy
a ticket to see the same play when she discovered that she had lost a $10 bill
from her wallet. If both Martha and Sarah are rational and both still have
enough money to pay for a ticket, is one of them more likely than the other to
go ahead and see the play anyway? LO2

8.*You and your friend Joe have identical tastes. At 2 p.m., you go to the local
Ticketmaster outlet and buy a $30 ticket to a basketball game to be played that
night in Syracuse, 50 miles north of your home in Ithaca. Joe plans to attend
the same game, but because he cannot get to the Ticketmaster outlet, he plans
to buy his ticket at the game. Tickets sold at the game cost only $25 because
they carry no Ticketmaster surcharge. (Many people nonetheless pay the higher
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*Problems marked with an asterisk (*) are more difficult.

Pounds of compost Pounds of tomatoes

0 100

1 120

2 125

3 128

4 130

5 131

6 131.5



price at Ticketmaster, to be sure of getting good seats.) At 4 p.m., an unex-
pected snowstorm begins, making the prospect of the drive to Syracuse much
less attractive than before (but assuring the availability of good seats). If both
you and Joe are rational, is one of you more likely to attend the game than the
other? LO2

9.*For each long-distance call anywhere in the continental United States, a new
phone service will charge users 30 cents per minute for the first 2 minutes and
2 cents per minute for additional minutes in each call. Tom’s current phone ser-
vice charges 10 cents per minute for all calls, and his calls are never shorter
than 7 minutes. If Tom’s dorm switches to the new phone service, what will
happen to the average length of his calls? LO3

10.*The meal plan at university A lets students eat as much as they like for a fixed
fee of $500 per semester. The average student there eats 250 pounds of food per
semester. University B charges $500 for a book of meal tickets that entitles the
student to eat 250 pounds of food per semester. If the student eats more than
250 pounds, he or she pays $2 for each additional pound; if the student eats
less, he or she gets a $2 per pound refund. If students are rational, at which uni-
versity will average food consumption be higher? Explain briefly. LO3
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

1.1 The benefit of buying the game downtown is again $10 but the cost is now $12,
so your economic surplus from buying it downtown would be $10  $12  
 $2. Since your economic surplus from making the trip would be negative,
you should buy at the campus store. LO2

1.2 Saving $100 is $10 more valuable than saving $90, even though the percent-
age saved is much greater in the case of the Chicago ticket. LO4

1.3 Since you now have no alternative use for your coupon, the opportunity cost
of using it to pay for the Fort Lauderdale trip is zero. That means your eco-
nomic surplus from the trip will be $1,350  $1,000  $350  0, so you
should use your coupon and go to Fort Lauderdale. LO2

1.4 The marginal benefit of the fourth launch is $9 billion, which exceeds its mar-
ginal cost of $8 billion, so the fourth launch should be added. But the fifth
launch should not, since its marginal cost ($12 billion) exceeds its marginal
benefit ($9 billion). LO2

1.5 If the star player takes one more shot, some other player must take one less.
The fact that the star player’s average success rate is higher than the other
players’ does not mean that the probability of making his next shot (the mar-
ginal benefit of having him shoot once more) is higher than the probability of
another player making his next shot. Indeed, if the best player took all his
team’s shots, the other team would focus its defensive effort entirely on him,
in which case letting others shoot would definitely pay. LO6

*Problems marked with an asterisk (*) are more difficult.



A P P E N D I X

Work i n g  w i t h  Equa t i o n s ,

G r a ph s , a nd Tab l e s
lthough many of the examples and most of the end-of-chapter prob-
lems in this book are quantitative, none requires mathematical skills
beyond rudimentary high school algebra and geometry. In this brief ap-

pendix, we review some of the skills you’ll need for dealing with these examples
and problems.

One important skill is to be able to read simple verbal descriptions and
translate the information they provide into the relevant equations or graphs.
You’ll also need to be able to translate information given in tabular form into an
equation or graph, and sometimes you’ll need to translate graphical information
into a table or equation. Finally, you’ll need to be able to solve simple systems
with two equations and two unknowns. The following examples illustrate all the
tools you’ll need.

A



USING A VERBAL DESCRIPTION TO 

CONSTRUCT AN EQUATION

We begin with an example that shows how to construct a long-distance telephone
billing equation from a verbal description of the billing plan.

Your long-distance telephone plan charges you $5 per month plus 10 cents

per minute for long-distance calls. Write an equation that describes your

monthly telephone bill.

An equation is a simple mathematical expression that describes the relationship
between two or more variables, or quantities that are free to assume different values
in some range. The most common type of equation we’ll work with contains two
types of variables: dependent variables and independent variables. In this example,
the dependent variable is the dollar amount of your monthly telephone bill and the
independent variable is the variable on which your bill depends, namely, the volume
of long-distance calls you make during the month. Your bill also depends on the $5
monthly fee and the 10 cents per minute charge. But, in this example, those amounts
are constants, not variables. A constant, also called a parameter, is a quantity in an
equation that is fixed in value, not free to vary. As the terms suggest, the dependent
variable describes an outcome that depends on the value taken by the independent
variable.

Once you’ve identified the dependent variable and the independent variable,
choose simple symbols to represent them. In algebra courses, X is typically used to
represent the independent variable and Y the dependent variable. Many people find
it easier to remember what the variables stand for, however, if they choose symbols
that are linked in some straightforward way to the quantities that the variables rep-
resent. Thus, in this example, we might use B to represent your monthly bill in dol-
lars and T to represent the total time in minutes you spent during the month on
long-distance calls.

Having identified the relevant variables and chosen symbols to represent them,
you are now in a position to write the equation that links them:

(1A.1)

where B is your monthly long-distance bill in dollars and T is your monthly total
long-distance calling time in minutes. The fixed monthly fee (5) and the charge per
minute (0.10) are parameters in this equation. Note the importance of being clear
about the units of measure. Because B represents the monthly bill in dollars, we
must also express the fixed monthly fee and the per-minute charge in dollars, which
is why the latter number appears in Equation 1A.1 as 0.10 rather than 10. Equation
1A.1 follows the normal convention in which the dependent variable appears by it-
self on the left-hand side while the independent variable or variables and constants
appear on the right-hand side.

Once we have the equation for the monthly bill, we can use it to calculate how
much you’ll owe as a function of your monthly volume of long-distance calls. For
example, if you make 32 minutes of calls, you can calculate your monthly bill by
simply substituting 32 minutes for T in Equation 1A.1:

(1A.2)

Your monthly bill when you make 32 minutes of calls is thus equal to $8.20. ◆

EXERCISE 1A.1

Under the monthly billing plan described in the example above, how much

would you owe for a month during which you made 45 minutes of long-

distance calls?

B  5  0.101322  8.20.

B  5  0.10T,
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equation a mathematical 

expression that describes the

relationship between two or

more variables

variable a quantity that is free

to take a range of different 

values

dependent variable a variable

in an equation whose value is

determined by the value taken by

another variable in the equation

independent variable a variable

in an equation whose value 

determines the value taken by

another variable in the equation

constant (or parameter) a

quantity that is fixed in value



GRAPHING THE EQUATION OF A 

STRAIGHT LINE

The next example shows how to portray the billing plan described in the preceding
example as a graph.

Construct a graph that portrays the monthly long-distance telephone billing

plan described in the preceding example, putting your telephone charges, in

dollars per month, on the vertical axis and your total volume of calls, in min-

utes per month, on the horizontal axis.

The first step in responding to this instruction is the one we just took, namely, to
translate the verbal description of the billing plan into an equation. When graphing
an equation, the normal convention is to use the vertical axis to represent the de-
pendent variable and the horizontal axis to represent the independent variable. In
Figure 1A.1, we therefore put B on the vertical axis and T on the horizontal axis.
One way to construct the graph shown in the figure is to begin by plotting the
monthly bill values that correspond to several different total amounts of long-
distance calls. For example, someone who makes 10 minutes of calls during the
month would have a bill of B 5 0.10(10) $6. Thus, in Figure 1A.1 the value of
10 minutes per month on the horizontal axis corresponds to a bill of $6 per month
on the vertical axis (point A). Someone who makes 30 minutes of long-distance
calls during the month will have a monthly bill of B  5  0.10(30)  $8, so the
value of 30 minutes per month on the horizontal axis corresponds to $8 per month
on the vertical axis (point C). Similarly, someone who makes 70 minutes of long-
distance calls during the month will have a monthly bill of B 5 0.10(70) $12,
so the value of 70 minutes on the horizontal axis corresponds to $12 on the verti-
cal axis (point D). The line joining these points is the graph of the monthly billing
Equation 1A.1.

As shown in Figure 1A.1, the graph of the equation B 5 0.10T is a straight
line. The parameter 5 is the vertical intercept of the line—the value of B when
T 0, or the point at which the line intersects the vertical axis. The parameter 0.10
is the slope of the line, which is the ratio of the rise of the line to the corresponding
run. The ratio rise/run is simply the vertical distance between any two points on the
line divided by the horizontal distance between those points. For example, if we
choose points A and C in Figure 1A.1, the rise is 8 6 2 and the corresponding
run is 30 10 20, so rise/run  2 20 0.10. More generally, for the graph of
any equation Y a bX, the parameter a is the vertical intercept and the parame-
ter b is the slope. ◆
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vertical intercept in a straight

line, the value taken by the de-

pendent variable when the inde-

pendent variable equals zero

slope in a straight line, the 

ratio of the vertical distance the

straight line travels between any
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sponding horizontal distance

(run)
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FIGURE 1A.1

The Monthly Telephone

Bill in Example 1A.1.

The graph of the equation

B  5  0.10T is the straight

line shown. Its vertical

intercept is 5 and its slope 

is 0.10.



DERIVING THE EQUATION OF A STRAIGHT 

LINE FROM ITS GRAPH

The next example shows how to derive the equation for a straight line from a graph
of the line.

Figure 1A.2 shows the graph of the monthly billing plan for a new long-

distance plan. What is the equation for this graph? How much is the fixed

monthly fee under this plan? How much is the charge per minute?
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Another Monthly Long-

Distance Plan.

The vertical distance between

points A and C is 12  8  4

units, and the horizontal

distance between points A

and C is 40  20  20, so

the slope of the line is

4 20  1 5  0.20. The

vertical intercept (the value

of B when T 0) is 4. So the

equation for the billing plan

shown is B 4  0.20T.

The slope of the line shown is the rise between any two points divided by the cor-
responding run. For points A and C, rise  12 8 4 and run  40 20 20,
so the slope equals rise/run  4 20 1 15 0.20. And since the horizontal inter-
cept of the line is 4, its equation must be given by

(1A.3)

Under this plan, the fixed monthly fee is the value of the bill when T 0, which is $4.
The charge per minute is the slope of the billing line, 0.20, or 20 cents per minute. ◆

EXERCISE 1A.2

Write the equation for the billing plan shown in the accompanying graph.

How much is its fixed monthly fee? Its charge per minute?

B  4  0.20T.
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CHANGES IN THE VERTICAL INTERCEPT 

AND SLOPE

The next two examples and exercises provide practice in seeing how a line shifts
with a change in its vertical intercept or slope.

Show how the billing plan whose graph is in Figure 1A.2 would change if the

monthly fixed fee were increased from $4 to $8.

An increase in the monthly fixed fee from $4 to $8 would increase the vertical in-
tercept of the billing plan by $4 but would leave its slope unchanged. An increase in
the fixed fee thus leads to a parallel upward shift in the billing plan by $4, as shown
in Figure 1A.3. For any given number of minutes of long-distance calls, the monthly
charge on the new bill will be $4 higher than on the old bill. Thus 20 minutes of

calls per month costs $8 under the original plan (point A) but $12 under the new
plan (point A ). And 40 minutes costs $12 under the original plan (point C), $16
under the new plan (point C ); and 60 minutes costs $16 under the original plan
(point D), $20 under the new plan (point D ). ◆

EXERCISE 1A.3

Show how the billing plan whose graph is in Figure 1A.2 would change if the

monthly fixed fee were reduced from $4 to $2.

Show how the billing plan whose graph is in Figure 1A.2 would change if the

charge per minute were increased from 20 cents to 40 cents.

Because the monthly fixed fee is unchanged, the vertical intercept of the new
billing plan continues to be 4. But the slope of the new plan, shown in Figure 1A.4,
is 0.40, or twice the slope of the original plan. More generally, in the equa-
tion an increase in b makes the slope of the graph of the equation
steeper.

Y  a  bX,
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The Effect of an Increase
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produces an upward parallel

shift in the line.



EXERCISE 1A.4

Show how the billing plan whose graph is in Figure 1A.2 would change if the

charge per minute were reduced from 20 cents to 10 cents.

Exercise 1A.4 illustrates the general rule that in an equation a
reduction in b makes the slope of the graph of the equation less steep.

CONSTRUCTING EQUATIONS AND GRAPHS

FROM TABLES

The next example and exercise show how to transform tabular information into an
equation or graph.

Table 1A.1 shows four points from a monthly long-distance telephone billing

equation. If all points on this billing equation lie on a straight line, find the

vertical intercept of the equation and graph it.What is the monthly fixed fee?

What is the charge per minute? Calculate the total bill for a month with

1 hour of long-distance calls.

Y  a  bX,
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The Effect of an Increase

in the Charge per

Minute.

Because the fixed monthly

fee continues to be $4, the

vertical intercept of the new

plan is the same as that of

the original plan. With the

new charge per minute of 40

cents, the slope of the billing

plan rises from 0.20 to 0.40.

◆

TABLE 1A.1

Points on a Long-Distance Billing Plan

Long-distance bill Total long-distance calls 
($/month) (minutes/month)

10.50 10

11.00 20

11.50 30

12.00 40

One approach to this problem is simply to plot any two points from the table on a
graph. Since we are told that the billing equation is a straight line, that line must be



the one that passes through any two of its points. Thus, in Figure 1A.5 we use A to
denote the point from Table 1A.1 for which a monthly bill of $11 corresponds to
20 minutes per month of calls (second row) and C to denote the point for which a
monthly bill of $12 corresponds to 40 minutes per month of calls (fourth row). The
straight line passing through these points is the graph of the billing equation.

Unless you have a steady hand, however, or use extremely large graph paper, the
method of extending a line between two points on the billing plan is unlikely to be very
accurate. An alternative approach is to calculate the equation for the billing plan di-
rectly. Since the equation is a straight line, we know that it takes the general form

where f is the fixed monthly fee and s is the slope. Our goal is to calculate
the vertical intercept f and the slope s. From the same two points we plotted earlier, A
and C, we can calculate the slope of the billing plan as s rise/run   1 20  0.05.

So all that remains is to calculate f, the fixed monthly fee. At point C on the
billing plan, the total monthly bill is $12 for 40 minutes, so we can substitute

and into the general equation to obtain

(1A.4)
or

(1A.5)

which solves for So the monthly billing equation must be

(1A.6)

For this billing equation, the fixed fee is $10 per month, the calling charge is 5 cents
per minute ($0.05/minute), and the total bill for a month with 1 hour of long-
distance calls is just as shown in Figure 1A.5. ◆

EXERCISE 1A.5

The following table shows four points from a monthly long-distance tele-

phone billing plan.

B  10  0.05(60)  $13,

B  10  0.05T.

f  10.

12  f  2,

12  f  0.05(40),

B  f  sTT  40B  12, s  0.05,

B  f  sT,
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Plotting the Monthly

Billing Equation from a

Sample of Points.

Point A is taken from row 2,

Table 1A.1, and point C from

row 4. The monthly billing

plan is the straight line that

passes through these points.

Long-distance bill Total long-distance calls
($/month) (minutes/month)

20.00 10

30.00 20

40.00 30

50.00 40



If all points on this billing plan lie on a straight line, find the vertical in-

tercept of the corresponding equation without graphing it. What is the

monthly fixed fee? What is the charge per minute? How much would the

charges be for 1 hour of long-distance calls per month?

SOLVING SIMULTANEOUS EQUATIONS

The next example and exercise demonstrate how to proceed when you need to solve
two equations with two unknowns.

Suppose you are trying to choose between two rate plans for your long-

distance telephone service. If you choose Plan 1, your charges will be computed

according to the equation

(1A.7)

where B is again your monthly bill in dollars and T is your monthly volume of

long-distance calls in minutes. If you choose Plan 2, your monthly bill will be

computed according to the equation

(1A.8)

How many minutes of long-distance calls would you have to make each

month, on average, to make Plan 2 cheaper?

Plan 1 has the attractive feature of a relatively low monthly fixed fee, but also the
unattractive feature of a relatively high rate per minute. In contrast, Plan 2 has a rel-
atively high fixed fee but a relatively low rate per minute. Someone who made an
extremely low volume of calls (for example, 10 minutes per month) would do bet-
ter under Plan 1 (monthly bill  $10.40) than under Plan 2 (monthly bill  $20.20)
because the low fixed fee of Plan 1 would more than compensate for its higher rate
per minute. Conversely, someone who made an extremely high volume of calls (say,
10,000 minutes per month) would do better under Plan 2 (monthly bill  $220)
than under Plan 1 (monthly bill  $410) because Plan 2’s lower rate per minute
would more than compensate for its higher fixed fee.

Our task here is to find the break-even calling volume, which is the monthly call-
ing volume for which the monthly bill is the same under the two plans. One way to
answer this question is to graph the two billing plans and see where they cross. At
that crossing point, the two equations are satisfied simultaneously, which means that
the monthly call volumes will be the same under both plans, as will the monthly bills.

In Figure 1A.6, we see that the graphs of the two plans cross at A, where both
yield a monthly bill of $30 for 500 minutes of calls per month. The break-even call-
ing volume for these plans is thus 500 minutes per month. If your calling volume is
higher than that, on average, you will save money by choosing Plan 2. For example,
if you average 700 minutes, your monthly bill under Plan 2 ($34) will be $4 cheaper
than under Plan 1 ($38). Conversely, if you average fewer than 500 minutes each
month, you will do better under Plan 1. For example, if you average only 200 min-
utes, your monthly bill under Plan 1 ($18) will be $6 cheaper than under Plan 2
($24). At 500 minutes per month, the two plans cost exactly the same ($30).

The question posed here also may be answered algebraically. As in the graphi-
cal approach just discussed, our goal is to find the point (T, B) that satisfies both
billing equations simultaneously. As a first step, we rewrite the two billing equa-
tions, one on top of the other, as follows:

. (Plan 1)

. (Plan 2)B  20  0.02T

B  10  0.04T

B  20  0.02T.

B  10  0.04T,
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As you’ll recall from high school algebra, if we subtract the terms from each side of
one equation from the corresponding terms of the other equation, the resulting
differences must be equal. So if we subtract the terms on each side of the Plan 2
equation from the corresponding terms in the Plan 1 equation, we get

(Plan 1)

( Plan 2)

(Plan 1 Plan 2).

Finally, we solve the last equation (Plan 1  Plan 2) to get 

Plugging into either plan’s equation, we then find B 30. For example,
Plan 1’s equation yields as does Plan 2’s: 

Because, the point (T, B)  (500, 30) lies on the equations for both plans
simultaneously, the algebraic approach just described is often called the method of
simultaneous equations. ◆

EXERCISE 1A.6

Suppose you are trying to choose between two rate plans for your long-

distance telephone service. If you choose Plan 1, your monthly bill will be

computed according to the equation

(Plan 1),

where B is again your monthly bill in dollars and T is your monthly volume

of long-distance calls in minutes. If you choose Plan 2, your monthly bill will

be computed according to the equation

(Plan 2).

Use the algebraic approach described in the preceding example to find the

break-even level of monthly call volume for these plans.

B  100  0.01T

B  10  0.10T

20  0.2(500)  30.10  0.04(500)  30,
T  500

T  500.

0   10  0.02T

 B   20  0.02T

B     10  0.04T
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of Long-Distance Calls.
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■ K E Y  T E R M S ■

constant (24)
dependent variable (24)
equation (24)
independent variable (24)

parameter (24)
rise (25)
run (25)
slope (25)

variable (24)
vertical intercept (25)

■ A N S W E R S  T O  I N - A P P E N D I X  E X E R C I S E S ■

1A.1 To calculate your monthly bill for 45 minutes of calls, substitute 45 minutes
for T in equation 1A.1 to get 

1A.2 Calculating the slope using points A and C, we have and
so And since the hori-

zontal intercept of the line is 18, its equation is Under this
plan, the fixed monthly fee is $18 and the charge per minute is the slope of the
billing line, 0.40, or 40 cents per minute.

1A.3 A $2 reduction in the monthly fixed fee would produce a downward parallel
shift in the billing plan by $2.

B  18  0.40T.
rise/run  6/15  2/5  0.40.run  30  15  15,

rise  30  24  6

B  5  0.10(45)  $9.50.

1A.4 With an unchanged monthly fixed fee, the vertical intercept of the new billing
plan continues to be 4. The slope of the new plan is 0.10, half the slope of the
original plan.
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1A.5 Let the billing equation be where f is the fixed monthly fee and s
is the slope. From the first two points in the table, calculate the slope

To calculate f, we can use the information in
row 1 of the table to write the billing equation as and solve
for So the monthly billing equation must be For this
billing equation, the fixed fee is $10 per month, the calling charge is $1 per
minute, and the total bill for a month with 1 hour of long-distance calls is

1A.6 Subtracting the Plan 2 equation from the Plan 1 equation yields the equation

(Plan 1  Plan 2),

which solves for So if you average more than 1,000 minutes of
long-distance calls each month, you’ll do better on Plan 2.

T  1,000.

0   90  0.09T

B  10  1.0(60)  $70.

B  10  1.0T.f  10.
20  f  1.0(10)

s  rise/run  10/10  1.0.

B  f  sT,
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C H A P T E R

2
Compa r a t i v e  Adv an t a g e

LEARNING OBJECTIVES

In this chapter, you’ll master ideas that help explain observed

patterns of exchange in the marketplace. These ideas include

1. The principle of comparative advantage

2. The principle of increasing opportunity cost (also called the low-hanging
fruit principle)

3. Factors that shift the menu of production possibilities.

4. The role of comparative advantage in international trade.

5. Why some jobs are more vulnerable to outsourcing than others.

uring a stint as a Peace Corps volunteer in rural Nepal, a young eco-
nomic naturalist employed a cook named Birkhaman, who came from
a remote Himalayan village in neighboring Bhutan. Although Birkhaman

had virtually no formal education, he was spectacularly resourceful. His primary
duties, to prepare food and maintain the kitchen, he performed extremely well.
But he also had other skills. He could thatch a roof, butcher a goat, and repair
shoes. An able tinsmith and a good carpenter, he could sew and fix a broken
alarm clock, as well as plaster walls. And he was a local authority on home
remedies.

Birkhaman’s range of skills was broad even in Nepal, where the least-skilled
villager could perform a wide range of services that most Americans hire others
to perform. Why this difference in skills and employment?

One might be tempted to answer that the Nepalese are simply too poor to
hire others to perform these services. Nepal is indeed a poor country, whose in-
come per person is less than one one-fortieth that of the United States. Few
Nepalese have spare cash to spend on outside services. But as reasonable as this
poverty explanation may seem, the reverse is actually the case. The Nepalese do
not perform their own services because they are poor; rather, they are poor
largely because they perform their own services.

The alternative to a system in which everyone is a jack of all trades is one in
which people specialize in particular goods and services, then satisfy their needs
by trading among themselves. Economic systems based on specialization and the

D
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exchange of goods and services are generally far more productive than those with
less specialization. Our task in this chapter is to investigate why this is so. In doing
so, we will explore why people choose to exchange goods and services in the first
place, rather than having each person produce his or her own food, cars, clothing,
shelter, and the like.

As this chapter will show, the reason that specialization is so productive is the
existence of what economists call comparative advantage. Roughly, a person has a
comparative advantage at producing a particular good or service, say, haircuts, if
that person is relatively more efficient at producing haircuts than at producing
other goods or services. We will see that we can all have more of every good and
service if each of us specializes in the activities at which we have a comparative
advantage.

This chapter also will introduce the production possibilities curve, which is a
graphical method of describing the combinations of goods and services that an
economy can produce. The development of this tool will allow us to see much more
precisely how specialization enhances the productive capacity of even the simplest
economy.

EXCHANGE AND OPPORTUNITY COST

The Scarcity Principle (see Chapter 1) reminds us that the opportunity cost of
spending more time on any one activity is having less time available to spend on
others. As the following example makes clear, this principle helps explain why
everyone can do better by concentrating on those activities at which he or she per-
forms best relative to others.

Should Joe Jamail write his own will?

Joe Jamail, known in the legal profession as “The King of Torts,” is the most
renowned trial lawyer in American history. And at number 317 on the Forbes list of
the 400 richest Americans, he is also one of the wealthiest, with net assets totaling
more than $1 billion.

But although Mr. Jamail devotes virtually all of his working hours to high-
profile litigation, he is also competent to perform a much broader range of legal ser-
vices. Suppose, for example, that he could prepare his own will in two hours, only
half as long as it would take any other attorney. Does that mean that Jamail should
prepare his own will?

On the strength of his talent as a litigator, Jamail earns many millions of dollars
a year, which means that the opportunity cost of any time he spends preparing his
will would be several thousand dollars per hour. Attorneys who specialize in prop-
erty law typically earn far less than that amount. Jamail would have little difficulty
engaging a competent property lawyer who could prepare his will for him for less
than $800. So even though Jamail’s considerable skills would enable him to per-
form this task more quickly than another attorney, it would not be in his interest to
prepare his own will. ◆

In the preceding example, economists would say that Jamail has an absolute
advantage at preparing his will but a comparative advantage at trial work. He has
an absolute advantage at preparing his will because he can perform that task in less
time than a property lawyer could. Even so, the property lawyer has a comparative
advantage at preparing wills because his opportunity cost of performing that task is
lower than Jamail’s.

The point of the preceding example is not that people whose time is valuable
should never perform their own services. That example made the implicit assump-
tion that Jamail would have been equally happy to spend an hour preparing his will
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or preparing for a trial. But suppose he was tired of trial preparation and felt it
might be enjoyable to refresh his knowledge of property law. Preparing his own will
might then have made perfect sense! But unless he expected to gain special satisfac-
tion from performing that task, he would almost certainly do better to hire a prop-
erty lawyer. The property lawyer would also benefit, or else she wouldn’t have
offered to prepare wills for the stated price.

THE PRINCIPLE OF COMPARATIVE ADVANTAGE

One of the most important insights of modern economics is that when two people
(or two nations) have different opportunity costs of performing various tasks, they
can always increase the total value of available goods and services by trading with
one another. The following simple example captures the logic behind this insight.

Should Paula update her own Web page?

Consider a small community in which Paula is the only professional bicycle me-
chanic and Beth is the only professional HTML programmer. Paula also happens to
be an even better HTML programmer than Beth. If the amount of time each of
them takes to perform these tasks is as shown in Table 2.1, and if each regards the
two tasks as equally pleasant (or unpleasant), does the fact that Paula can program
faster than Beth imply that Paula should update her own Web page?

The entries in the table show that Paula has an absolute advantage over Beth in
both activities. While Paula, the mechanic, needs only 20 minutes to update a Web
page, Beth, the programmer, needs 30 minutes. Paula’s advantage over Beth is even
greater when the task is fixing bikes: She can complete a repair in only 10 minutes,
compared to Beth’s 30 minutes.

EXCHANGE AND OPPORTUNITY COST 37

TABLE 2.1

Productivity Information for Paula and Beth

Time to update Time to complete
a Web page a bicycle repair

Paula 20 minutes 10 minutes

Beth 30 minutes 30 minutes

But the fact that Paula is a better programmer than Beth does not imply that
Paula should update her own Web page. As with the lawyer who litigates instead of
preparing his own will, Beth has a comparative advantage over Paula at program-
ming: She is relatively more productive at programming than Paula. Similarly, Paula
has a comparative advantage in bicycle repair. (Remember that a person has a com-
parative advantage at a given task if his or her opportunity cost of performing that
task is lower than another person’s.)

What is Beth’s opportunity cost of updating a Web page? Since she takes 30
minutes to update each page—the same amount of time she takes to fix a bicycle—
her opportunity cost of updating a Web page is one bicycle repair. In other words,
by taking the time to update a Web page, Beth is effectively giving up the opportu-
nity to do one bicycle repair. Paula, in contrast, can complete two bicycle repairs in
the time she takes to update a single Web page. For her, the opportunity cost of up-
dating a Web page is two bicycle repairs. Paula’s opportunity cost of programming,
measured in terms of bicycle repairs forgone, is twice as high as Beth’s. Thus, Beth
has a comparative advantage at programming.



The interesting and important implication of the opportunity cost comparison
summarized in Table 2.2 is that the total number of bicycle repairs and Web up-
dates accomplished if Paula and Beth both spend part of their time at each activity
will always be smaller than the number accomplished if each specializes in the ac-
tivity in which she has a comparative advantage. Suppose, for example, that people
in their community demand a total of 16 Web page updates per day. If Paula spent
half her time updating Web pages and the other half repairing bicycles, an eight-
hour workday would yield 12 Web page updates and 24 bicycle repairs. To com-
plete the remaining 4 updates, Beth would have to spend two hours programming,
which would leave her six hours to repair bicycles. And since she takes 30 minutes
to do each repair, she would have time to complete 12 of them. So when the two
women try to be jacks-of-all-trades, they end up completing a total of 16 Web page
updates and 36 bicycle repairs.

Consider what would have happened had each woman specialized in her activ-
ity of comparative advantage. Beth could have updated 16 Web pages on her own
and Paula could have performed 48 bicycle repairs. Specialization would have cre-
ated an additional 12 bicycle repairs out of thin air. ◆
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TABLE 2.2

Opportunity Costs for Paula and Beth

Opportunity cost of Opportunity cost of
updating a Web page a bicycle repair

Paula 2 bicycle repairs 0.5 Web page update

Beth 1 bicycle repair 1 Web page update
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When computing the opportunity cost of one good in terms of another, we
must pay close attention to the form in which the productivity information is pre-
sented. In the preceding example, we were told how many minutes each person



needed to perform each task. Alternatively, we might be told how many units of
each task each person can perform in an hour. Work through the following exercise
to see how to proceed when information is presented in this alternative format.

EXERCISE 2.1

Should Barb update her own Web page?

Consider a small community in which Barb is the only professional bi-

cycle mechanic and Pat is the only professional HTML programmer. If their

productivity rates at the two tasks are as shown in the table, and if each re-

gards the two tasks as equally pleasant (or unpleasant), does the fact that

Barb can program faster than Pat imply that Barb should update her own

Web page?
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Productivity in programming Productivity in bicycle repair

Pat 2 Web page updates per hour 1 repair per hour

Barb 3 Web page updates per hour 3 repairs per hour

The principle illustrated by the preceding examples is so important that we
state it formally as one of the core principles of the course:

The Principle of Comparative Advantage: Everyone does best when

each person (or each country) concentrates on the activities for which his or

her opportunity cost is lowest.

Indeed, the gains made possible from specialization based on comparative advantage
constitute the rationale for market exchange. They explain why each person does
not devote 10 percent of his or her time to producing cars, 5 percent to growing
food, 25 percent to building housing, 0.0001 percent to performing brain surgery,
and so on. By concentrating on those tasks at which we are relatively most productive,
together we can produce vastly more than if we all tried to be self-sufficient.

This insight brings us back to Birkhaman the cook. Though Birkhaman’s ver-
satility was marvelous, he was neither as good a doctor as someone who has been
trained in medical school, nor as good a repairman as someone who spends each
day fixing things. If a number of people with Birkhaman’s native talents had joined
together, each of them specializing in one or two tasks, together they would have
enjoyed more and better goods and services than each could possibly have pro-
duced independently. Although there is much to admire in the resourcefulness of
people who have learned through necessity to rely on their own skills, that path is
no route to economic prosperity.

Specialization and its effects provide ample grist for the economic naturalist.
Here’s an example from the world of sports.

Where have all the .400 hitters gone?

In baseball, a .400 hitter is a player who averages at least four hits every 10 times he

comes to bat. Though never common in professional baseball, .400 hitters used to appear

relatively frequently. Early in the twentieth century, for example, a player known as Wee

Willie Keeler batted .432, meaning that he got a hit in over 43 percent of his times at bat.

But since Ted Williams of the Boston Red Sox batted .406 in 1941, there has not been a

single .400 hitter in the major leagues. Why not?

Some baseball buffs argue that the disappearance of the .400 hitter means today’s

baseball players are not as good as yesterday’s. But that claim does not withstand close

Comparative Advantage

Example 2.1
The Economic Naturalist



examination. We can document, for example, that today’s players are bigger, stronger, and

faster than those of Willie Keeler’s day. (Wee Willie himself was just a little over 5 feet,

4 inches, and he weighed only 140 pounds.)

Bill James, a leading analyst of baseball history, argues that the .400 hitter has dis-

appeared because the quality of play in the major leagues has improved, not declined. In

particular, pitching and fielding standards are higher, which makes batting .400 more

difficult.

Why has the quality of play in baseball improved? Although there are many reasons,

including better nutrition, training, and equipment, specialization also has played an im-

portant role.1 At one time, pitchers were expected to pitch for the entire game. Now

pitching staffs include pitchers who specialize in starting the game (“starters”), others

who specialize in pitching two or three innings in the middle of the game (“middle re-

lievers”), and still others who specialize in pitching only the last inning (“closers”). Each

of these roles requires different skills and tactics. Pitchers also may specialize in facing

left-handed or right-handed batters, in striking batters out, or in getting batters to hit

balls on the ground. Similarly, few fielders today play multiple defensive positions; most

specialize in only one. Some players specialize in defense (to the detriment of their hit-

ting skills); these “defensive specialists” can be brought in late in the game to protect a

lead. Even in managing and coaching, specialization has increased markedly. Relief pitch-

ers now have their own coaches, and statistical specialists use computers to discover the

weaknesses of opposing hitters. The net result of these increases in specialization is that

even the weakest of today’s teams play highly competent defensive baseball. With no

“weaklings” to pick on, hitting .400 over an entire season has become a near-impossible

task. •

SOURCES OF COMPARATIVE ADVANTAGE

At the individual level, comparative advantage often appears to be the result of in-
born talent. For instance, some people seem to be naturally gifted at programming
computers while others seem to have a special knack for fixing bikes. But compar-
ative advantage is more often the result of education, training, or experience. Thus,
we usually leave the design of kitchens to people with architectural training, the
drafting of contracts to people who have studied law, and the teaching of physics to
people with advanced degrees in that field.

At the national level, comparative advantage may derive from differences in
natural resources or from differences in society or culture. The United States, which
has a disproportionate share of the world’s leading research universities, has a com-
parative advantage in the design of electronic computing hardware and software.
Canada, which has one of the world’s highest per-capita endowments of farm and
forest land, has a comparative advantage in the production of agricultural products.
Topography and climate explain why Colorado specializes in the skiing industry
while Hawaii specializes as an ocean resort.

Seemingly noneconomic factors also can give rise to comparative advantage.
For instance, the emergence of English as the de facto world language gives English-
speaking countries a comparative advantage over non–English-speaking nations in
the production of books, movies, and popular music. Even a country’s institutions
may affect the likelihood that it will achieve comparative advantage in a particular
pursuit. For example, cultures that encourage entrepreneurship will tend to have a
comparative advantage in the introduction of new products, whereas those that
promote high standards of care and craftsmanship will tend to have a comparative
advantage in the production of high-quality variants of established products.
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Why has no major league
baseball player batted .400 since
Ted Williams did it more than
half a century ago?

©
 B

e
tt

m
an

n
/C

O
R

B
IS

1For an interesting discussion of specialization and the decline of the.400 hitter from the perspective of
an evolutionary biologist, see Stephen Jay Gould, Full House (New York: Three Rivers Press, 1996),
Part 3.



Televisions and videocassette recorders were developed and first produced in

the United States, but today the United States accounts for only a minuscule

share of the total world production of these products. Why did the United

States fail to retain its lead in these markets?

That televisions and VCRs were developed in the United States is explained in part by the

country’s comparative advantage in technological research, which in turn was supported

by the country’s outstanding system of higher education. Other contributing factors were

high expenditures on the development of electronic components for the military and a

culture that actively encourages entrepreneurship. As for the production of these prod-

ucts, America enjoyed an early advantage partly because the product designs were

themselves evolving rapidly at first, which favored production facilities located in close

proximity to the product designers. Early production techniques also relied intensively on

skilled labor, which is abundant in the United States. In time, however, product designs

stabilized and many of the more complex manufacturing operations were automated.

Both of these changes gradually led to greater reliance on relatively less-skilled produc-

tion workers. And at that point, factories located in high-wage countries like the United

States could no longer compete with those located in low-wage areas overseas. •

COMPARATIVE ADVANTAGE AND PRODUCTION POSSIBILITIES 41

Example 2.2
The Economic Naturalist

RECAP EXCHANGE AND OPPORTUNITY COST

Gains from exchange are possible if trading partners have comparative ad-
vantages in producing different goods and services. You have a comparative
advantage in producing, say, Web pages if your opportunity cost of producing
a Web page—measured in terms of other production opportunities forgone—
is smaller than the corresponding opportunity costs of your trading partners.
Maximum production is achieved if each person specializes in producing the
good or service in which he or she has the lowest opportunity cost (the Prin-
ciple of Comparative Advantage). Comparative advantage makes specializa-
tion worthwhile even if one trading partner is more productive than others, in
absolute terms, in every activity.

COMPARATIVE ADVANTAGE AND 

PRODUCTION POSSIBILITIES

Comparative advantage and specialization allow an economy to produce more than
if each person tries to produce a little of everything. In this section, we gain further
insight into the advantages of specialization by introducing a graph that can be used
to describe the various combinations of goods and services that an economy can
produce.

THE PRODUCTION POSSIBILITIES CURVE

We begin with a hypothetical economy in which only two goods are produced: cof-
fee and pine nuts. It is a small island economy and “production” consists either of
picking coffee beans that grow on small bushes on the island’s central valley floor
or of gathering pine nuts that fall from trees on the steep hillsides overlooking the
valley. The more time workers spend picking coffee, the less time they have avail-
able for gathering nuts. So if people want to drink more coffee, they must make do
with a smaller amount of nuts.

If we know how productive workers are at each activity, we can summarize the
various combinations of coffee and nuts they can produce each day. This menu of
possibilities is known as the production possibilities curve.

Why was the United States
unable to remain competitive as
a manufacturer of televisions
and other electronic equipment?

production possibilities curve

a graph that describes the 

maximum amount of one good

that can be produced for every

possible level of production of

the other good



To keep matters simple, we begin with an example in which the economy has
only a single worker who can divide her time between the two activities.

What is the production possibilities curve for an economy in which Susan is

the only worker?

Consider a society consisting only of Susan, who allocates her production time be-
tween coffee and nuts. She has nimble fingers, a quality that makes her more pro-
ductive at picking coffee than at gathering nuts. She can gather 2 pounds of nuts or
pick 4 pounds of coffee in an hour. If she works a total of 6 hours per day, describe
her production possibilities curve—the graph that displays, for each level of nut
production, the maximum amount of coffee that Susan can pick.

The vertical axis in Figure 2.1 shows Susan’s daily production of coffee and the
horizontal axis shows her daily production of nuts. Let’s begin by looking at two
extreme allocations of her time. First, suppose she employs her entire workday
(6 hours) picking coffee. In that case, since she can pick 4 pounds of coffee per hour,
she would pick 24 pounds per day of coffee and gather zero pounds of nuts. That
combination of coffee and nut production is represented by point A in Figure 2.1.
It is the vertical intercept of Susan’s production possibilities curve.

Now suppose, instead, that Susan devotes all her time to gathering nuts. Since
she can gather 2 pounds of nuts per hour, her total daily production would be 12
pounds of nuts. That combination is represented by point D in Figure 2.1, the hor-
izontal intercept of Susan’s production possibilities curve. Because Susan’s produc-
tion of each good is exactly proportional to the amount of time she devotes to that
good, the remaining points along her production possibilities curve will lie on the
straight line that joins A and D.

For example, suppose that Susan devotes 4 hours each day to picking coffee
and 2 hours to gathering nuts. She will then end up with (4 hours/day)  (4 pounds/
hour)  16 pounds of coffee per day and (2 hours/day)  (2 pounds/hour)  
4 pounds of nuts. This is the point labeled B in Figure 2.1. Alternatively, if she
devotes 2 hours to coffee and 4 to nuts, she will get (2 hours/day)  (4 pounds/
hour)  8 pounds of coffee per day and (4 hours/day)  (2 pounds/hour)  8 pounds
of nuts. This alternative combination is represented by point C in Figure 2.1.
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Since Susan’s production possibilities curve (PPC) is a straight line, its slope is
constant. The absolute value of the slope of Susan’s PPC is the ratio of its vertical
intercept to its horizontal intercept: (24 pounds of coffee/day) (12 pounds of
nuts/day)  (2 pounds of coffee) (1 pound of nuts). (Be sure to keep track of the
units of measure on each axis when computing this ratio.) This ratio means that Su-
san’s opportunity cost of an additional pound of nuts is 2 pounds of coffee.

Note that Susan’s opportunity cost (OC) of nuts can also be expressed as the
following simple formula:

(2.1)

where “loss in coffee” means the amount of coffee given up and “gain in nuts”
means the corresponding increase in nuts. Likewise, Susan’s opportunity cost of cof-
fee is expressed by this formula:

(2.2)

To say that Susan’s opportunity cost of an additional pound of nuts is 2 pounds of
coffee is thus equivalent to saying that her opportunity cost of a pound of coffee is
1⁄2 pound of nuts. ◆

The downward slope of the production possibilities curve shown in Figure 2.1
illustrates the Scarcity Principle—the idea that because our resources are limited,
having more of one good thing generally means having to settle for less of another
(see Chapter 1). Susan can have an additional pound of coffee if she wishes, but
only if she is willing to give up half a pound of nuts. If Susan is the only person in
the economy, her opportunity cost of producing a good becomes, in effect, its price.
Thus, the price she has to pay for an additional pound of coffee is half a pound of
nuts; or the price she has to pay for an additional pound of nuts is 2 pounds of coffee.

Any point that lies either along the production possibilities curve or within it is
said to be an attainable point, meaning that it can be produced with currently avail-
able resources. In Figure 2.2, for example, points A, B, C, D, and E are attainable

OC
coffee

 
loss in nuts

gain in coffee
.

OC
nuts
 

loss in coffee

gain in nuts
,
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points. Points that lie outside the production possibilities curve are said to be unat-
tainable, meaning that they cannot be produced using currently available resources.
In Figure 2.2, F is an unattainable point because Susan cannot pick 16 pounds of
coffee per day and gather 8 pounds of nuts. Points that lie within the curve are said
to be inefficient, in the sense that existing resources would allow for production of
more of at least one good without sacrificing the production of any other good. At
E, for example, Susan is picking only 8 pounds of coffee per day and gathering
4 pounds of nuts, which means that she could increase her coffee harvest by 8 pounds
per day without giving up any nuts (by moving from E to B). Alternatively, Susan
could gather as many as 4 additional pounds of nuts each day without giving up
any coffee (by moving from E to C). An efficient point is one that lies along the
production possibilities curve. At any such point, more of one good can be pro-
duced only by producing less of the other.

EXERCISE 2.2

For the PPC shown in Figure 2.2, state whether the following points are at-

tainable and/or efficient:

a. 20 pounds per day of coffee, 4 pounds per day of nuts.

b. 12 pounds per day of coffee, 6 pounds per day of nuts.

c. 4 pounds per day of coffee, 8 pounds per day of nuts.

HOW INDIVIDUAL PRODUCTIVITY AFFECTS THE SLOPE

AND POSITION OF THE PPC

To see how the slope and position of the production possibilities curve depend on
an individual’s productivity, let’s compare Susan’s PPC to that of Tom, who is less
productive at picking coffee but more productive at gathering nuts.

How do changes in productivity affect the opportunity cost of nuts?

Tom is short and has keen eyesight, qualities that make him especially well-suited
for gathering nuts that fall beneath trees on the hillsides. He can gather 4 pounds of
nuts or pick 2 pounds of coffee per hour. If Tom were the only person in the econ-
omy, describe the economy’s production possibilities curve.

We can construct Tom’s PPC the same way we did Susan’s. Note first that if
Tom devotes an entire workday (6 hours) to coffee picking, he ends up with
(6 hours/day)  (2 pounds/hour)  12 pounds of coffee per day and zero pounds of
nuts. So the vertical intercept of Tom’s PPC is A in Figure 2.3. If instead he devotes
all his time to gathering nuts, he gets (6 hours/day)  (4 pounds/hour)  24 pounds
of nuts per day and no coffee. That means the horizontal intercept of his PPC is D
in Figure 2.3. Because Tom’s production of each good is proportional to the amount
of time he devotes to it, the remaining points on his PPC will lie along the straight
line that joins these two extreme points.

For example, if he devotes 4 hours each day to picking coffee and 2 hours to
gathering nuts, he will end up with (4 hours/day)  (2 pounds/hour)  8 pounds of
coffee per day and (2 hours/day)  (4 pounds/hour)  8 pounds of nuts per day.
This is the point labeled B in Figure 2.3. Alternatively, if he devotes 2 hours to
coffee and 4 to nuts, he will get (2 hours/day)  (2 pounds/hour)  4 pounds of
coffee per day and (4 hours/day)  (4 pounds/hour)  16 pounds of nuts. This
alternative combination is represented by point C in Figure 2.3.

How does Tom’s PPC compare with Susan’s? Note in Figure 2.4 that because
Tom is absolutely less productive than Susan at picking coffee, the vertical intercept
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In this example, Tom has both an absolute advantage and a comparative
advantage over Susan in gathering nuts. Susan, for her part, has both an absolute
advantage and a comparative advantage over Tom in picking coffee. ◆

We cannot emphasize strongly enough that the principle of comparative ad-
vantage is a relative concept—one that makes sense only when the productivities of
two or more people (or countries) are being compared. To cement this idea, work
through the following exercise.

of his PPC lies closer to the origin than Susan’s. By the same token, because Susan
is absolutely less productive than Tom at gathering nuts, the horizontal intercept of
her PPC lies closer to the origin than Tom’s. For Tom, the opportunity cost of an ad-
ditional pound of nuts is 1⁄2 pound of coffee, which is one-fourth Susan’s opportu-
nity cost of nuts. This difference in opportunity costs shows up as a difference in the
slopes of their PPCs: the absolute value of the slope of Tom’s PPC is 1⁄2, whereas
Susan’s is 2.



EXERCISE 2.3

Suppose Susan can pick 2 pounds of coffee per hour or gather 4 pounds of

nuts per hour; Tom can pick 1 pound of coffee per hour and gather 1 pound

of nuts per hour. What is Susan’s opportunity cost of gathering a pound of

nuts? What is Tom’s opportunity cost of gathering a pound of nuts? Where

does Susan’s comparative advantage now lie?

THE GAINS FROM SPECIALIZATION AND EXCHANGE

Earlier we saw that a comparative advantage arising from disparities in individual
opportunity costs creates gains for everyone (see the first two examples in this chap-
ter). The following example shows how the same point can be illustrated using
production possibility curves.

How costly is failure to specialize?

Suppose that in the preceding example Susan and Tom had divided their time so
that each person’s output consisted of half nuts and half coffee. How much of each
good would Tom and Susan have been able to consume? How much could they
have consumed if each had specialized in the activity for which he or she enjoyed a
comparative advantage?

Since Tom can produce twice as many pounds of nuts in an hour as pounds of
coffee, to produce equal quantities of each, he must spend 2 hours picking coffee
for every hour he devotes to gathering nuts. And since he works a 6-hour day, that
means spending 2 hours gathering nuts and 4 hours picking coffee. Dividing his
time in this way, he will end up with 8 pounds of coffee per day and 8 pounds of
nuts. Similarly, since Susan can produce twice as many pounds of coffee in an hour
as pounds of nuts, to pick equal quantities of each, she must spend 2 hours gather-
ing nuts for every hour she devotes to picking coffee. And since she too works a 6-
hour day, that means spending 2 hours picking coffee and 4 hours gathering nuts.
So, like Tom, she will end up with 8 pounds of coffee per day and 8 pounds of nuts.
(See Figure 2.5.) Their combined daily production will thus be 16 pounds of each
good. By contrast, had they each specialized in their respective activities of com-
parative advantage, their combined daily production would have been 24 pounds
of each good.
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If they exchange coffee and nuts with one another, each can consume a combi-
nation of the two goods that would have been unattainable if exchange had not
been possible. For example, Susan can give Tom 12 pounds of coffee in exchange
for 12 pounds of nuts, enabling each to consume 4 pounds per day more of each
good than when each produced and consumed alone. Note that point E in Fig-
ure 2.5, which has 12 pounds per day of each good, lies beyond each person’s PPC,
yet is easily attainable with specialization and exchange. ◆

As the following exercise illustrates, the gains from specialization grow larger
as the difference in opportunity costs increases.

EXERCISE 2.4

How do differences in opportunity cost affect the gains from specialization?

Susan can pick 5 pounds of coffee or gather 1 pound of nuts in an hour.

Tom can pick 1 pound of coffee or gather 5 pounds of nuts in an hour. As-

suming they again work 6-hour days and want to consume coffee and nuts

in equal quantities, by how much will specialization increase their con-

sumption compared to the alternative in which each produced only for his

or her own consumption?

Although the gains from specialization and exchange grow with increases in the
differences in opportunity costs among trading partners, these differences alone still
seem insufficient to account for the enormous differences in living standards be-
tween rich and poor countries. Average income in the 20 richest countries in the
year 2000, for example, was over $27,000 per person, compared to only $211 per
person in the 20 poorest countries.2 Although we will say more later about special-
ization’s role in explaining these differences, we first discuss how to construct the
PPC for an entire economy and examine how factors other than specialization
might cause it to shift outward over time.

A PRODUCTION POSSIBILITIES CURVE FOR A 

MANY-PERSON ECONOMY

Although most actual economies consist of millions of workers, the process of con-
structing a production possibilities curve for an economy of that size is really no dif-
ferent from the process for a one-person economy. Consider again an economy in
which the only two goods are coffee and nuts, with coffee again on the vertical axis
and nuts on the horizontal axis. The vertical intercept of the economy’s PPC is the
total amount of coffee that could be picked if all available workers worked full-time
picking coffee. Thus, the maximum attainable amount of coffee production is
shown for the hypothetical economy in Figure 2.6 as 100,000 pounds per day (an
amount chosen arbitrarily, for illustrative purposes). The horizontal intercept of the
PPC is the amount of nuts that could be gathered if all available workers worked
full-time gathering nuts, shown for this same economy as 80,000 pounds per day
(also an amount chosen arbitrarily). But note that the PPC shown in the diagram is
not a straight line—as in the earlier examples involving only a single worker—but
rather a curve that is bowed out from the origin.
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Central African Republic, Chad, Ethiopia, Ghana, Guinea-Bisau, Kenya, Madagascar, Malawi,
Mali, Mozambique, Myanmar, Nepal, Niger, Nigeria, Rwanda, Sierra Leone, Tanzania, and Uganda.
(Source: Global Policy Forum, http://www.globalpolicy.org/).



We’ll say more in a moment about the reasons for this shape. But first note that
a bow-shaped PPC means that the opportunity cost of producing nuts increases as
the economy produces more of them. Notice, for example, that when the economy
moves from A, where it is producing only coffee, to B, it gets 20,000 pounds of nuts
per day by giving up only 5,000 pounds per day of coffee. When nut production is
increased still further, however—for example, by moving from B to C—the econ-
omy again gives up 5,000 pounds per day of coffee, yet this time gets only 10,000
additional pounds of nuts. This pattern of increasing opportunity cost persists over
the entire length of the PPC. For example, note that in moving from D to E, the
economy again gives up 5,000 pounds per day of coffee but now gains only 2,000
pounds a day of nuts. Note, finally, that the same pattern of increasing opportunity
cost applies to coffee. Thus, as more coffee is produced, the opportunity cost of
producing additional coffee—as measured by the amount of nuts that must be sac-
rificed—also rises.

Why is the PPC for the multiperson economy bow-shaped? The answer lies in
the fact that some resources are relatively well-suited for gathering nuts while oth-
ers are relatively well-suited for picking coffee. If the economy is initially producing
only coffee and wants to begin producing some nuts, which workers will it reas-
sign? Recall Susan and Tom, the two workers discussed in the preceding example,
in which Tom’s comparative advantage was gathering nuts and Susan’s comparative
advantage was picking coffee. If both workers were currently picking coffee and
you wanted to reassign one of them to gather nuts instead, whom would you send?
Tom would be the clear choice, because his departure would cost the economy only
half as much coffee as Susan’s and would augment nut production by twice as
much.

The principle is the same in any large multiperson economy, except that the
range of opportunity cost differences across workers is even greater than in the ear-
lier two-worker example. As we keep reassigning workers from coffee production
to nut production, sooner or later we must withdraw even coffee specialists like
Susan from coffee production. Indeed, we must eventually reassign others whose
opportunity cost of producing nuts is far higher than hers.

The shape of the production possibilities curve shown in Figure 2.6 illustrates
the general principle that when resources have different opportunity costs, we
should always exploit the resource with the lowest opportunity cost first. We call
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this the low-hanging-fruit principle, in honor of the fruit picker’s rule of picking the
most accessible fruit first:

The Principle of Increasing Opportunity Cost (also called “The

Low-Hanging-Fruit Principle”): In expanding the production of any

good, first employ those resources with the lowest opportunity cost, and only

afterward turn to resources with higher opportunity costs.

A Note on the Logic of the Fruit Picker’s Rule
Why should a fruit picker harvest the low-hanging fruit first? This rule makes sense
for several reasons. For one, the low-hanging fruit is easier (and hence cheaper) to
pick, and if he planned on picking only a limited amount of fruit to begin with, he
would clearly come out ahead by avoiding the less-accessible fruit on the higher
branches. But even if he planned on picking all the fruit on the tree, he would do
better to start with the lower branches first because this would enable him to enjoy
the revenue from the sale of the fruit sooner.

The fruit picker’s job can be likened to the task confronting a new CEO who
has been hired to reform an inefficient, ailing company. The CEO has limited
time and attention, so it makes sense to focus first on problems that are relatively
easy to correct and whose elimination will provide the biggest improvements in
performance—the low-hanging fruit. Later on, the CEO can worry about the many
smaller improvements needed to raise the company from very good to excellent.

Again, the important message of the low-hanging-fruit principle is to be sure to
take advantage of your most favorable opportunities first.
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RECAP COMPARATIVE ADVANTAGE AND PRODUCTION

POSSIBILITIES

For an economy that produces two goods, the production possibilities curve
describes the maximum amount of one good that can be produced for every
possible level of production of the other good. Attainable points are those that
lie on or within the curve and efficient points are those that lie along the
curve. The slope of the production possibilities curve tells us the opportunity
cost of producing an additional unit of the good measured along the horizon-
tal axis. The Principle of Increasing Opportunity Cost, or the Low-Hanging-
Fruit Principle, tells us that the slope of the production possibilities curve
becomes steeper as we move downward to the right. The greater the differ-
ences among individual opportunity costs, the more bow-shaped the produc-
tion possibilities curve will be and the more bow-shaped the production
possibilities curve, the greater will be the potential gains from specialization.

FACTORS THAT SHIFT THE ECONOMY’S

PRODUCTION POSSIBILITIES CURVE

As its name implies, the production possibilities curve provides a summary of the
production options open to any society. At any given moment, the PPC confronts
society with a trade-off. The only way people can produce and consume more nuts
is to produce and consume less coffee. In the long run, however, it is often possible
to increase production of all goods. This is what is meant when people speak of
economic growth. As shown in Figure 2.7, economic growth is an outward shift in
the economy’s production possibilities curve. It can result from increases in the
amount of productive resources available or from improvements in knowledge or
technology that render existing resources more productive.

Increasing 

Opportunity Cost



What causes the quantity of productive resources to grow in an economy? One
factor is investment in new factories and equipment. When workers have more and
better equipment to work with, their productivity increases, often dramatically.
This is surely an important factor behind the differences in living standards between
rich and poor countries. According to one study, for example, the value of capital
investment per worker in the United States is about $30,000, while in Nepal the
corresponding figure is less than $1,000.3

Such large differences in capital per worker don’t occur all at once. They are a
consequence of decades, even centuries, of differences in rates of savings and in-
vestment. Over time, even small differences in rates of investment can translate into
extremely large differences in the amount of capital equipment available to each
worker. Differences of this sort are often self-reinforcing: Not only do higher rates
of saving and investment cause incomes to grow, but the resulting higher income
levels also make it easier to devote additional resources to savings and investment.
Over time, then, even small initial productivity advantages from specialization can
translate into very large income gaps.

Population growth also causes an economy’s PPC curve to shift outward and
thus is often listed as one of the sources of economic growth. But because popula-
tion growth also generates more mouths to feed, it cannot by itself raise a country’s
standard of living. Indeed it may even cause a decline in the standard of living if ex-
isting population densities have already begun to put pressure on available land,
water, and other scarce resources.

Perhaps the most important source of economic growth is improvements in
knowledge and technology. As economists have long recognized, such improve-
ments often lead to higher output through increased specialization. Improvements
in technology often occur spontaneously, but more frequently they are directly or
indirectly the result of increases in education.

Earlier we discussed a two-person example in which individual differences in
opportunity cost led to a threefold gain from specialization (Exercise 2.4). Real-
world gains from specialization often are far more spectacular than those in the ex-
ample. One reason is that specialization not only capitalizes on preexisting
differences in individual skills but also deepens those skills through practice and ex-
perience. Moreover, it eliminates many of the switching and start-up costs people
incur when they move back and forth among numerous tasks. These gains apply
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3Alan Heston and Robert Summers, “The Penn World Table (Mark 5): An Expanded Set of Interna-
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not only to people but also to the tools and equipment they use. Breaking a task
down into simple steps, each of which can be performed by a different machine,
greatly multiplies the productivity of individual workers.

Even in simple settings, these factors can combine to increase productivity
hundreds- or even thousands-fold. Adam Smith, the Scottish philosopher who is
remembered today as the founder of modern economics, was the first to recognize the
enormity of the gains made possible by the division and specialization of labor. Con-
sider, for instance, his description of work in an eighteenth-century Scottish pin factory:

One man draws out the wire, another straightens it, a third cuts it, a
fourth points it, a fifth grinds it at the top for receiving the head; to
make the head requires two or three distinct operations ... I have seen
a small manufactory of this kind where only ten men were em-
ployed ... [who] could, when they exerted themselves, make among
them about twelve pounds of pins in a day. There are in a pound up-
wards of four thousand pins of middling size. Those ten persons,
therefore, could make among them upwards of forty-eight thousand
pins in a day. Each person, therefore, making a tenth part of forty-
eight thousand pins, might be considered as making four thousand
eight hundred pins in a day. But if they had all wrought separately
and independently, and without any of them having been educated to
this peculiar business, they certainly could not each of them have
made twenty, perhaps not one pin in a day.4

The gains in productivity that result from specialization are indeed often prodi-
gious. They constitute the single most important explanation for why societies that
don’t rely heavily on specialization and exchange are rapidly becoming relics.

WHY HAVE SOME COUNTRIES BEEN SLOW TO SPECIALIZE?

You may be asking yourself, “If specialization is such a great thing, why don’t peo-
ple in poor countries like Nepal just specialize?” If so, you are in good company.
Adam Smith spent many years attempting to answer precisely the same question. In
the end, his explanation was that population density is an important precondition
for specialization. Smith, ever the economic naturalist, observed that work tended
to be far more specialized in the large cities of England in the eighteenth century
than in the rural highlands of Scotland:

In the lone houses and very small villages which are scattered about
in so desert a country as the Highlands of Scotland, every farmer
must be butcher, baker and brewer for his own family. . . . A country
carpenter . . . is not only a carpenter, but a joiner, a cabinet maker,
and even a carver in wood, as well as a wheelwright, a ploughwright,
a cart and waggon maker.5

In contrast, each of these same tasks was performed by a different specialist in
the large English and Scottish cities of Smith’s day. Scottish highlanders also would
have specialized had they been able to, but the markets in which they participated
were simply too small and fragmented. Of course, high population density by itself
provides no guarantee that specialization will result in rapid economic growth. But
especially before the arrival of modern shipping and electronic communications tech-
nology, low population density was a definite obstacle to gains from specialization.

Nepal remains one of the most remote and isolated countries on the planet. As
recently as the mid-1960s, its average population density was less than 30 people
per square mile (as compared, for example, to more than 1,000 people per square
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mile in New Jersey). Specialization was further limited by Nepal’s rugged terrain.
Exchanging goods and services with residents of other villages was difficult, because
the nearest village in most cases could be reached only after trekking several hours,
or even days, over treacherous Himalayan trails. More than any other factor, this
extreme isolation accounts for Nepal’s longstanding failure to benefit from wide-
spread specialization.

Population density is by no means the only important factor that influences the
degree of specialization. Specialization may be severely impeded, for example, by
laws and customs that limit people’s freedom to transact freely with one another.
The communist governments of North Korea and the former East Germany re-
stricted exchange severely, which helps explain why those countries achieved far
less specialization than South Korea and the former West Germany, whose govern-
ments were far more supportive of exchange.

CAN WE HAVE TOO MUCH SPECIALIZATION?

Of course, the mere fact that specialization boosts productivity does not mean that
more specialization is always better than less, for specialization also entails costs.
For example, most people appear to enjoy variety in the work they do, yet variety
tends to be one of the first casualties as workplace tasks become ever more nar-
rowly specialized.
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Indeed, one of Karl Marx’s central themes was that the fragmentation of work-
place tasks often exacts a heavy psychological toll on workers. Thus, he wrote,

All means for the development of production . . . mutilate the laborer
into a fragment of a man, degrade him to the level of an appendage of
a machine, destroy every remnant of charm in his work and turn it
into hated toil.6

Charlie Chaplin’s 1936 film Modern Times paints a vivid portrait of the psy-
chological costs of repetitive factory work. As an assembly worker, Chaplin’s only
task, all day every day, is to tighten the nuts on two bolts as they pass before him
on the assembly line. Finally, he snaps and staggers from the factory, wrenches in
hand, tightening every nutlike protuberance he encounters.

6Karl Marx, Das Kapital (New York: Modern Library), pp. 708, 709.



Do the extra goods made possible by specialization simply come at too high a
price? We must certainly acknowledge at least the potential for specialization to pro-
ceed too far. Yet specialization need not entail rigidly segmented, mind-numbingly
repetitive work. And it is important to recognize that failure to specialize entails
costs as well. Those who don’t specialize must accept low wages or work extremely
long hours.

When all is said and done, we can expect to meet life’s financial obligations in
the shortest time—thereby freeing up more time to do whatever else we wish—if we
concentrate at least a significant proportion of our efforts on those tasks for which
we have a comparative advantage.

COMPARATIVE ADVANTAGE AND

INTERNATIONAL TRADE

The same logic that leads the individuals in an economy to specialize and exchange
goods with one another also leads nations to specialize and trade among them-
selves. As with individuals, each nation can benefit from exchange, even though one
may be generally more productive than the other in absolute terms.

If trade between nations is so beneficial, why are free-trade agreements so

controversial?

One of the most heated issues in the 1996 presidential campaign was President Clinton’s

support for the North American Free Trade Agreement (NAFTA), a treaty to sharply re-

duce trade barriers between the United States and its immediate neighbors north and

south. The treaty attracted fierce opposition from third-party candidate Ross Perot, who

insisted that it would mean unemployment for millions of American workers. If exchange

is so beneficial, why does anyone oppose it?

The answer is that while reducing barriers to international trade increases the total

value of all goods and services produced in each nation, it does not guarantee that each

individual citizen will do better. One specific concern regarding NAFTA was that it would

help Mexico to exploit a comparative advantage in the production of goods made by un-

skilled labor. Although U.S. consumers would benefit from reduced prices for such goods,

many Americans feared that unskilled workers in the United States would lose their jobs

to workers in Mexico.

In the end, NAFTA was enacted over the vociferous opposition of American labor

unions. So far, however, studies have failed to detect significant overall job losses among

unskilled workers in the United States, although there have been some losses in specific

industries. •

OUTSOURCING

An issue very much in the news in recent years has been the outsourcing of U.S. ser-
vice jobs. Although the term once primarily meant having services performed by
subcontractors anywhere outside the confines of the firm, increasingly it connotes
the act of replacing relatively expensive American service workers with much
cheaper service workers in overseas locations.

A case in point is the transcription of medical records. In an effort to maintain
accurate records, many physicians dictate their case notes for later transcription after
examining their patients. In the past, transcription was often performed by the physi-
cian’s secretary in spare moments. But secretaries also must attend to a variety of
other tasks that disrupt concentration. They must answer phones, serve as reception-
ists, prepare correspondence, and so on. As insurance disputes and malpractice litiga-
tion became more frequent during the 1980s and 1990s, errors in medical records
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became much more costly to physicians. In response, many turned to independent
companies that offered transcription services by full-time, dedicated specialists.

These companies typically served physicians whose practices were located in
the same community. But while many of the companies that manage transcription
services are still located in the United States, an increasing fraction of the actual
work itself is now performed outside the United States. For example, Eight Cross-
ings, a company headquartered in northern California, enables physicians to upload
voice dictation files securely to the internet, whereupon they are transmitted to
transcribers who perform the work in India. The finished documents are then trans-
mitted back, in electronic form, to physicians, who may edit and even sign them on-
line. The advantage for physicians, of course, is that the fee for this service is much
lower than for the same service performed domestically because wage rates in India
are much lower than in the United States.

In China, Korea, Indonesia, India, and elsewhere, even highly skilled professionals
still earn just a small fraction of what their counterparts in the United States are paid.
Accordingly, companies face powerful competitive pressure to import not just low-
cost goods from overseas suppliers, but also a growing array of professional services.

As Microsoft chairman Bill Gates put it in a 1999 interview,

As a business manager, you need to take a hard look at your core
competencies. Revisit the areas of your company that aren’t directly
involved in those competencies, and consider whether Web technolo-
gies can enable you to spin off those tasks. Let another company take
over the management responsibilities for that work, and use modern
communication technology to work closely with the people—now
partners instead of employees are doing the work. In the Web work
style, employees can push the freedom the Web provides to its limits.

In economic terms, the outsourcing of services to low-wage foreign workers is
exactly analogous to the importation of goods manufactured by low-wage foreign
workers. In both cases, the resulting cost savings benefit consumers in the United
States. And in both cases, jobs in the United States may be put in jeopardy, at least
temporarily. An American manufacturing worker’s job is at risk if it is possible to
import the good he produces from another country at lower cost. By the same to-
ken, an American service worker’s job is at risk if a lower-paid worker can perform
that same service somewhere else.

Is PBS economics reporter Paul Solman’s job a likely candidate for outsourcing?

Paul Solman and his associate Lee Koromvokis produce video segments that provide in-

depth analysis of current economic issues for the PBS evening news program The News-

Hour with Jim Lehrer. Is it likely that his job will someday be outsourced to a low-wage

reporter from Hyderabad?

In a recent book, the economists Frank Levy and Richard Murnane attempt to iden-

tify the characteristics of a job that make it a likely candidate for outsourcing.7 In their

view, any job that is amenable to computerization is also vulnerable to outsourcing. To

computerize a task means to break it down into units that can be managed with simple

rules. ATM machines, for example, were able to replace many of the tasks that bank

tellers once performed because it was straightforward to reduce these tasks to a simple

series of questions that a machine could answer. By the same token, the workers in off-

shore call centers who increasingly book our airline and hotel reservations are basically

following simple scripts much like computer programs.
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So the less rules-based a job is, the less vulnerable it is to outsourcing. Safest of all

are those that Levy and Murnane describe as “face-to-face” jobs. Unlike most rules-

based jobs, these jobs tend to involve complex face-to-face communication with other

people, precisely the kind of communication that dominates Mr. Solman’s economics

reporting.

In an interview for the NewsHour, Mr. Solman asked Mr. Levy what he meant, exactly,

by “complex communication.”

“Suppose I say the word bill,” Levy responded, “and you hear that. And

the question is what does that mean? . . . Am I talking about a piece of

currency? Am I talking about a piece of legislation, the front end of a

duck? The only way you’re going to answer that is to think about the

whole context of the conversation. But that’s very complicated work to

break down into some kind of software.”8

Levy and Murnane describe a second category of tasks that are less vulnerable to out-

sourcing—namely, those that for one reason or another require the worker to be physi-

cally present. For example, it is difficult to see how someone in China or India could build

an addition to someone’s house in a Chicago suburb or repair a blown head gasket

on someone’s Chevrolet Corvette in Atlanta or fill a cavity in someone’s tooth in Los

Angeles.

So on both counts, Paul Solman’s job appears safe for the time being. Because it in-

volves face-to-face, complex communication, and because many of his interviews can be

conducted only in the United States, it is difficult to see how a reporter from Hyderabad

could displace him. •

Of course, the fact that a job is relatively safe does not mean that it is com-
pletely sheltered. For example, although most dentists continue to think themselves
immune from outsourcing, it is now possible for someone requiring extensive den-
tal work to have the work done in New Delhi and still save enough to cover his air-
fare and a two-week vacation in India.

There are more than 135 million Americans in the labor force. Every three
months or so, approximately 7 million of them lose their jobs and 7 million find
new ones. At various points in your life, you are likely to be among this group in
transition. In the long run, the greatest security available to you or any other
worker is the ability to adapt quickly to new circumstances. Having a good educa-
tion provides no guarantee against losing your job, but it should enable you to de-
velop a comparative advantage at the kinds of tasks that require more than just
executing a simple set of rules.
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RECAP COMPARATIVE ADVANTAGE AND INTERNATIONAL

TRADE

Nations, like individuals, can benefit from exchange, even though one trading
partner may be more productive than the other in absolute terms. The greater
the difference between domestic opportunity costs and world opportunity
costs, the more a nation benefits from exchange with other nations. But ex-
pansions of exchange do not guarantee that each individual citizen will do
better. In particular, unskilled workers in high-wage countries may be hurt in
the short run by the reduction of barriers to trade with low-wage nations.

8http://www.pbs.org/newshour/bb/economy/july-dec04/jobs_8-16.html.
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■ S U M M A R Y ■

• One person has an absolute advantage over another
in the production of a good if she can produce more
of that good than the other person. One person has a
comparative advantage over another in the produc-
tion of a good if she is relatively more efficient than
the other person at producing that good, meaning
that her opportunity cost of producing it is lower
than her counterpart’s. Specialization based on com-
parative advantage is the basis for economic ex-
change. When each person specializes in the task at
which he or she is relatively most efficient, the eco-
nomic pie is maximized, making possible the largest
slice for everyone. LO1

• At the individual level, comparative advantage may
spring from differences in talent or ability or from dif-
ferences in education, training, and experience. At the
national level, sources of comparative advantage in-
clude these innate and learned differences, as well as
differences in language, culture, institutions, climate,
natural resources, and a host of other factors. LO1

• The production possibilities curve is a simple device
for summarizing the possible combinations of output
that a society can produce if it employs its resources
efficiently. In a simple economy that produces only
coffee and nuts, the PPC shows the maximum quan-
tity of coffee production (vertical axis) possible at
each level of nut production (horizontal axis). The
slope of the PPC at any point represents the opportu-
nity cost of nuts at that point, expressed in pounds of
coffee. LO3

• All production possibilities curves slope downward
because of the Scarcity Principle, which states that the
only way a consumer can get more of one good is to
settle for less of another. In economies whose workers
have different opportunity costs of producing each
good, the slope of the PPC becomes steeper as con-
sumers move downward along the curve. This change
in slope illustrates the Principle of Increasing Opportu-
nity Cost (or the Low-Hanging-Fruit Principle), which
states that in expanding the production of any good, a
society should first employ those resources that are rel-
atively efficient at producing that good, only after-
ward turning to those that are less efficient. LO2

• Factors that cause a country’s PPC to shift outward
over time include investment in new factories and
equipment, population growth, and improvements in
knowledge and technology. LO3

• The same logic that prompts individuals to specialize
in their production and exchange goods with one an-
other also leads nations to specialize and trade with
one another. On both levels, each trading partner can
benefit from an exchange, even though one may be
more productive than the other, in absolute terms, for
each good. For both individuals and nations, the ben-
efits of exchange tend to be larger the larger are the
differences between the trading partners’ opportunity
costs. LO4

■ C O R E  P R I N C I P L E S ■

The Principle of Comparative Advantage
Everyone does best when each person (or each country) concentrates
on the activities for which his or her opportunity cost is lowest.

The Principle of Increasing Opportunity Cost (also called “The Low-
Hanging-Fruit Principle”)
In expanding the production of any good, first employ those re-
sources with the lowest opportunity cost, and only afterward turn to
resources with higher opportunity costs.

Comparative Advantage

Increasing 

Opportunity Cost

■ K E Y  T E R M S ■

absolute advantage (36)
attainable point (43)
comparative advantage (36)

efficient point (44)
inefficient point (44)
outsourcing (53)

production possibilities 
curve (41)

unattainable point (44)
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■ R E V I E W  Q U E S T I O N S ■

1. Explain what “having a comparative advantage” at
producing a particular good or service means.
What does “having an absolute advantage” at pro-
ducing a good or service mean? LO1

2. How will a reduction in the number of hours
worked each day affect an economy’s production
possibilities curve? LO3

3. How will technological innovations that boost
labor productivity affect an economy’s production
possibilities curve? LO3

4. Why does saying that people are poor because they
do not specialize make more sense than saying that
people perform their own services because they are
poor? LO1

5. What factors have helped the United States to be-
come the world’s leading exporter of movies,
books, and popular music? LO4

■ P R O B L E M S ■

1. Ted can wax 4 cars per day or wash 12 cars. Tom can wax 3 cars per day or
wash 6. What is each man’s opportunity cost of washing a car? Who has a
comparative advantage in washing cars? LO1

2. Ted can wax a car in 20 minutes or wash a car in 60 minutes. Tom can wax a car
in 15 minutes or wash a car in 30 minutes. What is each man’s opportunity cost
of washing a car? Who has a comparative advantage in washing cars? LO1

3. Toby can produce 5 gallons of apple cider or 2.5 ounces of feta cheese per hour.
Kyle can produce 3 gallons of apple cider or 1.5 ounces of feta cheese per hour.
Can Toby and Kyle benefit from specialization and trade? Explain. LO1

4. Nancy and Bill are auto mechanics. Nancy takes 4 hours to replace a clutch and
2 hours to replace a set of brakes. Bill takes 6 hours to replace a clutch and 2 hours
to replace a set of brakes. State whether anyone has an absolute advantage at
either task and, for each task, identify who has a comparative advantage. LO1

5. Consider a society consisting only of Helen, who allocates her time between
sewing dresses and baking bread. Each hour she devotes to sewing dresses
yields 4 dresses and each hour she devotes to baking bread yields 8 loaves of
bread. If Helen works a total of 8 hours per day, graph her production possi-
bilities curve. LO3

6. Refer to the preceding question. Which of the points listed below is efficient?
Which is attainable? LO3

a. 28 dresses per day, 16 loaves per day.
b. 16 dresses per day, 32 loaves per day.
c. 18 dresses per day, 24 loaves per day.

7. Suppose that in Problem 5 a sewing machine is introduced that enables Helen
to sew 8 dresses per hour rather than only 4. Show how this development shifts
her production possibilities curve. LO3

8. Refer to the preceding question to explain what is meant by the following state-
ment: “An increase in productivity with respect to any one good increases our
options for producing and consuming all other goods.” LO3

9. Susan can pick 4 pounds of coffee in an hour or gather 2 pounds of nuts. Tom
can pick 2 pounds of coffee in an hour or gather 4 pounds of nuts. Each works
6 hours per day. LO2

a. What is the maximum number of pounds of coffee the two can pick in a day?
b. What is the maximum number of pounds of nuts the two can gather in a day?



c. If Susan and Tom were picking the maximum number of pounds of coffee
when they decided that they would like to begin gathering 4 pounds of nuts
per day, who would gather the nuts, and how many pounds of coffee would
they still be able to pick?

d. Now suppose Susan and Tom were gathering the maximum number of
pounds of nuts when they decided that they would like to begin picking 8
pounds of coffee per day. Who would pick the coffee, and how many
pounds of nuts would they still be able to gather?

e. Would it be possible for Susan and Tom in total to gather 26 pounds of nuts
and pick 20 pounds of coffee each day? If so, how much of each good
should each person pick?

10.*Refer to the two-person economy described in the preceding problem. LO1

a. Is the point (30 pounds of coffee per day, 12 pounds of nuts per day) an at-
tainable point? Is it an efficient point? What about the point (24 pounds of
coffee per day, 24 pounds of nuts per day)?

b. On a graph with pounds of coffee per day on the vertical axis and pounds of
nuts per day on the horizontal axis, show all the points you identified in
Problem 9, parts a–e, and Problem 10a. Connect these points with straight
lines. Is the result the PPC for the economy consisting of Susan and Tom?

c. Suppose that Susan and Tom could buy or sell coffee and nuts in the world
market at a price of $2 per pound for coffee and $2 per pound for nuts. If each
person specialized completely in the good for which he or she had a com-
parative advantage, how much could they earn by selling all their produce?

d. At the prices just described, what is the maximum amount of coffee Susan
and Tom could buy in the world market? The maximum amount of nuts?
Would it be possible for them to consume 40 pounds of nuts and 8 pounds
of coffee each day?

e. In light of their ability to buy and sell in world markets at the stated prices,
show on the same graph all combinations of the two goods it would be pos-
sible for them to consume.
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

2.1

*Problems marked with an asterisk (*) are more difficult.

Productivity in programming Productivity in bicycle repair

Pat 2 Web page updates per hour 1 repair per hour

Barb 3 Web page updates per hour 3 repairs per hour

The entries in the table tell us that Barb has an absolute advantage over Pat in
both activities. While Barb, the mechanic, can update 3 Web pages per hour,
Pat, the programmer, can update only 2. Barb’s absolute advantage over Pat is
even greater in the task of fixing bikes—3 repairs per hour versus Pat’s 1.

But as in second example in this chapter, the fact that Barb is a better pro-
grammer than Pat does not imply that Barb should update her own Web page.
Barb’s opportunity cost of updating a Web page is 1 bicycle repair, whereas
Pat must give up only half a repair to update a Web page. Pat has a compara-
tive advantage over Barb at programming and Barb has a comparative ad-
vantage over Pat at bicycle repair. LO1



2.2 In the accompanying graph, A (20 pounds per day of coffee, 4 pounds per day
of nuts) is unattainable; B (12 pounds per day of coffee, 6 pounds per day of
nuts) is both attainable and efficient; and C (4 pounds per day of coffee, 8
pounds per day of nuts) is both attainable and inefficient. LO3

ANSWERS TO IN-CHAPTER EXERCISES 59

2.3 Susan’s opportunity cost of gathering a pound of nuts is now 1⁄2 pound of coffee
and Tom’s opportunity cost of gathering a pound of nuts is now only 1 pound
of coffee. So Tom has a comparative advantage at picking coffee and Susan
has a comparative advantage at gathering nuts. LO3

2.4 Since Tom can produce five times as many pounds of nuts in an hour as
pounds of coffee, to produce equal quantities of each, he must spend 5 hours
picking coffee for every hour he devotes to gathering nuts. And since he works
a 6-hour day, that means spending 5 hours picking coffee and 1 hour gather-
ing nuts. Dividing his time in this way, he will end up with 5 pounds of each
good. Similarly, if she is to produce equal quantities of each good, Susan must
spend 5 hours gathering nuts and 1 hour picking coffee. So she too produces
5 pounds of each good if she divides her 6-hour day in this way. Their com-
bined daily production will thus be 10 pounds of each good. By working to-
gether and specializing, however, they can produce and consume a total of 30
pounds per day of each good. LO1
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C H A P T E R

3
S upp l y  and Demand

LEARNING OBJECTIVES

In this chapter, we will take up the basic supply and demand

model. In the process, you will learn

1. How the demand curve summarizes the behavior of buyers in the market-

place.

2. How the supply curve summarizes the behavior of sellers in the market-

place.

3. How the supply and demand curves interact to determine the equilibrium

price and quantity.

4. How shifts in supply and demand curves cause prices and quantities to

change.

5. The Efficiency Principle, which says that efficiency is an important social

goal because, when the economic pie grows larger, it is always possible

for everyone to have a larger slice than before.

6. The Equilibrium Principle (also called the No-Cash-on-the-Table Principle),

which says that a market in equilibrium leaves no unexploited opportunities

for individuals.

he stock of foodstuffs on hand at any moment in New York City’s gro-
cery stores, restaurants, and private kitchens is sufficient to feed the area’s
10 million residents for at most a week or so. Since most of these resi-

dents have nutritionally adequate and highly varied diets, and since almost no food
is produced within the city proper, provisioning New York requires that millions of
pounds of food and drink be delivered to locations throughout the city each day.

No doubt many New Yorkers, buying groceries at their favorite local mar-
kets or eating at their favorite Italian restaurants, give little or no thought to the
nearly miraculous coordination of people and resources that is required to feed
city residents on a daily basis. But near-miraculous it is, nevertheless. Even if the
supplying of New York City consisted only of transporting a fixed collection of
foods to a given list of destinations each day, it would be quite an impressive op-
eration, requiring at least a small (and well-managed) army to carry out.

T
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Yet the entire process is astonishingly more complex than that. For example, the
system must somehow ensure that not only enough food is delivered to satisfy New
Yorkers’ discriminating palates, but also the right kinds of food. There mustn’t be
too much pheasant and not enough smoked eel; or too much bacon and not enough
eggs; or too much caviar and not enough canned tuna; and so on. Similar judgments
must be made within each category of food and drink: There must be the right
amount of Swiss cheese and the right amounts of provolone, gorgonzola, and feta.

But even this doesn’t begin to describe the complexity of the decisions and ac-
tions required to provide our nation’s largest city with its daily bread. Someone has
to decide where each particular type of food gets produced, and how, and by
whom. Someone must decide how much of each type of food gets delivered to each
of the tens of thousands of restaurants and grocery stores in the city. Someone must
determine whether the deliveries should be made in big trucks or small ones,
arrange that the trucks be in the right place at the right time, and ensure that gaso-
line and qualified drivers be available.

Thousands of individuals must decide what role, if any, they will play in this
collective effort. Some people—just the right number—must choose to drive food-
delivery trucks rather than trucks that deliver lumber. Others must become the me-
chanics who fix these trucks rather than carpenters who build houses. Others must
become farmers rather than architects or bricklayers. Still others must become chefs
in upscale restaurants, or flip burgers at McDonald’s, instead of becoming plumbers
or electricians.

Yet despite the almost incomprehensible number and complexity of the tasks
involved, somehow the supplying of New York City manages to get done remark-
ably smoothly. Oh, a grocery store will occasionally run out of flank steak or a
diner will sometimes be told that someone else has just ordered the last serving of
roast duck. But if episodes like these stick in memory, it is only because they are
rare. For the most part, New York’s food delivery system—like that of every other
city in the country—functions so seamlessly that it attracts virtually no notice.

The situation is strikingly different in New York City’s rental housing market.
According to one recent estimate, the city needs between 20,000 and 40,000 new
housing units each year merely to keep up with population growth and to replace
existing housing that is deteriorated beyond repair. The actual rate of new con-
struction in the city, however, is only 6,000 units per year. As a result, America’s
most densely populated city has been experiencing a protracted housing shortage.
Yet, paradoxically, in the midst of this shortage, apartment houses are being de-
molished; and in the vacant lots left behind, people from the neighborhoods are
planting flower gardens!

New York City is experiencing not only a growing shortage of rental housing,
but also chronically strained relations between landlords and tenants. In one all-
too-typical case, for example, a photographer living in a loft on the Lower East Side
waged an eight-year court battle with his landlord that generated literally thousands
of pages of legal documents. “Once we put up a doorbell for ourselves,” the pho-
tographer recalled, “and [the landlord] pulled it out, so we pulled out the wires to
his doorbell.”1 The landlord, for his part, accused the photographer of obstructing
his efforts to renovate the apartment. According to the landlord, the tenant pre-
ferred for the apartment to remain in substandard condition since that gave him an
excuse to withhold rent payments.

Same city, two strikingly different patterns: In the food industry, goods and ser-
vices are available in wide variety and people (at least those with adequate income)
are generally satisfied with what they receive and the choices available to them. In
contrast, in the rental housing industry, chronic shortages and chronic dissatisfac-
tion are rife among both buyers and sellers. Why this difference?

Why does New York City’s food
distribution system work so
much better than its housing
market?
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1Quoted by John Tierney, “The Rentocracy: At the Intersection of Supply and Demand,” New York
Times Magazine, May 4, 1997, p. 39.



The brief answer is that New York City relies on a complex system of adminis-
trative rent regulations to allocate housing units but leaves the allocation of food es-
sentially in the hands of market forces—the forces of supply and demand. Although
intuition might suggest otherwise, both theory and experience suggest that the
seemingly chaotic and unplanned outcomes of market forces, in most cases, can do
a better job of allocating economic resources than can (for example) a government
agency, even if the agency has the best of intentions.

In this chapter we’ll explore how markets allocate food, housing, and other goods
and services, usually with remarkable efficiency despite the complexity of the tasks. To
be sure, markets are by no means perfect, and our stress on their virtues is to some ex-
tent an attempt to counteract what most economists view as an underappreciation by
the general public of their remarkable strengths. But, in the course of our discussion,
we’ll see why markets function so smoothly most of the time and why bureaucratic
rules and regulations rarely work as well in solving complex economic problems.

To convey an understanding of how markets work is a major goal of this course,
and in this chapter we provide only a brief introduction and overview. As the course
proceeds, we will discuss the economic role of markets in considerably more detail,
paying attention to some of the problems of markets as well as their strengths.

WHAT, HOW, AND FOR WHOM? CENTRAL

PLANNING VERSUS THE MARKET

No city, state, or society—regardless of how it is organized—can escape the need to
answer certain basic economic questions. For example, how much of our limited time
and other resources should we devote to building housing, how much to the produc-
tion of food, and how much to providing other goods and services? What techniques
should we use to produce each good? Who should be assigned to each specific task?
And how should the resulting goods and services be distributed among people?

In the thousands of different societies for which records are available, issues
like these have been decided in essentially one of two ways. One approach is for all
economic decisions to be made centrally, by an individual or small number of indi-
viduals on behalf of a larger group. For example, in many agrarian societies
throughout history, families or other small groups consumed only those goods and
services that they produced for themselves and a single clan or family leader made
most important production and distribution decisions. On an immensely larger
scale, the economic organization of the former Soviet Union (and other communist
countries) was also largely centralized. In so-called centrally planned communist
nations, a central bureaucratic committee established production targets for the
country’s farms and factories, developed a master plan for how to achieve the tar-
gets (including detailed instructions concerning who was to produce what), and set
up guidelines for the distribution and use of the goods and services produced.

Neither form of centralized economic organization is much in evidence today.
When implemented on a small scale, as in a self-sufficient family enterprise, cen-
tralized decision making is certainly feasible. For the reasons discussed in the pre-
ceding chapter, however, the jack-of-all-trades approach was doomed once it
became clear how dramatically people could improve their living standards by spe-
cialization—that is, by having each individual focus his or her efforts on a relatively
narrow range of tasks. And with the fall of the Soviet Union and its satellite nations
in the late 1980s, there are now only three communist economies left in the world:
Cuba, North Korea, and China. The first two of these appear to be on their last
legs, economically speaking, and China has by now largely abandoned any attempt
to control production and distribution decisions from the center. The major remaining
examples of centralized allocation and control now reside in the bureaucratic agen-
cies that administer programs like New York City’s rent controls—programs that
are themselves becoming increasingly rare.
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At the beginning of the twenty-first century, we are therefore left, for the most
part, with the second major form of economic system, one in which production and
distribution decisions are left to individuals interacting in private markets. In the so-
called capitalist, or free-market, economies, people decide for themselves which
careers to pursue and which products to produce or buy. In fact, there are no pure
free-market economies today. Modern industrial countries are more properly de-
scribed as “mixed economies,” meaning that goods and services are allocated by a
combination of free markets, regulation, and other forms of collective control. Still,
it makes sense to refer to such systems as free-market economies because people are
for the most part free to start businesses, to shut them down, or to sell them. And
within broad limits, the distribution of goods and services is determined by indi-
vidual preferences backed by individual purchasing power, which in most cases
comes from the income people earn in the labor market.

In country after country, markets have replaced centralized control for the sim-
ple reason that they tend to assign production tasks and consumption benefits much
more effectively. The popular press, and the conventional wisdom, often asserts that
economists disagree about important issues. (As someone once quipped, “If you lay
all the economists in the world end to end, they still wouldn’t reach a conclusion.”)
The fact is, however, that there is overwhelming agreement among economists about
a broad range of issues, with the great majority accepting the efficacy of markets as
means for allocating society’s scarce resources. For example, a recent survey found
that more than 90 percent of American professional economists believe that rent reg-
ulations like the ones implemented by New York City do more harm than good. That
the stated aim of these regulations—to make rental housing more affordable for mid-
dle- and low-income families—is clearly benign was not enough to prevent them
from wreaking havoc on New York City’s housing market. To see why, we must ex-
plore how goods and services are allocated in private markets, and why nonmarket
means of allocating goods and services often do not produce the expected results.

BUYERS AND SELLERS IN MARKETS

Beginning with some simple concepts and definitions, we will explore how the in-
teractions among buyers and sellers in markets determine the prices and quantities
of the various goods and services traded in those markets. We begin by defining a
market: The market for any good consists of all the buyers and sellers of that good.
So, for example, the market for pizza on a given day in a given place is just the set
of people (or other economic actors such as firms) potentially able to buy or sell
pizza at that time and location.

In the market for pizza, sellers comprise the individuals and companies that ei-
ther do sell—or might, under the right circumstances, sell—pizza. Similarly, buyers
in this market include all individuals who buy—or might buy—pizza.

In most parts of the country, a decent pizza—or some other life-sustaining
meal—can still be had for less than $10. Where does the market price of pizza come
from? Looking beyond pizza to the vast array of other goods that are bought and
sold every day, we may ask, “Why are some goods cheap and others expensive?”
Aristotle had no idea. Nor did Plato, or Copernicus, or Newton. On reflection, it is
astonishing that, for almost the entire span of human history, not even the most in-
telligent and creative minds on Earth had any real inkling of how to answer that
seemingly simple question. Even Adam Smith, the Scottish moral philosopher
whose Wealth of Nations launched the discipline of economics in 1776, suffered
confusion on this issue.

Smith and other early economists (including Karl Marx) thought that the mar-
ket price of a good was determined by its cost of production. But although costs
surely do affect prices, they cannot explain why one of Pablo Picasso’s paintings
sells for so much more than one of Jackson Pollock’s.
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Why do Pablo Picasso’s paintings
sell for so much more than
Jackson Pollock’s?
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Stanley Jevons and other nineteenth-century economists tried to explain price
by focusing on the value people derived from consuming different goods and ser-
vices. It certainly seems plausible that people will pay a lot for a good they value
highly. Yet willingness to pay cannot be the whole story, either. Deprive a person in
the desert of water, for example, and he will be dead in a matter of hours, and yet
water sells for less than a penny a gallon. By contrast, human beings can get along
perfectly well without gold, and yet gold sells for more than $800 an ounce.

Cost of production? Value to the user? Which is it? The answer, which seems
obvious to today’s economists, is that both matter. Writing in the late nineteenth
century, the British economist Alfred Marshall was among the first to show clearly
how costs and value interact to determine both the prevailing market price for a
good and the amount of it that is bought and sold. Our task in the pages ahead will
be to explore Marshall’s insights and gain some practice in applying them. As a first
step, we introduce the two main components of Marshall’s pathbreaking analysis:
the demand curve and the supply curve.

THE DEMAND CURVE

In the market for pizza, the demand curve for pizza is a simple schedule or graph
that tells us how many slices people would be willing to buy at different prices. By
convention, economists usually put price on the vertical axis of the demand curve
and quantity on the horizontal axis.

A fundamental property of the demand curve is that it is downward-sloping
with respect to price. For example, the demand curve for pizza tells us that as the
price of pizza falls, buyers will buy more slices. Thus, the daily demand curve for
pizza in Chicago on a given day might look like the curve seen in Figure 3.1. (Al-
though economists usually refer to demand and supply “curves,” we often draw
them as straight lines in examples.)

The demand curve in Figure 3.1 tells us that when the price of pizza is low—
say $2 per slice—buyers will want to buy 16,000 slices per day, whereas they will
want to buy only 12,000 slices at a price of $3 and only 8,000 at a price of $4. The
demand curve for pizza—as for any other good—slopes downward for multiple
reasons. Some of these reasons have to do with the individual consumer’s reactions
to price changes. Thus, as pizza becomes more expensive, a consumer may switch
to chicken sandwiches, hamburgers, or other foods that substitute for pizza. This is
called the substitution effect of a price change. In addition, a price increase reduces
the quantity demanded because it reduces purchasing power: A consumer simply
can’t afford to buy as many slices of pizza at higher prices as at lower prices. This
is called the income effect of a price change.
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Another reason that the demand curve slopes downward is that consumers dif-
fer in terms of how much they are willing to pay for the good. The Cost-Benefit
Principle tells us that a given person will buy the good if the benefit he expects to
receive from it exceeds its cost. The benefit is the buyer’s reservation price, the high-
est dollar amount he would be willing to pay for the good. The cost of the good is
the actual amount that the buyer actually must pay for it, which is the market price
of the good. In most markets, different buyers have different reservation prices.
Thus, when the good sells for a high price, it will satisfy the cost-benefit test for
fewer buyers than when it sells for a lower price.

To put this same point another way, the fact that the demand curve for a good
is downward-sloping reflects the fact that the reservation price of the marginal
buyer declines as the quantity of the good bought increases. Here the marginal
buyer is the person who purchases the last unit of the good that is sold. If buyers are
currently purchasing 12,000 slices of pizza a day in Figure 3.1, for example, the
reservation price for the buyer of the 12,000th slice must be $3. (If someone had
been willing to pay more than that, the quantity demanded at a price of $3 would
have been more than 12,000 to begin with.) By similar reasoning, when the quantity
sold is 16,000 slices per day, the marginal buyer’s reservation price must be only $2.

We defined the demand curve for any good as a schedule telling how much of
it consumers wish to purchase at various prices. This is called the horizontal inter-
pretation of the demand curve. Using the horizontal interpretation, we start with
price on the vertical axis and read the corresponding quantity demanded on the
horizontal axis. Thus, at a price of $4 per slice, the demand curve in Figure 3.1 tells
us that the quantity of pizza demanded will be 8,000 slices per day.

The demand curve also can be interpreted in a second way, which is to start with
quantity on the horizontal axis and then read the marginal buyer’s reservation price on
the vertical axis. Thus, when the quantity of pizza sold is 8,000 slices per day, the de-
mand curve in Figure 3.1 tells us that the marginal buyer’s reservation price is $4 per
slice. This second way of reading the demand curve is called the vertical interpretation.

EXERCISE 3.1

In Figure 3.1, what is the marginal buyer’s reservation price when the quan-

tity of pizza sold is 10,000 slices per day? For the same demand curve, what

will be the quantity of pizza demanded at a price of $2.50 per slice?

THE SUPPLY CURVE

In the market for pizza, the supply curve is a simple schedule or graph that tells us,
for each possible price, the total number of slices that all pizza vendors would be
willing to sell at that price. What does the supply curve of pizza look like? The an-
swer to this question is based on the logical assumption that suppliers should be
willing to sell additional slices as long as the price they receive is sufficient to cover
their opportunity costs of supplying them. Thus, if what someone could earn by
selling a slice of pizza is insufficient to compensate her for what she could have
earned if she had spent her time and invested her money in some other way, she will
not sell that slice. Otherwise, she will.

Just as buyers differ with respect to the amounts they are willing to pay for
pizza, sellers also differ with respect to their opportunity costs of supplying pizza.
For those with limited education and work experience, the opportunity cost of sell-
ing pizza is relatively low (because such individuals typically do not have a lot of
high-paying alternatives). For others, the opportunity cost of selling pizza is of
moderate value, and for still others—like rock stars and professional athletes—it is
prohibitively high. In part because of these differences in opportunity cost among
people, the daily supply curve of pizza will be upward-sloping with respect to price.
As an illustration, see Figure 3.2, which shows a hypothetical supply curve for pizza
in the Chicago market on a given day.
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RECAP DEMAND AND SUPPLY CURVES

The market for a good consists of the actual and potential buyers and sellers
of that good. For any given price, the demand curve shows the quantity that
demanders would be willing to buy and the supply curve shows the quantity
that suppliers of the good would be willing to sell. Suppliers are willing to sell
more at higher prices (supply curves slope upward) and demanders are willing
to buy less at higher prices (demand curves slope downward).

The fact that the supply curve slopes upward may be seen as a consequence of
the Low-Hanging-Fruit Principle, discussed in the preceding chapter. This principle
tells us that as we expand the production of pizza, we turn first to those whose op-
portunity costs of producing pizza are lowest, and only then to others with higher
opportunity costs.

Like the demand curve, the supply curve can be interpreted either horizontally
or vertically. Under the horizontal interpretation, we begin with a price, then go
over to the supply curve to read the quantity that sellers wish to sell at that price on
the horizontal axis. For instance, at a price of $2 per slice, sellers in Figure 3.2 wish
to sell 8,000 slices per day.

Under the vertical interpretation, we begin with a quantity, then go up to the
supply curve to read the corresponding marginal cost on the vertical axis. Thus, if
sellers in Figure 3.2 are currently supplying 12,000 slices per day, the opportunity
cost of the marginal seller is $3 per slice. In other words, the supply curve tells us
that the marginal cost of producing the 12,000th slice of pizza is $3. (If someone
could produce a 12,001st slice for less than $3, she would have an incentive to sup-
ply it, so the quantity of pizza supplied at $3 per slice would not have been 12,000
slices per day to begin with.) By similar reasoning, when the quantity of pizza sup-
plied is 16,000 slices per day, the marginal cost of producing another slice must be
$4. The seller’s reservation price for selling an additional unit of a good is her mar-
ginal cost of producing that good. It is the smallest dollar amount for which she
would not be worse off if she sold an additional unit.

EXERCISE 3.2

In Figure 3.2, what is the marginal cost of a slice of pizza when the quantity

of pizza sold is 10,000 slices per day? For the same supply curve, what will

be the quantity of pizza supplied at a price of $3.50 per slice?

Increasing 

Opportunity Cost



MARKET EQUILIBRIUM

The concept of equilibrium is employed in both the physical and social sciences,
and it is of central importance in economic analysis. In general, a system is in equi-
librium when all forces at work within the system are canceled by others, resulting
in a balanced or unchanging situation. In physics, for example, a ball hanging from
a spring is said to be in equilibrium when the spring has stretched sufficiently that
the upward force it exerts on the ball is exactly counterbalanced by the downward
force of gravity. In economics, a market is said to be in equilibrium when no par-
ticipant in the market has any reason to alter his or her behavior, so that there is no
tendency for production or prices in that market to change.

If we want to determine the final position of a ball hanging from a spring, we
need to find the point at which the forces of gravity and spring tension are balanced
and the system is in equilibrium. Similarly, if we want to find the price at which a
good will sell (which we will call the equilibrium price) and the quantity of it that
will be sold (the equilibrium quantity), we need to find the equilibrium in the mar-
ket for that good. The basic tools for finding the equilibrium in a market for a good
are the supply and demand curves for that good. For reasons that we will explain,
the equilibrium price and equilibrium quantity of a good are the price and quantity
at which the supply and demand curves for the good intersect. For the hypothetical
supply and demand curves shown earlier for the pizza market in Chicago, the equi-
librium price will therefore be $3 per slice, and the equilibrium quantity of pizza
sold will be 12,000 slices per day, as shown in Figure 3.3.

In Figure 3.3, note that at the equilibrium price of $3 per slice, both sellers and
buyers are “satisfied” in the following sense: Buyers are buying exactly the quantity
of pizza they wish to buy at that price (12,000 slices per day) and sellers are selling
exactly the quantity of pizza they wish to sell (also 12,000 slices per day). And since
they are satisfied in this sense, neither buyers nor sellers face any incentives to
change their behavior.

Note the limited sense of the term “satisfied” in the definition of market equi-
librium. It doesn’t mean that sellers would not be pleased to receive a price higher
than the equilibrium price. Rather, it means only that they’re able to sell all they
wish to sell at that price. Similarly, to say that buyers are satisfied at the equilibrium
price doesn’t mean that they would not be happy to pay less than the equilibrium
price. Rather, it means only that they’re able to buy exactly as many units of the
good as they wish to at the equilibrium price.

Note also that if the price of pizza in our Chicago market were anything other
than $3 per slice, either buyers or sellers would be frustrated. Suppose, for example,
that the price of pizza were $4 per slice, as shown in Figure 3.4. At that price, buy-
ers wish to buy only 8,000 slices per day, but sellers wish to sell 16,000. And since
no one can force someone to buy a slice of pizza against her wishes, this means that
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buyers will buy only the 8,000 slices they wish to buy. So when the price exceeds
the equilibrium price, it is sellers who end up being frustrated. At a price of $4 in
this example, they are left with an excess supply of 8,000 slices per day.

Conversely, suppose that the price of pizza in our Chicago market were less
than the equilibrium price—say, $2 per slice. As shown in Figure 3.5, buyers want
to buy 16,000 slices per day at that price, whereas sellers want to sell only 8,000.
And since sellers cannot be forced to sell pizza against their wishes, this time it is the
buyers who end up being frustrated. At a price of $2 per slice in this example, they
experience an excess demand of 8,000 slices per day.

An extraordinary feature of private markets for goods and services is their
automatic tendency to gravitate toward their respective equilibrium prices and
quantities. This tendency is a simple consequence of the Incentive Principle. The
mechanisms by which the adjustment happens are implicit in our definitions of ex-
cess supply and excess demand. Suppose, for example, that the price of pizza in our
hypothetical market was $4 per slice, leading to excess supply as shown in Fig-
ure 3.4. Because sellers are frustrated in the sense of wanting to sell more pizza than
buyers wish to buy, sellers have an incentive to take whatever steps they can to in-
crease their sales. The simplest strategy available to them is to cut their price
slightly. Thus, if one seller reduced his price from $4 to, say, $3.95 per slice, he
would attract many of the buyers who had been paying $4 per slice for pizza sup-
plied by other sellers. Those sellers, in order to recover their lost business, would
then have an incentive to match the price cut. But notice that if all sellers lowered
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their prices to $3.95 per slice, there would still be considerable excess supply. So
sellers would face continuing incentives to cut their prices. This pressure to cut
prices will not go away until price falls all the way to $3 per slice.

Conversely, suppose that price starts out less than the equilibrium price—say,
$2 per slice. This time it is buyers who are frustrated. A person who can’t get all the
pizza he wants at a price of $2 per slice has an incentive to offer a higher price, hop-
ing to obtain pizza that would otherwise have been sold to other buyers. And sell-
ers, for their part, will be only too happy to post higher prices as long as queues of
frustrated buyers remain.

The upshot is that price has a tendency to gravitate to its equilibrium level un-
der conditions of either excess supply or excess demand. And when price reaches its
equilibrium level, both buyers and sellers are satisfied in the technical sense of be-
ing able to buy or sell precisely the amounts of their choosing.

Samples of points on the demand and supply curves of a pizza market are

provided in Table 3.1. Graph the demand and supply curves for this market

and find its equilibrium price and quantity.
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TABLE 3.1

Points along the Demand and Supply Curves of a Pizza Market

Demand for Pizza Supply of Pizza

Price Quantity demanded Price Quantity supplied 
($/slice) (1,000s of slices/day) ($/slice) (1,000s of slices/day)

1 8 1 2

2 6 2 4

3 4 3 6

4 2 4 8

The points in the table are plotted in Figure 3.6 and then joined to indicate the
supply and demand curves for this market. These curves intersect to yield an equi-
librium price of $2.50 per slice and an equilibrium quantity of 5,000 slices per day.

◆



We emphasize that market equilibrium does not necessarily produce an ideal
outcome for all market participants. Thus, in the example just considered, market
participants are satisfied with the amount of pizza they buy and sell at a price of
$2.50 per slice, but for a poor buyer this may signify little more than that he can’t
buy additional pizza without sacrificing other more highly valued purchases.

Indeed, buyers with extremely low incomes often have difficulty purchasing
even basic goods and services, which has prompted governments in almost every so-
ciety to attempt to ease the burdens of the poor. Yet the laws of supply and demand
cannot simply be repealed by an act of the legislature. In the next section, we will see
that when legislators attempt to prevent markets from reaching their equilibrium
prices and quantities, they often do more harm than good.

RENT CONTROLS RECONSIDERED

Consider again the market for rental housing units in New York City and suppose
that the demand and supply curves for one-bedroom apartments are as shown in
Figure 3.7. This market, left alone, would reach an equilibrium monthly rent of
$1,600, at which 2 million one-bedroom apartments would be rented. Both land-
lords and tenants would be satisfied, in the sense that they would not wish to rent
either more or fewer units at that price.

This would not necessarily mean, of course, that all is well and good. Many po-
tential tenants, for example, might simply be unable to afford a rent of $1,600 per
month and thus be forced to remain homeless (or to move out of the city to a
cheaper location). Suppose that, acting purely out of benign motives, legislators
made it unlawful for landlords to charge more than $800 per month for one-
bedroom apartments. Their stated aim in enacting this law was that no person
should have to remain homeless because decent housing was unaffordable.

But note in Figure 3.8 that when rents for one-bedroom apartments are pre-
vented from rising above $800 per month, landlords are willing to supply only
1 million apartments per month, 1 million fewer than at the equilibrium monthly
rent of $1,600. Note also that at the controlled rent of $800 per month, tenants
want to rent 3 million one-bedroom apartments per month. (For example, many
people who would have decided to live in New Jersey rather than pay $1,600 a
month in New York will now choose to live in the city.) So when rents are pre-
vented from rising above $800 per month, we see an excess demand for one-
bedroom apartments of 2 million units each month. Put another way, the rent
controls result in a housing shortage of 2 million units each month. What is more,
the number of apartments actually available declines by 1 million units per month.
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If the housing market were completely unregulated, the immediate response to
such a high level of excess demand would be for rents to rise sharply. But here the
law prevents them from rising above $800. Many other ways exist, however, in
which the pressures of excess demand can make themselves felt. For instance, own-
ers will quickly learn that they are free to spend less on maintaining the quality of
their rental units. After all, if there are scores of renters knocking at the door of
each vacant apartment, a landlord has considerable room to maneuver. Leaking
pipes, peeling paint, broken furnaces, and other problems are less likely to receive
prompt attention—or, indeed, any attention at all—when rents are set well below
market-clearing levels.

Nor are reduced availability of apartments and poorer maintenance of existing
apartments the only difficulties. With an offering of only 1 million apartments per
month, we see in Figure 3.8 that there are renters who would be willing to pay as
much as $2,400 per month for an apartment. As the Incentive Principle suggests,
this pressure will almost always find ways, legal or illegal, of expressing itself. In
New York City, for example, it is not uncommon to see “finder’s fees” or “key de-
posits” as high as several thousand dollars. Owners who cannot charge a market-
clearing rent for their apartments also have the option of converting them to
condominiums or co-ops, which enables them to sell their assets for prices much
closer to their true economic value.

Even when rent-controlled apartment owners do not hike their prices in these
various ways, serious misallocations result. For instance, ill-suited roommates often
remain together despite their constant bickering because each is reluctant to reenter
the housing market. Or a widow might steadfastly remain in her seven-room apart-
ment even after her children have left home because it is much cheaper than alter-
native dwellings not covered by rent control. It would be much better for all
concerned if she relinquished that space to a larger family that valued it more
highly. But under rent controls, she has no economic incentive to do so.

There is also another more insidious cost of rent controls. In markets without
rent controls, landlords cannot discriminate against potential tenants on the basis
of race, religion, sexual orientation, physical disability, or national origin without
suffering an economic penalty. Refusal to rent to members of specific groups would
reduce the demand for their apartments, which would mean having to accept lower
rents. When rents are artificially pegged below their equilibrium level, however, the
resulting excess demand for apartments enables landlords to engage in discrimination
with no further economic penalty.

Rent controls are not the only instance in which governments have attempted
to repeal the law of supply and demand in the interest of helping the poor. During
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the late 1970s, for example, the federal government tried to hold the price of gaso-
line below its equilibrium level out of concern that high gasoline prices imposed un-
acceptable hardships on low-income drivers. As with controls in the rental housing
market, unintended consequences of price controls in the gasoline market made the
policy an extremely costly way of trying to aid the poor. For example, gasoline
shortages resulted in long lines at the pumps, a waste not only of valuable time, but
also of gasoline as cars sat idling for extended periods.

In their opposition to rent controls and similar measures, are economists re-
vealing a total lack of concern for the poor? Although this claim is sometimes made
by those who don’t understand the issues, or who stand to benefit in some way
from government regulations, there is little justification for it. Economists simply
realize that there are much more effective ways to help poor people than to try to
give them apartments and other goods at artificially low prices.

One straightforward approach would be to give the poor additional income
and let them decide for themselves how to spend it. True, there are also practical
difficulties involved in transferring additional purchasing power into the hands of
the poor—most importantly, the difficulty of targeting cash to the genuinely needy
without weakening others’ incentives to fend for themselves. But there are practical
ways to overcome this difficulty. For example, for far less than the waste caused by
price controls, the government could afford generous subsidies to the wages of the
working poor and could sponsor public-service employment for those who are un-
able to find jobs in the private sector.

Regulations that peg prices below equilibrium levels have far-reaching effects
on market outcomes. The following exercise asks you to consider what happens
when a price control is established at a level above the equilibrium price.

EXERCISE 3.3

In the rental housing market whose demand and supply curves are shown

below, what will be the effect of a law that prevents rents from rising above

$1,200 per month?
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PIZZA PRICE CONTROLS?

The sources of the contrast between the rent-controlled housing market and the
largely unregulated food markets in New York City can be seen more vividly by try-
ing to imagine what would happen if concern for the poor led the city’s leaders to
implement price controls on pizza. Suppose, for example, that the supply and
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RECAP MARKET EQUILIBRIUM

Market equilibrium, the situation in which all buyers and sellers are satisfied
with their respective quantities at the market price, occurs at the intersection
of the supply and demand curves. The corresponding price and quantity are
called the equilibrium price and the equilibrium quantity.

Unless prevented by regulation, prices and quantities are driven toward
their equilibrium values by the actions of buyers and sellers. If the price is ini-
tially too high, so that there is excess supply, frustrated sellers will cut their
price in order to sell more. If the price is initially too low, so that there is ex-
cess demand, competition among buyers drives the price upward. This process
continues until equilibrium is reached.

PREDICTING AND EXPLAINING CHANGES IN

PRICES AND QUANTITIES

If we know how the factors that govern supply and demand curves are changing,
we can make informed predictions about how prices and the corresponding quan-
tities will change. But when describing changing circumstances in the marketplace,

demand curves for pizza are as shown in Figure 3.9 and that the city imposes a price
ceiling of $2 per slice, making it unlawful to charge more than that amount. At $2
per slice, buyers want to buy 16,000 slices per day, but sellers want to sell only 8,000.

At a price of $2 per slice, every pizza restaurant in the city will have long
queues of buyers trying unsuccessfully to purchase pizza. Frustrated buyers will be-
have rudely to clerks, who will respond in kind. Friends of restaurant managers will
begin to get preferential treatment. Devious pricing strategies will begin to emerge
(such as the $2 slice of pizza sold in combination with a $5 cup of Coke). Pizza will
be made from poorer-quality ingredients. Rumors will begin to circulate about
sources of black-market pizza. And so on.

The very idea of not being able to buy a pizza seems absurd, yet precisely such
things happen routinely in markets in which prices are held below the equilibrium
levels. For example, prior to the collapse of communist governments, it was con-
sidered normal in those countries for people to stand in line for hours to buy basic
goods, while the politically connected had first choice of those goods that were
available.

price ceiling a maximum 

allowable price, specified by law

EN 3



we must take care to recognize some important terminological distinctions. For ex-
ample, we must distinguish between the meanings of the seemingly similar expres-
sions change in the quantity demanded and change in demand. When we speak of
a “change in the quantity demanded,” this means the change in the quantity that
people wish to buy that occurs in response to a change in price. For instance, Fig-
ure 3.10(a) depicts an increase in the quantity demanded that occurs in response to
a reduction in the price of tuna. When the price falls from $2 to $1 per can, the
quantity demanded rises from 8,000 to 10,000 cans per day. By contrast, when we
speak of a “change in demand,” this means a shift in the entire demand curve. For
example, Figure 3.10(b) depicts an increase in demand, meaning that at every price
the quantity demanded is higher than before. In summary, a “change in the quan-
tity demanded” refers to a movement along the demand curve and a “change in
demand” means a shift of the entire curve.

A similar terminological distinction applies on the supply side of the market. A
change in supply means a shift in the entire supply curve, whereas a change in the
quantity supplied refers to a movement along the supply curve.

Alfred Marshall’s supply and demand model is one of the most useful tools of
the economic naturalist. Once we understand the forces that govern the placements
of supply and demand curves, we are suddenly in a position to make sense of a host
of interesting observations in the world around us.

SHIFTS IN DEMAND

To get a better feel for how the supply and demand model enables us to predict and
explain price and quantity movements, it is helpful to begin with a few simple ex-
amples. The first one illustrates a shift in demand that results from events outside
the particular market itself.

What will happen to the equilibrium price and quantity of tennis balls if court

rental fees decline?

Let the initial supply and demand curves for tennis balls be as shown by the curves
S and D in Figure 3.11, where the resulting equilibrium price and quantity are $1
per ball and 40 million balls per month, respectively. Tennis courts and tennis balls
are what economists call complements, goods that are more valuable when used in
combination than when used alone. Tennis balls, for example, would be of little
value if there were no tennis courts on which to play. (Tennis balls would still have
some value even without courts—for example, to the parents who pitch them to
their children for batting practice.) As tennis courts become cheaper to use, people
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will respond by playing more tennis, and this will increase their demand for tennis
balls. A decline in court-rental fees will thus shift the demand curve for tennis balls
rightward to D . (A “rightward shift” of a demand curve also can be described as
an “upward shift.” These distinctions correspond, respectively, to the horizontal
and vertical interpretations of the demand curve.)

Note in Figure 3.11 that for the illustrative demand shift shown, the new
equilibrium price of tennis balls, $1.40, is higher than the original price and the
new equilibrium quantity, 58 million balls per month, is higher than the original
quantity. ◆

What will happen to the equilibrium price and quantity of overnight letter

delivery service as the price of internet access falls?

Suppose the initial supply and demand curves for overnight letter deliveries are as
shown by the curves S and D in Figure 3.12 and that the resulting equilibrium price
and quantity are denoted P and Q. E-mail messages and overnight letters are ex-
amples of what economists call substitutes, meaning that, in many applications at
least, the two serve similar functions for people. (Many noneconomists would call
them substitutes, too. Economists don’t always choose obscure terms for important
concepts!) When two goods or services are substitutes, a decrease in the price of one
will cause a leftward shift in the demand curve for the other. (A “leftward shift” in
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a demand curve can also be described as a “downward shift.”) Diagrammatically,
the demand curve for overnight delivery service shifts from D to D in Figure 3.12.

As the figure shows, both the new equilibrium price, P , and the new equilib-
rium quantity, Q , are lower than the initial values, P and Q. Cheaper internet ac-
cess probably won’t put Federal Express and UPS out of business, but it will
definitely cost them many customers. ◆

To summarize, economists define goods as substitutes if an increase in the price
of one causes a rightward shift in the demand curve for the other. By contrast,
goods are complements if an increase in the price of one causes a leftward shift in
the demand curve for the other.

The concepts of substitutes and complements enable you to answer questions
like the one posed in the following exercise.

EXERCISE 3.4

How will a decline in airfares affect intercity bus fares and the price of hotel

rooms in resort communities?

Demand curves are shifted not just by changes in the prices of substitutes and
complements but also by other factors that change the amounts that people are
willing to pay for a given good or service. One of the most important such factors
is income.

When the federal government implements a large pay increase for its em-

ployees, why do rents for apartments located near Washington Metro stations

go up relative to rents for apartments located far away from Metro stations?

For the citizens of Washington, D.C., a substantial proportion of whom are government

employees, it is more convenient to live in an apartment located one block from the

nearest subway station than to live in one that is 20 blocks away. Conveniently located

apartments thus command relatively high rents. Suppose the initial demand and supply

curves for such apartments are as shown in Figure 3.13. Following a federal pay raise,

some government employees who live in less convenient apartments will be willing and

able to use part of their extra income to bid for more conveniently located apartments,

and those who already live in such apartments will be willing and able to pay more to

keep them. The effect of the pay raise is thus to shift the demand curve for conveniently

located apartments to the right, as indicated by the demand curve labeled D in Fig-

ure 3.13. As a result, both the equilibrium price and quantity of such apartments, P and

Q , will be higher than before.
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Who gets to live in the most
conveniently located apartments?

•



It might seem natural to ask how there could be an increase in the number of
conveniently located apartments, which might appear to be fixed by the con-
straints of geography. But the Incentive Principle reminds us never to underesti-
mate the ingenuity of sellers when they confront an opportunity to make money by
supplying more of something that people want. For example, if rents rose suffi-
ciently, some landlords might respond by converting warehouse space to residen-
tial use. Or perhaps people with cars who do not place high value on living near a
subway station might sell their apartments to landlords, thereby freeing them for
people eager to rent them. (Note that these responses constitute movements along
the supply curve of conveniently located apartments, as opposed to shifts in that
supply curve.)

When incomes increase, the demand curves for most goods will behave like the
demand curve for conveniently located apartments, and in recognition of that fact,
economists have chosen to call such goods normal goods.

Not all goods are normal goods, however. In fact, the demand curves for some
goods actually shift leftward when income goes up; such goods are called inferior
goods.

When would having more money tend to make you want to buy less of some-
thing? In general, this will happen in the case of goods for which there exist attrac-
tive substitutes that sell for only slightly higher prices. Apartments in an unsafe,
inconveniently located neighborhood are an example. Most residents would choose
to move out of such neighborhoods as soon as they could afford to, which means
that an increase in income would cause the demand for such apartments to shift
leftward.

EXERCISE 3.5

How will a large pay increase for federal employees affect the rents for

apartments located far away from Washington Metro stations?

Ground beef with high fat content is another example of an inferior good. For
health reasons, most people prefer grades of meat with low fat content, and when
they do buy high-fat meats it is usually a sign of budgetary pressure. When people
in this situation receive higher incomes, they usually switch quickly to leaner grades
of meat.

Preferences, or tastes, are another important factor that determines whether the
purchase of a given good will satisfy the Cost-Benefit Principle. Steven Spielberg’s
film Jurassic Park appeared to kindle a powerful, if previously latent, preference
among children for toy dinosaurs. When this film was first released, the demand for
such toys shifted sharply to the right. And the same children who couldn’t find
enough dinosaur toys suddenly seemed to lose interest in toy designs involving
horses and other present-day animals, whose respective demand curves shifted
sharply to the left.

Expectations about the future are another factor that may cause demand curves
to shift. If Apple Macintosh users hear a credible rumor, for example, that a cheaper
or significantly upgraded model will be introduced next month, the demand curve
for the current model is likely to shift leftward.

SHIFTS IN THE SUPPLY CURVE

The preceding examples involved changes that gave rise to shifts in demand curves.
Next, we’ll look at what happens when supply curves shift. Because the supply
curve is based on costs of production, anything that changes production costs will
shift the supply curve, and hence will result in a new equilibrium quantity and
price.
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What will happen to the equilibrium price and quantity of skateboards if the

price of fiberglass, a substance used for making skateboards, rises?

Suppose the initial supply and demand curves for skateboards are as shown by the
curves S and D in Figure 3.14, resulting in an equilibrium price and quantity of
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$60 per skateboard and 1,000 skateboards per month, respectively. Since fiberglass
is one of the ingredients used to produce skateboards, the effect of an increase in the
price of fiberglass is to raise the marginal cost of producing skateboards. How will
this affect the supply curve of skateboards? Recall that the supply curve is upward-
sloping because when the price of skateboards is low, only those potential sellers
whose marginal cost of making skateboards is low can sell boards profitably,
whereas at higher prices, those with higher marginal costs also can enter the market
profitably (again, the Low-Hanging-Fruit Principle). So if the cost of one of the in-
gredients used to produce skateboards rises, the number of potential sellers who can
profitably sell skateboards at any given price will fall. And this, in turn, implies a
leftward shift in the supply curve for skateboards. Note that a “leftward shift” in a
supply curve also can be viewed as an “upward shift” in the same curve. The first
corresponds to the horizontal interpretation of the supply curve, while the second
corresponds to the vertical interpretation. We will use these expressions to mean ex-
actly the same thing. The new supply curve (after the price of fiberglass rises) is the
curve labeled S in Figure 3.14.

Does an increase in the cost of fiberglass have any effect on the demand curve
for skateboards? The demand curve tells us how many skateboards buyers wish to
purchase at each price. Any given buyer is willing to purchase a skateboard if his
reservation price for it exceeds its market price. And since each buyer’s reservation
price, which is based on the benefits of owning a skateboard, does not depend on
the price of fiberglass, there should be no shift in the demand curve for skateboards.

In Figure 3.14, we can now see what happens when the supply curve shifts left-
ward and the demand curve remains unchanged. For the illustrative supply curve
shown, the new equilibrium price of skateboards, $80, is higher than the original
price and the new equilibrium quantity, 800 per month, is lower than the original
quantity. (These new equilibrium values are merely illustrative. There is insufficient
information provided in the example to determine their exact values.) People who
don’t place a value of at least $80 on owning a skateboard will choose to spend
their money on something else. ◆

The effects on equilibrium price and quantity run in the opposite direction
whenever marginal costs of production decline, as illustrated in the next example.



What will happen to the equilibrium price and quantity of new houses if the

wage rate of carpenters falls?

Suppose the initial supply and demand curves for new houses are as shown by the
curves S and D in Figure 3.15, resulting in an equilibrium price of $120,000 per
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house and an equilibrium quantity of 40 houses per month. A decline in the wage
rate of carpenters reduces the marginal cost of making new houses, and this means
that, for any given price of houses, more builders can profitably serve the market
than before. Diagrammatically, this means a rightward shift in the supply curve of
houses, from S to S . (A “rightward shift” in the supply curve also can be described
as a “downward shift.”)

Does a decrease in the wage rate of carpenters have any effect on the demand
curve for houses? The demand curve tells us how many houses buyers wish to pur-
chase at each price. Because carpenters are now earning less than before, the maxi-
mum amount that they are willing to pay for houses may fall, which would imply a
leftward shift in the demand curve for houses. But because carpenters make up only
a tiny fraction of all potential home buyers, we may assume that this shift is negli-
gible. Thus, a reduction in carpenters’ wages produces a significant rightward shift
in the supply curve of houses, but no appreciable shift in the demand curve.

We see from Figure 3.15 that the new equilibrium price, $90,000 per house, is
lower than the original price and the new equilibrium quantity, 50 houses per
month, is higher than the original quantity. ◆

Both of the preceding examples involved changes in the cost of an ingredient,
or input, in the production of the good in question—fiberglass in the production of
skateboards and carpenters’ labor in the production of houses. As the following ex-
ample illustrates, supply curves also shift when technology changes.

Why do major term papers go through so many more revisions today than in

the 1970s?

Students in the dark days before word processors were in widespread use could not

make even minor revisions in their term papers without having to retype their entire

manuscripts from scratch. The availability of word-processing technology has, of course,

radically changed the picture. Instead of having to retype the entire draft, now only the

changes need be entered.



In Figure 3.16, the curves labeled S and D depict the supply and demand curves for re-

visions in the days before word processing, and the curve S depicts the supply curve for

revisions today. As the diagram shows, the result is not only a sharp decline in the price

per revision, but also a corresponding increase in the equilibrium number of revisions.
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Why does written work go
through so many more revisions
now than in the 1970s?

•

RECAP FACTORS THAT SHIFT SUPPLY AND DEMAND

Factors that cause an increase (rightward or upward shift) in demand:

1. A decrease in the price of complements to the good or service.

2. An increase in the price of substitutes for the good or service.

Note that in the preceding discussion we implicitly assumed that students pur-
chased typing services in a market. In fact, however, many students type their own
term papers. Does that make a difference? Even if no money actually changes
hands, students pay a price when they revise their term papers—namely, the oppor-
tunity cost of the time it takes to perform that task. Because technology has radi-
cally reduced that cost, we would expect to see a large increase in the number of
term-paper revisions even if most students type their own work.

Changes in input prices and technology are two of the most important factors
that give rise to shifts in supply curves. In the case of agricultural commodities,
weather may be another important factor, with favorable conditions shifting the
supply curves of such products to the right and unfavorable conditions shifting
them to the left. (Weather also may affect the supply curves of nonagricultural
products through its effects on the national transportation system.) Expectations of
future price changes also may shift current supply curves, as when the expectation
of poor crops from a current drought causes suppliers to withhold supplies from ex-
isting stocks in the hope of selling at higher prices in the future. Changes in the
number of sellers in the market also can cause supply curves to shift.

FOUR SIMPLE RULES

For supply and demand curves that have the conventional slopes (upward-sloping
for supply curves, downward-sloping for demand curves), the preceding examples
illustrate the four basic rules that govern how shifts in supply and demand affect
equilibrium prices and quantities. These rules are summarized in Figure 3.17.
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3. An increase in income (for a normal good).

4. An increased preference by demanders for the good or service.

5. An increase in the population of potential buyers.

6. An expectation of higher prices in the future.

When these factors move in the opposite direction, demand will shift left.

Factors that cause an increase (rightward or downward shift) in supply:

1. A decrease in the cost of materials, labor, or other inputs used in the pro-
duction of the good or service.

2. An improvement in technology that reduces the cost of producing the
good or service.

3. An improvement in the weather (especially for agricultural products).

4. An increase in the number of suppliers.

5. An expectation of lower prices in the future.

When these factors move in the opposite direction, supply will shift left.
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The following exercise asks you to consider a simple variation on the problem
posed in the previous example.

EXERCISE 3.6

What will happen to the equilibrium price and quantity in the corn tortilla

chip market if both of the following events occur: (1) researchers discover

that a vitamin found in corn helps protect against cancer and heart disease

and (2) a swarm of locusts destroys part of the corn crop?

The qualitative rules summarized in Figure 3.17 hold for supply or demand
shifts of any magnitude, provided the curves have their conventional slopes. But as
the next example demonstrates, when both supply and demand curves shift at the
same time, the direction in which equilibrium price or quantity changes will depend
on the relative magnitudes of the shifts.

How do shifts in both demand and supply affect equilibrium quantities and

prices?

What will happen to the equilibrium price and quantity in the corn tortilla chip
market if both of the following events occur: (1) researchers prove that the oils in
which tortilla chips are fried are harmful to human health and (2) the price of corn
harvesting equipment falls?

The conclusion regarding the health effects of the oils will shift the demand for
tortilla chips to the left because many people who once bought chips in the belief
that they were healthful will now switch to other foods. The decline in the price of
harvesting equipment will shift the supply of chips to the right because additional
farmers will now find it profitable to enter the corn market. In Figures 3.18(a) and
3.18(b), the original supply and demand curves are denoted by S and D, while the
new curves are denoted by S and D . Note that in both panels, the shifts lead to a
decline in the equilibrium price of chips.

But note also that the effect of the shifts on equilibrium quantity cannot be de-
termined without knowing their relative magnitudes. Taken separately, the demand
shift causes a decline in equilibrium quantity, whereas the supply shift causes an in-
crease in equilibrium quantity. The net effect of the two shifts thus depends on which
of the individual effects is larger. In Figure 3.18(a), the demand shift dominates, so
equilibrium quantity declines. In Figure 3.18(b), the supply shift dominates, so
equilibrium quantity goes up.

◆



Why do the prices of some goods, like airline tickets to Europe, go up during

the months of heaviest consumption, while others, like sweet corn, go down?

Seasonal price movements for airline tickets are primarily the result of seasonal variations

in demand. Thus, ticket prices to Europe are highest during the summer months because

the demand for tickets is highest during those months, as shown in Figure 3.19(a), where

the w and s subscripts denote winter and summer values, respectively.
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By contrast, seasonal price movements for sweet corn are primarily the result of sea-

sonal variations in supply. The price of sweet corn is lowest in the summer months be-

cause its supply is highest during those months, as seen in Figure 3.19(b). •

EFFICIENCY AND EQUILIBRIUM

Markets represent a highly effective system of allocating resources. When a market
for a good is in equilibrium, the equilibrium price conveys important information
to potential suppliers about the value that potential demanders place on that good.
At the same time, the equilibrium price informs potential demanders about the op-
portunity cost of supplying the good. This rapid, two-way transmission of infor-
mation is the reason that markets can coordinate an activity as complex as
supplying New York City with food and drink, even though no one person or
organization oversees the process.

But are the prices and quantities determined in market equilibrium socially op-
timal, in the sense of maximizing total economic surplus? That is, does equilibrium
in unregulated markets always maximize the difference between the total benefits
and total costs experienced by market participants? As we will see, the answer is “it
depends”: A market that is out of equilibrium, such as the rent-controlled New
York housing market, always creates opportunities for individuals to arrange trans-
actions that will increase their individual economic surplus. As we will see, how-
ever, a market for a good that is in equilibrium makes the largest possible
contribution to total economic surplus only when its supply and demand curves
fully reflect all costs and benefits associated with the production and consumption
of that good.

Why are some goods cheapest
during the months of heaviest
consumption, while others are
most expensive during those
months?



CASH ON THE TABLE

In economics we assume that all exchange is purely voluntary. This means that a
transaction cannot take place unless the buyer’s reservation price for the good ex-
ceeds the seller’s reservation price. When that condition is met and a transaction
takes place, both parties receive an economic surplus. The buyer’s surplus from the
transaction is the difference between his reservation price and the price he actually
pays. The seller’s surplus is the difference between the price she receives and her
reservation price. The total surplus from the transaction is the sum of the buyer’s
surplus and the seller’s surplus. It is also equal to the difference between the buyer’s
reservation price and the seller’s reservation price.

Suppose there is a potential buyer whose reservation price for an additional
slice of pizza is $4 and a potential seller whose reservation price is only $2. If this
buyer purchases a slice of pizza from this seller for $3, the total surplus generated
by this exchange is $4  $2  $2, of which $4  $3  $1 is the buyer’s surplus and
$3  $2  $1 is the seller’s surplus.

A regulation that prevents the price of a good from reaching its equilibrium
level unnecessarily prevents exchanges of this sort from taking place, and in the
process reduces total economic surplus. Consider again the effect of price controls
imposed in the market for pizza. The demand curve in Figure 3.20 tells us that if a
price ceiling of $2 per slice were imposed, only 8,000 slices of pizza per day would
be sold. At that quantity, the vertical interpretations of the supply and demand
curves tell us that a buyer would be willing to pay as much as $4 for an additional
slice and that a seller would be willing to sell one for as little as $2. The difference—
$2 per slice—is the additional economic surplus that would result if an additional
slice were produced and sold. As noted earlier, an extra slice sold at a price of $3
would result in an additional $1 of economic surplus for both buyer and seller.
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When a market is out of equilibrium, it is always possible to identify mutually
beneficial exchanges of this sort. When people have failed to take advantage of all mu-
tually beneficial exchanges, we often say that there is “cash on the table”—the econ-
omist’s metaphor for unexploited opportunities. When the price in a market is below
the equilibrium price, there is cash on the table because the reservation price of sellers
(marginal cost) will always be lower than the reservation price of buyers. In the ab-
sence of a law preventing buyers paying more than $2 per slice, restaurant owners
would quickly raise their prices and expand their production until the equilibrium
price of $3 per slice was reached. At that price, buyers would be able to get precisely
the 12,000 slices of pizza they want to buy each day. All mutually beneficial opportu-
nities for exchange would have been exploited, leaving no more cash on the table.



With the Incentive Principle in mind, it should be no surprise that buyers and
sellers in the marketplace have an uncanny ability to detect the presence of cash on
the table. It is almost as if unexploited opportunities gave off some exotic scent trig-
gering neurochemical explosions in the olfactory centers of their brains. The desire
to scrape cash off the table and into their pockets is what drives sellers in each of
New York City’s thousands of individual food markets to work diligently to meet
their customers’ demands. That they succeed to a far higher degree than partici-
pants in the city’s rent-controlled housing market is plainly evident. Whatever flaws
it might have, the market system moves with considerably greater speed and agility
than any centralized allocation mechanisms yet devised. But as we emphasize in the
following section, this does not mean that markets always lead to the greatest good
for all.

SMART FOR ONE, DUMB FOR ALL

The socially optimal quantity of any good is the quantity that maximizes the total
economic surplus that results from producing and consuming the good. From the
Cost-Benefit Principle, we know that we should keep expanding production of the
good as long as its marginal benefit is at least as great as its marginal cost. This
means that the socially optimal quantity is that level for which the marginal cost
and marginal benefit of the good are the same.

When the quantity of a good is less than the socially optimal quantity, boosting
its production will increase total economic surplus. By the same token, when the
quantity of a good exceeds the socially optimal quantity, reducing its production
will increase total economic surplus. Economic efficiency, or efficiency, occurs
when all goods and services in the economy are produced and consumed at their
respective socially optimal levels.

Efficiency is an important social goal. Failure to achieve efficiency means that
total economic surplus is smaller than it could have been. Movements toward effi-
ciency make the total economic pie larger, making it possible for everyone to have
a larger slice. The importance of efficiency will be a recurring theme as we move
forward, and we state it here as one of the core principles:

The Efficiency Principle: Efficiency is an important social goal because

when the economic pie grows larger, everyone can have a larger slice.

Is the market equilibrium quantity of a good efficient? That is, does it maximize
the total economic surplus received by participants in the market for that good?
When the private market for a given good is in equilibrium, we can say that the cost
to the seller of producing an additional unit of the good is the same as the benefit
to the buyer of having an additional unit. If all costs of producing the good are
borne directly by sellers, and if all benefits from the good accrue directly to buyers,
it follows that the market equilibrium quantity of the good will equate the marginal
cost and marginal benefit of the good. And this means that the equilibrium quantity
also maximizes total economic surplus.

But sometimes the production of a good entails costs that fall on people other
than those who sell the good. This will be true, for instance, for goods whose
production generates significant levels of environmental pollution. As extra units of
these goods are produced, the extra pollution harms other people besides sellers. In the
market equilibrium for such goods, the benefit to buyers of the last good produced is,
as before, equal to the cost incurred by sellers to produce that good. But since
producing that good also imposed pollution costs on others, we know that the full
marginal cost of the last unit produced—the seller’s private marginal cost plus the mar-
ginal pollution cost borne by others—must be higher than the benefit of the last unit
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produced. So in this case the market equilibrium quantity of the good will be larger
than the socially optimal quantity. Total economic surplus would be higher if out-
put of the good were lower. Yet neither sellers nor buyers have any incentive to alter
their behavior.

Another possibility is that people other than those who buy a good may receive
significant benefits from it. For instance, when someone purchases a vaccination
against measles from her doctor, she not only protects herself against measles, but
she also makes it less likely that others will catch this disease. From the perspective
of society as a whole, we should keep increasing the number of vaccinations until
their marginal cost equals their marginal benefit. The marginal benefit of a vacci-
nation is the value of the protection it provides the person vaccinated plus the value
of the protection it provides all others. Private consumers, however, will choose to
be vaccinated only if the marginal benefit to them exceeds the price of the vaccina-
tion. In this case, then, the market equilibrium quantity of vaccinations will be
smaller than the quantity that maximizes total economic surplus. Again, however,
individuals would have no incentive to alter their behavior.

Situations like the ones just discussed provide examples of behaviors that we
may call “smart for one but dumb for all.” In each case, the individual actors are
behaving rationally. They are pursuing their goals as best they can, and yet there re-
main unexploited opportunities for gain from the point of view of the whole soci-
ety. The difficulty is that these opportunities cannot be exploited by individuals
acting alone. In subsequent chapters, we will see how people can often organize col-
lectively to exploit such opportunities. For now, we simply summarize this discus-
sion in the form of the following core principle:

The Equilibrium Principle (also called the “No-Cash-on-the-Table”

Principle): A market in equilibrium leaves no unexploited opportunities for

individuals but may not exploit all gains achievable through collective action.
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RECAP MARKETS AND SOCIAL WELFARE

When the supply and demand curves for a good reflect all significant costs
and benefits associated with the production and consumption of that good,
the market equilibrium will result in the largest possible economic surplus.
But if people other than buyers benefit from the good, or if people other than
sellers bear costs because of it, market equilibrium need not result in the
largest possible economic surplus.

■ S U M M A R Y ■

• Eighteenth-century economists tried to explain differ-
ences in the prices of goods by focusing on differences
in their cost of production. But this approach cannot
explain why a conveniently located house sells for
more than one that is less conveniently located. Early
nineteenth-century economists tried to explain price
differences by focusing on differences in what buyers
were willing to pay. But this approach cannot explain
why the price of a lifesaving appendectomy is less
than that of a surgical facelift. LO3

• Alfred Marshall’s model of supply and demand ex-
plains why neither cost of production nor value to the

purchaser (as measured by willingness to pay) is, by
itself, sufficient to explain why some goods are cheap
and others are expensive. To explain variations in
price, we must examine the interaction of cost and
willingness to pay. As we’ve seen in this chapter,
goods differ in price because of differences in their
respective supply and demand curves. LO3

• The demand curve is a downward-sloping line that
tells what quantity buyers will demand at any given
price. The supply curve is an upward-sloping line that
tells what quantity sellers will offer at any given price.
Market equilibrium occurs when the quantity buyers

Equilibrium
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demand at the market price is exactly the same as
the quantity that sellers offer. The equilibrium price-
quantity pair is the one at which the demand and
supply curves intersect. In equilibrium, market price
measures both the value of the last unit sold to buy-
ers and the cost of the resources required to produce
it. LO1, L02

• When the price of a good lies above its equilibrium
value, there is an excess supply of that good. Excess
supply motivates sellers to cut their prices and price
continues to fall until the equilibrium price is reached.
When price lies below its equilibrium value, there is
excess demand. With excess demand, frustrated buy-
ers are motivated to offer higher prices and the up-
ward pressure on prices persists until equilibrium is
reached. A remarkable feature of the market system is
that, relying only on the tendency of people to re-
spond in self-interested ways to market price signals,
it somehow manages to coordinate the actions of lit-
erally billions of buyers and sellers worldwide. When
excess demand or excess supply occurs, it tends to be
small and brief, except in markets where regulations
prevent full adjustment of prices. LO3

• The efficiency of markets in allocating resources does
not eliminate social concerns about how goods and
services are distributed among different people. For
example, we often lament the fact many buyers enter
the market with too little income to buy even the
most basic goods and services. Concern for the well-
being of the poor has motivated many governments
to intervene in a variety of ways to alter the outcomes
of market forces. Sometimes these interventions take
the form of laws that peg prices below their equilib-
rium levels. Such laws almost invariably generate
harmful, if unintended, consequences. Programs like
rent-control laws, for example, lead to severe housing
shortages, black marketeering, and a rapid deteriora-
tion of the relationship between landlords and ten-
ants. LO5

• If the difficulty is that the poor have too little money,
the best solution is to discover ways of boosting their
incomes directly. The law of supply and demand can-

not be repealed by the legislature. But legislatures do
have the capacity to alter the underlying forces that
govern the shape and position of supply and demand
schedules. LO5

• The basic supply and demand model is a primary tool
of the economic naturalist. Changes in the equilib-
rium price of a good, and in the amount of it traded
in the marketplace, can be predicted on the basis of
shifts in its supply or demand curves. The following
four rules hold for any good with a downward-
sloping demand curve and an upward-sloping supply
curve:

• An increase in demand will lead to an increase in
equilibrium price and quantity.

• A reduction in demand will lead to a reduction in
equilibrium price and quantity.

• An increase in supply will lead to a reduction in
equilibrium price and an increase in equilibrium
quantity.

• A decrease in supply will lead to an increase in
equilibrium price and a reduction in equilibrium
quantity. LO4

• Incomes, tastes, population, expectations, and the
prices of substitutes and complements are among the
factors that shift demand schedules. Supply schedules,
in turn, are primarily governed by such factors as
technology, input prices, expectations, the number of
sellers, and, especially for agricultural products, the
weather. LO4

• When the supply and demand curves for a good re-
flect all significant costs and benefits associated with
the production and consumption of that good, the
market equilibrium price will guide people to produce
and consume the quantity of the good that results in
the largest possible economic surplus. This conclu-
sion, however, does not apply if others, besides buy-
ers, benefit from the good (as when someone benefits
from his neighbor’s purchase of a vaccination against
measles) or if others besides sellers bear costs because
of the good (as when its production generates pollu-
tion). In such cases, market equilibrium does not
result in the greatest gain for all. LO6

■ C O R E  P R I N C I P L E S ■

The Efficiency Principle
Efficiency is an important social goal because when the economic pie
grows larger, everyone can have a larger slice.

The Equilibrium Principle (also called the “No-Cash-on-the-Table”
Principle)
A market in equilibrium leaves no unexploited opportunities for individ-
uals but may not exploit all gains achievable through collective action.

Efficiency

Equilibrium
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■ K E Y  T E R M S ■

buyer’s reservation price (66)
buyer’s surplus (85)
cash on the table (85)
change in demand (75)
change in the quantity 

demanded (75)
change in the quantity 

supplied (75)
change in supply (75)
complements (75)
demand curve (65)

economic efficiency (86)
efficiency (86)
equilibrium (68)
equilibrium price (68)
equilibrium quantity (68)
excess demand (69)
excess supply (69)
income effect (65)
inferior good (78)
market (64)
market equilibrium (68)

normal good (78)
price ceiling (74)
seller’s reservation price (67)
seller’s surplus (85)
socially optimal quantity (86)
substitutes (76)
substitution effect (65)
supply curve (66)
total surplus (85)

■ R E V I E W  Q U E S T I O N S ■

1. Why isn’t knowing the cost of producing a good
sufficient to predict its market price? LO3

2. Distinguish between the meaning of the expressions
“change in demand” and “change in the quantity
demanded.” LO4

3. Last year a government official proposed that gaso-
line price controls be imposed to protect the poor
from rising gasoline prices. What evidence could

you consult to discover whether this proposal was
enacted? LO3

4. Explain the distinction between the horizontal and
vertical interpretations of the demand curve. LO1

5. Give an example of behavior you have observed
that could be described as “smart for one but dumb
for all.” LO6

■ P R O B L E M S ■

1. State whether the following pairs of goods are complements or substitutes. (If
you think a pair is ambiguous in this respect, explain why.) LO1

a. Tennis courts and squash courts.
b. Squash racquets and squash balls.
c. Ice cream and chocolate.
d. Cloth diapers and paper diapers.

2. How would each of the following affect the U.S. market supply curve for
corn? LO2

a. A new and improved crop rotation technique is discovered.
b. The price of fertilizer falls.
c. The government offers new tax breaks to farmers.
d. A tornado sweeps through Iowa.

3. Indicate how you think each of the following would shift demand in the indi-
cated market: LO1

a. Incomes of buyers in the market for Adirondack vacations increase.
b. Buyers in the market for pizza read a study linking hamburger consumption

to heart disease.
c. Buyers in the market for CDs learn of an increase in the price of audiocas-

settes (a substitute for CDs).
d. Buyers in the market for CDs learn of an increase in the price of CDs.

4. An Arizona student claims to have spotted a UFO over the desert outside of
Tucson. How will his claim affect the supply (not the quantity supplied) of
binoculars in Tucson stores? LO2

5. What will happen to the equilibrium price and quantity of oranges if the wage
paid to orange pickers rises? LO4



6. How will an increase in the birth rate affect the equilibrium price of land? LO4

7. What will happen to the equilibrium price and quantity of fish if fish oils are
found to help prevent heart disease? LO4

8. What will happen to the equilibrium price and quantity of beef if the price of
chickenfeed increases? LO4

9. Use supply and demand analysis to explain why hotel room rental rates near
your campus during parents’ weekend and graduation weekend might differ
from the rates charged during the rest of the year. LO4

10. How will a new law mandating an increase in required levels of automobile in-
surance affect the equilibrium price and quantity in the market for new auto-
mobiles? LO4

11. Suppose the current issue of the New York Times reports an outbreak of mad
cow disease in Nebraska, as well as the discovery of a new breed of chicken
that gains more weight than existing breeds that consume the same amount of
food. How will these developments affect the equilibrium price and quantity of
chickens sold in the United States? LO4

12. What will happen to the equilibrium quantity and price of potatoes if population
increases and a new, higher-yielding variety of potato plant is developed? LO4

13. What will happen to the equilibrium price and quantity of apples if apples are
discovered to help prevent colds and a fungus kills 10 percent of existing apple
trees? LO4

14. What will happen to the equilibrium quantity and price of corn if the price of
butter (a complement) increases and the price of fertilizer decreases? LO4

15. Twenty-five years ago, tofu was available only from small businesses operating in
predominantly Asian sections of large cities. Today tofu has become popular as a
high-protein health food and is widely available in supermarkets throughout the
United States. At the same time, tofu production has evolved to become factory-
based using modern food-processing technologies. Draw a diagram with demand
and supply curves depicting the market for tofu 25 years ago and the market for
tofu today. Given the information above, what does the demand-supply model
predict about changes in the volume of tofu sold in the United States between
then and now? What does it predict about changes in the price of tofu? LO4
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

3.1 At a quantity of 10,000 slices per day, the marginal buyer’s reservation price
is $3.50 per slice. At a price of $2.50 per slice, the quantity demanded will be
14,000 slices per day. LO1
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3.2 At a quantity of 10,000 slices per day, the marginal cost of pizza is $2.50 per
slice. At a price of $3.50 per slice, the quantity supplied will be 14,000 slices
per day. LO2
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3.3 Since landlords are permitted to charge less than the maximum rent estab-
lished by rent-control laws, a law that sets the maximum rent at $1,200 will
have no effect on the rents actually charged in this market, which will settle at
the equilibrium value of $800 per month. LO3

3.4 Travel by air and travel by intercity bus are substitutes, so a decline in airfares
will shift the demand for bus travel to the left, resulting in lower bus fares and
fewer bus trips taken. Travel by air and the use of resort hotels are comple-
ments, so a decline in airfares will shift the demand for resort hotel rooms to
the right, resulting in higher hotel rates and an increase in the number of
rooms rented. LO4

3.5 Apartments located far from Washington Metro stations are an inferior good.
A pay increase for federal workers will thus shift the demand curve for such
apartments downward, which will lead to a reduction in their equilibrium
rent. LO4

3.6 The vitamin discovery shifts the demand for chips to the right and the crop
losses shift the supply of chips to the left. Both shifts result in an increase in
the equilibrium price of chips. But depending on the relative magnitude of the
shifts, the equilibrium quantity of chips may either rise (left panel) or fall
(right panel). LO4
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A P P E N D I X

Th e  A l g e b r a  o f  S upp l y

a nd Demand
n the text of this chapter, we developed supply and demand analysis in
a geometric framework. The advantage of this framework is that many
find it an easier one within which to visualize how shifts in either curve

affect equilibrium price and quantity.
It is a straightforward extension to translate supply and demand analysis

into algebraic terms. In this brief appendix, we show how this is done. The ad-
vantage of the algebraic framework is that it greatly simplifies computing the nu-
merical values of equilibrium prices and quantities.

Consider, for example, the supply and demand curves in Figure 3A.1, where
P denotes the price of the good and Q denotes its quantity. What are the equa-
tions of these curves?

Recall from the appendix to Chapter 1 that the equation of a straight-line
demand curve must take the general form where P is the price of
the product (as measured on the vertical axis), Qd is the quantity demanded at
that price (as measured on the horizontal axis), a is the vertical intercept of the
demand curve, and b is its slope. For the demand curve shown in Figure 3A.1,
the vertical intercept is 16 and the slope is  2. So the equation for this demand
curve is

(3A.1)

Similarly, the equation of a straight-line supply curve must take the general
form where P is again the price of the product, Qs is the quantity
supplied at that price, c is the vertical intercept of the supply curve, and d is its
slope. For the supply curve shown in Figure 3A.1, the vertical intercept is 4 and
the slope is also 4. So the equation for this supply curve is

(3A.2)

If we know the equations for the supply and demand curves in any market,
it is a simple matter to solve them for the equilibrium price and quantity using
the method of simultaneous equations described in the appendix to Chapter 1.
The following example illustrates how to apply this method.

P  4  4Qs.

P  c  dQs,

P  16  2Qd.

P  a  b Qd,

I



If the supply and demand curves for a market are given by P   4   4Qs and

P   16   2Qd, respectively, find the equilibrium price and quantity for this

market.

In equilibrium, we know that Denoting this common value as Q*, we
may then equate the right-hand sides of Equations 3A.1 and 3A.2 and solve:

(3A.3)

which yields Substituting back into either the supply or demand
equation gives the equilibrium price ◆

Of course, having already begun with the graphs of Equations 3A.1 and 3A.2
in hand, we could have identified the equilibrium price and quantity by a simple
glance at Figure 3A.1. (That is why it seems natural to say that the graphical ap-
proach helps us visualize the equilibrium outcome.) As the following exercise illus-
trates, the advantage of the algebraic approach to finding the equilibrium price and
quantity is that it is much less painstaking than having to produce accurate draw-
ings of the supply and demand schedules.

EXERCISE 3A.1

Find the equilibrium price and quantity in a market whose supply and de-

mand curves are given by P   2Qs and P   8   2Qd, respectively.

P*  12.
Q*  2Q*  2.

4  4Q*  16  2Q*,

Qs
 Qd.
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■ A N S W E R  T O  I N - A P P E N D I X  E X E R C I S E ■

3A.1 Let Q* denote the equilibrium quantity. Since the equilibrium price and quan-
tity lie on both the supply and demand curves, we equate the right-hand sides
of the supply and demand equations to obtain

which solves for Substituting back into either the supply or
demand equation gives the equilibrium price P*  4.

Q*  2Q*  2.

2Q*  8  2Q*,



P A R T

2
CO M P E T I T I O N  A N D  T H E

I N V I S I B L E  H A N D
■

Having grasped the basic core principles of economics, you are now

in a position to sharpen your understanding of how consumers and

firms behave. In Part 2 our focus will be on how things work in an

idealized, perfectly competitive economy in which consumers are

perfectly informed and no firm has market power.

We begin in Chapter 4 by exploring the concept of elasticity, which

describes the sensitivity of demand and supply to variations in prices,

incomes, and other economic factors. In our discussion of supply and

demand in Part 1, we asked you simply to assume the law of demand,

which says that demand curves are downward-sloping. In Chapter 5

we will see that this law is a simple consequence of the fact that peo-

ple spend their limited incomes in rational ways. In Chapter 6 our

focus will shift to the seller’s side of the market, where our task will

be to see why upward-sloping supply curves are a consequence of

production decisions taken by firms whose goal is to maximize profit.

Our agenda in Chapter 7 is to develop more carefully and fully

the concept of economic surplus introduced in Part 1 and to inves-

tigate the conditions under which unregulated markets generate

the largest possible economic surplus. We will also explore why at-

tempts to interfere with market outcomes often lead to unintended

and undesired consequences.

In Chapter 8 we will investigate the economic forces by which

the invisible hand of the marketplace guides profit-seeking firms and

satisfaction-seeking consumers in ways that, to a surprising degree,

serve society’s ends. These forces encourage aggressive cost cutting

by firms, even though the resulting gains will eventually take the

form of lower prices rather than higher profits. We will also see

why misunderstanding of competitive forces often results in costly

errors, both in everyday decision making and in government policy.





C H A P T E R

4
E l a s t i c i t y

LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Define the price elasticity of demand and explain what determines

whether demand is elastic or inelastic.

2. Calculate the price elasticity of demand using information from a demand

curve.

3. Understand how changes in the price of a good affect total revenue and

total expenditure depending on the price elasticity of demand for the

good.

4. Define the cross-price elasticity of demand and the income elasticity of

demand.

5. Define the price elasticity of supply and explain what determines whether

supply is elastic or inelastic.

6. Calculate the price elasticity of supply using information from a supply

curve.

any illicit drug users commit crimes to finance their addiction. The con-
nection between drugs and crime has led to calls for more vigorous ef-
forts to stop the smuggling of illicit drugs. But can such efforts reduce

the likelihood that your iPod or laptop computer will be stolen in the next
month? If attempts to reduce the supply of illicit drugs are successful, our basic
supply and demand analysis tells us that the supply curve for drugs will shift to
the left and the market price of drugs will increase. Given that demand curves are
downward-sloping, drug users will respond by consuming a smaller quantity of
drugs. But the amount of crime drug users commit depends not on the quantity
of drugs they consume, but rather on their total expenditure on drugs. Depend-
ing on the specific characteristics of the demand curve for illicit drugs, a price in-
crease might reduce total expenditure on drugs, but it also could raise total
expenditure.

M
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Suppose, for example, that extra border patrols shift the supply curve in the
market for illicit drugs to the left, as shown in Figure 4.1. As a result, the equilib-
rium quantity of drugs would fall from 50,000 to 40,000 ounces per day and the
price of drugs would rise from $50 to $80 per ounce. The total amount spent on
drugs, which was $2,500,000 per day (50,000 ounces/day  $50/ounce), would
rise to $3,200,000 per day (40,000 ounces/day  $80/ounce). In this case, then,
efforts to stem the supply of drugs would actually increase the likelihood of your
laptop being stolen.

Other benefits from stemming the flow of illicit drugs might still outweigh the
resulting increase in crime. But knowing that the policy might increase drug-related
crime would clearly be useful to law-enforcement authorities.

Our task in this chapter will be to introduce the concept of elasticity, a measure
of the extent to which quantity demanded and quantity supplied respond to varia-
tions in price, income, and other factors. In the preceding chapter, we saw how
shifts in supply and demand curves enabled us to predict the direction of change in
the equilibrium values of price and quantity. An understanding of price elasticity
will enable us to make even more precise statements about the effects of such
changes. In the illicit-drug example just considered, the decrease in supply led to an
increase in total spending. In many other cases, a decrease in supply will lead to a
reduction in total spending. Why this difference? The underlying phenomenon that
explains this pattern, we will see, is price elasticity of demand. We will explore why
some goods have higher price elasticity of demand than others and the implications
of that fact for how total spending responds to changes in prices. We also will dis-
cuss price elasticity of supply and examine the factors that explain why it takes
different values for different goods.

PRICE ELASTICITY OF DEMAND

When the price of a good or service rises, the quantity demanded falls. But to pre-
dict the effect of the price increase on total expenditure, we also must know by how
much quantity falls. The quantity demanded of some goods such as salt is not very
sensitive to changes in price. Indeed, even if the price of salt were to double, or to
fall by half, most people would hardly alter their consumption of it. For other
goods, however, the quantity demanded is extremely responsive to changes in price.
For example, when a luxury tax was imposed on yachts in the early 1990s, pur-
chases of yachts plummeted sharply.

PRICE ELASTICITY DEFINED

The price elasticity of demand for a good is a measure of the responsiveness of the
quantity demanded of that good to changes in its price. Formally, the price elastic-
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ity of demand for a good is defined as the percentage change in the quantity de-
manded that results from a 1 percent change in its price. For example, if the price
of beef falls by 1 percent and the quantity demanded rises by 2 percent, then the
price elasticity of demand for beef has a value of  2.

Although the definition just given refers to the response of quantity demanded
to a 1 percent change in price, it also can be adapted to other variations in price,
provided they are relatively small. In such cases, we calculate the price elasticity of
demand as the percentage change in quantity demanded divided by the corre-
sponding percentage change in price. Thus, if a 2 percent reduction in the price of
pork led to a 6 percent increase in the quantity of pork demanded, the price elastic-
ity of demand for pork would be

(4.1)

Strictly speaking, the price elasticity of demand will always be negative (or
zero) because price changes are always in the opposite direction from changes in
quantity demanded. So for convenience, we drop the negative sign and speak of
price elasticities in terms of absolute value. The demand for a good is said to be
elastic with respect to price if the absolute value of its price elasticity is greater than 1.
It is said to be inelastic if the absolute value of its price elasticity is less than 1.
Finally, demand is said to be unit elastic if the absolute value of its price elasticity is
equal to 1. (See Figure 4.2.)

Percentage change in quantity demanded

Percentage change in price
 

6 percent

 2 percent
  3.
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elastic demand is elastic with

respect to price if price elasticity

of demand is greater than 1

inelastic demand is inelastic

with respect to price if price

elasticity of demand is less than 1

unit elastic demand is unit 

elastic with respect to price if

price elasticity of demand 

equals 1

Price elasticity of demand
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Inelastic Elastic

Unit elastic
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FIGURE 4.2

Elastic and Inelastic

Demand.

Demand for a good is called

elastic, unit elastic, or

inelastic with respect to

price if the price elasticity is

greater than 1, equal to 1, or

less than 1, respectively.

What is the elasticity of demand for pizza?

When the price of pizza is $1 per slice, buyers wish to purchase 400 slices per day,
but when price falls to $0.97 per slice, the quantity demanded rises to 404 slices per
day. At the original price, what is the price elasticity of demand for pizza? Is the
demand for pizza elastic with respect to price?

The fall in price from $1 to $0.97 is a decrease of 3 percent. The rise in quan-
tity demanded from 400 slices to 404 slices is an increase of 1 percent. The price
elasticity of demand for pizza is thus (1 percent) (3 percent)  1 3. So when the
initial price of pizza is $1, the demand for pizza is not elastic with respect to price;
it is inelastic. ◆

EXERCISE 4.1

What is the elasticity of demand for season ski passes?

When the price of a season ski pass is $400, buyers wish to purchase

10,000 passes per year, but when price falls to $380, the quantity demanded

rises to 12,000 passes per year. At the original price, what is the price elas-

ticity of demand for ski passes? Is the demand for ski passes elastic with re-

spect to price?



DETERMINANTS OF PRICE ELASTICITY OF DEMAND

What factors determine the price elasticity of demand for a good or service? To an-
swer this question, recall that before a rational consumer buys any product, the pur-
chase decision must first satisfy the Cost-Benefit Principle. For instance, consider a
good (such as a dorm refrigerator) that you buy only one unit of (if you buy it at all).
Suppose that, at the current price, you have decided to buy it. Now imagine that the
price goes up by 10 percent. Will a price increase of this magnitude be likely to
make you change your mind? The answer will depend on factors like the following.

Substitution Possibilities
When the price of a product you want to buy goes up significantly, you are likely to
ask yourself, “Is there some other good that can do roughly the same job, but for
less money?” If the answer is yes, then you can escape the effect of the price increase
by simply switching to the substitute product. But if the answer is no, you are more
likely to stick with your current purchase.

These observations suggest that demand will tend to be more elastic with re-
spect to price for products for which close substitutes are readily available. Salt, for
example, has no close substitutes, which is one reason that the demand for it is
highly inelastic. Note, however, that while the quantity of salt people demand is
highly insensitive to price, the same cannot be said of the demand for any specific
brand of salt. After all, despite what salt manufacturers say about the special ad-
vantages of their own labels, consumers tend to regard one brand of salt as a virtu-
ally perfect substitute for another. Thus, if Morton were to raise the price of its salt
significantly, many people would simply switch to some other brand.

The vaccine against rabies is another product for which there are essentially no
attractive substitutes. A person who is bitten by a rabid animal and does not take
the vaccine faces a certain and painful death. Most people in that position would
pay any price they could afford rather than do without the vaccine.

Budget Share
Suppose the price of key rings suddenly were to double. How would that affect the
number of key rings you buy? If you’re like most people, it would have no effect at
all. Think about it—a doubling of the price of a $1 item that you buy only every
few years is simply nothing to worry about. By contrast, if the price of the new car
you were about to buy suddenly doubled, you would definitely want to check out
possible substitutes such as a used car or a smaller new model. You also might con-
sider holding on to your current car a little longer. The larger the share of your bud-
get an item accounts for, the greater is your incentive to look for substitutes when
the price of the item rises. Big-ticket items, therefore, tend to have higher price elas-
ticities of demand.

Time
Home appliances come in a variety of models, some more energy-efficient than oth-
ers. As a general rule, the more efficient an appliance is, the higher its price. Sup-
pose that you were about to buy a new air conditioner and electric rates suddenly
rose sharply. It would probably be in your interest to buy a more efficient machine
than you had originally planned. However, what if you had already bought a new
air conditioner before you learned of the rate increase? You would not think it
worthwhile to discard the machine right away and replace it with a more efficient
model. Rather, you would wait until the machine wore out, or until you moved,
before making the switch.

As this example illustrates, substitution of one product or service for another
takes time. Some substitutions occur in the immediate aftermath of a price increase,
but many others take place years or even decades later. For this reason, the price
elasticity of demand for any good or service will be higher in the long run than in
the short run.
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Cost-Benefit

If the price of salt were to
double, would you use less of it?
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RECAP FACTORS THAT INFLUENCE PRICE ELASTICITY

The price elasticity of demand for a good or service tends to be larger when
substitutes for the good are more readily available, when the good’s share in
the consumer’s budget is larger, and when consumers have more time to ad-
just to a change in price.

TABLE 4.1

Historical Price Elasticity of Demand Estimates for Selected Products

Good or service Price elasticity of demand

Green peas 2.80

Restaurant meals 1.63

Automobiles 1.35

Electricity 1.20

Beer 1.19

Movies 0.87

Air travel (foreign) 0.77

Shoes 0.70

Coffee 0.25

Theater, opera 0.18

SOURCE: These short-run elasticity estimates are taken from the following sources: Ronald Fisher,
State and Local Public Finance, Chicago: Irwin, 1996; H. S. Houthakker and Lester Taylor,
Consumer Demand in the United States: Analyses and Projections, 2nd ed., Cambridge, MA:
Harvard University Press, 1970; L. Taylor, “The Demand for Electricity: A Survey,” Bell Journal
of Economics, Spring 1975; K. Elzinga, “The Beer Industry,” in The Structure of American
Industry, Walter Adams, ed., New York: Macmillan, 1977.

Why is the price elasticity of demand more than 14 times larger for green peas
than for theater and opera performances? The answer cannot be that income effects
loom larger for green peas than for theater tickets. Even though the average con-
sumer of green peas earns much less than the average theater or opera patron, the
share of a typical family’s budget devoted to green peas is surely very small. What
differentiates green peas from theater and opera performances is that there are so
many more close substitutes for peas than for opera and theater. The lowly green
pea, which is mostly found in the canned goods or frozen foods sections of super-
markets, does not seem to have inspired a loyal consumer following.

SOME REPRESENTATIVE ELASTICITY ESTIMATES

The entries in Table 4.1 show that the price elasticities of demand for different
products often differ substantially—in this sample, ranging from a high of 2.8 for
green peas to a low of 0.18 for theater and opera tickets. This variability is ex-
plained in part by the determinants of elasticity just discussed. Patrons of theater
and opera, for example, tend to have high incomes, implying that the shares of their
budgets devoted to these items are likely to be small. What is more, theater and
opera patrons are often highly knowledgeable and enthusiastic about these art
forms; for many of them, there are simply no acceptable substitute forms of enter-
tainment.



USING PRICE ELASTICITY OF DEMAND

An understanding of the factors that govern price elasticity of demand is necessary
not only to make sense of consumer behavior, but also to design effective public
policy. Consider, for example, the debate about how taxes affect smoking among
teenagers.

Will a higher tax on cigarettes curb teenage smoking?

Consultants hired by the tobacco industry have testified in Congress against higher ciga-

rette taxes aimed at curbing teenage smoking. The main reason teenagers smoke is that

their friends smoke, these consultants testified, and they concluded that higher taxes

would have little effect. Does the consultants’ testimony make economic sense?

The consultants are almost certainly right that peer influence is the most important

determinant of teen smoking. But that does not imply that a higher tax on cigarettes

would have little impact on adolescent smoking rates. Because most teenagers have little

money to spend at their own discretion, cigarettes constitute a significant share of a typ-

ical teenage smoker’s budget. The price elasticity of demand is thus likely to be far from

negligible. For at least some teenage smokers, a higher tax would make smoking unaf-

fordable. And even among those who could afford the higher prices, at least some others

would choose to spend their money on other things rather than pay the higher prices.

Given that the tax would affect at least some teenage smokers, the consultants’ ar-

gument begins to unravel. If the tax deters even a small number of smokers directly

through its effect on the price of cigarettes, it will also deter others indirectly, by reduc-

ing the number of peer role models who smoke. And those who refrain because of these

indirect effects will in turn no longer influence others to smoke, and so on. So even if the

direct effect of higher cigarette taxes on teen smoking is small, the cumulative effects may

be extremely large. The mere fact that peer pressure may be the primary determinant of

teen smoking therefore does not imply that higher cigarette taxes will have no significant

impact on the number of teens who smoke. •

Why was the luxury tax on yachts such a disaster?

In 1990, Congress imposed a luxury tax on yachts costing more than $100,000, along

with similar taxes on a handful of other luxury goods. Before these taxes were imposed,

the Joint Committee on Taxation estimated that they would yield more than $31 million

in revenue in 1991. However, the tax actually generated a bit more than half that amount,

$16.6 million.1 Several years later, the Joint Economic Committee estimated that the tax

on yachts had led to a loss of 7,600 jobs in the U.S. boating industry. Taking account of

lost income taxes and increased unemployment benefits, the U.S. government actually

came out $7.6 million behind in fiscal 1991 as a result of its luxury taxes—almost $39 mil-

lion worse than the initial projection. What went wrong?

The 1990 law imposed no luxury taxes on yachts built and purchased out-

side the United States. What Congress failed to consider was that foreign-built

yachts are almost perfect substitutes for yachts built and purchased in the United

States. And, no surprise, when prices on domestic yachts went up because of

the tax, yacht buyers switched in droves to foreign models. A tax imposed on a

good with a high price elasticity of demand stimulates large rearrangements of

consumption but yields little revenue. Had Congress done the economic analy-

sis properly, it would have predicted that this particular tax would be a big loser.

Facing angry protests from unemployed New England shipbuilders, Congress

repealed the luxury tax on yachts in 1993. •
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Example 4.1
The Economic Naturalist

Example 4.2
The Economic Naturalist

Do high cigarette prices
discourage teen smoking?

Why did the luxury tax on
yachts backfire?

1For an alternative view, see Dennis Zimmerman, “The Effect of the Luxury Excise Tax on the Sale of Lux-
ury Boats.” Congressional Research Service, February 10, 1992.



A GRAPHICAL INTERPRETATION OF 

PRICE ELASTICITY

For small changes in price, price elasticity of demand is the proportion by which
quantity demanded changes divided by the corresponding proportion by which
price changes. This formulation enables us to construct a simple expression for the
price elasticity of demand for a good using only minimal information about its de-
mand curve.

Look at Figure 4.3. P represents the current price of a good and Q the quantity
demanded at that price.  P represents a small change in the current price and the
resulting change in quantity demanded is given by  Q. The expression  P P will
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then stand for the proportion by which price changes and  Q Q will stand for the
corresponding proportion by which quantity changes. These two expressions, along
with our definition of the price elasticity of demand (Equation 4.1), give us the
formula for price elasticity:

. (4.2)

Suppose, for example, that 20 units were sold at the original price of 100 and
that when price rose to 105, quantity demanded fell to 15 units. Neglecting the
negative sign of the quantity change, we would then have and

which yields 
One attractive feature of this formula is that it has a straightforward graphical

interpretation. Thus, if we want to calculate the price elasticity of demand at point A
on the demand curve shown in Figure 4.3, we can begin by rewriting the right-hand
side of Equation 4.2 as And since the slope of the demand
curve is equal to is the reciprocal of that slope: 
The price elasticity of demand at point A, denoted therefore has the following
simple formula:

(4.3)

To demonstrate how convenient this graphical interpretation of elasticity can
be, suppose we want to find the price elasticity of demand at point A on the de-
mand curve in Figure 4.4. The slope of this demand curve is the ratio of its vertical
intercept to its horizontal intercept: 20 5  4. So 1 slope  1 4. (Actually, the
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These elasticities can be calculated easily using the formula   (P Q)  (1 slope).
The slope of D

1
is the ratio of its vertical intercept to its horizontal intercept:

12 6  2. So (1 slope) is 1 2 for D
1
. Similarly, the slope of D

2
is the ratio of its ver-

tical intercept to its horizontal intercept: 6 12  1 2. So the reciprocal of the slope
of D

2
is 2. For both demand curves, Q  4 when P  4, so (P Q)  4 4  1 for

each. Thus the price elasticity of demand when P  4 is (1)  (1 2)  1 2 for D
1

slope is  4, but we again ignore the minus sign for convenience, since price elastic-
ity of demand always has the same sign.) The ratio P Q at point A is 8 3, so the
price elasticity at point A is equal to 
This means that when the price of the good is 8, a 3 percent reduction in price will
lead to a 2 percent increase in quantity demanded.

EXERCISE 4.2

What is the price elasticity of demand when P  4 on the demand curve in

Figure 4.4?

For the demand curves D
1

and D
2

shown in Figure 4.5, calculate the price

elasticity of demand when P 4.What is the price elasticity of demand on D
2

when P  1?

1P Q2  11 slope2  18 32  11 42  2 3.



and (1)  (2)  2 for D
2
. When P 1, Q 10 on D

2
, so (P Q)  1 10. Thus price

elasticity of demand  (1 10)  (2)  1 5 when P  1 on D
2
. ◆

This example illustrates a general rule: if two demand curves have a point in
common, the steeper curve must be the less price elastic of the two with respect to
price at that point. However, this does not mean that the steeper curve is less elas-
tic at every point. Thus, we saw that at P  1, price elasticity of demand on D

2
was

only 1 5, or less than half the corresponding elasticity on the steeper D
1

at P  4.

PRICE ELASTICITY CHANGES ALONG A STRAIGHT-LINE

DEMAND CURVE

As a glance at our elasticity formula makes clear, price elasticity has a different
value at every point along a straight-line demand curve. The slope of a straight-line
demand curve is constant, which means that 1 slope is also constant. But the price-
quantity ratio P Q declines as we move down the demand curve. The elasticity of
demand thus declines steadily as we move downward along a straight-line demand
curve.

Since price elasticity is the percentage change in quantity demanded divided
by the corresponding percentage change in price, this pattern makes sense. After
all, a price movement of a given absolute size is small in percentage terms when it
occurs near the top of the demand curve, where price is high, but large in percent-
age terms when it occurs near the bottom of the demand curve, where price is low.
Likewise, a quantity movement of a given absolute value is large in percentage
terms when it occurs near the top of the demand curve, where quantity is low, and
small in percentage terms when it occurs near the bottom of the curve, where
quantity is high.

The graphical interpretation of elasticity also makes it easy to see why the price
elasticity of demand at the midpoint of any straight-line demand curve must always
be 1. Consider, for example, the price elasticity of demand at point A on the
demand curve D shown in Figure 4.6. At that point, the ratio P Q is equal to
6 3  2. The slope of this demand curve is the ratio of its vertical intercept to its
horizontal intercept, 12 6  2. So (1 slope)  1 2 (again, we neglect the negative
sign for simplicity). Inserting these values into the graphical elasticity formula yields
 
A
 (P Q)  (1 slope)  (2)  (1 2)  1.
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This result holds not just for Figure 4.6, but also for any other straight-line de-
mand curve.2 A glance at the formula also tells us that since P Q declines as we
move downward along a straight-line demand curve, price elasticity of demand
must be less than 1 at any point below the midpoint. By the same token, price elas-
ticity must be greater than 1 for any point above the midpoint. Figure 4.7 summa-
rizes these findings by denoting the elastic, inelastic, and unit elastic portions of any
straight-line demand curve.

TWO SPECIAL CASES

There are two important exceptions to the general rule that elasticity declines along
straight-line demand curves. First, the horizontal demand curve in Figure 4.8(a) has
a slope of zero, which means that the reciprocal of its slope is infinite. Price elasticity
of demand is thus infinite at every point along a horizontal demand curve. Such
demand curves are said to be perfectly elastic.

Second, the demand curve in Figure 4.8(b) is vertical, which means that its
slope is infinite. The reciprocal of its slope is thus equal to zero. Price elasticity of
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2To see why, note that at the midpoint of any such curve, P is exactly half the vertical intercept of the de-
mand curve and Q is exactly half the horizontal intercept. Since the ratio of the vertical intercept to the hor-
izontal intercept is the slope of the demand curve, the ratio (P Q) must also be equal to the slope of the
demand curve. And this means that (1 slope) will always be equal to (Q P). Thus, the product (P Q) 
(1 slope) (P Q) (Q P) will always be exactly 1 at the midpoint of any straight-line demand curve.
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demand is thus exactly zero at every point along the curve. For this reason, vertical
demand curves are said to be perfectly inelastic.
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RECAP CALCULATING PRICE ELASTICITY OF DEMAND

The price elasticity of demand for a good is the percentage change in the quan-
tity demanded that results from a 1 percent change in its price. Mathematically,
the elasticity of demand at a point along a demand curve is equal to (P Q) 
(1 slope), where P and Q represent price and quantity and (1 slope) is the rec-
iprocal of the slope of the demand curve at that point. Demand is elastic with
respect to price if the absolute value of its price elasticity exceeds 1; inelastic if
price elasticity is less than 1; and unit elastic if price elasticity is equal to 1.

perfectly inelastic demand 

demand is perfectly inelastic

with respect to price if price

elasticity of demand is zero
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ELASTICITY AND TOTAL EXPENDITURE

Sellers of goods and services have a strong interest in being able to answer questions
like “Will consumers spend more on my product if I sell more units at a lower price
or fewer units at a higher price?” As it turns out, the answer to this question de-
pends critically on the price elasticity of demand. To see why, let us first examine
how the total amount spent on a good varies with the price of the good.

The total daily expenditure on a good is simply the daily number of units bought
times the price for which it sells. The market demand curve for a good tells us the
quantity that will be sold at each price. We can thus use the information on the de-
mand curve to show how the total amount spent on a good will vary with its price.

To illustrate, let’s calculate how much moviegoers will spend on tickets each
day if the demand curve is as shown in Figure 4.9 and the price is $2 per ticket (a).
The demand curve tells us that at a price of $2 per ticket, 500 tickets per day will
be sold, so total expenditure at that price will be $1,000 per day. If tickets sell not
for $2 but for $4 apiece, 400 tickets will be sold each day (b), so total expenditure
at the higher price will be $1,600 per day.

Note that the total amount consumers spend on a product each day must equal
the total amount sellers of the product receive. That is to say, the terms total
expenditure and total revenue are simply two sides of the same coin:

Total Expenditure  Total Revenue: The dollar amount that con-
sumers spend on a product (P Q) is equal to the dollar amount that
sellers receive.



It might seem that an increase in the market price of a product should always
result in an increase in the total revenue received by sellers. Although that happened
in the case we just saw, it needn’t always be so. The law of demand tells us that
when the price of a good rises, people will buy less of it. The two factors that gov-
ern total revenue—price and quantity—will thus always move in opposite direc-
tions as we move along a demand curve. When price goes up and quantity goes
down, the product of the two may go either up or down.

Note, for example, that for the demand curve shown in Figure 4.10 (which is
the same as the one in Figure 4.9), a rise in price from $8 per ticket (a) to $10 per
ticket (b) will cause total expenditure on tickets to go down. Thus people will
spend $1,600 per day on tickets at a price of $8, but only $1,000 per day at a price
of $10.
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The general rule illustrated by Figures 4.9 and 4.10 is that a price increase will
produce an increase in total revenue whenever it is greater, in percentage terms,
than the corresponding percentage reduction in quantity demanded. Although the
two price increases (from $2 to $4 and from $8 to $10) were of the same absolute
value—$2 in each case—they are much different when expressed as a percentage of
the original price. An increase from $2 to $4 represents a 100 percent increase in
price, whereas an increase from $8 to $10 represents only a 25 percent increase in
price. And although the quantity reductions caused by the two price increases were
also equal in absolute terms, they too are very different when expressed as percent-
ages of the quantities originally sold. Thus, although the decline in quantity de-
manded was 100 tickets per day in each case, it was just a 20 percent reduction in
the first case (from 500 units to 400 in Figure 4.9) but a 50 percent reduction in the
second (from 200 units to 100 in Figure 4.10). In the second case, the negative ef-
fect on total expenditure of the 50 percent quantity reduction outweighed the pos-
itive effect of the 25 percent price increase. The reverse happened in the first case:
the 100 percent increase in price (from $2 to $4) outweighed the 20 percent reduc-
tion in quantity (from 5 units to 4 units).

The following example provides further insight into the relationship between
total revenue and price.

For the demand curve shown in Figure 4.11, draw a separate graph showing

how total expenditure varies with the price of movie tickets.

The first step in constructing this graph is to calculate total expenditure for each
price shown in the graph and record the results, as in Table 4.2. The next step is to
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TABLE 4.2

Total Expenditure as a Function of Price

Price ($/ticket) Total expenditure ($/day)

12 0

10 1,000

8 1,600

6 1,800

4 1,600

2 1,000

0 0

plot total expenditure at each of the price points on a graph, as in Figure 4.12.
Finally, sketch the curve by joining these points. (If greater accuracy is required, you
can use a larger sample of points than the one shown in Table 4.2.)



Note in Figure 4.12 that as the price per ticket increases from 0 to $6, total
expenditure increases. But as the price rises from $6 to $12, total expenditure
decreases. Total expenditure reaches a maximum of $1,800 per day at a price
of $6. ◆

The pattern observed in the preceding example holds true in general. For a
straight-line demand curve, total expenditure is highest at the price that lies on the
midpoint of the demand curve.

Bearing in mind these observations about how expenditure varies with price,
let’s return to the question of how the effect of a price change on total expenditure
depends on the price elasticity of demand. Suppose, for example, that the business
manager of a rock band knows he can sell 5,000 tickets to the band’s weekly sum-
mer concerts if he sets the price at $20 per ticket. If the elasticity of demand for tick-
ets is equal to 3, will total ticket revenue go up or down in response to a 10 percent
increase in the price of tickets?

Total revenue from tickets sold is currently ($20 ticket)  (5,000 tickets week)  

$100,000 per week. The fact that the price elasticity of demand for tickets is 3 implies
that a 10 percent increase in price will produce a 30 percent reduction in the number
of tickets sold, which means that quantity will fall to 3,500 tickets per week. Total
expenditure on tickets will therefore fall to (3,500 tickets week)   ($22 ticket)  

$77,000 per week, which is significantly less than the current spending total.
What would have happened to total expenditure if the band manager had re-

duced ticket prices by 10 percent, from $20 to $18? Again assuming a price elastic-
ity of 3, the result would have been a 30 percent increase in tickets sold—from
5,000 per week to 6,500 per week. The resulting total expenditure would have been
($18 ticket)  (6,500 tickets week)  $117,000 per week, significantly more than
the current total.

These examples illustrate the following important rule about how price changes
affect total expenditure for an elastically demanded good:

When price elasticity of demand is greater than 1, changes in price and

changes in total expenditure always move in opposite directions.

Let’s look at the intuition behind this rule. Total expenditure is the product of price
and quantity. For an elastically demanded product, the percentage change in quan-
tity will be larger than the corresponding percentage change in price. Thus the
change in quantity will more than offset the change in revenue per unit sold.

Now let’s see how total spending responds to a price increase when demand is
inelastic with respect to price. Consider a case like the one just considered except
that the elasticity of demand for tickets is not 3 but 0.5. How will total expenditure
respond to a 10 percent increase in ticket prices? This time the number of tickets
sold will fall by only 5 percent to 4,750 tickets per week, which means that total
expenditure on tickets will rise to (4,750 tickets week)  ($22 ticket)  $104,500
per week, or $4,500 per week more than the current expenditure level.

In contrast, a 10 percent price reduction (from $20 to $18 per ticket) when price
elasticity is 0.5 would cause the number of tickets sold to grow by only 5 percent, from
5,000 per week to 5,250 per week, resulting in total expenditure of ($18 ticket)  

(5,250 tickets week)  $94,500 per week, significantly less than the current total.
As these examples illustrate, the effect of price changes on total expenditure when

demand is inelastic is precisely the opposite of what it was when demand was elastic:

When price elasticity of demand is less than 1, changes in price and changes

in total expenditure always move in the same direction.

Again, the intuition behind this rule is straightforward. For a product whose de-
mand is inelastic with respect to price, the percentage change in quantity demanded
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will be smaller than the corresponding percentage change in price. The change in
revenue per unit sold (price) will thus more than offset the change in the number of
units sold.

The relationship between elasticity and the effect of a price change on total rev-
enue is summarized in Table 4.3, where the symbol  is used to denote elasticity.
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TABLE 4.3

Elasticity and the Effect of a Price Change on Total Expenditure

Recall that in the example with which we began this chapter, an increase in the
price of drugs led to an increase in the total amount spent on drugs. That will hap-
pen whenever the demand for drugs is inelastic with respect to price, as it was in
that example. Had the demand for drugs instead been elastic with respect to price,
the drug supply interruption would have led to a reduction in total expenditure on
drugs.

INCOME ELASTICITY AND CROSS-PRICE

ELASTICITY OF DEMAND

The elasticity of demand for a good can be defined not only with respect to its own
price but also with respect to the prices of substitutes or complements, or even to
income. For example, the elasticity of demand for peanuts with respect to the price
of cashews—also known as the cross-price elasticity of demand for peanuts with
respect to cashew prices—is the percentage by which the quantity of peanuts
demanded changes in response to a 1 percent change in the price of cashews. The
income elasticity of demand for peanuts is the percentage by which the quantity
demanded of peanuts changes in response to a 1 percent change in income.

Unlike the elasticity of demand for a good with respect to its own price, these
other elasticities may be either positive or negative, so it is important to note their
algebraic signs carefully. The income elasticity of demand for inferior goods, for ex-
ample, is negative, whereas the income elasticity of demand for normal goods is
positive. When the cross-price elasticity of demand for two goods is positive—as in
the peanuts/cashews example—the two goods are substitutes. When it is negative,
the two goods are complements. The elasticity of demand for tennis racquets with
respect to court rental fees, for example, is less than zero.

If demand is… A price increase will… A price reduction will…

reduce total increase total

expenditure expenditure

elastic

Increase total reduce total

expenditure expenditure

Inelastic 

( 6 1)

( 7 1)

P Q PQ  P Q PQ  

    QP PQQP PQ

cross-price elasticity of 

demand the percentage by

which quantity demanded of the

first good changes in response

to a 1 percent change in the

price of the second

income elasticity of demand

the percentage by which 

quantity demanded changes in

response to a 1 percent change

in income



EXERCISE 4.3

If a 10 percent increase in income causes the number of students who

choose to attend private universities to go up by 5 percent, what is the in-

come elasticity of demand for private universities?
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RECAP CROSS-PRICE AND INCOME ELASTICITIES

When the cross-price elasticity of demand for one good with respect to the
price of another good is positive, the two goods are substitutes; when the
cross-price elasticity of demand is negative, the two goods are complements.
A normal good has positive income elasticity of demand and an inferior good
has negative income elasticity of demand.

THE PRICE ELASTICITY OF SUPPLY

On the buyer’s side of the market, we use price elasticity of demand to measure the
responsiveness of quantity demanded to changes in price. On the seller’s side of the
market, the analogous measure is price elasticity of supply. It is defined as the per-
centage change in quantity supplied that occurs in response to a 1 percent change in
price. For example, if a 1 percent increase in the price of peanuts leads to a 2 percent
increase in the quantity supplied, the price elasticity of supply of peanuts would be 2.

The mathematical formula for price elasticity of supply at any point is the same
as the corresponding expression for price elasticity of demand:

(4.4)

where P and Q are the price and quantity at that point, is a small change in the
initial price, and the resulting change in quantity.

As with the corresponding expression for price elasticity of demand, Equation
4.4 can be rewritten as And since is the reciprocal of
the slope of the supply curve, the right-hand side of Equation 4.4 is equal to

—the same expression we saw in Equation 4.3 for price elastic-
ity of demand. Price and quantity are always positive, as is the slope of the typical
supply curve, so price elasticity of supply will be a positive number at every point.

Consider the supply curve shown in Figure 4.13. The slope of this supply curve
is 2, so the reciprocal of this slope is 1 2. Using the formula, this means that the
price elasticity of supply at A is The corresponding expression
at B is a slightly smaller value.110 32  11 22  5 3,

18 22  11 22  2.

1P Q2  11 slope2

1¢Q ¢P21P Q2  1¢Q ¢P2.

¢Q
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Price elasticity of supply  
¢Q Q

¢P P
.

price elasticity of supply the

percentage change in quantity

supplied that occurs in response

to a 1 percent change in price

FIGURE 4.13

A Supply Curve for

Which Price Elasticity

Declines as Quantity

Rises.

For the supply curve shown,

(1 slope) is the same at every

point, but the ratio P Q

declines as Q increases. So

elasticity (P Q)  (1 slope)
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EXERCISE 4.4

For the supply curve shown in Figure 4.13, calculate the elasticity of supply

when P  6.

Not all supply curves, however, have the property that price elasticity declines
as quantity rises. Consider, for example, the supply curve shown in Figure 4.14. Be-
cause the ratio P Q is the same at every point along this supply curve, and because
the slope of the supply curve is also constant, price elasticity of supply will take ex-
actly the same value at every point along this curve. At A, for example, price elas-
ticity of Similarly, at B price
elasticity of again.supply  14 122  112 42  1

supply  1P Q2  11 slope2  14 122  112 42  1.
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FIGURE 4.14

Calculating the Price

Elasticity of Supply

Graphically.

Price elasticity of supply is

(P Q)  (1 slope), which at

A is (4 12) (12 4) 1,

exactly the same as at B. The

price elasticity of supply is

equal to 1 at any point along a

straight-line supply curve that

passes through the origin.

FIGURE 4.15

A Perfectly Inelastic

Supply Curve.

Price elasticity of supply is

zero at every point along a

vertical supply curve.

Indeed, the price elasticity of supply will always be equal to 1 at any point
along a straight-line supply curve that passes through the origin. The reason is that
for movements along any such line, both price and quantity always change in ex-
actly the same proportion.

On the buyer’s side of the market, two important polar cases were demand
curves with infinite price elasticity and zero price elasticity. As the next two exam-
ples illustrate, analogous polar cases exist on the seller’s side of the market.

What is the elasticity of supply of land within the borough limits of Manhattan?

Land in Manhattan sells in the market for a price, just like aluminum or corn or
automobiles or any other product. And the demand for land in Manhattan is a
downward-sloping function of its price. For all practical purposes, however, its
supply is completely fixed. No matter whether its price is high or low, the same
amount of it is available in the market. The supply curve of such a good is vertical,
and its price elasticity is zero at every price. Supply curves like the one shown in
Figure 4.15 are said to be perfectly inelastic.

perfectly inelastic supply

supply is perfectly inelastic with

respect to price if elasticity 

is zero

◆

0

S

P
ri

c
e

Quantity of land in Manhattan



If these proportions remain the same no matter how many cups of lemonade are
made, and the inputs can be purchased in any quantities at the stated prices, draw
the supply curve of lemonade and compute its price elasticity.

Since each cup of lemonade costs exactly 14¢ to make, no matter how many
cups are made, the marginal cost of lemonade is constant at 14¢ per cup. And since
each point on a supply curve is equal to marginal cost (see Chapter 3), this means
that the supply curve of lemonade is not upward-sloping but is instead a horizontal
line at 14¢ per cup (Figure 4.16). The price elasticity of supply of lemonade is infinite.
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What is the elasticity of supply of lemonade?

Suppose that the ingredients required to bring a cup of lemonade to market and
their respective costs are as follows:

0

S

Quantity of lemonade
(cups/day)
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14

FIGURE 4.16

A Perfectly Elastic Supply

Curve.

The elasticity of supply is

infinite at every point along a

horizontal supply curve.

Whenever additional units of a good can be produced by using the same combina-
tion of inputs, purchased at the same prices, as have been used so far, the supply
curve of that good will be horizontal. Such supply curves are said to be perfectly
elastic. ◆

DETERMINANTS OF SUPPLY ELASTICITY

The two preceding examples suggest some of the factors that govern the elasticity
of supply of a good or service. The lemonade case was one whose production
process was essentially like a cooking recipe. For such cases, we can exactly double
our output by doubling each ingredient. If the price of each ingredient remains
fixed, the marginal cost of production for such goods will be constant—and hence
their horizontal supply curves.

The Manhattan land example is a contrast in the extreme. The inputs that were
used to produce land in Manhattan—even if we knew what they were—could not
be duplicated at any price.

The key to predicting how elastic the supply of a good will be with respect to
price is to know the terms on which additional units of the inputs involved in pro-
ducing that good can be acquired. In general, the more easily additional units of

perfectly elastic supply supply

is perfectly elastic with respect

to price if elasticity of supply 

is infinite

Paper cup 2.0 cents

Lemon 3.8 cents

Sugar 2.0 cents

Water 0.2 cent

Ice 1.0 cent

Labor (30 seconds @ $6/hour) 5.0 cents



these inputs can be acquired, the higher price elasticity of supply will be. The fol-
lowing factors (among others) govern the ease with which additional inputs can be
acquired by a producer.

Flexibility of Inputs
To the extent that production of a good requires inputs that are also useful for the
production of other goods, it is relatively easy to lure additional inputs away from
their current uses, making supply of that good relatively elastic with respect to
price. Thus the fact that lemonade production requires labor with only minimal
skills means that a large pool of workers could shift from other activities to lemon-
ade production if a profitable opportunity arose. Brain surgery, by contrast, re-
quires elaborately trained and specialized labor, which means that even a large price
increase would not increase available supplies, except in the very long run.

Mobility of Inputs
If inputs can be easily transported from one site to another, an increase in the price
of a product in one market will enable a producer in that market to summon inputs
from other markets. For example, the supply of agricultural products is made more
elastic with respect to price by the fact that thousands of farm workers are willing
to migrate northward during the growing season. The supply of entertainment is
similarly made more elastic by the willingness of entertainers to hit the road. Circus
performers, lounge singers, comedians, and even exotic dancers often spend a sub-
stantial fraction of their time away from home. For instance, according to a 1996
New York Times article, the top exotic dancers “basically follow the action, so the
same entertainers who worked the Indianapolis 500 now head to Atlanta for the
Olympics.”

For most goods, the price elasticity of supply increases each time a new high-
way is built, or when the telecommunications network improves, or indeed when
any other development makes it easier to find and transport inputs from one place
to another.

Ability to Produce Substitute Inputs
The inputs required to produce finished diamond gemstones include raw diamond
crystal, skilled labor, and elaborate cutting and polishing machinery. In time, the
number of people with the requisite skills can be increased, as can the amount of
specialized machinery. The number of raw diamond crystals buried in the earth is
probably fixed in the same way that Manhattan land is fixed, but unlike Manhat-
tan land, rising prices will encourage miners to spend the effort required to find a
larger proportion of those crystals. Still, the supply of natural gemstone diamonds
tends to be relatively inelastic because of the difficulty of augmenting the number of
diamond crystals.

The day is close at hand, however, when gemstone makers will be able to pro-
duce synthetic diamond crystals that are indistinguishable from real ones. Indeed,
there are already synthetic crystals that fool even highly experienced jewelers. The
introduction of a perfect synthetic substitute for natural diamond crystals would in-
crease the price elasticity of supply of diamonds (or, at any rate, the price elasticity
of supply of gemstones that look and feel just like diamonds).

Time
Because it takes time for producers to switch from one activity to another, and be-
cause it takes time to build new machines and factories and train additional skilled
workers, the price elasticity of supply will be higher for most goods in the long run
than in the short run. In the short run, a manufacturer’s inability to augment exist-
ing stocks of equipment and skilled labor may make it impossible to expand output
beyond a certain limit. But if a shortage of managers was the bottleneck, new MBAs
can be trained in only two years. Or if a shortage of legal staff is the problem, new
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lawyers can be trained in three years. In the long run, firms can always buy new
equipment, build new factories, and hire additional skilled workers.

The conditions that gave rise to the perfectly elastic supply curve for lemonade
in the example we discussed earlier are satisfied for many other products in the long
run. If a product can be copied (in the sense that any company can acquire the de-
sign and other technological information required to produce it), and if the inputs
needed for its production are used in roughly fixed proportions and are available at
fixed market prices, then the long-run supply curve for that product will be hori-
zontal. But many products do not satisfy these conditions, and their supply curves
remain steeply upward-sloping, even in the very long run.

Why are gasoline prices so much more volatile than car prices?

Automobile price changes in the United States usually occur just once a year, when man-

ufacturers announce an increase of only a few percentage points. In contrast, gasoline

prices often fluctuate wildly from day to day. As shown in Figure 4.17, for example, the

highest daily gasoline prices in California’s two largest cities were three times higher than

the lowest daily prices in 2001 and early 2002. Why this enormous difference in volatility?

With respect to price volatility, at least two important features distinguish the gaso-

line market from the market for cars. One is that the short-run price elasticity of demand

for gasoline is much smaller than the corresponding elasticity for cars. The other is that
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Example 4.3
The Economic Naturalist
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FIGURE 4.17

Gasoline Prices in Two

California Cities.

SOURCE: Oil Price Information Service (http://www.opisnet.com).

supply shifts are much more pronounced and frequent in the gasoline market than in the

car market. (See Figure 4.18.)

Why are the two markets different in these ways? Consider first the difference in

price elasticities of demand. The quantity of gasoline we demand depends largely on the

kinds of cars we own and the amounts we drive them. In the short run, car ownership

and commuting patterns are almost completely fixed, so even if the price of gasoline were

to change sharply, the quantity we demand would not change by much. In contrast, if

there were a sudden dramatic change in the price of cars, we could always postpone or

accelerate our next car purchases.

To see why the supply curve in the gasoline market experiences larger and more fre-

quent shifts than the supply curve in the car market, we need only examine the relative
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stability of the inputs employed by sellers in these two markets. Most of the inputs used in

producing cars—steel, glass, rubber, plastics, electronic components, labor, and others—

are reliably available to car makers. In contrast, the key input used in making gasoline—

crude oil—is subject to profound and unpredictable supply interruptions.

This is so in part because much of the world’s supply of crude oil is controlled by

OPEC, a group of oil-exporting countries that has sharply curtailed its oil shipments to

the United States on several previous occasions. Even in the absence of formal OPEC ac-

tion, however, large supply curtailments often occur in the oil market—for example,

whenever producers fear that political instability might engulf the major oil-producing

countries of the Middle East.

Note in Figure 4.17 the sharp spike in gasoline prices that occurred just after the ter-

rorist attacks on the World Trade Center and Pentagon on September 11, 2001. Because

many believed that the aim of these attacks was to provoke large-scale war between Mus-

lim societies and the West, fears of an impending oil supply interruption were perfectly

rational. Such fears alone can trigger a temporary supply interruption, even if war is

avoided. The prospect of war creates the expectation of oil supply cutbacks that would

cause higher prices in the future, which leads producers to withdraw some of their oil

from current markets (in order to sell it at higher prices later). But once the fear of war

recedes, the supply curve of gasoline reverts with equal speed to its earlier position.

Given the low short-run price elasticity of demand for gasoline, that’s all it takes to gen-

erate the considerable price volatility we see in this market. •

Price volatility is also common in markets in which demand curves fluctuate
sharply and supply curves are highly inelastic. One such market was California’s
unregulated market for wholesale electricity during the summer of 2000. The sup-
ply of electrical generating capacity was essentially fixed in the short run. And be-
cause air conditioning accounts for a large share of demand, several spells of
unusually warm weather caused demand to shift sharply to the right. Price at one
point reached more than four times its highest level from the previous summer.

UNIQUE AND ESSENTIAL INPUTS: THE ULTIMATE 

SUPPLY BOTTLENECK

Fans of professional basketball are an enthusiastic bunch. Directly through their
purchases of tickets and indirectly through their support of television advertisers,
they spend literally billions of dollars each year on the sport. But these dollars are
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not distributed evenly across all teams. A disproportionate share of all revenues and
product endorsement fees accrue to the people associated with consistently winning
teams, and at the top of this pyramid generally stands the National Basketball As-
sociation’s championship team.

Consider the task of trying to produce a championship team in the NBA. What
are the inputs you would need? Talented players, a shrewd and dedicated coach
and assistants, trainers, physicians, an arena, practice facilities, means for trans-
porting players to away games, a marketing staff, and so on. And whereas some
of these inputs can be acquired at reasonable prices in the marketplace, many oth-
ers cannot. Indeed, the most important input of all—highly talented players—is in
extremely limited supply. This is so because the very definition of talented player is
inescapably relative—simply put, such a player is one who is better than most
others.

Given the huge payoff that accrues to the NBA championship team, it is no
surprise that the bidding for the most talented players has become so intense. If
there were a long list of 7-foot, 1-inch, 325-pound centers, the Phoenix Suns wouldn’t
have agreed to pay Shaquille O’Neal $20 million over a five-year contract. But, of
course, the supply of such players is extremely limited. There are many hungry or-
ganizations that would like nothing better than to claim the NBA championship
each year, yet no matter how much each is willing to spend, only one can succeed.
The supply of NBA championship teams is perfectly inelastic with respect to price
even in the very long run.

Sports champions are by no means the only important product whose supply
elasticity is constrained by the inability to reproduce unique and essential inputs. In
the movie industry, for example, although the supply of movies starring Jim Carrey
is not perfectly inelastic, there are only so many films he can make each year. Be-
cause his films consistently generate huge box office revenues, scores of film pro-
ducers want to sign him for their projects. But because there isn’t enough of him to
go around, his salary per film is more than $20 million.

In the long run, unique and essential inputs are the only truly significant supply
bottleneck. If it were not for the inability to duplicate the services of such inputs,
most goods and services would have extremely high price elasticities of supply in
the long run.
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■ S U M M A R Y ■

• The price elasticity of demand is a measure of how
strongly buyers respond to changes in price. It is the
percentage change in quantity demanded that occurs
in response to a 1 percent change in price. The de-
mand for a good is called elastic with respect to price
if the absolute value of its price elasticity is more than
1, inelastic if its price elasticity is less than 1, and unit
elastic if its price elasticity is equal to 1. LO1

• Goods such as salt, which occupy only a small share of
the typical consumer’s budget and have few or no good
substitutes, tend to have low price elasticity of demand.
Goods like new cars of a particular make and model,
which occupy large budget shares and have many at-
tractive substitutes, tend to have high price elasticity of
demand. Price elasticity of demand is higher in the long
run than in the short run because people often need
time to adjust to price changes. LO1

• The price elasticity of demand at a point along a de-
mand curve also can be expressed as the formula
  ( Q Q) ( P P). Here, P and Q represent price
and quantity at that point and  Q and  P represent
small changes in price and quantity. For straight-
line demand curves, this formula can also be ex-
pressed as   (P Q)  (1 slope). These formula-
tions tell us that price elasticity declines in absolute
terms as we move down a straight-line demand
curve. LO2

• A cut in price will increase total spending on a good
if demand is elastic but reduce it if demand is inelas-
tic. An increase in price will increase total spending
on a good if demand is inelastic but reduce it if de-
mand is elastic. Total expenditure on a good reaches
a maximum when price elasticity of demand is equal
to 1. LO3
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• Analogous formulas are used to define the elasticity
of demand for a good with respect to income and the
prices of other goods. In each case, elasticity is the
percentage change in quantity demanded divided by
the corresponding percentage change in income or
price. LO4

• Price elasticity of supply is defined as the percentage
change in quantity supplied that occurs in response to
a 1 percent change in price. The mathematical for-
mula for the price elasticity of supply at any point is
( Q Q) ( P P), where P and Q are the price and
quantity at that point,  P is a small change in the
initial price, and  Q is the resulting change in quan-
tity. This formula also can be expressed as (P Q)  

(1 slope) where (1 slope) is the reciprocal of the slope
of the supply curve. LO5

• The price elasticity of supply of a good depends on
how difficult or costly it is to acquire additional units
of the inputs involved in producing that good. In gen-
eral, the more easily additional units of these inputs
can be acquired, the higher price elasticity of supply
will be. It is easier to expand production of a product
if the inputs used to produce that product are similar
to inputs used to produce other products, if inputs are
relatively mobile, or if an acceptable substitute for ex-
isting inputs can be developed. And like the price elas-
ticity of demand, the price elasticity of supply is
greater in the long run than in the short run. LO6

■ K E Y  T E R M S ■

cross-price elasticity of 
demand (111)

elastic (99)
income elasticity of 

demand (111)

inelastic (99)
perfectly elastic demand (106)
perfectly elastic supply (114)
perfectly inelastic demand (107)
perfectly inelastic supply (113)

price elasticity of demand (98)
price elasticity of supply (112)
total expenditure (107)
total revenue (107)
unit elastic (99)

■ R E V I E W  Q U E S T I O N S ■

1. Why does a consumer’s price elasticity of demand
for a good depend on the fraction of the consumer’s
income spent on that good? LO1

2. Why does the price elasticity of demand for a good
decline as we move down along a straight-line de-
mand curve? LO2

3. Under what conditions will an increase in the price
of a product lead to a reduction in total spending
for that product? LO3

4. Why do economists pay little attention to the alge-
braic sign of the elasticity of demand for a good
with respect to its own price, yet pay careful atten-
tion to the algebraic sign of the elasticity of de-
mand for a good with respect to another good’s
price? LO4

5. Why is supply elasticity higher in the long run than
in the short run? LO5

■ P R O B L E M S ■

1. Calculate the price elasticity of demand at points A, B, C, D, and E on the de-
mand curve below. LO2
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2. The schedule below shows the number of packs of bagels bought in Davis,
California, each day at a variety of prices. LO2, LO3
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a. Graph the daily demand curve for packs of bagels in Davis.
b. Calculate the price elasticity of demand at the point on the demand curve at

which the price of bagels is $3 per pack.
c. If all bagel shops increased the price of bagels from $3 per pack to $4 per

pack, what would happen to total revenues?
d. Calculate the price elasticity of demand at a point on the demand curve

where the price of bagels is $2 per pack.
e. If bagel shops increased the price of bagels from $2 per pack to $3 per pack,

what would happen to total revenues?

3. Suppose, while rummaging through your uncle’s closet,
you found the original painting of Dogs Playing Poker, a
valuable piece of art. You decide to set up a display in
your uncle’s garage. The demand curve to see this valu-
able piece of art is as shown in the diagram. What price
should you charge if your goal is to maximize your rev-
enues from tickets sold? On a graph, show the inelastic
and elastic regions of the demand curve. LO2, LO3
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4. Is the demand for a particular brand of car, like a Chevrolet, likely to be more
or less price-elastic than the demand for all cars? Explain. LO1

5. Among the following groups—senior executives, junior executives, and
students—which is likely to have the most and which is likely to have the
least price-elastic demand for membership in the Association of Business
Professionals? LO1

6. A 2 percent increase in the price of milk causes a 4 percent reduction in the
quantity demanded of chocolate syrup. What is the cross-price elasticity of de-
mand for chocolate syrup with respect to the price of milk? Are the two goods
complements or substitutes? LO4

7. What are the respective price elasticities of supply at A
and B on the supply curve shown in the accompanying
figure? LO5
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Price of bagels ($/pack) Number of packs purchased per day

6 0

5 3,000

4 6,000

3 9,000

2 12,000

1 15,000

0 18,000



8. Suppose that the ingredients required to bring a slice of pizza to market and
their respective costs are as listed in the table:
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

4.1 In response to a 5 percent reduction in the price of ski passes, the quantity de-
manded increased by 20 percent. The price elasticity of demand for ski passes
is thus (20 percent) (5 percent)  4, and that means that at the initial price of
$400, the demand for ski passes is elastic with respect to price. LO1, LO2

4.2 At point A in the accompanying diagram, P Q  4 4  1. The slope of this
demand curve is 20 5  4, so   1   (1 slope)  1 4. LO2
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6 18
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If these proportions remain the same no matter how many slices are made, and
the inputs can be purchased in any quantities at the stated prices, draw the sup-
ply curve of pizza slices and compute its price elasticity. LO5

9.*At point A on the demand curve shown, by what percentage will a 1 percent in-
crease in the price of the product affect total expenditure on the product? LO3

10.*Suppose that, in an attempt to induce citizens to conserve energy, the govern-
ment enacted regulations requiring that all air conditioners be more efficient in
their use of electricity. After this regulation was implemented, government offi-
cials were then surprised to discover that people used even more electricity than
before. Using the concept of price elasticity, explain how this increase might
have occurred. LO1, LO4

*Problems marked with an asterisk (*) are more difficult.

Paper plate 2 cents

Flour 8 cents

Tomato sauce 20 cents

Cheese 30 cents

Labor (3 minutes @ $12/hour) 60 cents
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4.3 Income elasticity  percentage change in quantity demanded/percentage change
in income  5 percent 10 percent  0.5. LO4

4.4 For the supply curve below, Q  1 when P  6, so elasticity of supply  
(P Q) (1 slope) (6) (1 2) 3. LO6
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A P P E N D I X

Th e  M i dpo i n t  Fo rmu l a
uppose you encounter a question like the following on a standardized
test in economics:

At a price of 3, quantity demanded of a good is 6, while at a price

of 4, quantity demanded is 4. What is the price elasticity of

demand for this good?

Let’s attempt to answer this question by using the formula   ( Q Q)( P P).
In Figure 4A.1 we first plot the two price–quantity pairs given in the question
and then draw the straight-line demand curve that connects them. From the
graph, it is clear that  P 1 and  Q 2. But what values do we use for P and Q?
If we use P  4 and Q  4 (point A), we get an elasticity of 2. But if we use
P  3 and Q  6 (point B), we get an elasticity of 1. Thus, if we reckon price
and quantity changes as proportions of their values at point A we get one an-
swer, but if we compute them as proportions of their values at point B we get
another. Neither of these answers is incorrect. The fact that they differ is merely
a reflection of the fact that the elasticity of demand differs at every point along a
straight-line demand curve.

Strictly speaking, the original question (“What is the price elasticity of de-
mand for this good?”) was not well posed. To have elicited a uniquely correct
answer, it should have been “What is the price elasticity of demand at point A?”
or “What is the price elasticity of demand at point B?” Economists have
nonetheless developed a convention, which we call the midpoint formula, for an-
swering ambiguous questions like the one originally posed. If the two points in
question are (Q

A
, P

A
) and (Q

B
, P

B
), this formula is given by

(4A.1)

The midpoint formula thus sidesteps the question of which price–quantity pair
to use by using averages of the new and old values. The formula reduces to

(4A.2)  
¢Q 1QA

 Q
B
2

¢P 1PA
 P

B
2

.

  
¢Q  1QA

 Q
B
2 2 

¢P  1PA
 P

B
2 2 

.

S



For the two points shown in Figure 4A.1, the midpoint formula yields   [2 (4  6)] 
[1 (4  3)]  1.4, which lies between the values for price elasticity at A and B.

We will not employ the midpoint formula again in this text. Hereafter, all ques-
tions concerning elasticity will employ the measure discussed in the text of this
chapter, which is called point elasticity.

124 CHAPTER 4 APPENDIX THE MIDPOINT FORMULA

P
ri
c
e

Quantity

3

0

4

6

64 12

ΔQ

ΔP

A

B

FIGURE 4A.1

Two Points on a Demand

Curve.



C H A P T E R

5
Demand

LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Relate the Law of Demand to the Cost-Benefit Principle (Core Principle 2).

2. Discuss how individual wants are translated into demand.

3. Explain the reasoning behind the Rational Spending Rule and apply it to

consumer decision making.

4. Show how the Rational Spending Rule is related to substitution and income

effects.

5. Discuss the relationship between the individual demand curve and the

market demand curve.

6. Define and calculate consumer surplus.

n the northern border of a large university in the East, a creek widens
to form a picturesque lake, fondly remembered by generations of
alumni as a popular recreation spot. Over the years, the lake had grad-

ually silted in, and by the late 1980s, even paddling a canoe across it had become
impossible. A generous alumnus then sponsored an effort to restore the lake.
Heavy dredging equipment hauled out load after load of mud, and months later
the lake was silt-free.

To mark the occasion, the university held a ceremony. Bands played, the
president spoke, a chorus sang, and distinguished visitors applauded the donor’s
generosity. Hundreds of faculty and students turned out for the festivities. Spot-
ting a good opportunity to promote their product, the proprietors of a local ice
cream store set up a temporary stand at the water’s edge, with a large sign: “Free
Ice Cream.”

Word spread. Soon scores of people were lined up waiting to try Vanilla
Almond Delight, Hazelnut Cream, and Fudge Faire. The ice cream was plentiful,
and because it was free, everyone could obviously afford it—or so it seemed. In
fact, many people who wanted ice cream that day never got any. The reason, of
course, was that they found waiting in a long line too steep a price to pay for ice
cream.

O
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When a good or service is scarce, it must somehow be rationed among compet-
ing users. In most markets, monetary prices perform that task. But in the case of a
stand offering free ice cream, waiting time becomes the effective rationing device.
Having to stand in line is a cost, no less so than having to part with some money.

This example drives home the point that although the demand curve is usually
described as a relationship between the quantity demanded of a good and its mon-
etary price, the relationship is really a much more general one. At bottom, the
demand curve is a relationship between the quantity demanded and all costs—
monetary and nonmonetary—associated with acquiring a good.

Our task in this chapter will be to explore the demand side of the market in
greater depth than was possible in Chapter 3. There we merely asked you to accept
as an intuitively plausible claim that the quantity demanded of a good or service de-
clines as its price rises. This relationship is known as the Law of Demand, and we
will see how it emerges as a simple consequence of the assumption that people
spend their limited incomes in rational ways. In the process, we will see more
clearly the dual roles of income and substitution as factors that account for the Law
of Demand. We also will see how to generate market demand curves by adding the
demand curves for individual buyers horizontally. Finally, we will see how to use
the demand curve to generate a measure of the total benefit that buyers reap from
their participation in a market.

THE LAW OF DEMAND

With our discussion of the free ice cream offer in mind, let us restate the law of de-
mand as follows:

Law of Demand: People do less of what they want to do as the cost of

doing it rises.

By stating the law of demand this way, we can see it as a direct consequence of the
Cost-Benefit Principle, which says that an activity should be pursued if (and only if)
its benefits are at least as great as its costs. Recall that we measure the benefit of an
activity by the highest price we’d be willing to pay to pursue it—namely, our reser-
vation price for the activity. When the cost of an activity rises, it is more likely to
exceed our reservation price, and we are therefore less likely to pursue that activity.

The law of demand applies to BMWs, cheap key rings, and “free” ice cream,
not to mention compact discs, manicures, medical care, and acid-free rain. It
stresses that a “cost” is the sum of all the sacrifices—monetary and nonmonetary,
implicit and explicit—we must make to engage in an activity.

THE ORIGINS OF DEMAND

How much are you willing to pay for the latest Amy Winehouse CD? The answer
will clearly depend on how you feel about her music. To her diehard fans, buying
the new release might seem absolutely essential; they’d pay a steep price indeed. But
those who don’t like her music may be unwilling to buy it at any price.

Wants (also called “preferences” or “tastes”) are clearly an important determi-
nant of a consumer’s reservation price for a good. But that begs the question of
where wants come from. Many tastes—such as the taste for water on a hot day or
for a comfortable place to sleep at night—are largely biological in origin. But many
others are heavily shaped by culture, and even basic cravings may be socially
molded. For example, people raised in southern India develop a taste for hot curry
dishes, while those raised in England generally prefer milder foods.

Tastes for some items may remain stable for many years, but tastes for others
may be highly volatile. Although books about the Titanic disaster have been

Cost-Benefit



continuously available since the vessel sank in the spring of 1912, not until the
appearance of James Cameron’s blockbuster film did these books begin to sell in
large quantities. In the spring of 1998, five of the 15 books on the New York

Times paperback bestseller list were about the Titanic itself or one of the actors in
the film. Yet none of these books, or any other book about the Titanic, made the
bestseller list in the years since then. Still, echoes of the film continued to rever-
berate in the marketplace. In the years since its release, for example, demand for
ocean cruises has grown sharply and several television networks have introduced
shows set on cruise ships.

Peer influence provides another example of how social forces often influence
demand. Indeed, it is often the most important single determinant of demand.
For instance, if our goal is to predict whether a young man will purchase an il-
legal recreational drug, knowing how much income he has is not very helpful.
Knowing the prices of whiskey and other legal substitutes for illicit drugs also
tells us little. Although these factors do influence purchase decisions, by them-
selves they are weak predictors. But if we know that most of the young man’s
best friends are heavy drug users, there is a reasonably good chance that he will
use drugs as well.

Another important way in which social forces shape demand is in the relatively
common desire to consume goods and services that are recognized as the best of
their kind. For instance, many people want to hear Placido Domingo sing, not just
because of the quality of his voice, but because he is widely regarded as the world’s
best—or at least the world’s best known—living tenor.

Consider, too, the decision of how much to spend on an interview suit.
Employment counselors never tire of reminding us that making a good first im-
pression is extremely important when you go for a job interview. At the very least,
that means showing up in a suit that looks good. But looking good is a relative
concept. If everyone else shows up in a $200 suit, you’ll look good if you show up
in a $300 suit. But you won’t look as good in that same $300 suit if everyone else
shows up in suits costing $1,000. The amount you’ll choose to spend on an inter-
view suit, then, clearly depends on how much others in your circle are spending.

NEEDS VERSUS WANTS

In everyday language, we distinguish between goods and services people need and
those they merely want. For example, we might say that someone wants a ski vaca-
tion in Utah, but what he really needs is a few days off from his daily routine; or
that someone wants a house with a view, but what she really needs is shelter from
the elements. Likewise, since people need protein to survive, we might say that a se-
verely malnourished person needs more protein. But it would strike us as odd to say
that anyone—even a malnourished person—needs more prime filet of beef, since
health can be restored by consuming far less expensive sources of protein.

Economists like to emphasize that once we have achieved bare subsistence lev-
els of consumption—the amount of food, shelter, and clothing required to maintain
our health—we can abandon all reference to needs and speak only in terms of
wants. This linguistic distinction helps us to think more clearly about the true na-
ture of our choices.

For instance, someone who says, “Californians don’t have nearly as much wa-
ter as they need” will tend to think differently about water shortages than someone
who says, “Californians don’t have nearly as much water as they want when the
price of water is low.” The first person is likely to focus on regulations to prevent
people from watering their lawns, or on projects to capture additional runoff from
the Sierra Nevada mountains. The second person is more likely to focus on the ar-
tificially low price of water in California. Whereas remedies of the first sort are of-
ten costly and extremely difficult to implement, raising the price of water is both
simple and effective.
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Why does California experience chronic water shortages?

Some might respond that the state must serve the needs of a large population with a

relatively low average annual rainfall. Yet other states, like New Mexico, have even less

rainfall per person and do not experience water shortages nearly as often as California.

California’s problem exists because local governments sell water at extremely low prices,

which encourages Californians to use water in ways that make no sense for a state with

low rainfall. For instance, rice, which is well suited for conditions in high-rainfall states like

South Carolina, requires extensive irrigation in California. But because California farmers

can obtain water so cheaply, they plant and flood hundreds of thousands of acres of rice

paddies each spring in the Central Valley. Two thousand tons of water are needed to

produce one ton of rice, but many other grains can be produced with only half that

amount. If the price of California water were higher, farmers would simply switch to

other grains.

Likewise, cheap water encourages homeowners in Los Angeles and San Diego to

plant water-intensive lawns and shrubs, like the ones common in the East and Midwest.

By contrast, residents of cities like Santa Fe, New Mexico, where water prices are high,

choose native plantings that require little or no watering. •

TRANSLATING WANTS INTO DEMAND

It’s a simple fact of life that although our resources are finite, our appetites for good
things are boundless. Even if we had unlimited bank accounts, we’d quickly run out
of the time and energy needed to do all the things we wanted to do. Our challenge
is to use our limited resources to fulfill our desires to the greatest possible degree.
That leaves us with a practical question: How should we allocate our incomes
among the various goods and services that are available? To answer this question,
it’s helpful to begin by recognizing that the goods and services we buy are not ends
in themselves, but rather means for satisfying our desires.

MEASURING WANTS: THE CONCEPT OF UTILITY

Economists use the concept of utility to represent the satisfaction people derive
from their consumption activities. The assumption is that people try to allocate
their incomes so as to maximize their satisfaction, a goal that is referred to as utility
maximization.

Early economists imagined that the utility associated with different activities
might someday be subject to precise measurement. The nineteenth-century British
economist Jeremy Bentham, for example, wrote of a “utilometer,” a device that
could be used to measure the amount of utility provided by different consumption
activities. Although no such device existed in Bentham’s day, contemporary neu-
ropsychologists now have equipment that can generate at least crude measures of
satisfaction.

Figure 5.1, for example, shows a subject who is connected to an apparatus
that measures the intensity of electrical waves emanating from his brain. Univer-
sity of Wisconsin psychologist Richard Davidson and his colleagues documented
that subjects with relatively heavy brain-wave measures emanating from the left
prefrontal cortex tend to be happier (as assessed by a variety of other measures)
than subjects with relatively heavy brain-wave measures emanating from the right
prefrontal cortex.

Jeremy Bentham would have been thrilled to learn that a device like the one
pictured in Figure 5.1 might exist some day. His ideal utilometer would measure util-
ity in utils, much as a thermometer measures temperature in degrees Fahrenheit or
Celsius. It would assign a numerical utility value to every activity—watching a movie,
eating a cheeseburger, and so on. Unfortunately, even sophisticated devices like the
one shown in Figure 5.1 are far from capable of such fine-grained assessments.
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Example 5.1
The Economic Naturalist

Why do farmers grow water-
intensive crops like rice in an
arid state like California?



For Bentham’s intellectual enterprise, however, the absence of a real utilometer
was of no practical significance. Even without such a machine, he could continue to
envision the consumer as someone whose goal was to maximize the total utility she
obtained from the goods she consumed. Bentham’s “utility maximization model,” we
will see, affords important insights about how a rational consumer ought to spend her
income.

To explore how the model works, we begin with a very simple problem, the one
facing a consumer who reaches the front of the line at a free ice cream stand. How
many cones of ice cream should this person, whom we’ll call Sarah, ask for? Table 5.1
shows the relationship between the total number of ice cream cones Sarah eats per
hour and the total utility, measured in utils per hour, she derives from them. Note that
the measurements in the table are stated in terms of cones per hour and utils per hour.
Why “per hour”? Because without an explicit time dimension, we would have no idea
whether a given quantity was a lot or a little. Five ice cream cones in a lifetime isn’t
much, but five in an hour would be more than most of us would care to eat.

As the entries in Table 5.1 show, Sarah’s total utility increases with each cone
she eats, up to the fifth cone. Eating five cones per hour makes her happier than eat-
ing four, which makes her happier than eating three, and so on. But beyond five
cones per hour, consuming more ice cream actually makes Sarah less happy. Thus,
the sixth cone reduces her total utility from 150 utils per hour to 140 utils per hour.
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Can Utility Be Measured

Electronically?

Scientists have shown that

higher levels of electrical

activity on the brain’s left

side are strongly associated

with higher levels of

satisfaction.

TABLE 5.1

Sarah’s Total Utility from Ice Cream Consumption

Cone quantity (cones/hour) Total utility (utils/hour)

0 0

1 50

2 90

3 120

4 140

5 150

6 140



We can display the utility information in Table 5.1 graphically, as in Figure 5.2.
Note in the graph that the more cones per hour Sarah eats, the more utils she gets—
but again only up to the fifth cone. Once she moves beyond five, her total utility be-
gins to decline. Sarah’s happiness reaches a maximum of 150 utils when she eats
five cones per hour. At that point she has no incentive to eat the sixth cone, even
though it’s absolutely free. Eating it would actually make her worse off.

Table 5.1 and Figure 5.2 illustrate another important aspect of the relationship
between utility and consumption—namely, that the additional utility from addi-
tional units of consumption declines as total consumption increases. Thus, whereas
one cone per hour is a lot better—by 50 utils—than zero, five cones per hour is just
a little better than four (just 10 utils’ worth).

The term marginal utility denotes the amount by which total utility changes
when consumption changes by one unit. In Table 5.2, the third column shows the
marginal utility values that correspond to changes in Sarah’s level of ice cream con-
sumption. For example, the second entry in that column represents the increase in
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Ice Cream Consumption.

For most goods, utility rises
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TABLE 5.2

Sarah’s Total and Marginal Utility from Ice Cream Consumption

Cone quantity Total utility Marginal utility
(cones/hour) (utils/hour) (utils/cone)

0 0 —

50

1 50

40

2 90

30

3 120

20

4 140

10

5 150

 10

6 140

Marginal utility 

 

change in utility

change in consumption 

 

90 utils  50 utils

2 cones  1 cone

  40 utils/cone



total utility (measured in utils per cone) when Sarah’s consumption rises from one
cone per hour to two. Note that the marginal utility entries in the third column are
placed midway between the rows of the preceding columns. We do this to indicate
that marginal utility corresponds to the movement from one consumption quantity
to the next. Thus, we would say that the marginal utility of moving from one to
two cones per hour is 40 utils per cone.

Because marginal utility is the change in utility that occurs as we move from
one quantity to another, when we graph marginal utility, we normally adopt the
convention of plotting each specific marginal utility value halfway between the two
quantities to which it corresponds. Thus, in Figure 5.3, we plot the marginal utility
value of 40 utils per cone midway between one cone per hour and two cones per
hour, and so on. (In this example, the marginal utility graph is a downward-sloping
straight line for the region shown, but this need not always be the case.)

The tendency for marginal utility to decline as consumption increases beyond
some point is called the law of diminishing marginal utility. It holds not just for
Sarah’s consumption of ice cream in this illustration, but also for most other
goods for most consumers. If we have one brownie or one Ferrari, we’re happier
than we are with none; if we have two, we’ll be even happier—but not twice as
happy—and so on. Though this pattern is called a law, there are exceptions. In-
deed, some consumption activities even seem to exhibit increasing marginal util-
ity. For example, an unfamiliar song may seem irritating the first time you hear it,
then gradually become more tolerable the next few times you hear it. Before long,
you may discover that you like the song, and you may even find yourself singing
it in the shower. Notwithstanding such exceptions, the law of diminishing mar-
ginal utility is a plausible characterization of the relationship between utility and
consumption for many goods. Unless otherwise stated, we’ll assume that it holds
for the various goods we discuss.

What will Sarah do when she gets to the front of the line? At that point, the op-
portunity cost of the time she spent waiting is a sunk cost and is hence irrelevant to
her decision about how many cones to order. And since there is no monetary charge
for the cones, the cost of ordering an additional one is zero. According to the Cost-
Benefit Principle, Sarah should therefore continue to order cones as long as the mar-
ginal benefit (here, the marginal utility she gets from an additional cone) is greater
than or equal to zero. As we can see from the entries in Table 5.2, marginal utility
is positive up to and including the fifth cone but becomes negative after five cones.
Thus, as noted earlier, Sarah should order five cones.
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ALLOCATING A FIXED INCOME BETWEEN TWO GOODS

Most of the time we face considerably more complex purchase decisions than the
one Sarah faced. For one thing, we generally must make decisions about many
goods, not just a single one like ice cream. Another complication is that the cost of
consuming additional units of each good will rarely be zero.

To see how to proceed in more complex cases, let’s suppose Sarah must decide
how to spend a fixed sum of money on two different goods, each with a positive
price. Should she spend all of it on one of the goods or part of it on each? The law
of diminishing marginal utility suggests that spending it all on a single good isn’t a
good strategy. Rather than devote more and more money to the purchase of a good
we already consume in large quantities (and whose marginal utility is therefore rel-
atively low), we generally do better to spend that money on other goods we don’t
have much of, whose marginal utility will likely be higher.

The simplest way to illustrate how economists think about the spending
decisions of a utility-maximizing consumer is to work through a series of examples,
beginning with the following:

Is Sarah maximizing her utility from consuming chocolate and vanilla ice

cream (I)?

Chocolate ice cream sells for $2 per pint and vanilla sells for $1. Sarah has a budget
of $400 per year to spend on ice cream and her marginal utility from consuming
each type varies with the amount consumed, as shown in Figure 5.4. If she is
currently buying 200 pints of vanilla and 100 pints of chocolate each year, is she
maximizing her utility?
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FIGURE 5.4

Marginal Utility Curves

for Two Flavors of Ice

Cream (I).

At Sarah’s current

consumption levels, her

marginal utility of chocolate

ice cream is 25 percent higher

than her marginal utility of

vanilla. But chocolate is twice

as expensive as vanilla.

Note first that with 200 pints per year of vanilla and 100 pints of chocolate,
Sarah is spending $200 per year on each type of ice cream, for a total expenditure
of $400 per year on ice cream, exactly the amount in her budget. By spending her
money in this fashion, is she getting as much utility as possible? Note in Figure
5.4(b) that her marginal utility from chocolate ice cream is 16 utils per pint. Since
chocolate costs $2 per pint, her current spending on chocolate is yielding additional
utility at the rate of (16 utils/pint) ($2/pint)  8 utils per dollar. Similarly, note in
Figure 5.4(a) that Sarah’s marginal utility for vanilla is 12 utils per pint. And since
vanilla costs only $1 per pint, her current spending on vanilla is yielding
(12 utils/pint) ($1/pint)  12 utils per dollar. In other words, at her current rates of
consumption of the two flavors, her spending yields higher marginal utility per dol-
lar for vanilla than for chocolate. And this means that Sarah cannot possibly be
maximizing her total utility.
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To see why, note that if she spent $2 less on chocolate (that is, if she bought one
pint less than before), she would lose about 16 utils;1 but with the same $2, she
could buy two additional pints of vanilla, which would boost her utility by about
24 utils,2 for a net gain of about 8 utils. Under Sarah’s current budget allocation,
she is thus spending too little on vanilla and too much on chocolate. ◆

In the next example, we’ll see what happens if Sarah spends $100 per year less
on chocolate and $100 per year more on vanilla.

Is Sarah maximizing her utility from consuming chocolate and vanilla ice

cream (II)?

Sarah’s total ice cream budget and the prices of the two flavors are the same as in
the earlier example. If her marginal utility from consuming each type varies with the
amount consumed, as shown in Figure 5.5, and if she is currently buying 300 pints
of vanilla and 50 pints of chocolate each year, is she maximizing her utility?

Note first that the direction of Sarah’s rearrangement of her spending makes
sense in light of the original example, in which we saw that she was spending too
much on chocolate and too little on vanilla. Spending $100 less on chocolate ice
cream causes her marginal utility from that flavor to rise from 16 to 24 utils per
pint [Figure 5.5(b)]. By the same token, spending $100 more on vanilla ice cream
causes her marginal utility from that flavor to fall from 12 to 8 utils per pint [Fig-
ure 5.5(a)]. Both movements are a simple consequence of the law of diminishing
marginal utility.

Since chocolate still costs $2 per pint, her spending on chocolate now yields ad-
ditional utility at the rate of (24 utils/pint) ($2/pint)  12 utils per dollar. Similarly,
since vanilla still costs $1 per pint, her spending on vanilla now yields additional
utility at the rate of only (8 utils/pint) ($1/pint)  8 utils per dollar. So at her new
rates of consumption of the two flavors, her spending yields higher marginal utility
per dollar for chocolate than for vanilla—precisely the opposite of the ordering we
saw in the original example.

Sarah has thus made too big an adjustment in her effort to remedy her original
consumption imbalance. Starting from the new combination of flavors (300 pints
per year of vanilla and 50 pints per year of chocolate), for example, if she then
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FIGURE 5.5

Marginal Utility Curves

for Two Flavors of Ice

Cream (II).

When Sarah increases her

consumption of vanilla (a),

her marginal utility of vanilla

falls. Conversely, when she

reduces her consumption of

chocolate (b), her marginal

utility of chocolate rises.

1The actual reduction would be slightly larger than 16 utils because her marginal utility of chocolate
rises slightly as she consumes less of it.
2The actual increase will be slightly smaller than 24 utils because her marginal utility of vanilla falls
slightly as she buys more of it.



bought two fewer pints of vanilla (which would reduce her utility by about 16 utils)
and used the $2 she saved to buy an additional pint of chocolate (which would
boost her utility by about 24 utils), she would experience a net gain of about
8 utils. So again, her current combination of the two flavors fails to maximize her
total utility. This time, she is spending too little on chocolate and too much on
vanilla. ◆

EXERCISE 5.1

In the preceding examples, verify that the stated combination of flavors

costs exactly the amount that Sarah has budgeted for ice cream.

What is Sarah’s optimal combination of the two flavors? In other words,
among all the combinations of vanilla and chocolate ice cream that Sarah can af-
ford, which one provides the maximum possible total utility? The following exam-
ple illustrates the condition that this optimal combination must satisfy.

Is Sarah maximizing her utility from consuming chocolate and vanilla ice

cream (III)?

Sarah’s total ice cream budget and the prices of the two flavors are the same as
in the previous examples. If her marginal utility from consuming each type varies
with the amounts consumed, as shown in Figure 5.6, and if she is currently buy-
ing 250 pints of vanilla and 75 pints of chocolate each year, is she maximizing
her utility?

As you can easily verify, the combination of 250 pints per year of vanilla and
75 pints per year of chocolate again costs a total of $400, exactly the amount of
Sarah’s ice cream budget. Her marginal utility from chocolate is now 20 utils per
pint [Figure 5.6(b)], and since chocolate still costs $2 per pint, her spending on
chocolate now yields additional utility at the rate of (20 utils/pint) ($2/pint)  10
utils per dollar. Sarah’s marginal utility for vanilla is now 10 utils per pint [Figure
5.6(a)], and since vanilla still costs $1 per pint, her last dollar spent on vanilla now
also yields (10 utils/pint) ($1/pint)  10 utils per dollar. So at her new rates of con-
sumption of the two flavors, her spending yields precisely the same marginal utility
per dollar for each flavor. Thus, if she spent a little less on chocolate and a little
more on vanilla (or vice versa), her total utility would not change at all. For exam-
ple, if she bought two more pints of vanilla (which would increase her utility by 20
utils) and one fewer pint of chocolate (which would reduce her utility by 20 utils),
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FIGURE 5.6

Marginal Utility Curves

for Two Flavors of Ice

Cream (III).

At her current consumption

levels, marginal utility per

dollar is exactly the same for

each flavor.



both her total expenditure on ice cream and her total utility would remain the same
as before. When her marginal utility per dollar is the same for each flavor, it is im-
possible for Sarah to rearrange her spending to increase total utility. Therefore, 250
pints of vanilla and 75 pints of chocolate per year form the optimal combination of
the two flavors. ◆

THE RATIONAL SPENDING RULE

The examples we have worked through illustrate the Rational Spending Rule for
solving the problem of how to allocate a fixed budget across different goods. The
optimal, or utility-maximizing, combination must satisfy this rule.

The Rational Spending Rule: Spending should be allocated across goods

so that the marginal utility per dollar is the same for each good.

The rational spending rule can be expressed in the form of a simple formula. If we
use MU

C
to denote marginal utility from chocolate ice cream consumption (again

measured in utils per pint) and P
C

to denote the price of chocolate (measured in dol-
lars per pint), then the ratio MU

C
 P

C
will represent the marginal utility per dollar

spent on chocolate, measured in utils per dollar. Similarly, if we use MU
V

to denote
the marginal utility from vanilla ice cream consumption and P

V
to denote the price

of vanilla, then MU
V
 P

V
will represent the marginal utility per dollar spent on

vanilla. The marginal utility per dollar will be exactly the same for the two types—
and hence total utility will be maximized—when the following simple equation for
the rational spending rule for two goods is satisfied:

.

The rational spending rule is easily generalized to apply to spending deci-
sions regarding large numbers of goods. In its most general form, it says that the
ratio of marginal utility to price must be the same for each good the consumer
buys. If the ratio were higher for one good than for another, the consumer could
always increase her total utility by buying more of the first good and less of the
second.

Strictly speaking, the rational spending rule applies to goods that are perfectly
divisible, such as milk or gasoline. Many other goods, such as bus rides and televi-
sion sets, can be consumed only in whole-number amounts. In such cases, it may
not be possible to satisfy the rational spending rule exactly. For example, when you
buy one television set, your marginal utility per dollar spent on televisions may be
somewhat higher than the corresponding ratio for other goods, yet if you bought
a second set, the reverse might well be true. Your best alternative in such cases is
to allocate each additional dollar you spend to the good for which your marginal
utility per dollar is highest.3

Notice that we have not chosen to classify the rational spending rule as one of
the core principles of economics. We omit it from this list not because the rule is
unimportant, but because it follows directly from the Cost-Benefit Principle. As we
noted earlier, there is considerable advantage in keeping the list of core principles as
small as possible.

INCOME AND SUBSTITUTION EFFECTS REVISITED

In Chapter 3, we saw that the quantity of a good that consumers wish to purchase
depends on its own price, on the prices of substitutes and complements, and on con-
sumer incomes. We also saw that when the price of a good changes, the quantity of

MU
C  PC

 MU
V  PV
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3See Problems 6 and 10 at the end of the chapter for examples.
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it demanded changes for two reasons: the substitution effect and the income effect.
The substitution effect refers to the fact that when the price of a good goes up, sub-
stitutes for that good become relatively more attractive, causing some consumers to
abandon the good for its substitutes.

The income effect refers to the fact that a price change makes the consumer ei-
ther poorer or richer in real terms. Consider, for instance, the effect of a change in
the price of one of the ice cream flavors in the preceding examples. At the original
prices ($2 per pint for chocolate, $1 per pint for vanilla), Sarah’s $400 annual ice
cream budget enabled her to buy at most 200 pints per year of chocolate or
400 pints per year of vanilla. If the price of vanilla rose to $2 per pint, that would
reduce not only the maximum amount of vanilla she could afford (from 400 to
200 pints per year) but also the maximum amount of chocolate she could afford in
combination with any given amount of vanilla. For example, at the original price of
$1 per pint for vanilla, Sarah could afford to buy 150 pints of chocolate while buy-
ing 100 pints of vanilla; but when the price of vanilla rises to $2, she can buy only
100 pints of chocolate while buying 100 pints of vanilla. As noted in Chapter 3, a
reduction in real income shifts the demand curves for normal goods to the left.

The rational spending rule helps us see more clearly why a change in the price of
one good affects demands for other goods. The rule requires that the ratio of mar-
ginal utility to price be the same for all goods. This means that if the price of one
good goes up, the ratio of its current marginal utility to its new price will be lower
than for other goods. Consumers can then increase their total utility by devoting
smaller proportions of their incomes to that good and larger proportions to others.

How should Sarah respond to a reduction in the price of chocolate ice cream?

Suppose that Sarah’s total ice cream budget is still $400 per year and the prices of
the two flavors are again $2 per pint for chocolate and $1 per pint for vanilla. Her
marginal utility from consuming each type varies with the amounts consumed, as
shown in Figure 5.7. As we showed in the previous examples, she is currently buy-
ing 250 pints of vanilla and 75 pints of chocolate each year, which is the optimal
combination for her at these prices. How should she reallocate her spending among
the two flavors if the price of chocolate ice cream falls to $1 per pint?
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FIGURE 5.7

Marginal Utility Curves

for Two Flavors of Ice

Cream (IV).

At the current combination

of flavors, marginal utility per

dollar is the same for each

flavor. When the price of

chocolate falls, marginal utility

per dollar becomes higher

for chocolate than for vanilla.

To redress this imbalance,

Sarah should buy more

chocolate and less vanilla.

Because the quantities shown in Figure 5.7 constitute the optimal combination
of the two flavors for Sarah at the original prices, they must exactly satisfy the
rational spending rule:

  MU
V PV  110 utils/pint2 1$1/pint2.

 MU
C PC  120 utils/pint2 1$2/pint2  10 utils/dollar



When the price of chocolate falls to $1 per pint, the original quantities will no
longer satisfy the rational spending rule because the marginal utility per dollar for
chocolate will suddenly be twice what it was before:

To redress this imbalance, Sarah must rearrange her spending on the two flavors in
such a way as to increase the marginal utility per dollar for vanilla relative to the
marginal utility per dollar for chocolate. And as we see in Figure 5.7, that will hap-
pen if she buys a larger quantity than before of chocolate and a smaller quantity
than before of vanilla. ◆

EXERCISE 5.2

John spends all of his income on two goods: food and shelter. The price of

food is $5 per pound and the price of shelter is $10 per square yard. At his

current consumption levels, his marginal utilities for the two goods are 20

utils per pound and 30 utils per square yard, respectively. Is John maximiz-

ing his utility? If not, how should he reallocate his spending?

In Chapter 1 we saw that people often make bad decisions because they fail to
appreciate the distinction between average and marginal costs and benefits. As the
following example illustrates, this pitfall also arises when people attempt to apply
the economist’s model of utility maximization.

Should Eric consume more apples?

Eric gets a total of 1,000 utils per week from his consumption of apples and a total
of 400 utils per week from his consumption of oranges. The price of apples is $2
each, the price of oranges is $1 each, and he consumes 50 apples and 50 oranges
each week. True or false: Eric should consume more apples and fewer oranges.

Eric spends $100 per week on apples and $50 on oranges. He thus averages
(1,000 utils/week) ($100/week)  10 utils per dollar from his consumption of ap-
ples and (400 utils/week) ($50/week)  8 utils per dollar from his consumption of
oranges. Many might be tempted to respond that because Eric’s average utility per
dollar for apples is higher than for oranges, he should consume more apples. But
knowing only his average utility per dollar for each good does not enable us to say
whether his current combination is optimal. To make that determination, we need
to compare Eric’s marginal utility per dollar for each good. The information given
simply doesn’t permit us to make that comparison. ◆

 7 MU
V PV  10 utils/dollar.

 MU
C PC  120 utils/pint2 1$1/pint2  20 utils/dollar
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RECAP TRANSLATING WANTS INTO DEMAND

The Scarcity Principle challenges us to allocate our incomes among the vari-
ous goods that are available so as to fulfill our desires to the greatest possible
degree. The optimal combination of goods is the affordable combination that
yields the highest total utility. For goods that are perfectly divisible, the ratio-
nal spending rule tells us that the optimal combination is one for which the
marginal utility per dollar is the same for each good. If this condition were not
satisfied, the consumer could increase her utility by spending less on goods for
which the marginal utility per dollar was lower and more on goods for which
her marginal utility was higher.

Scarcity



APPLYING THE RATIONAL SPENDING RULE

The real payoff from learning the law of demand and the rational spending rule lies
in using these abstract concepts to make sense of the world around you. To
encourage you in your efforts to become an economic naturalist, we turn now to a
sequence of examples in this vein.

SUBSTITUTION AT WORK

In the first of these examples, we focus on the role of substitution. When the price
of a good or service goes up, rational consumers generally turn to less expensive
substitutes. Can’t meet the payments on a new car? Then buy a used one, or rent an
apartment on a bus or subway line. French restaurants too pricey? Then go out for
Chinese, or eat at home more often. National Football League tickets too high?
Watch the game on television, or read a book. Can’t afford a book? Check one out
of the library, or download some reading matter from the internet. Once you begin
to see substitution at work, you will be amazed by the number and richness of the
examples that confront you every day.

Why do the wealthy in Manhattan live in smaller houses than the wealthy in

Seattle?

Microsoft cofounder Bill Gates lives in a 45,000-square-foot house in Seattle, Washington.

His house is large even by the standards of Seattle, many of whose wealthy residents live in

houses with more than 10,000 square feet of floor space. By contrast, persons of similar

wealth in Manhattan rarely live in houses larger than 5,000 square feet. Why this difference?

For people trying to decide how large a house to buy, the most obvious difference

between Manhattan and Seattle is the huge difference in housing prices. The cost of land

alone is several times higher in Manhattan than in Seattle, and construction costs are also

much higher. Although plenty of New Yorkers could afford to build a 45,000-square-foot

mansion, Manhattan housing prices are so high that they simply choose to live in smaller

houses and spend what they save in other ways—on lavish summer homes in eastern

Long Island, for instance. New Yorkers also eat out and go to the theater more often than

their wealthy counterparts in other U.S. cities. •

An especially vivid illustration of substitution occurred during the late 1970s,
when fuel shortages brought on by interruptions in the supply of oil from the
Middle East led to sharp increases in the price of gasoline and other fuels. In a
variety of ways—some straightforward, others remarkably ingenious—consumers
changed their behavior to economize on the use of energy. They formed car pools;
switched to public transportation; bought four-cylinder cars; moved closer to work;
took fewer trips; turned down their thermostats; installed insulation, storm win-
dows, and solar heaters; and bought more efficient appliances. Many people even
moved farther south to escape high winter heating bills.

As the next example points out, consumers not only abandon a good in favor
of substitutes when it gets more expensive, but they also return to that good when
prices return to their original levels.

Why did people turn to four-cylinder cars in the 1970s, only to shift back to

six- and eight-cylinder cars in the 1990s?

In 1973, the price of gasoline was 38 cents per gallon. The following year the price shot

up to 52 cents per gallon in the wake of a major disruption of oil supplies. A second dis-

ruption in 1979 drove the 1980 price to $1.19 per gallon. These sharp increases in the

price of gasoline led to big increases in the demand for cars with four-cylinder engines,

which delivered much better fuel economy than the six- and eight-cylinder cars most
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Example 5.2
The Economic Naturalist

Example 5.3
The Economic Naturalist

Would Bill Gates build a 45,000-
square-foot house if he lived in
Manhattan?
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people had owned. After 1980, however, fuel supplies stabilized, and prices rose only

slowly, reaching $1.40 per gallon by 1999. Yet despite the continued rise in the price of

gasoline, the switch to smaller engines did not continue. By the late 1980s, the propor-

tion of cars sold with six- and eight-cylinder engines began rising again. Why this reversal?

The key to explaining these patterns is to focus on changes in the real price of

gasoline. When someone decides how big an automobile engine to choose, what

matters is not the nominal price of gasoline, but the price of gasoline relative to all

other goods. After all, for a consumer faced with a decision of whether to spend

$1.40 for a gallon of gasoline, the important question is how much utility she could

get from other things she could purchase with the same money. Even though the

price of gasoline continued to rise slowly in nominal, or dollar, terms through the

1980s and 1990s, it declined sharply relative to the price of other goods. Indeed, in

terms of real purchasing power, the 1999 price was actually slightly lower than the

1973 price. (That is, in 1999 $1.40 bought slightly fewer goods and services than 38

cents bought in 1973.) It is this decline in the real price of gasoline that accounts for

the reversal of the trend toward smaller engines. •

A sharp decline in the real price of gasoline also helps account for the explosive
growth in sport utility vehicles in the 1990s. Almost 4 million SUVs were sold in the
United States in 2001, up from only 750,000 in 1990. Some of them—like the Ford
Excursion—weigh more than 7,500 pounds (three times as much as a Honda Civic)
and get less than 10 miles per gallon on city streets. Vehicles like these would have
been dismal failures during the 1970s, but they were by far the hottest sellers in the
cheap-energy environment of 2001.

In 2004, gasoline prices yet again began to rise sharply in real terms, and by the
summer of 2008 had reached almost $4 per gallon in some parts of the country. Just
as expected, the patterns of vehicle purchases began to shift almost immediately.
Large SUVs, in high demand just months earlier, began selling at deep discounts.
And with long waiting lists for fuel-efficient hybrids such as the Toyota Prius, buy-
ers not only seldom received discounts, they frequently paid even more than the
sticker price.

Here’s another closely related example of the influence of price on spending
decisions.
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real price the dollar price of 

a good relative to the average

dollar price of all other goods

nominal price the absolute

price of a good in dollar terms
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Why are automobile engines smaller in England than in the United States?

In England, the most popular model of BMW’s 5-series car is the 516i, whereas in the

United States it is the 530i. The engine in the 516i is almost 50 percent smaller than the

engine in the 530i. Why this difference?

In both countries, BMWs appeal to professionals with roughly similar incomes, so

the difference cannot be explained by differences in purchasing power. Rather, it is the di-

rect result of the heavy tax the British levy on gasoline. With tax, a gallon of gasoline sells

for more than $8 in England—about two times the price in the United States. This differ-

ence encourages the British to choose smaller, more fuel-efficient engines. •

THE IMPORTANCE OF INCOME DIFFERENCES

The most obvious difference between the rich and the poor is that the rich have
higher incomes. To explain why the wealthy generally buy larger houses than the
poor, we need not assume that the wealthy feel more strongly about housing than
the poor. A much simpler explanation is that the total utility from housing, as with
most other goods, increases with the amount that one consumes.

As the next example illustrates, income influences the demand not only for
housing and other goods, but also for quality of service.

Why are waiting lines longer in poorer neighborhoods?

As part of a recent promotional campaign, a Baskin-Robbins retailer offered free ice

cream at two of its franchise stores. The first was located in a high-income neighborhood,

the second in a low-income neighborhood. Why was the queue for free ice cream longer

in the low-income neighborhood?

Residents of both neighborhoods must decide whether to stand in line for free ice

cream or go to some other store and avoid the line by paying the usual price. If we make

the plausible assumption that people with higher incomes are more willing than others to

pay to avoid standing in line, we should expect to see shorter lines in the high-income

neighborhood. •

Similar reasoning helps explain why lines are shorter in grocery stores that
cater to high-income consumers. Keeping lines short at any grocery store means hir-
ing more clerks, which means charging higher prices. High-income consumers are
more likely than others to be willing to pay for shorter lines.
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Example 5.4
The Economic Naturalist

Example 5.5
The Economic Naturalist

Does the quantity of
horsepower demanded depend
on gasoline prices?

Why are lines longer in low-
income neighborhoods?

RECAP APPLYING THE RATIONAL SPENDING RULE

Application of the rational spending rule highlights the important roles of in-
come and substitution in explaining differences in consumption patterns—
among individuals, among communities, and across time. The rule also
highlights the fact that real, as opposed to nominal, prices and income are
what matter. The demand for a good falls when the real price of a substitute
falls or the real price of a complement rises.

INDIVIDUAL AND MARKET DEMAND CURVES

If we know what each individual’s demand curve for a good looks like, how can we use
that information to construct the market demand curve for the good? We must add the
individual demand curves together, a process that is straightforward but requires care.
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HORIZONTAL ADDITION

Suppose that there are only two buyers—Smith and Jones—in the market for
canned tuna and that their demand curves are as shown in Figure 5.8(a) and (b). To
construct the market demand curve for canned tuna, we simply announce a
sequence of prices and then add the quantity demanded by each buyer at each price.
For example, at a price of 40 cents per can, Smith demands six cans per week
(a) and Jones demands two cans per week (b), for a market demand of eight cans
per week (c).

Figure 5.9 illustrates the special case in which each of 1,000 consumers in the
market has the same demand curve (a). To get the market demand curve (b) in this
case, we simply multiply each quantity on the representative individual demand
curve by 1,000.

The process of adding individual demand curves to get the market demand
curve is known as horizontal addition, a term used to emphasize that we are adding
quantities, which are measured on the horizontal axes of individual demand curves.

EXERCISE 5.3

The buyers’ side of the market for movie tickets consists of two consumers

whose demands are as shown in the diagram below. Graph the market

demand curve for this market.
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DEMAND AND CONSUMER SURPLUS

In Chapter 1 we first encountered the concept of economic surplus, which in a
buyer’s case is the difference between the most she would have been willing to pay
for a product and the amount she actually pays for it. The economic surplus
received by buyers is often referred to as consumer surplus.

The term consumer surplus sometimes refers to the surplus received by a single
buyer in a transaction. On other occasions, it is used to denote the total surplus
received by all buyers in a market or collection of markets.

CALCULATING CONSUMER SURPLUS

For performing cost-benefit analysis, it is often important to be able to measure the
total consumer surplus received by all buyers who participate in a given market. For
example, a road linking a mountain village and a port city would create a new mar-
ket for fresh fish in the mountain village; in deciding whether the road should be
built, analysts would want to count as one of its benefits the gains that would be
reaped by buyers in this new market.

To illustrate how economists actually measure consumer surplus, we’ll consider
a hypothetical market for a good with 11 potential buyers, each of whom can buy
a maximum of one unit of the good each day. The first potential buyer’s reservation
price for the product is $11; the second buyer’s reservation price is $10; the third
buyer’s reservation price is $9; and so on. The demand curve for this market will
have the staircase shape shown in Figure 5.10. We can think of this curve as the dig-
ital counterpart of traditional analog demand curves. (If the units shown on the
horizontal axis were fine enough, this digital curve would be visually indistinguish-
able from its analog counterparts.)

Suppose the good whose demand curve is shown in Figure 5.10 were available
at a price of $6 per unit. How much total consumer surplus would buyers in this
market reap? At a price of $6, six units per day would be sold in this market. The
buyer of the sixth unit would receive no economic surplus since his reservation
price for that unit was exactly $6, the same as its selling price. But the first five buy-
ers would reap a surplus for their purchases. The buyer of the first unit, for exam-
ple, would have been willing to pay as much as $11 for it, but since she would pay
only $6, she would receive a surplus of exactly $5. The buyer of the second unit,
who would have been willing to pay as much as $10, would receive a surplus of $4.
The surplus would be $3 for the buyer of the third unit, $2 for the buyer of the
fourth unit, and $1 for the buyer of the fifth unit.

If we add all the buyers’ surpluses together, we get a total of $15 of consumer
surplus each day. That surplus corresponds to the shaded area shown in Figure 5.11.
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The Individual and
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When All Buyers Have

Identical Demand Curves.

When individual demand
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the market demand curve 
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A Market with a “Digital”

Demand Curve.

When a product can be sold

only in whole-number

amounts, its demand 

curve has the stair-step 

shape shown.

FIGURE 5.11

Consumer Surplus.

Consumer surplus (shaded

region) is the cumulative

difference between the most

that buyers are willing to pay

for each unit and the price

they actually pay.

EXERCISE 5.4

Calculate consumer surplus for a demand curve like the one just described

except that the buyers’ reservation prices for each unit are $2 higher than

before, as shown in the graph below.



Now suppose we want to calculate consumer surplus in a market with a con-
ventional straight-line demand curve. As the following example illustrates, this task
is a simple extension of the method used for digital demand curves.

How much do buyers benefit from their participation in the market for milk?

Consider the market for milk whose demand and supply curves are shown in Figure
5.12, which has an equilibrium price of $2 per gallon and an equilibrium quantity of
4,000 gallons per day. How much consumer surplus do the buyers in this market reap?

In Figure 5.12, note first that, as in Figure 5.11, the last unit exchanged each day
generates no consumer surplus at all. Note also that for all milk sold up to 4,000 gal-
lons per day, buyers receive consumer surplus, just as in Figure 5.11. For these buyers,
consumer surplus is the cumulative difference between the most they would be willing
to pay for milk (as measured on the demand curve) and the price they actually pay.
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Total consumer surplus received by buyers in the milk market is thus the
shaded triangle between the demand curve and the market price in Figure 5.13.
Note that this area is a right triangle whose vertical arm is h $1/gallon and whose
horizontal arm is b  4,000 gallons/day. And since the area of any triangle is equal
to (1/2)bh, consumer surplus in this market is equal to
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A useful way of thinking about consumer surplus is to ask what is the highest
price consumers would pay, in the aggregate, for the right to continue participating
in this milk market. The answer is $2,000 per day, since that is the amount by
which their combined benefits exceed their combined costs. ◆

As discussed in Chapter 3, the demand curve for a good can be interpreted ei-
ther horizontally or vertically. The horizontal interpretation tells us, for each price,
the total quantity that consumers wish to buy at that price. The vertical interpreta-
tion tells us, for each quantity, the most a buyer would be willing to pay for the
good at that quantity. For the purpose of computing consumer surplus, we rely on
the vertical interpretation of the demand curve. The value on the vertical axis that
corresponds to each point along the demand curve corresponds to the marginal
buyer’s reservation price for the good. Consumer surplus is the cumulative sum of
the differences between these reservation prices and the market price. It is the area
bounded above by the demand curve and bounded below by the market price.
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■ S U M M A R Y ■

• The rational consumer allocates income among dif-
ferent goods so that the marginal utility gained from
the last dollar spent on each good is the same. This
rational spending rule gives rise to the law of demand,
which states that people do less of what they want to
do as the cost of doing it rises. Here, “cost” refers to
the sum of all monetary and nonmonetary sacrifices—
explicit and implicit—that must be made in order to
engage in the activity. LO1, LO3

• The ability to substitute one good for another is an
important factor behind the law of demand. Because
virtually every good or service has at least some sub-
stitutes, economists prefer to speak in terms of wants
rather than needs. We face choices, and describing
our demands as needs is misleading because it sug-
gests we have no options. LO2

• For normal goods, the income effect is a second impor-
tant reason that demand curves slope downward.
When the price of such a good falls, not only does it be-

come more attractive relative to its substitutes, but the
consumer also acquires more real purchasing power,
and this, too, augments the quantity demanded. LO4

• The demand curve is a schedule that shows the amounts
of a good people want to buy at various prices. Demand
curves can be used to summarize the price–quantity re-
lationship for a single individual, but more commonly
we employ them to summarize that relationship for an
entire market. At any quantity along a demand curve,
the corresponding price represents the amount by
which the consumer (or consumers) would benefit
from having an additional unit of the product. For this
reason, the demand curve is sometimes described as a
summary of the benefit side of the market. LO5

• Consumer surplus is a quantitative measure of the
amount by which buyers benefit as a result of their
ability to purchase goods at the market price. It is
the area between the demand curve and the market
price. LO6

■ K E Y  T E R M S ■

consumer surplus (142)
law of demand (126)
law of diminishing marginal

utility (131)

marginal utility (130)
nominal price (139)
optimal combination of 

goods (134)

rational spending rule (135)
real price (139)

■ R E V I E W  Q U E S T I O N S ■

1. Why do economists prefer to speak of demands
arising out of “wants” rather than “needs”? LO2

2. Explain why economists consider the concept of
utility useful, even if psychologists cannot measure
it precisely. LO2
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■ P R O B L E M S ■

1. In which type of restaurant do you expect the service to be more prompt and
courteous: an expensive gourmet restaurant or an inexpensive diner?
Explain. LO4

2. You are having lunch at an all-you-can-eat buffet. If you are rational, what should
be your marginal utility from the last morsel of food you swallow? LO2

3. Martha’s current marginal utility from consuming orange juice is 75 utils per
ounce and her marginal utility from consuming coffee is 50 utils per ounce. If
orange juice costs 25 cents per ounce and coffee costs 20 cents per ounce, is
Martha maximizing her total utility from the two beverages? If so, explain how
you know. If not, how should she rearrange her spending? LO3

4. Toby’s current marginal utility from consuming peanuts is 100 utils per ounce
and his marginal utility from consuming cashews is 200 utils per ounce. If
peanuts cost 10 cents per ounce and cashews cost 25 cents per ounce, is Toby
maximizing his total utility from the kinds of nuts? If so, explain how you
know. If not, how should he rearrange his spending? LO3

5. Sue gets a total of 20 utils per week from her consumption of pizza and a total
of 40 utils per week from her consumption of yogurt. The price of pizza is $1
per slice, the price of yogurt is $1 per cup, and she consumes 10 slices of pizza
and 20 cups of yogurt each week. True or false: Sue is consuming the optimal
combination of pizza and yogurt. LO3

6. Ann lives in Princeton, New Jersey, and commutes by train each day to her job
in New York City (20 round trips per month). When the price of a round trip
goes up from $10 to $20, she responds by consuming exactly the same num-
ber of trips as before, while spending $200 per month less on restaurant
meals. LO3, LO4

a. Does the fact that her quantity of train travel is completely unresponsive to
the price increase imply that Ann is not a rational consumer?

b. Explain why an increase in train travel might affect the amount she spends
on restaurant meals.

7. For the demand curve shown, find the total amount of consumer surplus that
results in the gasoline market if gasoline sells for $2 per gallon. LO6
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3. Why does the law of diminishing marginal utility
encourage people to spread their spending across
many different types of goods? LO3

4. Explain why a good or service that is offered at a
monetary price of zero is unlikely to be a truly
“free” good from an economic perspective. LO3

5. Give an example of a good that you have consumed
for which your marginal utility increased with the
amount of it you consumed. LO3



8. Tom has a weekly allowance of $24, all of which he spends on pizza and movie
rentals, whose prices are $6 per slice and $3 per rental, respectively. If slices of
pizza and movie rentals are available only in whole-number amounts, list all
possible combinations of the two goods that Tom can purchase each week with
his allowance. LO3

9.*Refer to problem 8. Tom’s total utility is the sum of the utility he derives from
pizza and movie rentals. If these utilities vary with the amounts consumed as
shown in the table, and pizzas and movie rentals are again consumable only in
whole-number amounts, how many pizzas and how many movie rentals should
Tom consume each week? LO3

10.*The buyers’ side of the market for amusement park tickets consists of two con-
sumers whose demands are as shown in the diagram below. LO5, LO6

a. Graph the market demand curve for this market.
b. Calculate the total consumer surplus in the amusement park market if tick-

ets sell for $12 each.
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*Problems marked with an asterisk (*) are more difficult.
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

5.1 The combination of 300 pints per year of vanilla ($300) and 50 pints of
chocolate ($100) costs a total of $400, which is exactly equal to Sarah’s ice
cream budget. LO3

5.2 The rational spending rule requires MU
F
 P

F
 MU

S
 P

S
where MU

F
and MU

S

are John’s marginal utilities from food and shelter and P
F

and P
S

are the
prices of food and shelter, respectively. At John’s original combination,

Utils/week Movie rentals/ Utils/week
Pizzas/week from pizza week from rentals

0 0 0 0

1 20 1 40

2 38 2 46

3 54 3 50

4 68 4 54

5 80 5 56

6 90 6 57

7 98 7 57

8 104 8 57



MU
F
 P

F
 4 utils per dollar and MU

S
 P

S
 3 utils per dollar. John should

thus spend more of his income on food and less on shelter. LO3

5.3 Adding the two individual demand curves, (a) and (b), horizontally yields the
market demand curve (c): LO5

5.4 Consumer surplus is now the new shaded area, $28 per day. LO6
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C H A P T E R

6
Pe r f e c t l y  C ompe t i t i v e

S upp l y
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Explain how opportunity cost is related to the supply curve.

2. Discuss the relationship between the supply curve for an individual firm

and the market supply curve for an industry.

3. Determine a perfectly competitive firm’s profit-maximizing output level

and profit in the short run.

4. Connect the determinants of supply with the factors that affect individual

firms’ costs.

5. Define and calculate producer surplus.

ars that took more than 50 hours to assemble in the 1970s are now
built in less than 8 hours. Similar productivity growth has occurred in
many other manufacturing industries. Yet in many service industries,

productivity has grown only slowly, if at all. For example, the London Philhar-
monic Orchestra performs Beethoven’s Fifth Symphony with no fewer musicians
today than it did in 1850. And it still takes a barber about half an hour to cut
someone’s hair, just as it always has.

Given the spectacular growth in manufacturing workers’ productivity, it is
no surprise that their real wages have risen more than fivefold during the last
century. But why have real wages for service workers risen just as much? If
barbers and musicians are no more productive than they were at the turn of the
century, why are they now paid five times as much?

An answer is suggested by the observation that the opportunity cost of pur-
suing any given occupation is the most one could have earned in some other oc-
cupation. Most people who become barbers or musicians could instead have
chosen jobs in manufacturing. If workers in service industries were not paid
roughly as much as they could have earned in other occupations, many of them
would not have been willing to work in service industries in the first place.

C
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The trajectories of wages in manufacturing and service industries illustrate the
intimate link between the prices at which goods and services are offered for sale in
the market and the opportunity cost of the resources required to produce them.

In the previous chapter, we saw that the demand curve is a schedule that tells
how many units buyers wish to purchase at different prices. Our task here is to gain
insight into the factors that shape the supply curve, the schedule that tells how
many units suppliers wish to sell at different prices.

Although the demand side and the supply side of the market are different in
several ways, many of these differences are superficial. Indeed, the behavior of both
buyers and sellers is, in an important sense, fundamentally the same. After all, the
two groups confront essentially similar questions—in the buyer’s case, “Should I
buy another unit?” and in the seller’s, “Should I sell another unit?” What is more,
buyers and sellers use the same criterion for answering these questions. Thus, a ra-
tional consumer will buy another unit if its benefit exceeds its cost and a rational
seller will sell another unit if the cost of making it is less than the extra revenue he
can get from selling it (the familiar Cost-Benefit Principle again).

THINKING ABOUT SUPPLY: THE IMPORTANCE 

OF OPPORTUNITY COST

Do you live in a state that requires refundable soft drink container deposits? If so,
you’ve probably noticed that some people always redeem their own containers
while other people pass up this opportunity, leaving their used containers to be re-
cycled by others. Recycling used containers is a service and its production obeys the
same logic that applies to the production of other goods and services. The follow-
ing sequence of recycling examples shows how the supply curve for a good or service
is rooted in the individual’s choice of whether to produce it.

How much time should Harry spend recycling soft drink containers?

Harry is trying to decide how to divide his time between his job as a dishwasher in the
dining hall, which pays $6 an hour for as many hours as he chooses to work, and gath-
ering soft drink containers to redeem for deposit, in which case his pay depends on
both the deposit per container and the number of containers he finds. Earnings aside,
Harry is indifferent between the two tasks, and the number of containers he will find
depends, as shown in the table below, on the number of hours per day he searches:

Why are barbers paid five times
as much now as in 1900, even
though they can’t cut hair any
faster than they could then?

Total number of Additional number of
Search time (hours/day) containers found containers found

0 0
600

1 600
400

2 1,000
300

3 1,300
200

4 1,500
100

5 1,600

If the containers may be redeemed for 2 cents each, how many hours should
Harry spend searching for containers?

For each additional hour Harry spends searching for soft drink containers, he
loses the $6 he could have earned as a dishwasher. This is his hourly opportunity
cost of searching for soft drink containers. His benefit from each hour spent search-
ing for containers is the number of additional containers he finds (shown in column 3

Cost-Benefit
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of the table) times the deposit he collects per container. Since he can redeem each
container for 2 cents, his first hour spent collecting containers will yield earnings of
600($0.02)  $12, or $6 more than he could have earned as a dishwasher.

By the Cost-Benefit Principle, then, Harry should spend his first hour of work
each day searching for soft drink containers rather than washing dishes. A second
hour searching for containers will yield 400 additional containers, for additional earn-
ings of $8, so it too satisfies the cost-benefit test. A third hour spent searching yields
300 additional containers, for 300($0.02)  $6 of additional earnings. Since this is
exactly what Harry could have earned washing dishes, he is indifferent between
spending his third hour of work each day on one task or the other. For the sake of dis-
cussion, however, we’ll assume that he resolves ties in favor of searching for contain-
ers, in which case he will spend three hours each day searching for containers. ◆

What is the lowest redemption price that would induce Harry to spend at least
one hour per day recycling? Since he will find 600 containers in his first hour of
search, a one-cent deposit on each container would enable him to match his $6 per
hour opportunity cost. More generally, if the redemption price is p, and the next hour
spent searching yields  Q additional containers, then Harry’s additional earnings
from searching the additional hour will be p( Q). This means that the smallest re-
demption price that will lead Harry to search another hour must satisfy the equation

(6.1)

How high would the redemption price of containers have to be to induce Harry
to search for a second hour? Since he can find additional containers if
he searches for a second hour, the smallest redemption price that will lead him to do
so must satisfy which solves for 

EXERCISE 6.1

In the example above, calculate the lowest container redemption prices

that will lead Harry to search a third, fourth, and fifth hour.

By searching for soft drink containers, Harry becomes, in effect, a supplier of
container-recycling services. In Exercise 6.1, we saw that Harry’s reservation prices
for his third, fourth, and fifth hours of container search are 2, 3, and 6 cents, re-
spectively. Having calculated these reservation prices, we can now plot his supply
curve of container-recycling services. This curve, which plots the redemption price
per container on the vertical axis and the number of containers recycled each day
on the horizontal axis, is shown in Figure 6.1. Harry’s individual supply curve of

p  1.5 cents.p(400)  $6,

¢Q  400

p1¢Q2  $6.



container-recycling services tells us the number of containers he is willing to recycle
at various redemption prices.

The supply curve shown in Figure 6.1 is upward-sloping, just like those we saw
in Chapter 3. There are exceptions to this general rule, but sellers of most goods
will offer higher quantities at higher prices.

INDIVIDUAL AND MARKET SUPPLY CURVES

The relationship between the individual and market supply curves for a product is
analogous to the relationship between the individual and market demand curves.
The quantity that corresponds to a given price on the market demand curve is the
sum of the quantities demanded at that price by all individual buyers in the market.
Likewise, the quantity that corresponds to any given price on the market supply
curve is the sum of the quantities supplied at that price by all individual sellers in
the market.

Suppose, for example, that the supply side of the recycling-services market con-
sists only of Harry and his identical twin, Barry, whose individual supply curve is
the same as Harry’s. To generate the market supply curve, we first put the individ-
ual supply curves side by side, as shown in Figure 6.2(a) and (b). We then announce
a price, and for that price add the individual quantities supplied to obtain the total
quantity supplied in the market. Thus, at a price of 3 cents per container, both
Harry and Barry wish to recycle 1,500 cans per day, so the total market supply at
that price is 3,000 cans per day. Proceeding in like manner for a sequence of prices,
we generate the market supply curve for recycling services shown in Figure 6.2(c).
This is the same process of horizontal summation by which we generated market
demand curves from individual demand curves in the previous chapter.
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Alternatively, if there were many suppliers with individual supply curves iden-
tical to Harry’s, we could generate the market supply curve by simply multiplying
each quantity value on the individual supply curve by the number of suppliers. For
instance, Figure 6.3 shows the supply curve for a market in which there are 1,000
suppliers with individual supply curves like Harry’s.

Why do individual supply curves tend to be upward-sloping? One explanation
is suggested by the Principle of Increasing Opportunity Cost, or the Low-Hanging-
Fruit Principle. Container recyclers should always look first for the containers that



are easiest to find—such as those in plain view in readily accessible locations. As the
redemption price rises, it will pay to incur the additional cost of searching farther
from the beaten path.

If all individuals have identical upward-sloping supply curves, the market sup-
ply curve will be upward-sloping as well. But there is an important additional rea-
son for the positive slope of market supply curves: Individual suppliers generally
differ with respect to their opportunity costs of supplying the product. (The Princi-
ple of Increasing Opportunity Cost applies not only to each individual searcher, but
also across individuals.) Thus, whereas people facing unattractive employment op-
portunities in other occupations may be willing to recycle soft drink containers even
when the redemption price is low, those with more attractive options will recycle
only if the redemption price is relatively high.

In summary, then, the upward slope of the supply curve reflects the fact that
costs tend to rise at the margin when producers expand production, partly because
each individual exploits her most attractive opportunities first, but also because
different potential sellers face different opportunity costs.

PROFIT-MAXIMIZING FIRMS IN PERFECTLY

COMPETITIVE MARKETS

To explore the nature of the supply curve of a product more fully, we must say more
about the goals of the organizations that supply the product and the kind of eco-
nomic environment in which they operate. In virtually every economy, goods and
services are produced by a variety of organizations that pursue a host of different
motives. The Red Cross supplies blood because its organizers and donors want to
help people in need; the local government fixes potholes because the mayor was
elected on a promise to do so; karaoke singers perform because they like public
attention; and car-wash employees are driven primarily by the hope of making
enough money to pay their rent.

PROFIT MAXIMIZATION

Notwithstanding this rich variety of motives, most goods and services that are of-
fered for sale in a market economy are sold by private firms whose main reason for
existing is to earn profit for their owners. A firm’s profit is the difference between
the total revenue it receives from the sale of its product and all costs it incurs in
producing it.
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A profit-maximizing firm is one whose primary goal is to maximize the amount
of profit it earns. The supply curves that economists use in standard supply and de-
mand theory are based on the assumption that goods are sold by profit-maximizing
firms in perfectly competitive markets, which are markets in which individual firms
have no influence over the market prices of the products they sell. Because of their
inability to influence market price, perfectly competitive firms are often described
as price takers.

The following four conditions are characteristic of markets that are perfectly
competitive:

1. All firms sell the same standardized product. Although this condition is almost
never literally satisfied, it holds as a rough approximation for many markets.
Thus, the markets for concrete building blocks of a given size, or for apples of
a given variety, may be described in this way. This condition implies that buy-
ers are willing to switch from one seller to another if by so doing they can
obtain a lower price.

2. The market has many buyers and sellers, each of which buys or sells only a
small fraction of the total quantity exchanged. This condition implies that in-
dividual buyers and sellers will be price takers, regarding the market price of
the product as a fixed number beyond their control. For example, a single
farmer’s decision to plant fewer acres of wheat would have no appreciable
impact on the market price of wheat, just as an individual consumer’s deci-
sion to become a vegetarian would have no perceptible effect on the price of
beef.

3. Productive resources are mobile. This condition implies that if a potential seller
identifies a profitable business opportunity in a market, he or she will be able
to obtain the labor, capital, and other productive resources necessary to enter
that market. By the same token, sellers who are dissatisfied with the opportu-
nities they confront in a given market are free to leave that market and employ
their resources elsewhere.

4. Buyers and sellers are well informed. This condition implies that buyers and
sellers are aware of the relevant opportunities available to them. If that were
not so, buyers would be unable to seek out sellers who charge the lowest prices,
and sellers would have no means of deploying their resources in the markets in
which they would earn the most profit.

The market for wheat closely approximates a perfectly competitive market. The
market for operating systems for desktop computers, however, does not. More than
90 percent of desktop operating systems are sold by Microsoft, giving the company
enough influence in that market to have significant control over the price it charges.
For example, if it were to raise the price of its latest edition of Windows by, say,
20 percent, some consumers might switch to Macintosh or Linux, and others might
postpone their next upgrade; but many—perhaps even most—would continue with
their plans to buy Windows.

By contrast, if an individual wheat farmer were to charge even a few cents more
than the current market price for a bushel of wheat, he wouldn’t be able to sell any
of his wheat at all. And since he can sell as much wheat as he wishes at the market
price, he has no motive to charge less.

THE DEMAND CURVE FACING A PERFECTLY 

COMPETITIVE FIRM

From the perspective of an individual firm in a perfectly competitive market, what
does the demand curve for its product look like? Since it can sell as much or as little
as it wishes at the prevailing market price, the demand curve for its product is
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perfectly elastic at the market price. Figure 6.4(a) shows the market demand and
supply curves intersecting to determine a market price of P

0
. Figure 6.4(b) shows

the product demand curve, D
i
, as seen by any individual firm in this market, a hor-

izontal line at the market price level P
0
.

Many of the conclusions of the standard supply and demand model also hold
for imperfectly competitive firms—those firms, like Microsoft, that have at least
some ability to vary their own prices. But certain other conclusions do not, as we
shall see when we examine the behavior of such firms more closely in Chapter 9.

Since a perfectly competitive firm has no control over the market price of its
product, it needn’t worry about choosing the level at which to set that price. As
we’ve seen, the equilibrium market price in a competitive market comes from the
intersection of the industry supply and demand curves. The challenge confronting
the perfectly competitive firm is to choose its output level so that it makes as
much profit as it can at that price. As we investigate how the competitive firm
responds to this challenge, we’ll see that some costs are more important than
others.

PRODUCTION IN THE SHORT RUN

To gain a deeper understanding of the origins of the supply curve, it is helpful to
consider a perfectly competitive firm confronting the decision of how much to pro-
duce. The firm in question is a small company that makes glass bottles. To keep
things simple, suppose that the silica required for making bottles is available free of
charge from a nearby desert and that the only costs incurred by the firm are the
wages it pays its employees and the lease payment on its bottle-making machine.
The employees and the machine are the firm’s only two factors of production—
inputs used to produce goods and services. In more complex examples, factors of
production also might include land, structures, entrepreneurship, and possibly others,
but for the moment we consider only labor and capital.

When we refer to the short run, we mean a period of time during which at least
some of the firm’s factors of production cannot be varied. For our bottle maker, we
will assume that the number of employees can be varied on short notice but that the
capacity of its bottle-making machine can be altered only with significant delay. For
this firm, then, the short run is simply that period of time during which the firm
cannot alter the capacity of its bottle-making machine. By contrast, when we speak
of the long run, we refer to a time period of sufficient length that all the firm’s fac-
tors of production are variable.

Table 6.1 shows how the company’s bottle production depends on the number
of hours its employees spend on the job each day. The output–employment rela-
tionship described in Table 6.1 exhibits a pattern that is common to many such
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relationships. Each time we add an additional unit of labor, output grows, but be-
yond some point the additional output that results from each additional unit of la-
bor begins to diminish. Note in the right column, for example, that output gains
begin to diminish with the third employee. Economists refer to this pattern as the
law of diminishing returns, and it always refers to situations in which at least some
factors of production are fixed. Here, the fixed factor is the bottle-making machine,
and the variable factor is labor. In the context of this example, the law of diminish-
ing returns says simply that successive increases in the labor input eventually yield
smaller and smaller increments in bottle output. (Strictly speaking, the law ought to
be called the law of eventually diminishing returns because output may initially
grow at an increasing rate with additional units of the variable factor.)

Typically, returns from additional units of the variable input eventually dimin-
ish because of some form of congestion. For instance, in an office with three secre-
taries and only a single desktop computer, we would not expect to get three times
as many letters typed per hour as in an office with only one secretary because only
one person can use a computer at a time.

SOME IMPORTANT COST CONCEPTS

For the bottle-making firm described in Table 6.1, suppose the lease payment for
the company’s bottle-making machine is $40 per day, which must be paid whether
the company makes any bottles or not. This payment is both a fixed cost (since it
does not depend on the number of bottles per day the firm makes) and, for the du-
ration of the lease, a sunk cost. The first two columns of Table 6.2 reproduce the
employment and output entries from Table 6.1, and the firm’s fixed cost appears in
column 3.

The company’s payment to its employees is called variable cost because, unlike
fixed cost, it varies with the number of bottles the company produces. The variable
cost of producing 200 bottles per day, for example, is shown in column 4 of Table 6.2
as $24 per day. Column 5 shows the firm’s total cost, which is the sum of its fixed
and variable costs. Column 6, finally, shows the firm’s marginal cost, a measure of
how its total cost changes when its output changes. Specifically, marginal cost is de-
fined as the change in total cost divided by the corresponding change in output.
Note, for example, that when the firm expands production from 80 to 200 bottles
per day, its total cost goes up by $12, which gives rise to the marginal cost entry of
($12/day) (120 bottles/day)  $0.10 per bottle. To emphasize that marginal cost
refers to the change in total cost when quantity changes, we place the marginal cost
entries between the corresponding quantity rows of the table.
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TABLE 6.1

Employment and Output for a Glass Bottle Maker

Total number of employees per day Total number of bottles per day

0 0

1 80

2 200

3 260

4 300

5 330

6 350

7 362

law of diminishing returns a

property of the relationship 

between the amount of a good

or service produced and the

amount of a variable factor 

required to produce it; it says

that when some factors of 

production are fixed, increased

production of the good 

eventually requires ever-larger

increases in the variable factor

fixed factor of production an

input whose quantity cannot be

altered in the short run

variable factor of production

an input whose quantity can be

altered in the short run

fixed cost the sum of all 

payments made to the firm’s

fixed factors of production

variable cost the sum of all

payments made to the firm’s

variable factors of production

total cost the sum of all 

payments made to the firm’s

fixed and variable factors of 

production

marginal cost as output

changes from one level to 

another, the change in total cost
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change in output



CHOOSING OUTPUT TO MAXIMIZE PROFIT

In the following examples and exercises, we’ll explore how the company’s deci-
sion about how many bottles to produce depends on the price of bottles, the
wage, and the cost of capital. Again, our starting assumption is that the firm’s ba-
sic goal is to maximize the amount of profit it earns from the production and sale
of bottles, where profit is the difference between its total revenue and its total
cost.

(6.2)

If bottles sell for 35 cents each, how many bottles should the company

described in Table 6.2 produce each day?

To answer this question, we need simply apply the Cost-Benefit Principle to the
question “Should the firm expand its level of output?” If its goal is to maximize its
profit, the answer to this question will be to expand as long as the marginal benefit
from expanding is at least as great as the marginal cost. Since the perfectly compet-
itive firm can sell as many bottles as it wishes at the market price of $0.35 per bot-
tle, its marginal benefit from selling an additional bottle is $0.35. If we compare
this marginal benefit with the marginal cost entries shown in column 6 of Table 6.2,
we see that the firm should keep expanding until it reaches 300 bottles per day
(four employees per day). To expand beyond that level, it would have to hire a fifth
employee, and the resulting marginal cost ($0.40 per bottle) would exceed the mar-
ginal benefit.

To confirm that the cost-benefit principle thus applied identifies the profit-
maximizing number of bottles to produce, we can calculate profit levels directly, as
in Table 6.3. Column 3 of this table reports the firm’s revenue from the sale of bot-
tles, which is calculated as the product of the number of bottles produced per day
and the price of $0.35 per bottle. Note, for example, that in the third row of that
column, total revenue is (200 bottles/day)($0.35/bottle)  $70 per day. Column 5
reports the firm’s total daily profit, which is just the difference between its total rev-
enue (column 3) and its total cost (column 4). Note that the largest profit entry in
column 5, $17 per day, occurs at an output of 300 bottles per day, just as suggested
by our earlier application of the cost-benefit principle.

  Total revenue  Variable cost  Fixed cost
 Profit  Total revenue  Total cost
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TABLE 6.2

Fixed, Variable, and Total Costs of Bottle Production

Employees Bottles Fixed cost Variable cost Total cost Marginal cost
per day per day ($/day) ($/day) ($/day) ($/bottle)

0 0 40 0 40

0.15

1 80 40 12 52

0.10

2 200 40 24 64

0.20

3 260 40 36 76

0.30

4 300 40 48 88

0.40

5 330 40 60 100

0.60

6 350 40 72 112

1.00

7 362 40 84 124

Cost-Benefit



As the following exercise demonstrates, an increase in the price of the product
gives rise to an increase in the profit-maximizing level of output.

EXERCISE 6.2

How would the profit-maximizing level of bottle production change in the

example above if bottles sell for 62 cents each?

The following exercise illustrates that a fall in the wage rate leads to a decline in
marginal cost, which also causes an increase in the profit-maximizing level of output.

EXERCISE 6.3

How would the profit-maximizing level of bottle production change in the

example above if bottles sell for 35 cents each, but wages fall to $6 per day?

Suppose that in the example the firm’s fixed cost had been not $40 per day but
$45 per day. How, if at all, would that have affected the firm’s profit-maximizing
level of output? The answer is “not at all.” Each entry in the profit column of Table 6.3
would have been $5 per day smaller than before, but the maximum profit entry still
would have been 300 bottles per day.

The observation that the profit-maximizing quantity does not depend on fixed
costs is not an idiosyncrasy of this example. That it holds true in general is an im-
mediate consequence of the Cost-Benefit Principle, which says that a firm should in-
crease its output if, and only if, the marginal benefit exceeds the marginal cost.
Neither the marginal benefit of expanding (which is the market price of bottles) nor
the marginal cost of expanding is affected by a change in the firm’s fixed cost.

When the law of diminishing returns applies (that is, when some factors of pro-
duction are fixed), marginal cost goes up as the firm expands production beyond
some point. Under these circumstances, the firm’s best option is to keep expanding
output as long as marginal cost is less than price.

Note that if the bottle company’s fixed cost had been any more than $57 per
day, it would have made a loss at every possible level of output. As long as it still had
to pay its fixed cost, however, its best bet would have been to continue producing
300 bottles per day. It is better, after all, to experience a smaller loss than a larger
one. If a firm in that situation expected conditions to remain the same, though, it
would want to get out of the bottle business as soon as its equipment lease expired.
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TABLE 6.3

Output, Revenue, Costs, and Profit

Employees Output Total revenue Total cost Profit
per day (bottles/day) ($/day) ($/day) ($/day)

0 0 0 40  40

1 80 28 52  24

2 200 70 64 6

3 260 91 76 15

4 300 105 88 17

5 330 115.50 100 15.50

6 350 122.50 112 10.50

7 362 126.70 124 2.70

◆

Cost-Benefit



A NOTE ON THE FIRM’S SHUTDOWN CONDITION

It might seem that a firm that can sell as much output as it wishes at a constant
market price would always do best in the short run by producing and selling the
output level for which price equals marginal cost. But there are exceptions to this
rule. Suppose, for example, that the market price of the firm’s product falls so low
that its revenue from sales is smaller than its variable cost at all possible levels of
output. The firm should then cease production for the time being. By shutting
down, it will suffer a loss equal to its fixed costs. But by remaining open, it would
suffer an even larger loss.

More formally, if P denotes the market price of the product and Q denotes the
number of units produced and sold, then is the firm’s total revenue from
sales, and if we use VC to denote the firm’s variable cost, the rule is that the firm
should shut down in the short run if is less than VC for every level of Q:

Short-run shutdown condition: for all levels of Q. (6.3)

EXERCISE 6.4

Using the bottle company example, suppose bottles sold not for $0.35 but

only $0.10. Calculate the profit corresponding to each level of output, as in

Table 6.3, and verify that the firm’s best option is to cease operations in the

short run.

AVERAGE VARIABLE COST AND AVERAGE TOTAL COST

Suppose that the firm is unable to cover its variable cost at any level of output—
that is, suppose that for all levels of Q. It must then also be true that

for all levels of Q, since we obtain the second inequality by simply di-
viding both sides of the first one by is the firm’s average variable cost—
its variable cost divided by its output. The firm’s short-run shutdown condition may
thus be restated a second way: Discontinue operations in the short run if the prod-
uct price is less than the minimum value of its average variable cost (AVC). Thus

Short-run shutdown condition (alternate version):
(6.4)

As we’ll see in the next section, this version of the shutdown condition often enables
us to tell at a glance whether the firm should continue operations.

A related cost concept that facilitates assessment of the firm’s profitability is aver-
age total cost (ATC), which is total cost (TC) divided by output (Q): 
The firm’s profit, again, is the difference between its total revenue and its
total cost. And since total cost is equal to average total cost times quantity, the firm’s
profit is also equal to A firm is said to be profitable if its
revenue exceeds its total cost A firm can thus be profitable
only if the price of its product price (P) exceeds its ATC for some level of output.

Keeping track of all these cost concepts may seem tedious. In the next section,
however, we will see that the payoff from doing so is that they enable us to recast
the profit-maximization decision in a simple graphical framework.

A GRAPHICAL APPROACH TO PROFIT MAXIMIZATION

For the bottle-making firm we have been discussing, average variable cost and av-
erage total cost values are shown in columns 4 and 6 of Table 6.4. Using the entries
in this table, we plot the firm’s average total cost, average variable cost, and mar-
ginal cost curves in Figure 6.5. (Because marginal cost corresponds to the change in
total cost as we move between two output levels, each marginal cost value in Table
6.4 is plotted at an output level midway between those in the adjacent rows.)

1ATC  Q2.1P  Q2
1P  Q2  1ATC  Q2.

1P  Q2
ATC  TC Q.

P 6 minimum value of AVC.

Q. VC Q
P 6 VC Q

P  Q 6 VC

P  Q 6 VC

P  Q

P  Q
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average variable cost (AVC)

variable cost divided by total

output

average total cost (ATC) total

cost divided by total output

profitable firm a firm whose

total revenue exceeds its total

cost



We call your attention to several features of the cost curves in Figure 6.5. Note,
for example, that the upward-sloping portion of the marginal cost curve (MC)
corresponds to the region of diminishing returns discussed earlier. Thus, as the firm
moves beyond two employees per day (200 bottles per day), the increments to total
output become smaller with each additional employee, which means that the cost
of producing additional bottles (MC) must be increasing in this region.

Note also that the definition of marginal cost implies that the marginal cost
curve must intersect both the average variable cost curve (AVC) and the average to-
tal cost curve (ATC) at their respective minimum points. To see why, consider the
logic that explains what happens to the average weight of children in a third-grade
class when a new student joins the class. If the new (marginal) student is lighter
than the previous average weight for the class, average weight will fall, but if the
new student is heavier than the previous average, average weight will rise. By the
same token, when marginal cost is below average total cost or average variable
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TABLE 6.4

Average Variable Cost and Average Total Cost of Bottle Production

Average
variable Average

Variable cost Total total cost Marginal
Employees Bottles cost ($/unit of cost ($/unit of cost

per day per day ($/day) output) ($/day) output) ($/bottle)

0 0 0 40
0.15

1 80 12 0.15 52 0.65
0.10

2 200 24 0.12 64 0.32
0.20

3 260 36 0.138 76 0.292
0.30

4 300 48 0.16 88 0.293
0.40

5 330 60 0.182 100 0.303
0.60

6 350 72 0.206 112 0.32
1.00

7 362 84 0.232 124 0.343

C
o

st
 (

$
/b

o
tt

le
)

0.65

MC

ATC

AVC

0.60

0.55

0.50

0.45

0.40

0.35

0.30

0.25

0.20

0.15

0.10

0.05

Output (bottles/day)

800 200 260 300

330 350

362

FIGURE 6.5

The Marginal, Average

Variable, and Average

Total Cost Curves for a

Bottle Manufacturer.

The MC curve cuts both the

AVC and ATC curves at their

minimum points. The 

upward-sloping portion of

the marginal cost curve

corresponds to the region 

of diminishing returns.



cost, the corresponding average cost must be falling, and vice versa. And this en-
sures that the marginal cost curve must pass through the minimum points of both
average cost curves.

Seeing the bottle maker’s AVC curve displayed graphically makes the question
posed in Exercise 6.4 much easier to answer. The question, recall, was whether the
firm should shut down in the short run if the price per bottle was only $0.10. A
glance at Figure 6.5 reveals that the firm should indeed shut down because this
price lies below the minimum value of its AVC curve, making it impossible for the
firm to cover its variable costs at any output level.

PRICE  MARGINAL COST: THE MAXIMUM-PROFIT

CONDITION

So far, we have implicitly assumed that the bottle maker could employ workers only
in whole-number amounts. Under these conditions, we saw that the profit-maximizing
output level was one for which marginal cost was somewhat less than price (because
adding yet another employee would have pushed marginal cost higher than price). In
the next example, we will see that when output and employment can be varied con-
tinuously, the maximum-profit condition is that price be equal to marginal cost.

For the bottle maker whose cost curves are shown in Figure 6.6, find the

profit-maximizing output level if bottles sell for $0.20 each. How much profit

will this firm earn? What is the lowest price at which this firm would continue

to operate in the short run?

The Cost-Benefit Principle tells us that this firm should continue to expand as long
as price is at least as great as marginal cost. In Figure 6.6 we see that if the firm fol-
lows this rule, it will produce 260 bottles per day, the quantity at which price and
marginal cost are equal. To gain further confidence that 260 must be the profit-
maximizing quantity when the price is $0.20 per bottle, first suppose that the firm
had sold some amount less than that—say, only 200 bottles per day. Its benefit from
expanding output by one bottle would then be the bottle’s market price, here 20
cents. The cost of expanding output by one bottle is equal (by definition) to the
firm’s marginal cost, which at 200 bottles per day is only 10 cents (see Figure 6.6).
So by selling the 201st bottle for 20 cents and producing it for an extra cost of only
10 cents, the firm will increase its profit by 20   10  10 cents per day. In a similar
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way, we can show that for any quantity less than the level at which price equals
marginal cost, the seller can boost profit by expanding production.

Conversely, suppose that the firm was currently selling more than 260 bottles
per day—say, 300—at a price of 20 cents each. In Figure 6.6 we see that marginal
cost at an output of 300 is 30 cents per bottle. If the firm then contracted its output
by one bottle per day, it would cut its costs by 30 cents while losing only 20 cents
in revenue. As a result, its profit would grow by 10 cents per day. The same argu-
ment can be made regarding any quantity larger than 260, so if the firm is currently
selling an output at which price is less than marginal cost, it can always do better
by producing and selling fewer bottles.

We have thus established that if the firm sold fewer than 260 bottles per day, it
could earn more profit by expanding; and if it sold more than 260, it could earn
more by contracting. It follows that at a market price of 20 cents per bottle, the
seller maximizes its profit by selling 260 units per day, the quantity for which price
and marginal cost are exactly the same.

At that quantity the firm will collect total revenue of P  Q  ($0.20 bottle)
(260 bottles day) $52 per day. Note in Figure 6.6 that at 260 bottles per day the
firm’s average total cost is ATC $0.12 per bottle, which means that its total cost
is ATC Q ($0.12 bottle)(260 bottles day) $31.20 per day. The firm’s profit is
the difference between its total revenue and its total cost, or $20.80 per day. Note,
finally, that the minimum value of the firm’s AVC curve is $0.07. So if the price of
bottles fell below 7 cents each, the firm would shut down in the short run. ◆

Another attractive feature of the graphical method of finding the profit-
maximizing output level is that it permits us to calculate the firm’s profit graphi-
cally. Thus, for the firm in the preceding example, daily profit is simply the
difference between price and ATC times the number of units sold: ($0.20 bottle  
$0.12 bottle)(260 bottles day)  $20.80 per day, which is the area of the shaded
rectangle in Figure 6.7.

Not all firms are as fortunate as the one shown in Figure 6.7. Suppose, for ex-
ample, that the price of bottles had been not 20 cents but only 8 cents. Since that
price is greater than the minimum value of AVC (see Figure 6.8), the firm should
continue to operate in the short run by producing the level of output for which
price equals marginal cost (180 bottles per day). But because price is less than ATC
at that level of output, the firm will now experience a loss, or negative profit, on
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Profit ⴝ ⴚ$3.60/day

its operations. This profit is calculated as (P  ATC)  Q  ($0.08 bottle  

$0.10 bottle)  (180 bottles day)   $3.60 per day, which is equal to the area of
the shaded rectangle in Figure 6.8.

In Chapter 8, we will see how firms move resources from one market to another
in response to the incentives implicit in profits and losses. But such movements oc-
cur in the long run, and our focus here is on production decisions in the short run.

THE “LAW” OF SUPPLY

The law of demand tells us that consumers buy less of a product when its price
rises. If there were an analogous law of supply, it would say that producers offer
more of a product for sale when its price rises. Is there such a law? We know that
supply curves are essentially marginal cost curves and that because of the law of
diminishing returns, marginal cost curves are upward-sloping in the short run. And
so there is indeed a law of supply that applies as stated in the short run.

In the long run, however, the law of diminishing returns does not apply. (Recall
that it holds only if at least some factors of production are fixed.) Because firms can
vary the amounts of all factors of production they use in the long run, they can of-
ten double their production by simply doubling the amount of each input they use.
In such cases, costs would be exactly proportional to output and the firm’s marginal
cost curve in the long run would be horizontal, not upward-sloping. So for now
we’ll say only that the “law” of supply holds as stated in the short run but not
necessarily in the long run. For both the long run and the short run, however, the
perfectly competitive firm’s supply curve is its marginal cost curve.1

Every quantity of output along the market supply curve represents the summa-
tion of all the quantities individual sellers offer at the corresponding price. So the
correspondence between price and marginal cost exists for the market supply curve
as well as for the individual supply curves that lie behind it. That is, for every
price–quantity pair along the market supply curve, price will be equal to each
seller’s marginal cost of production.

This is why we sometimes say that the supply curve represents the cost side of
the market, whereas the demand curve represents the benefit side of the market. At
every point along a market demand curve, price represents what buyers would be
willing to pay for an additional unit of the product—and this, in turn, is how we
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1Again, this rule holds subject to the provision that total revenue exceed variable production cost at the
output level for which price equals marginal cost.



measure the amount by which they would benefit by having an additional unit of
the product. Likewise, at every point along a market supply curve, price measures
what it would cost producers to expand production by one unit.

DETERMINANTS OF SUPPLY REVISITED

What factors give rise to changes in supply? (Again, remember that a “change in
supply” refers to a shift in the entire supply curve, as opposed to a movement along
the curve, which we call a “change in the quantity supplied.”) A seller will offer
more units if the benefit of selling extra output goes up relative to the cost of pro-
ducing it. And since the benefit of selling output in a perfectly competitive market
is a fixed market price that is beyond the seller’s control, our search for factors that
influence supply naturally focuses on the cost side of the calculation. The preceding
examples suggest why the following factors, among others, will affect the likelihood
that a product will satisfy the cost-benefit test for a given supplier.

TECHNOLOGY

Perhaps the most important determinant of production cost is technology. Im-
provements in technology make it possible to produce additional units of output at
lower cost. This shifts each individual supply curve downward (or, equivalently, to
the right) and hence shifts the market supply curve downward as well. Over time,
the introduction of more sophisticated machinery has resulted in dramatic increases
in the number of goods produced per hour of effort expended. Every such develop-
ment gives rise to a rightward shift in the market supply curve.

But how do we know technological change will reduce the cost of producing goods
and services? Might not new equipment be so expensive that producers who used it
would have higher costs than those who relied on earlier designs? If so, then rational
producers simply would not use the new equipment. The only technological changes
that rational producers will adopt are those that will reduce their cost of production.

INPUT PRICES

Whereas technological change generally (although not always) leads to gradual
shifts in supply, changes in the prices of important inputs can give rise to large sup-
ply shifts literally overnight. As discussed in Chapter 4, for example, the price of
crude oil, which is the most important input in the production of gasoline, often
fluctuates sharply, and the resulting shifts in supply cause gasoline prices to exhibit
corresponding fluctuations.

Similarly, when wage rates rise, the marginal cost of any business that employs
labor also rises, shifting supply curves to the left (or, equivalently, upward). When
interest rates fall, the opportunity cost of capital equipment also falls, causing sup-
ply to shift to the right.
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RECAP PROFIT-MAXIMIZING FIRMS IN PERFECTLY

COMPETITIVE MARKETS

The perfectly competitive firm faces a horizontal demand curve for its prod-
uct, meaning that it can sell any quantity it wishes at the market price. In the
short run, the firm’s goal is to choose the level of output that maximizes its
profits. It will accomplish this by choosing the output level for which its mar-
ginal cost is equal to the market price of its product, provided that price ex-
ceeds average variable cost. The perfectly competitive firm’s supply curve is
the portion of its marginal cost curve that lies above its average variable cost
curve. At the profit-maximizing quantity, the firm’s profit is the product of
that quantity and the difference between price and average total cost.



THE NUMBER OF SUPPLIERS

Just as demand curves shift to the right when population grows, supply curves also
shift to the right as the number of individual suppliers grows. For example, if con-
tainer recyclers die or retire at a higher rate than new recyclers enter the industry,
the supply curve for recycling services will shift to the left. Conversely, if a rise in
the unemployment rate leads more people to recycle soft drink containers (by re-
ducing the opportunity cost of time spent recycling), the supply curve of recycling
services will shift to the right.

EXPECTATIONS

Expectations about future price movements can affect how much sellers choose to
offer in the current market. Suppose, for example, that recyclers expect the future
price of aluminum to be much higher than the current price because of growing use
of aluminum components in cars. The rational recycler would then have an incen-
tive to withhold aluminum from the market at today’s lower price, thereby to have
more available to sell at the higher future price. Conversely, if recyclers expected
next year’s price of aluminum to be lower than this year’s, their incentive would be
to offer more aluminum for sale in today’s market.

CHANGES IN PRICES OF OTHER PRODUCTS

Apart from technological change, perhaps the most important determinant of sup-
ply is variation in the prices of other goods and services that sellers might produce.
Prospectors, for example, search for those precious metals for which the surplus of
benefits over costs is greatest. When the price of silver rises, many stop looking for
gold and start looking for silver. Conversely, when the price of platinum falls, many
platinum prospectors shift their attention to gold.
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RECAP THE DETERMINANTS OF SUPPLY

Among the relevant factors causing supply curves to shift are new technolo-
gies, changes in input prices, changes in the number of sellers, expectations of
future price changes, and changes in the prices of other products that firms
might produce.

APPLYING THE THEORY OF SUPPLY

Whether the activity is producing new soft drink containers or recycling used ones,
or indeed any other production activity at all, the same logic governs all supply
decisions in perfectly competitive markets (and in any other setting in which sellers
can sell as much as they wish to at a constant price): Keep expanding output until
marginal cost is equal to the price of the product. This logic helps us understand
why recycling efforts are more intensive for some products than others.

When recycling is left to private market forces, why are many more aluminum

beverage containers recycled than glass ones?

In both cases, recyclers gather containers until their marginal costs are equal to the

containers’ respective redemption prices. When recycling is left to market forces, the

redemption price for a container is based on what companies can sell it (or the mate-

rials in it) for. Aluminum containers can be easily processed into scrap aluminum,

which commands a high price, and this leads profit-seeking companies to offer a high

redemption price for aluminum cans. By contrast, the glass from which glass

Example 6.1
The Economic Naturalist



containers are made has only limited resale value, primarily because the raw materials

required to make new glass containers are so cheap. This difference leads profit-seeking

companies to offer much lower redemption prices for glass containers than for

aluminum ones.

The high redemption prices for aluminum cans induce many people to track

these cans down, whereas the low redemption prices for glass containers leads most

people to ignore them. If recycling is left completely to market forces, then, we

would expect to see aluminum soft drink containers quickly recycled, whereas glass

containers would increasingly litter the landscape. This is in fact the pattern we do

see in states without recycling laws. (More on how these laws work in a moment.)

This pattern is a simple consequence of the fact that the supply curves of container-

recycling services are upward-sloping. •

The acquisition of valuable raw materials is only one of two important ben-
efits from recycling. The second is that, by removing litter, recycling makes the
environment more pleasant for everyone. As the next example suggests, this sec-
ond benefit might easily justify the cost of recycling substantial numbers of glass
containers.

What is the socially optimal amount of recycling of glass containers?

Suppose that the 60,000 citizens of Burlington, Vermont, would collectively be will-
ing to pay 6 cents for each glass container removed from their local environment. If
the local market supply curve of glass container recycling services is as shown in
Figure 6.9, what is the socially optimal level of glass container recycling?
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Market supply curve of glass
container recycling services

FIGURE 6.9

The Supply Curve of

Container Recycling

Services for Burlington,

Vermont.

In states that don’t have beverage
container deposit laws, why are
aluminum cans more likely to be
recycled than glass bottles?

Suppose the citizens of Burlington authorize their city government to collect tax
money to finance litter removal. If the benefit of each glass container removed, as
measured by what residents are collectively willing to pay, is 6 cents, the govern-
ment should offer to pay 6 cents for each glass container recycled. To maximize the
total economic surplus from recycling, we should recycle that number of containers
for which the marginal cost of recycling is equal to the 6-cent marginal benefit.
Given the market supply curve shown, the optimal quantity is 16,000 containers
per day, and that is how many will be redeemed when the government offers 6 cents
per container. ◆

Although 16,000 containers per day will be removed from the environment in
the preceding example, others will remain. After all, some are discarded in remote

EN 6



locations, and a redemption price of 6 cents per container is simply not high enough
to induce people to track them all down.

So why not offer an even higher price and get rid of all glass container litter? For
the example given, the reason is that the marginal cost of removing the 16,001st glass
container each day is greater than the benefit of removing it. Total economic surplus
is largest when we remove litter only up to the point that the marginal benefit of litter
removal is equal to its marginal cost, which occurs when 16,000 containers per day
are recycled. To proceed past that point is actually wasteful.

Many people become upset when they hear economists say that the socially op-
timal amount of litter is greater than zero. In the minds of these people, the optimal
amount of litter is exactly zero. But this position completely ignores the Scarcity
Principle. Granted, there would be benefits from reducing litter further, but there
also would be costs. Spending more on litter removal therefore means spending less
on other useful things. No one would insist that the optimal amount of dirt in his
own home is zero. (If someone does make this claim, ask him why he doesn’t stay
home all day vacuuming the dust that is accumulating in his absence.) If it doesn’t
pay to remove all the dust from your house, it doesn’t pay to remove all the bottles
from the environment. Precisely the same logic applies in each case.

If 16,000 containers per day is the optimal amount of litter removal, can we ex-
pect the individual spending decisions of private citizens to result in that amount of
litter removal? Unfortunately we cannot. The problem is that anyone who paid for
litter removal individually would bear the full cost of those services while reaping
only a tiny fraction of the benefit. In the previous example, the 60,000 citizens of
Burlington reaped a total benefit of 6 cents per container removed, which means a
benefit of only (6/60,000)  0.0001 cent per person! Someone who paid 6 cents for
someone else to remove a container would thus be incurring a cost 60,000 times
greater than his share of the resulting benefit.

Note that the incentive problem here is similar to the one discussed in Chapter 3
for the person deciding whether to be vaccinated against an illness. The problem
was that the incentive to be vaccinated was too weak because, even though the pa-
tient bears the full cost of the vaccination, many of the resulting benefits accrue to
others. Thus, an important part of the extra benefit from any one person being vac-
cinated is that others also become less likely to contract the illness.

The case of glass container litter is an example in which private market forces
do not produce the best attainable outcome for society as a whole. Even people who
carelessly toss containers on the ground, rather than recycle them, are often
offended by the unsightly landscape to which their own actions contribute. Indeed,
this is why they often support laws mandating adequate redemption prices for glass
containers.

Activities that generate litter are a good illustration of the Equilibrium Principle
described in Chapter 3. People who litter do so not because they don’t care about
the environment, but because their private incentives make littering misleadingly at-
tractive. Recycling requires some effort, after all, yet no individual’s recycling efforts
have a noticeable effect on the quality of the environment. The soft-drink-container
deposit laws enacted by numerous states were a simple way to bring individual in-
terests more closely into balance with the interests of society as a whole. The vast
majority of container litter disappeared almost literally overnight in states that en-
acted these laws.

EXERCISE 6.5

If the supply curve of glass container recycling services is as shown in the

diagram, and each of the city’s 60,000 citizens would be willing to pay

0.00005 cent for each glass container removed from the landscape, at what

level should the city government set the redemption price for glass

containers, and how many will be recycled each day?
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FIGURE 6.10

Supply and Demand in

the Market for Milk.

For the supply and demand

curves shown, the

equilibrium price of milk is

$2 per gallon and the

equilibrium quantity is 4,000

gallons per day.

SUPPLY AND PRODUCER SURPLUS

The economic surplus received by a buyer is called consumer surplus. The analogous
construct for a seller is producer surplus, the difference between the price a seller
actually receives for the product and the lowest price for which she would have been
willing to sell it (her reservation price, which in general will be her marginal cost).

As in the case of consumer surplus, the term producer surplus sometimes refers
to the surplus received by a single seller in a transaction, while on other occasions it
describes the total surplus received by all sellers in a market or collection of markets.

CALCULATING PRODUCER SURPLUS

In the preceding chapter, we saw that consumer surplus in a market is the area
bounded above by the demand curve and bounded below by the market price. Pro-
ducer surplus in a market is calculated in an analogous way. As the following ex-
ample illustrates, it is the area bounded above by the market price and bounded
below by the market supply curve.

How much do sellers benefit from their participation in the market for milk?

Consider the market for milk, whose demand and supply curves are shown in Figure
6.10, which has an equilibrium price of $2 per gallon and an equilibrium quantity of
4,000 gallons per day. How much producer surplus do the sellers in this market reap?

producer surplus the amount

by which price exceeds the

seller’s reservation price
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In Figure 6.10, note first that for all milk sold up to 4,000 gallons per day, sellers
receive a surplus equal to the difference between the market price of $2 per gallon and
their reservation price as given by the supply curve. Total producer surplus received by
buyers in the milk market is thus the shaded triangle between the supply curve and the
market price in Figure 6.11. Note that this area is a right triangle whose vertical arm
is h  $2/gallon and whose horizontal arm is b  4,000 gallons/day. And since the
area of any triangle is equal to (1/2)bh, producer surplus in this market is equal to

(1 2)(4,000 gallons day)($2 gallon)  $4,000 day.

Producer surplus in this example may be thought of as the highest price sellers
would pay, in the aggregate, for the right to continue participating in the milk mar-
ket. It is $4,000 per day, since that is the amount by which their combined benefits
exceed their combined costs. ◆

As discussed in Chapter 3, the supply curve for a good can be interpreted either
horizontally or vertically. The horizontal interpretation tells us, for each price, the
total quantity that producers wish to sell at that price. The vertical interpretation
tells us, for each quantity, the smallest amount a seller would be willing to accept
for the good. For the purpose of computing producer surplus, we rely on the verti-
cal interpretation of the supply curve. The value on the vertical axis that corre-
sponds to each point along the supply curve corresponds to the marginal seller’s
reservation price for the good, which is the marginal cost of producing it. Producer
surplus is the cumulative sum of the differences between the market price and these
reservation prices. It is the area bounded above by market price and bounded
below by the supply curve.
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FIGURE 6.11

Producer Surplus in the

Market for Milk.

Producer surplus is the area

of the shaded triangle

($4,000/day).

■ S U M M A R Y ■

• The demand curve facing a perfectly competitive firm
is a horizontal line at the price for which industry
supply and demand intersect. LO1

• The supply curve for a good or service is a schedule
that, for any price, tells us the quantity that sellers
wish to supply at that price. The prices at which
goods and services are offered for sale in the market
depend, in turn, on the opportunity cost of the re-
sources required to produce them. LO1

• Supply curves tend to be upward-sloping, at least
in the short run, in part because of the Increasing
Opportunity Cost Principle. In general, rational
producers will always take advantage of their best
opportunities first, moving on to more difficult or
costly opportunities only after their best ones have
been exhausted. Reinforcing this tendency is the
law of diminishing returns, which says that when
some factors of production are held fixed, the
amount of additional variable factors required to
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produce successive increments in output grows
larger. LO2

• For perfectly competitive markets—or, more gener-
ally, for markets in which individual sellers can sell
whatever quantity they wish at constant price—the
seller’s best option is to sell that quantity of output
for which price equals marginal cost, provided price
exceeds the minimum value of average variable cost.
The supply curve for the seller thus coincides with the
portion of his marginal cost curve that exceeds aver-
age variable cost. This is why we sometimes say the
supply curve represents the cost side of the market (in

contrast to the demand curve, which represents the
benefit side of the market). LO3

• The industry supply curve is the horizontal summa-
tion of the supply curves of individual firms in the
industry. LO2

• Producer surplus is a measure of the economic sur-
plus reaped by a seller or sellers in a market. It is the
cumulative sum of the differences between the market
price and their reservation prices, which is the area
bounded above by market price and bounded below
by the supply curve. LO5

■ K E Y  T E R M S ■

average total cost (ATC) (159)
average variable cost (AVC) (159)
factor of production (155)
fixed cost (156)
fixed factor of production (156)
imperfectly competitive firm (155)
law of diminishing returns (156)

long run (155)
marginal cost (156)
perfectly competitive 

market (154)
price taker (154)
producer surplus (168)
profit (153)

profit-maximizing firm (154)
profitable firm (159)
short run (155)
total cost (156)
variable cost (156)
variable factor of 

production (156)

■ R E V I E W  Q U E S T I O N S ■

1. Explain why you would expect supply curves to
slope upward on the basis of the Principle of In-
creasing Opportunity Cost. LO1

2. Which do you think is more likely to be a fixed fac-
tor of production for an ice cream producer during
the next two months: its factory building or its
workers who operate the machines? Explain. LO4

3. Economists often stress that congestion helps ac-
count for the law of diminishing returns. With this

in mind, explain why it would be impossible to feed
all the people on Earth with food grown in a single
flowerpot, even if unlimited water, labor, seed, fertil-
izer, sunlight, and other inputs were available. LO4

4. True or false: The perfectly competitive firm should
always produce the output level for which price
equals marginal cost. LO3

5. Why do we use the vertical interpretation of the sup-
ply curve when we measure producer surplus? LO5

■ P R O B L E M S ■

1. Zoe is trying to decide how to divide her time between her job as a wedding
photographer, which pays $27 per hour for as many hours as she chooses to
work, and as a fossil collector, in which her pay depends on both the price of
fossils and the number of them she finds. Earnings aside, Zoe is indifferent be-
tween the two tasks, and the number of fossils she can find depends on the
number of hours a day she searches, as shown in the table below: LO3

Hours per day Total fossils per day

1 5

2 9

3 12

4 14

5 15



a. Derive a table with price in dollar increments from $0 to $30 in the first col-
umn and the quantity of fossils Zoe is willing to supply per day at that price
in the second.

b. Plot these points in a graph with price on the vertical axis and quantity per
day on the horizontal. What is this curve called?

2. A price-taking firm makes air conditioners. The market price of one of their new
air conditioners is $120. Its total cost information is given in the table below:

How many air conditioners should the firm produce per day if its goal is to
maximize its profit? LO3

3. The Paducah Slugger Company makes baseball bats out of lumber supplied to
it by Acme Sporting Goods, which pays Paducah $10 for each finished bat. Pa-
ducah’s only factors of production are lathe operators and a small building
with a lathe. The number of bats per day it produces depends on the number of
employee-hours per day, as shown in the table below. LO3, LO4

a. If the wage is $15 per hour and Paducah’s daily fixed cost for the lathe and
building is $60, what is the profit-maximizing quantity of bats?

b. What would be the profit-maximizing number of bats if the firm’s fixed cost
were not $60 per day but only $30?

4. In the preceding question, how would Paducah’s profit-maximizing level of
output be affected if the government imposed a tax of $10 per day on the
company? (Hint: Think of this tax as equivalent to a $10 increase in fixed
cost.) What would Paducah’s profit-maximizing level of output be if the gov-
ernment imposed a tax of $2 per bat? (Hint: Think of this tax as a $2-per-bat
increase in the firm’s marginal cost.) Why do these two taxes have such dif-
ferent effects? LO3, LO4
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Air conditioners per day Total cost ($ per day)

1 100

2 150

3 220

4 310

5 405

6 510

7 650

8 800

Number of bats per day Number of employee-hours per day

0 0

5 1

10 2

15 4

20 7

25 11

30 16

35 22



5. The supply curves for the only two firms in a competitive industry are given by
P 2Q

1
and P 2 Q

2
, where Q

1
is the output of firm 1 and Q

2
is the out-

put of firm 2. What is the market supply curve for this industry? (Hint: Graph
the two curves side by side, then add their respective quantities at a sample of
different prices.) LO2

6. Calculate daily producer surplus for the market for pizza whose demand and
supply curves are shown in the graph. LO5

7. For the pizza seller whose marginal, average variable, and average total cost
curves are shown in the accompanying diagram, what is the profit-maximizing
level of output and how much profit will this producer earn if the price of pizza
is $2.50 per slice? LO3

8. For the pizza seller whose marginal, average variable, and average total cost
curves are shown in the accompanying diagram, what is the profit-maximizing
level of output and how much profit will this producer earn if the price of pizza
is $0.80 per slice? LO3

172 CHAPTER 6 PERFECTLY COMPETITIVE SUPPLY

Quantity
(1,000s of slices/day)

12 24
P

ri
c
e
 (

$
/s

li
c
e
)

0

3

6

S

D

Quantity (slices/day)

570

P
ri

c
e
 (

$
/s

li
c
e
) 

0

1.40

2.50

MC

ATC

AVC

Quantity (slices/day)

P
ri

c
e
 (

$
/s

li
c
e
) 

0 360

1.03
0.80

MC

ATC

AVC



9.*For the pizza seller whose marginal, average variable, and average total cost
curves are shown in the accompanying diagram, what is the profit-maximizing
level of output and how much profit will this producer earn if the price of pizza
is $0.50 per slice? LO3
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*Problems marked with an asterisk (*) are more difficult.

10.*For the pizza seller whose marginal, average variable, and average total cost
curves are shown in the accompanying diagram (who is the same seller as in
problem 9), what is the profit-maximizing level of output and how much profit
will this producer earn if the price of pizza is $1.18 per slice? LO3

■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■
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6.1 Since Harry will find 300 containers if he searches a third hour, we find
his reservation price for searching a third hour by solving p(300)  $6 for p 
2 cents. His reservation prices for additional hours of search are calculated in
an analogous way. LO1

Fourth hour: p(200)  $6, so p 3 cents.

Fifth hour: p(100) $6, so p 6 cents.

6.2 If bottles sell for 62 cents each, the firm should continue to expand up to and
including the sixth employee (350 bottles per day). LO3

6.3 The relevant costs are now as shown in the table on the next page. With each
variable and marginal cost entry half what it was in the original example, the
firm should now hire six employees and produce 350 bottles per day. LO3



6.4 Because the firm makes its smallest loss when it hires zero employees, it
should shut down in the short run. LO3
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Employees Output Total revenue Total cost Profit
per day (bottles/day) ($/day) ($/day) ($/day)

0 0 0 40  40

1 80 8 52  44

2 200 20 64  44

3 260 26 76  50

4 300 30 88  58

5 330 33 100  67

6 350 35 112  77

7 362 36.20 124  87.80

Employees per Bottles per Fixed cost Variable cost Total cost Marginal cost
day day ($/day) ($/day) ($/day) ($/bottle)

0 0 40 0 40

0.075

1 80 40 6 46

0.05

2 200 40 12 52

0.10

3 260 40 18 58

0.167

4 300 40 24 64

0.20

5 330 40 30 70

0.30

6 350 40 36 76

0.50

7 362 40 42 82

6.5 The fact that each of the city’s 60,000 residents is willing to pay 0.00005 cent
for each bottle removed means that the collective benefit of each bottle re-
moved is (60,000)(0.00005)  3 cents. So the city should set the redemption
price at 3 cents, and from the supply curve we see that 15,000 bottles per day
will be recycled at that price. LO3



C H A P T E R

7
E f f i c i e n c y  and Ex c h ang e

LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Define efficiency as economists use this term.

2. Analyze how consumer surplus, producer surplus, total economic sur-

plus, and efficiency are affected by public and private policies.

3. Explain how the concept of efficiency helps determine the “right” price

for public services.

4. Examine the ways in which the imposition of taxes affects efficiency.

rmando Lopez sat watching one of the national political conventions
on television one August night as one orator after another extolled the
virtues of the free enterprise system. “The greatest engine of progress

mankind has ever witnessed,” one of the speakers called it. “A rising tide that
will lift all boats,” said another.

Lopez, however, was skeptical, for though he had worked hard and played by
society’s rules, his standard of living had been deteriorating rather than improving.
Downsized from his draftsman’s position at an aircraft plant the year before, Lopez
was working as a janitor for a local office-cleaning company, the best job he had
been able to find after months of searching. He could not afford to repair the leaky
roof and faulty plumbing at his house in East Los Angeles. Indeed, his two older
children had dropped out of college because he could no longer afford their tuition
bills. Though his commute to work was only six miles each way, freeway congestion
made it a 90-minute trip most mornings. His wife’s recurrent asthma attacks, trig-
gered by local air pollution, had recently worsened. Without health insurance, the
family’s medical bills had been mounting rapidly. And there had been four deaths
from drive-by shootings in their neighborhood in the last year.

Given the stark contrast between his own experience and the lofty claims of
the orators he was listening to, Lopez’s skepticism about the virtues of the free
enterprise system was understandable. Yet informed students of the market system
understand that it could never have been expected to prevent Lopez’s problems
in the first place. In certain domains—indeed, in very broad domains—markets
are every bit as remarkable as their strongest proponents assert. Yet there are

A
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many problems they simply cannot be expected to solve. For example, private mar-
kets cannot by themselves guarantee an income distribution that most people
regard as fair. Nor can they ensure clean air, uncongested highways, or safe neigh-
borhoods for all.

In virtually all successful societies, markets are supplemented by active political
coordination in at least some instances. We will almost always achieve our goals
more effectively if we know what tasks private markets can do well, and then allow
them to perform those tasks. Unfortunately, the discovery that markets cannot solve
every problem seems to have led some critics to conclude that markets cannot solve
any problems. This misperception is a dangerous one because it has prompted at-
tempts to prevent markets from doing even those tasks for which they are ideally
suited.

Our task in this chapter will be to explore why many tasks are best left to the
market. We will explore the conditions under which unregulated markets gener-
ate the largest possible economic surplus. We also will discuss why attempts to in-
terfere with market outcomes often lead to unintended and undesired consequences.
We will see why public utilities can more efficiently serve their customers if they set
prices in a way that closely mimics the market. And we also will discuss why the
economic burden of a tax does not always fall most heavily on the parties from
whom it is directly collected.

MARKET EQUILIBRIUM AND EFFICIENCY

As noted in Chapter 3, the mere fact that markets coordinate the production of a
large and complex list of goods and services is reason enough to marvel at them.
But economists make an even stronger claim—namely, that markets not only produce
these goods, but also produce them as efficiently as possible.

The term efficient, as economists use it, has a narrow technical meaning. When
we say that market equilibrium is efficient, we mean simply this: If price and quan-
tity take anything other than their equilibrium values, a transaction that will make
at least some people better off without harming others can always be found. This
conception of efficiency is also known as Pareto efficiency, after Vilfredo Pareto, the
nineteenth-century Italian economist who introduced it.

Why is market equilibrium efficient in this sense? The answer is that it is always
possible to construct an exchange that helps some without harming others whenever
a market is out of equilibrium. Suppose, for example, that the supply and demand
curves for milk are as shown in Figure 7.1 and that the current price of milk is $1 per
gallon. At that price, sellers offer only 2,000 gallons of milk a day. At that quantity,
the marginal buyer values an extra gallon of milk at $2. This is the price that corre-
sponds to 2,000 gallons a day on the demand curve, which represents what the

efficient (or Pareto efficient) a

situation is efficient if no change

is possible that will help some

people without harming others

FIGURE 7.1
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marginal buyer is willing to pay for an additional gallon (another application of the
vertical interpretation of the demand curve). We also know that the cost of producing
an extra gallon of milk is only $1. This is the price that corresponds to 2,000 gallons
a day on the supply curve, which equals marginal cost (another application of the ver-
tical interpretation of the supply curve).

Furthermore, a price of $1 per gallon leads to excess demand of 2,000 gallons
per day, which means that many frustrated buyers cannot buy as much milk as they
want at the going price. Now suppose a supplier sells an extra gallon of milk to the
most eager of these buyers for $1.25, as in Figure 7.2. Since the extra gallon cost
only $1 to produce, the seller is $0.25 better off than before. And since the most ea-
ger buyer values the extra gallon at $2, that buyer is $0.75 better off than before.
In sum, the transaction creates an extra $1 of economic surplus out of thin air!

Note that none of the other buyers or sellers is harmed by this transaction.
Thus, milk selling for only $1 per gallon cannot be efficient. As the following exer-
cise illustrates, there was nothing special about the price of $1 per gallon. Indeed, if
milk sells for any price below $1.50 per gallon (the market equilibrium price), we
can design a similar transaction, which means that selling milk for any price less
than $1.50 per gallon cannot be efficient.

EXERCISE 7.1

In Figure 7.1, suppose that milk initially sells for 50 cents per gallon. De-

scribe a transaction that will create additional economic surplus for both

buyer and seller without causing harm to anyone else.

What is more, it is always possible to describe a transaction that will create ad-
ditional surplus for both buyer and seller whenever the price lies above the market
equilibrium level. Suppose, for example, that the current price is $2 per gallon in
the milk market shown in Figure 7.1. At that price, we have excess supply of 2,000
gallons per day (see Figure 7.3). Suppose the most dissatisfied producer sells a gal-
lon of milk for $1.75 to the buyer who values it most highly. This buyer, who would
have been willing to pay $2, will be $0.25 better off than before. Likewise the pro-
ducer, who would have been willing to sell milk for as little as $1 per gallon (the
marginal cost of production at 2,000 gallons per day), will be $0.75 better off than
before. As when the price was $1 per gallon, the new transaction creates $1 of ad-
ditional economic surplus without harming any other buyer or seller. Since we
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could design a similar surplus-enhancing transaction at any price above the equi-
librium level, selling milk for more than $1.50 per gallon cannot be efficient.

The vertical interpretations of the supply and demand curves thus make it clear
why only the equilibrium price in a market can be efficient. When the price is either
higher or lower than the equilibrium price, the quantity exchanged in the market
will always be lower than the equilibrium quantity. If the price is below equilib-
rium, the quantity sold will be the amount that sellers offer. If the price is above
equilibrium, the quantity sold will be the amount that buyers wish to buy. In either
case, the vertical value on the demand curve at the quantity exchanged, which is the
value of an extra unit to buyers, must be larger than the vertical value on the sup-
ply curve, which is the marginal cost of producing that unit.

So the market equilibrium price is the only price at which buyers and sellers can-
not design a surplus-enhancing transaction. The market equilibrium price leads, in
other words, to the largest possible total economic surplus. In this specific, limited
sense, free markets are said to produce and distribute goods and services efficiently.

Actually, to claim that market equilibrium is always efficient even in this lim-
ited sense is an overstatement. The claim holds only if buyers and sellers are well in-
formed, if markets are perfectly competitive, and if the demand and supply curves
satisfy certain other restrictions. For example, market equilibrium will not be effi-
cient if the individual marginal cost curves that add up to the market supply curve
fail to include all relevant costs of producing the product. Thus, as we saw in Chap-
ter 3, the true cost of expanding output will be higher than indicated by the market
supply curve if production generates pollution that harms others. The equilibrium
output will then be inefficiently large and the equilibrium price inefficiently low.

Likewise, market equilibrium will not be efficient if the individual demand
curves that make up the market demand curve do not capture all the relevant ben-
efits of buying additional units of the product. For instance, if a homeowner’s will-
ingness to pay for ornamental shrubs is based only on the enjoyment she herself
gains from them, and not on any benefits that may accrue to her neighbors, the
market demand curve for shrubs will understate their value to the neighborhood.
The equilibrium quantity of ornamental shrubs will be inefficiently small and the
market price for shrubs will be inefficiently low.

We will take up such market imperfections in greater detail in later chapters.
For now, we will confine our attention to perfectly competitive markets whose
demand curves capture all relevant benefits and whose supply curves capture all
relevant costs. For such goods, market equilibrium will always be efficient in the
limited sense described earlier.
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FIGURE 7.3
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EFFICIENCY IS NOT THE ONLY GOAL

The fact that market equilibrium maximizes economic surplus is an attractive fea-
ture, to be sure. Bear in mind, however, that “efficient” does not mean the same thing
as “good.” For example, the market for milk may be in equilibrium at a price of
$1.50 per gallon, yet many poor families may be unable to afford milk for their chil-
dren at that price. Still others may not even have a place for their children to sleep.

Efficiency is a concept that is based on predetermined attributes of buyers and
sellers—their incomes, tastes, abilities, knowledge, and so on. Through the com-
bined effects of individual cost-benefit decisions, these attributes give rise to the
supply and demand curves for each good produced in an economy. If we are con-
cerned about inequality in the distribution of attributes like income, we should not
be surprised to discover that markets do not always yield outcomes we like.

Most of us could agree, for example, that the world would be a better one if all
people had enough income to feed their families adequately. The claim that equilib-
rium in the market for milk is efficient means simply that taking people’s incomes
as given, the resulting allocation of milk cannot be altered so as to help some peo-
ple without at the same time harming others.

To this a critic of the market system might respond: So what? As such critics
rightly point out, imposing costs on others may be justified if doing so will help
those with sufficiently important unmet demands. For example, most people would
prefer to fund homeless shelters with their tax dollars rather than let the homeless
freeze to death. Arguing in these terms, American policymakers responded to rapid
increases in the price of oil in the late 1970s by imposing price controls on home
heating oil. Many of us might agree that if the alternative had been to take no
action at all, price controls might have been justified in the name of social justice.

The economist’s concept of market efficiency makes clear that there must be a
better alternative policy. Price controls on oil prevent the market from reaching
equilibrium, and as we’ve seen, that means forgoing transactions that would benefit
some people without harming others.

WHY EFFICIENCY SHOULD BE THE FIRST GOAL

Efficiency is important not because it is a desirable end in itself, but because it
enables us to achieve all our other goals to the fullest possible extent. It is always
possible to generate additional economic surplus when a market is out of equilib-
rium. To gain additional economic surplus is to gain more of the resources we need
to do the things we want to do.
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RECAP EQUILIBRIUM AND EFFICIENCY

A market in equilibrium is said to be efficient, or Pareto efficient, meaning
that no reallocation is possible that will benefit some people without harming
others.

When a market is not in equilibrium—because price is either above the
equilibrium level or below it—the quantity exchanged is always less than the
equilibrium level. At such a quantity, a transaction can always be made in
which both buyer and seller benefit from the exchange of an additional unit
of output.

Total economic surplus in a market is maximized when exchange occurs at
the equilibrium price. But the fact that equilibrium is “efficient” in this sense
does not mean that it is “good.” All markets can be in equilibrium, yet many
people may lack sufficient income to buy even basic goods and services. Still,
permitting markets to reach equilibrium is important because, when economic
surplus is maximized, it is possible to pursue every goal more fully.



THE COST OF PREVENTING 

PRICE ADJUSTMENTS

PRICE CEILINGS

During 1979, an interruption in oil supplies from the Middle East caused the price of
home heating oil to rise by more than 100 percent. Concern about the hardship this
sudden price increase would impose on poor families in northern states led the gov-
ernment to impose a price ceiling in the market for home heating oil. This price ceil-
ing prohibited sellers from charging more than a specified amount for heating oil.

The following example illustrates why imposing a price ceiling on heating oil,
though well intended, was a bad idea.

How much waste does a price ceiling on heating oil cause?

Suppose the demand and supply curves for home heating oil are as shown in Fig-
ure 7.4, in which the equilibrium price is $1.40 per gallon. Suppose that at that
price, many poor families cannot heat their homes adequately. Out of concern for
the poor, legislators pass a law setting the maximum price at $1 per gallon. How
much lost economic surplus does this policy cost society?
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First, let’s calculate total economic surplus without price controls. If this mar-
ket is not regulated, 3,000 gallons per day will be sold at a price of $1.40 per gal-
lon. In Figure 7.4, the economic surplus received by buyers is the area of the upper
shaded triangle. Since the height of this triangle is $0.60 per gallon and its base is
3,000 gallons per day, its area is equal to (1 2)(3,000 gallons/day)($0.60/gallon)  
$900 per day. The economic surplus received by producers is the area of the lower
shaded triangle. Since this triangle also has an area of $900 per day, total economic
surplus in this market will be $1,800 per day.

If the price of heating oil is prevented from rising above $1 per gallon, only
1,000 gallons per day will be sold and the total economic surplus will be reduced
by the area of the lined triangle shown in Figure 7.5. Since the height of this
triangle is $0.80 per gallon and its base is 2,000 gallons per day, its area is



(1 2)(2,000 gallons/day)($0.80/gallon)  $800 per day. Producer surplus falls
from $900 per day in the unregulated market to the area of the lower shaded tri-
angle, or (1 2)(1,000 gallons/day)($0.20/gallon)  $100 per day, which is a loss
of $800 per day. Thus, the loss in total economic surplus is equal to the loss in
producer surplus, which means that the new consumer surplus must be the same
as the original consumer surplus. To verify this, note that consumer surplus with
the price ceiling is the area of the upper shaded figure, which is again $900 per
day. (Hint: To compute this area, first split the figure into a rectangle and a trian-
gle.) By preventing the home heating oil market from reaching equilibrium, price
controls waste $800 of producer surplus per day without creating any additional
surplus for consumers! ◆

EXERCISE 7.2

In the heating oil example, by how much would total economic surplus

have been reduced if the price ceiling had been set not at $1 but at $1.20 per

gallon?

For several reasons, the reduction in total economic surplus shown in Figure 7.5 is
a conservative estimate of the waste caused by attempts to hold price below its equilib-
rium level. For one thing, the analysis assumes that each of the 1,000 gallons per day
that are sold in this market will end up in the hands of the consumers who value them
most—in the diagram, those whose reservation prices are above $1.80 per gallon. But
since any buyer whose reservation price is above $1 per gallon will want to buy at the
ceiling price, much of the oil actually sold is likely to go to buyers whose reservation
prices are below $1.80. Suppose, for example, that a buyer whose reservation price was
$1.50 per gallon made it into the line outside a heating oil supplier just ahead of a
buyer whose reservation price was $1.90 per gallon. If each buyer had a 20-gallon tank
to fill, and if the first buyer got the last of the day’s available oil, then total surplus
would be smaller by $8 that day than if the oil had gone to the second buyer.

A second reason that the reduction in surplus shown in Figure 7.5 is likely to be
an underestimate is that shortages typically prompt buyers to take costly actions to
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FIGURE 7.5
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enhance their chances of being served. For example, if the heating oil distributor
begins selling its available supplies at 6:00 a.m., many buyers may arrive several
hours early to ensure a place near the front of the line. Yet when all buyers incur the
cost of arriving earlier, no one gets any more oil than before.

Notwithstanding the fact that price ceilings reduce total economic surplus, their
defenders might argue that controls are justified because they enable at least some
low-income families to buy heating oil at affordable prices. Yes, but the same ob-
jective could have been accomplished in a much less costly way—namely, by giving
the poor more income with which to buy heating oil.

It may seem natural to wonder whether the poor, who have limited political
power, can really hope to receive income transfers that would enable them to heat
their homes. On reflection, the answer to this question would seem to be yes, if the
alternative is to impose price controls that would be even more costly than the in-
come transfers. After all, the price ceiling as implemented ends up costing heating
oil sellers $800 per day in lost economic surplus. So they ought to be willing to pay
some amount less than $800 a day in additional taxes in order to escape the burden
of controls. The additional tax revenue could finance income transfers that would
be far more beneficial to the poor than price controls.

This point is so important, and so often misunderstood by voters and policy-
makers, that we will emphasize it by putting it another way. Think of the economic
surplus from a market as a pie to be divided among the various market participants.
Figure 7.6(a) represents the $1,000 per day of total economic surplus available to
participants in the home heating oil market when the government limits the price of
oil to $1 per gallon. We divided this pie into two slices, labeled R and P, to denote
the surpluses received by rich and poor participants. Figure 7.6(b) represents the
$1,800 per day of total economic surplus available when the price of home heating
oil is free to reach its equilibrium level. This pie is divided among rich and poor par-
ticipants in the same proportion as the pie in the left panel.

The important point to notice is this: Because the pie on the right side is larger,
both rich and poor participants in the home heating oil market can get a bigger slice
of the pie than they would have had under price controls. Rather than tinker with
the market price of oil, it is in everyone’s interest to simply transfer additional in-
come to the poor.

With the Incentive Principle in mind, supporters of price controls may object that
income transfers to the poor might weaken people’s incentive to work, and thus
might prove extremely costly in the long run. Difficult issues do indeed arise in the
design of programs for transferring income to the poor—issues we will consider in
some detail in later chapters. But for now, suffice it to say that ways exist to transfer
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FIGURE 7.6
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income without undermining work incentives significantly. One such method is the
Earned Income Tax Credit, a program that supplements the wages of low-income
workers. Given such programs, transferring income to the poor will always be more
efficient than trying to boost their living standard through price controls.

PRICE SUBSIDIES

Sometimes governments try to assist low-income consumers by subsidizing the
prices of “essential” goods and services. France and Russia, for example, have
taken this approach at various points by subsidizing the price of bread. As the fol-
lowing example illustrates, such subsidies are like price ceilings in that they reduce
total economic surplus.

By how much do subsidies reduce total economic surplus in the market for

bread?

A small island nation imports bread for its population at the world price of $2 per
loaf. If the domestic demand curve for bread is as shown in Figure 7.7, by how
much will total economic surplus decline in this market if the government provides
a $1 per loaf subsidy?
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With no subsidy, the equilibrium price of bread in this market would be the
world price of $2 per loaf and the equilibrium quantity would be 4,000,000 loaves
per month. The shaded triangle in Figure 7.7 represents consumer economic surplus
for buyers in the domestic bread market. The height of this triangle is $2 per loaf,
and its base is 4,000,000 loaves per month, so its area is equal to (1 2)(4,000,000
loaves/month)($2 loaf)  $4,000,000 per month. Because the country can import
as much bread as it wishes at the world price of $2 per loaf, supply is perfectly elas-
tic in this market. Because the marginal cost of each loaf of bread to sellers is ex-
actly the same as the price buyers pay, producer surplus in this market is zero. So
total economic surplus is exactly equal to consumer surplus, which, again, is
$4,000,000 per month.

Now suppose that the government administers its $1 per loaf subsidy pro-
gram by purchasing bread in the world market at $2 per loaf and reselling it in the
domestic market for only $1 per loaf. At the new lower price, buyers will now



consume not 4,000,000 loaves per month but 6,000,000. Consumer surplus for
buyers in the bread market is now the area of the larger shaded triangle in Fig-
ure 7.8: (1 2)($3/loaf)(6,000,000 loaves/month)  $9,000,000 per month, or
$5,000,000 per month more than before. The catch is that the subsidy wasn’t free. Its
cost, which must be borne by taxpayers, is ($1/loaf)(6,000,000 loaves/month)  
$6,000,000 per month. So even though consumer surplus in the bread market is
larger than before, the net effect of the subsidy program is actually to reduce total
economic surplus by $1,000,000 per month.

Another way to see why the subsidy reduces total economic surplus by that
amount is to note that total economic surplus is maximized at 4,000,000 loaves per
month, the quantity for which the marginal buyer’s reservation price is equal to
marginal cost, and that the subsidy induces additional consumption of 2,000,000
loaves per month. Each additional loaf has a marginal cost of $2 but is worth less
than that to the buyer (as indicated by the fact that the vertical coordinate of the de-
mand curve lies below $2 for consumption beyond 4,000,000). As monthly con-
sumption expands from 4,000,000 to 6,000,000 loaves per month, the cumulative
difference between the marginal cost of bread and its value to buyers is the area of
the smaller shaded triangle in Figure 7.8, which is $1,000,000 per month.

This reduction in economic surplus constitutes pure waste—no different, from
the perspective of participants in this market, than if someone had siphoned that
much cash out of their bank accounts each month and thrown it into a bonfire. ◆

EXERCISE 7.3

How much total economic surplus would have been lost if the bread sub-

sidy had been set at $0.50 per loaf instead of $1.00?

Compared to a bread subsidy, a much better policy would be to give low-
income people some additional income and then let them buy bread on the open
market. Subsidy advocates who complain that taxpayers would be unwilling to give
low-income people income transfers must be asked to explain why people would be
willing to tolerate subsidies, which are more costly than income transfers. Logically,
if voters are willing to support subsidies, they should be even more eager to support
income transfers to low-income persons.
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This is not to say that the poor reap no benefit at all from bread subsidies. Since
they get to buy bread at lower prices and since the subsidy program is financed by
taxes collected primarily from middle- and upper-income families, poor families
probably come out ahead on balance. The point is that for the same expense, we
could do much more to help the poor. Their problem is that they have too little in-
come. The simplest and best solution is not to try to peg the prices of the goods they
and others buy below equilibrium levels, but rather to give them some additional
money.

FIRST-COME, FIRST-SERVED POLICIES

Governments are not the only institutions that attempt to promote social goals by
preventing markets from reaching equilibrium. Some universities, for example, at-
tempt to protect access by low-income students to concerts and sporting events by
selling a limited number of tickets below the market-clearing price on a first-come,
first-served basis.

The commercial airline industry was an early proponent of the use of the first-
come, first-served allocation method, which it employed to ration seats on over-
booked flights. Throughout the industry’s history, most airlines have routinely
accepted more reservations for their flights than there are seats on those flights.
Most of the time, this practice causes no difficulty because many reservation hold-
ers don’t show up to claim their seats. Indeed, if airlines did not overbook their
flights, most flights would take off with many more empty seats, forcing airlines to
charge higher ticket prices to cover their costs.

The only real difficulty is that every so often, more people actually do show up
for a flight than there are seats on the plane. Until the late 1970s, airlines dealt with
this problem by boarding passengers on a first-come, first-served basis. For exam-
ple, if 120 people showed up for a flight with 110 seats, the last 10 to arrive were
“bumped,” or forced to wait for the next available flight.

The bumped passengers often complained bitterly, and no wonder, since many
of them ended up missing important business meetings or family events. As the fol-
lowing example illustrates, there was fortunately a simple solution to this problem.

Why does no one complain any longer about being bumped from an over-

booked flight?

In 1978, airlines abandoned their first-come, first-served policy in favor of a new proce-

dure. Since then, their practice has been to solicit volunteers to give up their seats on

oversold flights in return for a cash payment or free ticket. Now, the only people who give

up their seats are those who volunteer to do so in return for compensation. And hence

complaints about being bumped from overbooked flights have completely disappeared. •

Which of the two policies—first-come, first-served or compensation for
volunteers—is more efficient? The difficulty with the first-come, first-served policy
is that it gives little weight to the interests of passengers with pressing reasons for
arriving at their destination on time. Such passengers can sometimes avoid losing
their seats by showing up early, but passengers coming in on connecting flights often
cannot control when they arrive. And the cost of showing up early is likely to be
highest for precisely those people who place the highest value on not missing a flight
(such as business executives, whose opportunity cost of waiting in airports is high).

For the sake of illustration, suppose that 37 people show up for a flight with
only 33 seats. One way or another, four people will have to wait for another flight.
Suppose we ask each of them, “What is the most you would be willing to pay to fly
now rather than wait?” Typically, different passengers will have different reserva-
tion prices for avoiding the wait. Suppose that the person who is most willing to
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pay would pay up to $60 rather than miss the flight; that the person second-most
willing to pay would pay up to $59; that the person third-most willing to pay
would pay up to $58; and so on. In that case, the person with the smallest reserva-
tion price for avoiding the wait would have a reservation price of $24. For the en-
tire group of 37 passengers, the average reservation price for avoiding the wait
would be ($60  $59  $58  # # #

 $24) 37  $42.
Given the difficulty of controlling airport arrival times, the passengers who get

bumped under the first-come, first-served policy are not likely to differ systemati-
cally from others with respect to their reservation price for not missing the flight.
On average, then, the total cost imposed on the four bumped passengers would be
four times the average reservation price of $42, or $168. As far as those four pas-
sengers are concerned, that total is a pure loss of consumer surplus.

How does this cost compare with the cost imposed on bumped passengers
when the airline compensates volunteers? Suppose the airline solicits volunteers by
conducting an informal auction, increasing its cash compensation offer by $1 in-
crements until it has the desired number of volunteers. As the incentive to stay be-
hind rises, more people will volunteer; those whose reservation prices are the lowest
will volunteer first. In this example, offers below $24 would generate no volunteers.
An offer of $24 would generate one volunteer; an offer of $25 would generate two
volunteers; and so on. A compensation payment of $27 would generate the neces-
sary four volunteers.

How does switching from the first-come, first-served policy to the policy of
compensating volunteers affect total economic surplus? The compensation pay-
ments themselves have no net effect since the dollars paid out by the airline are ex-
actly offset by the receipt of those same dollars by passengers who volunteer to
wait. Yet switching to the compensation method does increase total economic sur-
plus because those who volunteer have much lower reservation prices for not miss-
ing their flight than those who are bumped involuntarily. In this example, we saw
that the four passengers bumped under the first-come, first-served policy had an av-
erage reservation price of $42, for a total waiting cost of $168. In contrast, the four
passengers who volunteered under the compensation policy incurred a total waiting
cost of only $27  $26  $25  $24  $102. Switching to the compensation pol-
icy thus produced a gain in total economic surplus of $66.

The compensation policy is more efficient than the first-come, first-served policy
because it establishes a market for a scarce resource that would otherwise be allo-
cated by nonmarket means. Figure 7.9 shows the supply and demand curves for seats

186 CHAPTER 7 EFFICIENCY AND EXCHANGE

FIGURE 7.9

Equilibrium in the

Market for Seats on

Oversold Flights.

The demand curve for

remaining on the flight is

generated by plotting the

reservation prices in

descending order. The

equilibrium compensation

payment for volunteers who

give up their seats is $27—

the price at which 4

passengers volunteer to wait

and the remaining 33 choose

not to wait.

Seats

P
ri

c
e
 (

$
/s

e
a
t)

0 3733

60

27
24

Demand for remaining
on the flight Supply of seats



under the compensation policy. In this market, the equilibrium price of not having to
wait is $27. People who choose not to volunteer at that price incur an opportunity
cost of $27 in order not to miss the flight. The four people who do volunteer accept
$27 as ample compensation—indeed, more than ample for three of them.

An interesting footnote to this example is that the airlines’ policy change
evoked a fierce protest from the Aviation Consumer Action Project (ACAP), a
group that portrayed itself as a watchdog for the interests of airline passengers.
ACAP’s concern was that the shift to a system of compensation payments would
mean that poor people would most often end up waiting for the next flight. This
was a curious objection, for several reasons. Although the people who volunteer to
wait in return for a compensation payment probably have lower incomes, on aver-
age, than those who don’t volunteer, the income distributions of the two groups
overlap considerably. Many financially comfortable persons with no pressing ap-
pointments will gladly volunteer to wait, while many people with lower incomes
will choose not to. But more important, the previous policy of first-come, first-
served was manifestly less attractive to the poor than the new policy. After all, pas-
sengers give up their seats under the volunteer policy only when they find the
payment offered sufficient to compensate for the inconvenience of waiting. We may
suspect that few poor persons would be grateful if ACAP had succeeded in per-
suading the government to block the switch to compensation payments.

How should a tennis pro handle the overbooking problem?

Anticipating a high proportion of no-shows, a tennis pro routinely books five people
for each of his group lesson slots, even though he is able to teach only three people at
a time. One day, all five people show up for their lessons at 10 a.m., the first lesson
slot of the morning. Their respective arrival times and the maximum amounts each
would be willing to pay to avoid postponing his or her lesson are as given in the table.
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If the tennis pro accommodates the players on a first-come, first-served basis, by
how much will total economic surplus be smaller than if he had offered cash com-
pensation to induce two volunteers to reschedule? Which system is more efficient?

The result of using a first-come, first-served policy will be that Dana and Earl,
the last two to arrive, will have to postpone their lessons. Since the cost of waiting
is $10 for Dana and $2 for Earl, the total waiting cost of the first-come, first-served
policy is $12.

Suppose that the pro had instead offered cash compensation payments to elicit
volunteers. If he offered a payment of $3, both Bill and Earl would be willing to
wait. The total waiting cost of the cash compensation policy would therefore be
only $3  $2  $5, or $7 less than under the first-come, first-served policy. So the
cash compensation policy is more efficient. (Again, the compensation payments
themselves have no net effect on total economic surplus because the dollars paid out
by the tennis pro are exactly offset by the dollars received by the volunteers.) ◆

You might feel tempted to ask why the tennis pro would bother to offer cash
compensation when he has the option of saving the $5 by continuing with his current

Player Arrival time Reservation price

Ann 9:50 a.m. $ 4

Bill 9:52 a.m. 3

Carrie 9:55 a.m. 6

Dana 9:56 a.m. 10

Earl 9:59 a.m. 2



policy of first-come, first-served. Or you might wonder why an airline would bother
to offer cash compensation to elicit volunteers to wait for the next flight. But we
know that it is possible for everyone to do better under an efficient policy than under
an inefficient one. (When the pie is bigger, everyone can have a larger slice.) The fol-
lowing exercise asks you to design such a transaction for the tennis-lesson example.

EXERCISE 7.4

Using the information from the previous example, describe a set of cash

transfers that would make each of the five students and the tennis pro better

off than under the first-come, first-served policy. (Hint: Imagine that the ten-

nis pro tells his students that he will stick with first-come, first served unless

they agree to contribute to the compensation pool as he requests.)

In practice, transactions like the one called for in Exercise 7.4 would be cum-
bersome to administer. Typically, the seller is in a position to solve such problems
more easily by offering cash payments to elicit volunteers, and then financing those
cash payments by charging slightly higher prices. Buyers, for their part, are willing
to pay the higher prices because they value the seller’s promise not to cancel their
reservations without compensation.
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RECAP THE COST OF BLOCKING PRICE ADJUSTMENTS

In an effort to increase the economic welfare of disadvantaged consumers,
governments often implement policies that attempt to prevent markets from
reaching equilibrium. Price ceilings and subsidies attempt to make housing
and other basic goods more affordable for poor families. Private organiza-
tions also implement policies that prevent markets from reaching equilibrium,
such as allocation on a first-come, first-served basis. Such policies always re-
duce total economic surplus relative to the alternative of letting prices seek
their equilibrium levels. It is always possible to design alternative policies un-
der which rich and poor alike fare better.

MARGINAL COST PRICING OF PUBLIC SERVICES

The largest possible total economic surplus is achieved in private markets when
goods are exchanged at equilibrium prices, where the value of the last unit to the
buyer is exactly equal to the seller’s marginal cost of producing it. Suppose the gov-
ernment has decided to become the provider of a good or service such as water or
electricity. If the government’s goal is to maximize the resulting total economic sur-
plus, how much should it charge its customers? The theory of market exchange,
normally applied to perfectly competitive firms that can sell any quantity they
choose at a constant market price, helps to answer this question. Consider the fol-
lowing example, in which a local government supplies water to its residents.

What is the marginal cost of water in Gainesville?

The municipal water supply company in Gainesville, Florida, has three potential
sources of water: an underground spring, a nearby lake, and the Atlantic Ocean.
The spring can supply up to 1 million gallons per day at a cost of 0.2 cent per gal-
lon. The lake can supply an additional 2 million gallons per day at a cost of 0.8 cent
per gallon. Additional water must be distilled from the ocean at a cost of 4.0 cents
per gallon. Draw the marginal cost curve for water in Gainesville.



The Low-Hanging-Fruit Principle tells us that the city will use the cheapest
source of water first (the spring). Only when the quantity demanded exceeds the
spring’s capacity will the city turn to the next least expensive source, the lake; and
only when the lake’s capacity is exhausted will the city supply water from the
ocean. The marginal cost curve will thus be as shown in Figure 7.10. ◆

As the next example illustrates, total economic surplus is maximized when the
government charges each customer exactly the marginal cost of the water he or she
consumes.

How much should the government charge for water?

In the preceding example, suppose that if the price of water were 4.0 cents per gal-
lon, citizens of Gainesville would consume 4 million gallons per day. Given the mar-
ginal cost curve shown in Figure 7.10, how much should the city charge a citizen
whose water comes from the underground spring? How much should it charge
someone whose water comes from the lake?

The citizens of Gainesville will enjoy the largest possible economic surplus if the
price they pay for water exactly equals the marginal cost of providing it. Since the to-
tal amount of water demanded at 4.0 cents per gallon exceeds 3 million gallons per
day, the city will have to supply at least some households with water distilled from
the Atlantic Ocean, at a cost of 4.0 cents per gallon. At 4 million gallons per day, the
marginal cost of water is thus 4.0 cents per gallon, and this is true no matter where
the water comes from. As long as the city must get some of its water from the ocean,
the marginal cost of water taken from the underground spring is also 4.0 cents per
gallon. Water taken from the lake has a marginal cost of 4.0 cents per gallon as well.

This statement might seem to contradict the claim that water drawn from the
spring costs only 0.2 cent per gallon and water drawn from the lake, only 0.8 cent
per gallon. But there is no contradiction. To see why, ask yourself how much the
city would save if a family that currently gets its water from the spring were to re-
duce its consumption by 1 gallon per day. The cutback would enable the city to di-
vert that gallon of spring water to some other household that currently gets its
water from the ocean, which in turn would reduce consumption of ocean water by
1 gallon. So if a family currently served by the spring were to reduce its daily con-
sumption by 1 gallon, the cost savings would be exactly 4.0 cents. And that, by
definition, is the marginal cost of water.

To encourage the efficient use of water, the city should charge every household
4.0 cents per gallon for all the water it consumes. As the Incentive Principle reminds
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FIGURE 7.10
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us, charging any household less than that would encourage households to use water
whose marginal benefit is less than its marginal cost. For example, suppose the city
charged households who get their water from the spring only 0.2 cent per gallon.
Those households would then expand their use of water until the benefit they re-
ceived from the last gallon used equaled 0.2 cent. Because that gallon could have
been used to serve someone who is currently using water distilled from the ocean,
for whom the value of the marginal gallon is 4 cents, its use would entail a loss in
economic surplus of 3.8 cents. ◆

EXERCISE 7.5

Suppose that at a price of 0.8 cent per gallon of water, the citizens of

Gainesville would consume a total of only 2 million gallons per day. If the

marginal cost of water is as shown in Figure 7.10, how much should the city

charge for water? Should that same charge apply to people who get their

water from the spring?
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RECAP MARGINAL COST PRICING OF PUBLIC SERVICES

When a good is provided by a public utility from several sources, the marginal
cost of serving a customer is the cost associated with the least efficient source
in use. A public utility should set price equal to marginal cost if its goal is to
maximize economic surplus.

TAXES AND EFFICIENCY

WHO PAYS A TAX IMPOSED ON SELLERS OF A GOOD?

Politicians of all stripes seem loath to propose new taxes. But when additional pub-
lic revenue must be raised, most seem to feel more comfortable proposing taxes
paid by sellers than taxes paid by consumers. When pressed to explain why, many
respond that businesses can more easily afford to pay extra taxes. Yet the burden of
a tax collected from the sellers of a good need not fall exclusively on sellers. Sup-
pose, for example, that a tax of $1 per pound is collected from avocado farmers in
the market whose demand and supply curves are shown as D and S in Figure 7.11.

In this market, the initial equilibrium price and quantity are $3 per pound and
3 million pounds per month, respectively. From the farmers’ perspective, the imposition
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of a tax of $1 per pound is essentially the same as a $1 increase in the marginal cost
of producing each pound of avocados, and hence the tax results in an upward shift
in the supply curve by $1 per pound.

As shown in Figure 7.11, the new equilibrium price (including the tax) will be
$3.50 and the new equilibrium quantity will be 2.5 million pounds per month. The
net price per pound received by producers is one dollar less than the price paid by
the consumer, or $2.50. Even though the tax was collected entirely from avocado
sellers, the burden of the tax fell on both buyers and sellers—on buyers because
they pay $0.50 per pound more than before the tax and on sellers because they re-
ceive $0.50 per pound less than before the tax.

The burden of the tax need not fall equally on buyers and sellers, as in the il-
lustration just discussed. Indeed, as the following example illustrates, a tax levied
on sellers may end up being paid entirely by buyers.

How will a tax on cars affect their prices in the long run?

Suppose that, given sufficient time, all the inputs required to produce cars can be acquired

in unlimited quantities at fixed market prices. If the inputs required to produce each car

cost $20,000, how will the long-run equilibrium price of automobiles be affected if a tax

of $100 per car is levied on manufacturers?

The fact that all the inputs needed to build cars can be acquired at constant prices

suggests that the long-run marginal cost of making cars is constant—in other words, that

the long-run supply curve of cars is horizontal at $20,000 per car. A tax of $100 per car

effectively raises marginal cost by $100 per car, and thus shifts the supply curve upward

by exactly $100. If the demand curve for cars is as shown by curve D in Figure 7.12, the

effect is to raise the equilibrium price of cars by exactly $100, to $20,100. The equilibrium

quantity of cars falls from 2 million per month to 1.9 million.
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FIGURE 7.12
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Although the long-run supply curve shown in Figure 7.12 is in one sense an ex-
treme case (since its price elasticity is infinite), it is by no means an unrepresentative
one. As we discussed in Chapter 4, the long-run supply curve will tend to be horizon-
tal when it is possible to acquire more of all the necessary inputs at constant prices.
As a first approximation, this can be accomplished for many—perhaps even most—
goods and services in a typical economy.

For goods with perfectly elastic supply curves, the entire burden of any tax is
borne by the buyer.1 That is, the increase in the equilibrium price is exactly equal to
the tax. For this empirically relevant case, then, there is special irony in the common

1In the example given, the tax was collected from sellers. If you go on to take intermediate microeco-
nomics, you will see that the same conclusions apply when a tax is collected from buyers.

Example 7.2
The Economic Naturalist
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political practice of justifying taxes on business by saying that businesses have
greater ability to pay than consumers.

HOW A TAX COLLECTED FROM A SELLER AFFECTS

ECONOMIC SURPLUS

We saw earlier that perfectly competitive markets distribute goods and services ef-
ficiently if demand curves reflect all relevant benefits and supply curves reflect all
relevant costs. If a tax is imposed on sellers in such a market, will the new market
equilibrium still be efficient? Consider again the avocado market discussed earlier,
whose supply and demand curves are reproduced in Figure 7.13. In the absence of
a tax, 3 million pounds of avocados a month would be sold in this market at a price
of $3 per pound, and the resulting total economic surplus would be $9 million per
month (the area of the shaded triangle).

192 CHAPTER 7 EFFICIENCY AND EXCHANGE

FIGURE 7.13
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With a tax of $1 per pound collected from avocado sellers, the new equilibrium
price of avocados would be $3.50 per pound (of which sellers receive $2.50, net of
tax), and only 2.5 millions pounds of avocados would be sold each month (see Fig-
ure 7.14). The total economic surplus reaped by buyers and sellers in the avocado
market would be the area of the shaded triangle shown in Figure 7.14, which is
$6.25 million per month—or $2.75 million less than before.
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This drop in surplus may sound like an enormous loss. But it is a misleading
figure because it fails to take account of the value of the additional tax revenue col-
lected, which is equal to $2.5 million per month ($1 per pound on 2.5 million
pounds of avocados). If the government needs to collect no more than a given total
amount of tax revenue in order to pay for the services it provides, then the avocado
tax revenue should enable it to reduce other taxes by $2.5 million per month. So al-
though buyers and sellers lose $2.75 million per month in economic surplus from
their participation in the avocado market, they also enjoy a $2.5 million reduction
in the other taxes they pay. On balance, then, the net reduction in total economic
surplus is only $0.25 million.

Graphically, the loss in total economic surplus caused by the imposition of the
tax can be shown as the small shaded triangle in Figure 7.15. This loss in surplus is
often described as the deadweight loss from the tax.

Still, a loss in economic surplus, however small, is something people would pre-
fer to avoid, and taxes like the one just described undoubtedly reduce economic
surplus in the markets on which they are imposed. As former Federal Reserve Board
chairman Alan Greenspan remarked, “All taxes are a drag on economic growth. It’s
only a question of degree.”2

A tax reduces economic surplus because it distorts the basic cost-benefit crite-
rion that would ordinarily guide efficient decisions about production and con-
sumption. In the example just considered, the Cost-Benefit Principle tells us that we
should expand avocado production up to the point at which the benefit of the last
pound of avocados consumed (as measured by what buyers are willing to pay for it)
equals the cost of producing it (as measured by the producer’s marginal cost). That
condition was satisfied in the avocado market before the tax, but it is not satisfied
once the tax is imposed. In Figure 7.15, for example, note that when avocado con-
sumption is 2.5 million pounds per month, the value of an additional pound of av-
ocados to consumers is $3.50, whereas the cost to producers is only $2.50, not
including the tax. (The cost to producers, including the tax, is $3.50 per pound, but
again we note that this tax is not a cost to society as a whole because it offsets other
taxes that would otherwise have to be collected.)

Is a tax on avocados necessarily “bad”? (When economists say that a policy
such as a tax is “bad,” they mean that it lowers total economic surplus.) To answer
this question, we must first identify the best alternative to taxing avocados. You
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FIGURE 7.15
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may be tempted to say, “Don’t tax anything at all!” On a moment’s reflection, how-
ever, you will realize that this is surely not the best option. After all, a country that
taxed nothing could not pay for even the most minimal public services such as road
maintenance, fire protection, and national defense. And a country without at least
minimal defense capability could not hope to maintain its independence for long.
(We will consider why we often empower government to provide public goods
in Chapter 15.) On balance, if taxing avocados were the best way to avoid doing
without highly valued public services, then a small deadweight loss in the avocado
market would be a small price indeed.

So the real question is whether there are other things we could tax that
would be better than taxing avocados. The problem with a tax on any activity is
that if market incentives encourage people to pursue the “right” amount of the
activity (that is, the surplus-maximizing amount), then a tax will encourage them
to pursue too little of it. As economists have long recognized, this observation
suggests that taxes will cause smaller deadweight losses if they are imposed on
goods for which the equilibrium quantity is not highly sensitive to changes in
production costs.

TAXES, ELASTICITY, AND EFFICIENCY

Suppose the government put a tax of 50 cents per pound on table salt. How would
this affect the amount of salt you and others use? In Chapter 4, we saw that the
demand for salt is highly inelastic with respect to price because salt has few substi-
tutes and occupies only a minuscule share in most family budgets. Because the
imposition of a tax on table salt would not result in a significant reduction in
the amount of it consumed, the deadweight loss from this tax would be relatively
small. More generally, the deadweight loss from a per-unit tax imposed on the
seller of a good will be smaller the smaller is the price elasticity of demand for
the good.

Figure 7.16 illustrates how the deadweight loss from a tax declines as the de-
mand for a good becomes less elastic with respect to price. In both (a) and (b), the
original supply and demand curves yield an equilibrium price of $2 per unit and
an equilibrium quantity of 24 units per day. The deadweight loss from a tax of $1
per unit imposed on the good shown in Figure 7.16(a) is the area of the shaded
triangle in (a), which is $2.50 per day. The demand curve in Figure 7.16(b), D

2
,
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FIGURE 7.16
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is less elastic at the equilibrium price of $2 than the demand curve in (a), D
1

[this
follows from the fact that P/Q is the same in both cases, whereas 1/slope is
smaller in (b)]. The deadweight loss from the same $1 per unit tax imposed on
the good in Figure 7.16(b) is the area of the shaded triangle in (b), which is only
$1.50 per day.

The reduction in equilibrium quantity that results from a tax on a good will
also be smaller the smaller is the elasticity of supply of the good. In Figure 7.17, for
example, the original supply and demand curves for the markets portrayed in each
part yield an equilibrium price of $2 per unit and an equilibrium quantity of 72
units per day. The deadweight loss from a tax of $1 per unit imposed on the good
shown in Figure 7.17(a) is the area of the shaded triangle in (a), which is $7.50 per
day. The supply curve in Figure 7.17(b), S

2
, is less elastic at the equilibrium price

than the supply curve in (a), S
1

[again because P/Q is the same in both cases,
whereas 1/slope is smaller in (b)]. The deadweight loss from the same $1 per unit
tax imposed on the good in Figure 7.17(b) is the area of the shaded triangle in (b),
which is only $4.50 per day.

The deadweight loss from a tax imposed on a good whose supply curve is per-
fectly inelastic will be zero. This explains why many economists continue to favor
the tax advocated by Henry George in the nineteenth century. George proposed that
all taxes on labor and goods be abolished and replaced by a single tax on land. Such
a tax, he argued, would cause no significant loss in economic surplus because the
supply of land is almost perfectly inelastic.

TAXES, EXTERNAL COSTS, AND EFFICIENCY

From an efficiency standpoint, taxing activities that people tend to pursue to excess
is even more attractive than taxing land. We have mentioned activities that gener-
ate environmental pollution as one example; in later chapters, we will discuss oth-
ers. Whereas a tax on land does not reduce economic surplus, a tax on pollution
can actually increase total economic surplus. Taxes on activities that cause harm to
others kill two birds with one stone: They generate revenue to pay for useful public
services and, at the same time, discourage people from pursuing the harmful activ-
ities. The notion that taxes always and everywhere constitute an obstacle to effi-
ciency simply does not withstand careful scrutiny.
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FIGURE 7.17
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RECAP TAXES AND EFFICIENCY

A per-unit tax levied on the seller of a product has the same effect on equilib-
rium quantity and price as a rise in marginal cost equal to the amount of the
tax. The burden of a tax imposed on sellers will generally be shared among
both buyers and sellers. In the case of a good whose elasticity of supply is in-
finite, the entire burden of the tax is borne by buyers.

A tax imposed on a product whose supply and demand curves embody all
relevant costs and benefits associated with its production and use will result
in a deadweight loss—a reduction in total economic surplus in the market for
the taxed good. Such taxes may nonetheless be justified if the value of the
public services financed by the tax outweighs this deadweight loss. In general,
the deadweight loss from a tax on a good will be smaller the smaller are the
good’s price elasticities of supply and demand. Taxes on activities that gener-
ate harm to others may produce a net gain in economic surplus, even apart
from the value of public services they finance.

■ S U M M A R Y ■

• When the supply and demand curves for a product
capture all the relevant costs and benefits of produc-
ing that product, then market equilibrium for that
product will be efficient. In such a market, if price
and quantity do not equal their equilibrium values, a
transaction can be found that will make at least some
people better off without harming others. LO1

• Total economic surplus is a measure of the amount by
which participants in a market benefit by participat-
ing in it. It is the sum of total consumer surplus and
total producer surplus in the market. One of the at-
tractive properties of market equilibrium is that it
maximizes the value of total economic surplus. LO1

• Efficiency should not be equated with social justice. If
we believe that the distribution of income among peo-
ple is unjust, we won’t like the results produced by
the intersection of the supply and demand curves
based on that income distribution, even though those
results are efficient. LO1

• Even so, we should always strive for efficiency be-
cause it enables us to achieve all our other goals to the
fullest possible extent. Whenever a market is out of
equilibrium, the economic pie can be made larger.
And with a larger pie, everyone can have a larger
slice. LO1

• Regulations or policies that prevent markets from
reaching equilibrium—such as price ceilings, price
subsidies, and first-come, first-served allocation
schemes—are often defended on the grounds that
they help the poor. But such schemes reduce economic

surplus, meaning that we can find alternatives under
which both rich and poor would be better off. The
main difficulty of the poor is that they have too little
income. Rather than trying to control the prices of
the goods they buy, we could do better by enacting
policies that raise the incomes of the poor and then
letting prices seek their equilibrium levels. Those who
complain that the poor lack the political power to
obtain such income transfers must explain why the
poor have the power to impose regulations that are
far more costly than income transfers. LO2

• Even when a good is provided by a public utility
rather than a private firm, the theory of competitive
supply has important implications for how to provide
the good most efficiently. The general rule is that a
public utility maximizes economic surplus by charg-
ing its customers the marginal cost of the goods it
provides. LO3

• Critics often complain that taxes make the economy
less efficient. A tax will indeed reduce economic sur-
plus if the supply and demand curves in the market
for the taxed good reflect all the relevant costs and
benefits of its production and consumption. But this
decline in surplus may be more than offset by the in-
crease in economic surplus made possible by public
goods financed with the proceeds of the tax. The
best taxes are imposed on activities that would oth-
erwise be pursued to excess, such as activities that
generate environmental pollution. Such taxes not
only do not reduce economic surplus; they actually
increase it. LO4
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■ K E Y  T E R M S ■

deadweight loss (193) efficient (or Pareto efficient) (176)

■ R E V I E W  Q U E S T I O N S ■

1. Why do economists emphasize efficiency as an im-
portant goal of public policy? LO1

2. You are a senator considering how to vote on a pol-
icy that would increase the economic surplus of
workers by $100 million per year but reduce the
economic surplus of retirees by $1 million per year.
What additional measure might you combine with
the policy to ensure that the overall result is a better
outcome for everyone? LO2

3. Why does the loss in total economic surplus directly
experienced by participants in the market for a
good that is taxed overstate the overall loss in eco-
nomic surplus that results from the tax? LO4

4. Why is compensating volunteers to relinquish their
seats on overbooked flights more efficient than a
policy of first-come, first-served? LO3

5. Why do price ceilings reduce economic surplus?
LO3

■ P R O B L E M S ■

1. Suppose the weekly demand and supply curves for used DVDs in Lincoln,
Nebraska, are as shown in the diagram. Calculate LO1

a. The weekly consumer surplus.
b. The weekly producer surplus.
c. The maximum weekly amount that producers and consumers in Lincoln

would be willing to pay to be able to buy and sell used DVDs in any given
week.

2. Refer to problem 1. Suppose a coalition of students from Lincoln High School
succeeds in persuading the local government to impose a price ceiling of $7.50
on used DVDs, on the grounds that local suppliers are taking advantage of
teenagers by charging exorbitant prices. LO2

a. Calculate the weekly shortage of used DVDs that will result from this policy.
b. Calculate the total economic surplus lost every week as a result of the price

ceiling.
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3. The Kubak crystal caves are renowned for their stalactites and stalagmites. The
warden of the caves offers a tour each afternoon at 2 p.m. sharp. The caves can
be shown to only four people per day without disturbing their fragile ecology.
Occasionally, however, more than four people want to see the caves on the
same day. The following table lists the people who wanted to see the caves on
September 24, 2003, together with their respective times of arrival and reser-
vation prices for taking the tour that day. LO2

a. If the tour is “free” and the warden operates it on a first-come, first-served
basis, what will the total consumer surplus be for the four people who get to
go on the tour on that day?

b. Suppose the warden solicits volunteers to postpone their tour by offering in-
creasing amounts of cash compensation until only four people still wish to
see the caves that day. If he gives each volunteer the same compensation pay-
ment, how much money will he have to offer to generate the required num-
ber of volunteers? What is the total economic surplus under this policy?

c. Why is the compensation policy more efficient than the first-come, first-
served policy?

d. Describe a way of financing the warden’s compensation payments that will
make everyone, including the warden, either better off or no worse off than
under the first-come, first-served approach.

4. Suppose the weekly demand for a certain good, in thousands of units, is given
by the equation P 8 Q and the weekly supply of the good is given by the
equation P 2 Q, where P is the price in dollars. LO4

a. Calculate the total weekly economic surplus generated at the market
equilibrium.

b. Suppose a per-unit tax of $2, to be collected from sellers, is imposed in this
market. Calculate the direct loss in economic surplus experienced by partic-
ipants in this market as a result of the tax.

c. How much government revenue will this tax generate each week? If the rev-
enue is used to offset other taxes paid by participants in this market, what
will be their net reduction in total economic surplus?

5. Is a company’s producer surplus the same as its profit? (Hint: A company’s
total cost is equal to the sum of all marginal costs incurred in producing its
output, plus any fixed costs.) LO1

6. In Charlotte, North Carolina, citizens can get their electric power from two
sources: a hydroelectric generator and a coal-fired steam generator. The hydro-
electric generator can supply up to 100 units of power per day at a constant
marginal cost of 1 cent per unit. The steam generator can supply any additional
power that is needed at a constant marginal cost of 10 cents per unit. When
electricity costs 10 cents per unit, residents of Charlotte demand 200 units per
day. LO3

a. Draw the marginal cost curve of electric power production in Charlotte.
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Arrival time Reservation price ($)

Herman 1:48 20

Jon 1:50 14

Kate 1:53 30

Jack 1:56 15

Penny 1:57 40

Fran 1:59 12

Faith 2:00 17



b. How much should the city charge for electric power? Explain. Should it
charge the same price for a family whose power comes from the hydroelec-
tric generator as it does for a family whose power comes from the steam
generator?

7. The municipal water works of Cortland draws water from two sources: an un-
derground spring and a nearby lake. Water from the spring costs 2 cents per
100 gallons to deliver and the spring has a capacity of 1 million gallons per day.
Water from the lake costs 4 cents per 100 gallons to deliver and is available in
unlimited quantities. The demand for water in the summer months in Cortland
is P 20 0.001Q, where P is the price of water in cents per 100 gallons and
Q is quantity demanded in hundreds of gallons per day. The demand curve for
water in the winter months is P  10  0.001Q. If the water works wants to
encourage efficient water use, how much should it charge for water in the sum-
mer months? In the winter months? LO3

8.*Phil’s demand curve for visits to the Gannett walk-in medical clinic is given by
P 48 8Q, where P is the price per visit in dollars and Q is the number of
visits per semester. The marginal cost of providing medical services at Gannett
is $24 per visit. Phil has a choice between two health policies, A and B. Both
policies cover all the costs of any serious illness from which Phil might suffer.
Policy A also covers the cost of visits to the walk-in clinic, whereas policy B
does not. Thus, if Phil chooses policy B, he must pay $24 per visit to the walk-
in clinic. LO2

a. If the premiums the insurance company charges for policies A and B must
cover their respective costs, by how much will the two premiums differ and
what will be the difference in Phil’s total expenditure for medical care under
the two policies?

b. Which policy will Phil choose?
c. What is the most Phil would be willing to pay for the right to continue buy-

ing that policy?

9.*The government of Islandia, a small island nation, imports heating oil at a price
of $2 per gallon and makes it available to citizens at a price of $1 per gallon. If
Islandians’ demand curve for heating oil is given by P 6 Q, where P is the
price per gallon in dollars and Q is the quantity in millions of gallons per year,
how much economic surplus is lost as a result of the government’s policy? LO2

10.*Refer to problem 9. Suppose each of the 1 million Islandian households has the
same demand curve for heating oil. LO2

a. What is the household demand curve?
b. How much consumer surplus would each household lose if it had to pay $2

per gallon instead of $1 per gallon for heating oil, assuming there were no
other changes in the household budget?

c. With the money saved by not subsidizing oil, by how much could the Is-
landian government afford to cut each family’s annual taxes?

d. If the government abandoned its oil subsidy and implemented the tax cut, by
how much would each family be better off?

e. How does the resulting total gain for the 1 million families compare with
your calculation of the lost surplus in problem 9?
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*Problems marked with an asterisk (*) are more difficult.

■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

7.1 At a price of 50 cents per gallon, there is excess demand of 4,000 gallons per
day. Suppose a seller produces an extra gallon of milk (marginal cost  50 cents)



and sells it to the buyer who values it most (reservation price  $2.50) for
$1.50. Both buyer and seller will gain additional economic surplus of $1, and
no other buyers or sellers will be hurt by the transaction. LO1

7.2 As shown in the accompanying diagram, the new loss in total economic sur-
plus is $200 per day. LO1

7.3 With a $0.50 per loaf subsidy, the new domestic price becomes $1.50 per loaf.
The new lost surplus is the area of the small shaded triangle in the diagram:
(1 2)($0.50/loaf)(1,000,000 loaves/month)  $250,000 per month. LO2

7.4 Under first-come, first-served, Dana will have to postpone his lesson. Since
Dana would be willing to pay up to $10 to avoid postponing it, he will be bet-
ter off if the pro asks for a contribution of, say, $8, and then lets him take
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7.5 At a consumption level of 2 million gallons per day, the marginal source of
water is the lake, which has a marginal cost of 0.8 cent per gallon. The city
should charge everyone 0.8 cent per gallon, including those who get their
water from the spring. LO3
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Bill’s place at the scheduled time. The pro could then give $4 to Bill, which
would make him $1 better off than if he had not postponed his lesson. The re-
maining $4 of Dana’s payment could be distributed by giving $1 each to Ann,
Carrie, Earl, and the tennis pro. LO2

Player Arrival time Reservation price ($)

Ann 9:50 a.m. 4

Bill 9:52 a.m. 3

Carrie 9:55 a.m. 6

Dana 9:56 a.m. 10

Earl 9:59 a.m. 3
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8
Th e  I nv i s i b l e  Hand 

i n  A c t i o n
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Define and explain the differences between accounting profit and

economic profit.

2. Show how economic profit and economic loss affect the allocation of

resources across industries.

3. Explain the difference between economic profit and economic rent.

4. Use the theory of the invisible hand to analyze events in everyday life.

5. Understand and explain the relationship between a market equilibrium

and a social optimum.

he market for ethnic cuisine in Ithaca, New York, offered few choices
in the early 1970s: the city had one Japanese, two Greek, four Italian,
and three Chinese restaurants. Today, more than 30 years later and

with essentially the same population, Ithaca has one Sri Lankan, two Indian, one
French, one Spanish, six Thai, two Korean, two Vietnamese, four Mexican, three
Greek, seven Italian, two Caribbean, two Japanese, and nine Chinese restau-
rants. In some of the city’s other markets, however, the range of available choices
has narrowed. For example, several companies provided telephone answering
service in 1972, but only one does so today.

Rare indeed is the marketplace in which the identities of the buyers and sell-
ers remain static for extended periods. New businesses enter, established ones
leave. There are more body-piercing studios in Ithaca now and fewer watch-repair
shops; more marketing consultants and fewer intercity bus companies; and more
appliances in stainless steel or black finishes, fewer in avocado or coppertone.

Driving these changes is the businessowner’s quest for profit. Businesses mi-
grate to industries and locations in which profit opportunities abound and
desert those whose prospects appear bleak. In perhaps the most widely quoted

T
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passage from his landmark treatise, The Wealth of Nations, Adam Smith
wrote,

It is not from the benevolence of the butcher, the brewer, or
the baker that we expect our dinner, but from their regard of
their own interest. We address ourselves not to their humanity,
but to their self-love, and never talk to them of our necessities,
but of their advantage.

Smith went on to argue that although the entrepreneur “intends only his
own gain,” he is “led by an invisible hand to promote an end which was no part

of his intention.” As Smith saw it, even though self-interest is the prime mover of eco-
nomic activity, the end result is an allocation of goods and services that serves society’s
collective interests remarkably well. If producers are offering “too much” of one prod-
uct and “not enough” of another, profit opportunities alert entrepreneurs to that fact
and provide incentives for them to take remedial action. All the while, the system ex-
erts relentless pressure on producers to hold the price of each good close to its cost of
production, and indeed to reduce that cost in any ways possible. The invisible hand, in
short, is about all the good things that can happen because of the Incentive Principle.

Our task in this chapter is to gain deeper insight into the nature of the forces that
guide the invisible hand. What exactly does “profit” mean? How is it measured, and
how does the quest for it serve society’s ends? And if competition holds price close to
the cost of production, why do so many entrepreneurs become fabulously wealthy? We
will also discuss cases in which misunderstanding of Smith’s theory results in costly er-
rors, both in everyday decision making and in the realm of government policy.

THE CENTRAL ROLE OF ECONOMIC PROFIT

The economic theory of business behavior is built on the assumption that the firm’s
goal is to maximize its profit. So we must be clear at the outset about what, exactly,
profit means.

THREE TYPES OF PROFIT

The economist’s understanding of profit is different from the accountant’s, and the
distinction between the two is important to understanding how the invisible hand
works. Accountants define the annual profit of a business as the difference between
the revenue it takes in and its explicit costs for the year, which are the actual pay-
ments the firm makes to its factors of production and other suppliers. Profit thus
defined is called accounting profit.

Accounting profit total revenue explicit costs.

Accounting profit is the most familiar profit concept in everyday discourse. It is the
one that companies use, for example, when they provide statements about their
profits in press releases or annual reports.1

Economists, by contrast, define profit as the difference between the firm’s total
revenue and not just its explicit costs, but also its implicit costs, which are the
opportunity costs of all the resources supplied by the firm’s owners. Profit thus
defined is called economic profit, or excess profit.

Economic profit total revenue explicit costs  implicit costs.

To illustrate the difference between accounting profit and economic profit, con-
sider a firm with $400,000 in total annual revenue whose only explicit costs are
workers’ salaries, totaling $250,000 per year. The owners of this firm have supplied

Why do most American cities
now have more tattoo parlors
and fewer watch repair shops
than in 1972?

Incentive

explicit costs the actual

payments a firm makes to its

factors of production and other

suppliers

accounting profit the

difference between a firm’s total

revenue and its explicit costs

1For simplicity, this discussion ignores any costs associated with depreciation of the firm’s capital equip-
ment. Because the buildings and machines owned by a firm tend to wear out over time, the government
allows the firm to consider a fraction of their value each year as a current cost of doing business. For ex-
ample, a firm that employs a $1,000 machine with a 10-year lifespan might be allowed to record $100
as a current cost of doing business each year.

implicit costs the opportunity

costs of the resources supplied

by the firm’s owners

economic profit (or excess

profit) the difference between a

firm’s total revenue and the sum

of its explicit and implicit costs



machines and other capital equipment with a total resale value of $1 million. This
firm’s accounting profit then is $150,000, or the difference between its total revenue
of $400,000 per year and its explicit costs of $250,000 per year.

To calculate the firm’s economic profit, we must first calculate the opportunity
cost of the resources supplied by the firm’s owners. Suppose the current annual in-
terest rate on savings accounts is 10 percent. Had owners not invested in capital
equipment, they could have earned an additional $100,000 per year interest by de-
positing their $1 million in a savings account. So the firm’s economic profit is
$400,000 per year  $250,000 per year  $100,000 per year  $50,000 per year.

Note that this economic profit is smaller than the accounting profit by exactly
the amount of the firm’s implicit costs—the $100,000 per year opportunity cost of
the resources supplied by the firm’s owners. This difference between a business’s ac-
counting profit and its economic profit is called its normal profit. Normal profit is
simply the opportunity cost of the resources supplied to a business by its owners.

Figure 8.1 illustrates the difference between accounting and economic profit.
Figure 8.1(a) represents a firm’s total revenues, while (b) and (c) show how these
revenues are apportioned among the various cost and profit categories.
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normal profit the opportunity

cost of the resources supplied

by a firm’s owners, equal to

accounting profit minus

economic profit

Total
revenue

Accounting
Profit

Explicit
costs

(c)(a) (b)

Explicit
costs

Normal profit  
Opportunity cost of

resources supplied
by owners of firm

Economic
profit

FIGURE 8.1

The Difference between

Accounting Profit and

Economic Profit.

Accounting profit (b) is the

difference between total

revenue and explicit costs.

Normal profit (c) is the

opportunity cost of all

resources supplied by a firm’s

owners. Economic profit (c) is

the difference between total

revenue and all costs, explicit

and implicit (also equal to the

difference between accounting

profit and normal profit).

“All I know, Harrison, is that I’ve been on the board forty years
and have yet to see an excess profit.”
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The following examples illustrate why the distinction between accounting and
economic profit is so important.

Should Pudge Buffet stay in the farming business?

Pudge Buffet is a corn farmer who lives near Lincoln, Nebraska. His payments for
land and equipment rental and for other supplies come to $10,000 per year. The
only input he supplies is his own labor, and he considers farming just as attractive
as his only other employment opportunity, managing a retail store at a salary of
$11,000 per year. Apart from the matter of pay, Pudge is indifferent between farm-
ing and being a manager. Corn sells for a constant price per bushel in an interna-
tional market too large to be affected by changes in one farmer’s corn production.
Pudge’s revenue from corn sales is $22,000 per year. What is his accounting profit?
His economic profit? His normal profit? Should he remain a corn farmer?

As shown in Table 8.1, Pudge’s accounting profit is $12,000 per year, the dif-
ference between his $22,000 annual revenue and his $10,000 yearly payment for
land, equipment, and supplies. His economic profit is that amount less the oppor-
tunity cost of his labor. Since the latter is the $11,000 per year he could have earned
as a store manager, he is making an economic profit of $1,000 per year. Finally, his
normal profit is the $11,000 opportunity cost of the only resource he supplies,
namely, his labor. Since Pudge likes the two jobs equally well, he will be better off
by $1,000 per year if he remains in farming.
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TABLE 8.1

Revenue, Cost, and Profit Summary

Accounting Economic profit
profit (  total revenue Normal profit 

Total Explicit Implicit (  total revenue  explicit costs (  implicit
revenue costs costs  explicit costs)  implicit costs) cost)
($/year) ($/year) ($/year) ($/year) ($/year) ($/year)

22,000 10,000 11,000 12,000 1,000 11,000

◆
EXERCISE 8.1

In the example above, how will Pudge’s economic profit change if his annual

revenue from corn production is not $22,000, but $20,000? Should he

continue to farm?

When revenue falls from $22,000 to $20,000, Pudge has an economic profit of
 $1,000 per year. A negative economic profit is also called an economic loss. If
Pudge expects to sustain an economic loss indefinitely, his best bet would be to
abandon farming in favor of managing a retail store.

You might think that if Pudge could just save enough money to buy his own
land and equipment, his best option would be to remain a farmer. But as the fol-
lowing example illustrates, that impression is based on a failure to perceive the dif-
ference between accounting profit and economic profit.

Does owning one’s own land make a difference?

Let’s build on the previous example. Suppose Pudge’s Uncle Warren, who owns the
farmland Pudge has been renting, dies and leaves Pudge that parcel of land. If the
land could be rented to some other farmer for $6,000 per year, should Pudge re-
main in farming?

economic loss an economic

profit that is less than zero
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TABLE 8.2

Revenue, Cost, and Profit Summary

Accounting Economic profit
profit (  total revenue Normal profit 

Total Explicit Implicit (  total revenue  explicit costs (  implicit
revenue costs costs  explicit costs)  implicit costs) costs)
($/year) ($/year) ($/year) ($/year) ($/year) ($/year)

20,000 4,000 17,000 16,000  1,000 17,000

RECAP THE CENTRAL ROLE OF ECONOMIC PROFIT

A firm’s accounting profit is the difference between its revenue and the sum of
all explicit costs it incurs. Economic profit is the difference between the firm’s
revenue and all costs it incurs—both explicit and implicit. Normal profit is the
opportunity cost of the resources supplied by the owners of the firm. When a
firm’s accounting profit is exactly equal to the opportunity cost of the inputs
supplied by the firm’s owners, the firm’s economic profit is zero. For a firm to
remain in business in the long run, it must earn an economic profit greater
than or equal to zero.

THE INVISIBLE HAND THEORY

TWO FUNCTIONS OF PRICE

In the free enterprise system, market prices serve two important and distinct func-
tions. The first, the rationing function of price, is to distribute scarce goods among
potential claimants, ensuring that those who get them are the ones who value them
most. Thus, if three people want the only antique clock for sale at an auction, the
clock goes home with the person who bids the most for it. The second function, the
allocative function of price, is to direct productive resources to different sectors of
the economy. Resources leave markets in which price cannot cover the cost of pro-
duction and enter those in which price exceeds the cost of production.

Both the allocative and rationing functions of price underlie Adam Smith’s cele-
brated theory of the invisible hand of the market. Recall that Smith thought the mar-
ket system channels the selfish interests of individual buyers and sellers so as to
promote the greatest good for society. The carrot of economic profit and the stick of

As shown in Table 8.2, if Pudge continues to farm his own land, his accounting
profit will be $16,000 per year, or $6,000 more than in Exercise 8.1. But his eco-
nomic profit will still be the same as before—that is,  $1,000 per year—because
Pudge must deduct the $6,000 per year opportunity cost of farming his own land,
even though he no longer must make an explicit payment to his uncle for it. The
normal profit from owning and operating his farm will be $17,000 per year—the
opportunity cost of the land and labor he provides. But since Pudge earns an ac-
counting profit of only $16,000, he will again do better to abandon farming for the
managerial job. ◆

Pudge obviously would be wealthier as an owner than he was as a renter. But
the question of whether to remain a farmer is answered the same way whether
Pudge rents his farmland or owns it. He should stay in farming only if that is the
option that yields the highest economic profit.

rationing function of price to

distribute scarce goods to those

consumers who value them

most highly

allocative function of price to

direct resources away from

overcrowded markets and

toward markets that are

underserved

invisible hand theory Adam

Smith’s theory that the actions

of independent, self-interested

buyers and sellers will often

result in the most efficient

allocation of resources



economic loss, he argued, were the only forces necessary to ensure that existing sup-
plies in any market would be allocated efficiently and that resources would be allo-
cated across markets to produce the most efficient possible mix of goods and services.

RESPONSES TO PROFITS AND LOSSES

To get a feel for how the invisible hand works, we begin by looking at how firms re-
spond to economic profits and losses. If a firm is to remain in business in the long
run, it must cover all its costs, both explicit and implicit. A firm’s normal profit is
just a cost of doing business. Thus, the owner of a firm that earns no more than a
normal profit has managed only to recover the opportunity cost of the resources in-
vested in the firm. By contrast, the owner of a firm that makes a positive economic
profit earns more than the opportunity cost of the invested resources; she earns a
normal profit and then some.

Naturally, everyone would be delighted to earn more than a normal profit, and
no one wants to earn less. The result is that those markets in which firms are earn-
ing an economic profit tend to attract additional resources, whereas markets in
which firms are experiencing economic losses tend to lose resources.

To see how this happens, we’ll examine the workings of the market for corn,
whose short-run supply and demand curves are shown in Figure 8.2(a). Figure 8.2(b)
depicts the marginal and average total cost curves for a representative farm. The
equilibrium price of $2 per bushel is determined by the supply–demand intersection
in (a). The representative farm whose MC and ATC curves are shown in (b) then
maximizes its profit by producing the quantity for which price equals marginal cost,
130,000 bushels of corn per year.

208 CHAPTER 8 THE INVISIBLE HAND IN ACTION

MC

ATC

Price

D

S

Quantity (millions of bushels/year)

(a)

65

P
ri

c
e
 (

$
/b

u
sh

e
l)

Quantity (1,000s of bushels/year)

(b)

130

P
ri

c
e
 (

$
/b

u
sh

e
l)

2.00

1.20

Economic profit
  $104,000/year

0 0

2.00

FIGURE 8.2

Economic Profit in the

Short Run in the Corn

Market.

At an equilibrium price of $2

per bushel (a), the typical
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year (b).

Recall from Chapter 6 that average total cost at any output level is the sum of
all costs, explicit and implicit, divided by output. The difference between price and
ATC is thus equal to the average amount of economic profit earned per unit sold.
In Figure 8.2(b), that difference is $0.80 per unit. With 130,000 bushels per year
sold, the representative farm earns an economic profit of $104,000 per year.

The existence of positive economic profit in the corn market means that pro-
ducers in that market are earning more than their opportunity cost of farming. For
simplicity, we assume that the inputs required to enter the corn market—land, labor,
equipment, and the like—are available at constant prices and that anyone is free to
enter this market if he or she chooses. The key point is that since price exceeds the
opportunity cost of the resources required to enter the market, others will want to



enter. And as they add their corn production to the amount already on offer, supply
shifts to the right, causing the market equilibrium price to fall, as shown in Fig-
ure 8.3(a). At the new price of $1.50 per bushel, the representative farm now earns
much less economic profit than before, only $50,400 per year [Figure 8.3(b)].

For simplicity, we assume that all farms employ the same standard production
method, so that their ATC curves are identical. Entry will then continue until price
falls all the way to the minimum value of ATC. (At any price higher than that, eco-
nomic profit would still be positive, and entry would continue, driving price still
lower.) Recall from Chapter 6 that the short-run marginal cost curve intersects the
ATC curve at the minimum point of the ATC curve. This means that once price
reaches the minimum value of ATC, the profit-maximizing rule of setting price
equal to marginal cost results in a quantity for which price and ATC are the same.
And when that happens, economic profit for the representative farm will be exactly
zero, as shown in Figure 8.4(b).

In the adjustment process just considered, the initial equilibrium price was
above the minimum value of ATC, giving rise to positive economic profits. Suppose
instead that the market demand curve for corn had intersected the short-run supply
curve at a price below the minimum value of each firm’s ATC curve, as shown in
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2This qualification refers to the firm’s shutdown condition, discussed in Chapter 6.
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Figure 8.5(a). As long as this price is above the minimum value of average variable
cost,2 each farm will supply that quantity of corn for which price equals marginal
cost, shown as 70,000 bushels per year in Figure 8.5(b). Note, however, that at that
quantity, the farm’s average total cost is $1.05 per bushel, or $0.30 more than the
price for which it sells each bushel. As shown in (b), the farm thus sustains an eco-
nomic loss of $21,000 per year.

If the demand curve that led to the low price and resulting economic losses in
Figure 8.5 is expected to persist, farmers will begin to abandon farming for other
activities that promise better returns. This means that the supply curve for corn will
shift to the left, resulting in higher prices and smaller losses. Exit from corn farming
will continue, in fact, until price has again risen to $1 per bushel, at which point
there will be no incentive for further exit. Once again we see a stable equilibrium in
which price is $1 per bushel, as shown in Figure 8.6.

Given our simplifying assumptions that all corn farms employ a standardized
production method and that inputs can be purchased in any quantities at fixed
prices, the price of corn cannot remain above $1 per bushel (the minimum point on
the ATC curve) in the long run. Any higher price would stimulate additional entry



until price again fell to that level. Further, the price of corn cannot remain below $1
per bushel in the long run because any lower price would stimulate exit until the
price of corn again rose to $1 per bushel.

The fact that firms are free to enter or leave an industry at any time ensures that,
in the long run, all firms in the industry will tend to earn zero economic profit. Their
goal is not to earn zero profit. Rather, the zero-profit tendency is a consequence of
the price movements associated with entry and exit. As the Equilibrium Principle—
also called the No-Cash-On-the-Table Principle (see Chapter 3)—predicts, when
people confront an opportunity for gain, they are almost always quick to exploit it.

What does the long-run supply curve look like in the corn market just discussed?
This question is equivalent to asking, “What is the marginal cost of producing ad-
ditional bushels of corn in the long run?” In general, adjustment in the long run may
entail not just entry and exit of standardized firms, but also the ability of firms to al-
ter the mix of capital equipment and other fixed inputs they employ. Explicit con-
sideration of this additional step would complicate the analysis considerably but
would not alter the basic logic of the simpler account we present here, which as-
sumes that all firms operate with the same standard mix of fixed inputs in the short
run. Under this assumption, the long-run adjustment process consists exclusively of
the entry and exit of firms that use a single standardized production method.

The fact that a new firm could enter or leave this corn market at any time
means that corn production can always be augmented or reduced in the long run at
a cost of $1 per bushel. And this, in turn, means that the long-run supply curve of
corn will be a horizontal line at a price equal to the minimum value of the ATC
curve, $1 per bushel. Since the long-run marginal cost (LMC) of producing corn is
constant, so is the long-run average cost (LAC) and it, too, is $1 per bushel, as
shown in Figure 8.7(a). Figure 8.7(b) shows the MC and ATC curves of a represen-
tative corn farm. At a price of $1 per bushel, this corn market is said to be in long-
run equilibrium. The representative farm produces 90,000 bushels of corn each
year, the quantity for which price equals its marginal cost. And since price is exactly
equal to ATC, this farm also earns an economic profit of zero.

These observations call attention to two attractive features of the invisible hand
theory. One is that the market outcome is efficient in the long run. Note, for
example, that when the corn market is in long-run equilibrium, the value to buyers
of the last unit of corn sold is $1 per bushel, which is exactly the same as the long-
run marginal cost of producing it. Thus, there is no possible rearrangement of re-
sources that would make some participants in this market better off without
causing harm to some others. If farmers were to expand production, for example,
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the added costs incurred would exceed the added benefits; and if they were to con-
tract production, the cost savings would be less than the benefits forgone.

A second attractive feature of long-run competitive equilibrium is the market
outcome can be described as fair, in the sense that the price buyers must pay is no
higher than the cost incurred by suppliers. That cost includes a normal profit, the
opportunity cost of the resources supplied by owners of the firm.

We must emphasize that Smith’s invisible hand theory does not mean that mar-
ket allocation of resources is optimal in every way. It simply means that markets are
efficient in the limited technical sense discussed in the preceding chapter. Thus, if
the current allocation differs from the market-equilibrium allocation, the invisible
hand theory implies that we can reallocate resources in a way that makes some peo-
ple better off without harming others.

The following example affords additional insight into how Smith’s invisible
hand works in practice.

What happens in a city with “too many” hair stylists and “too few” aerobics

instructors?

At the initial equilibrium quantities and prices in the markets for haircuts and aer-
obics classes shown in Figure 8.8, all suppliers are currently earning zero economic
profit. Now suppose that styles suddenly change in favor of longer hair and in-
creased physical fitness. If the long-run marginal cost of altering current production
levels is constant in both markets, describe how prices and quantities will change
in each market, in both the short run and the long run. Are the new equilibrium
quantities socially optimal?

212 CHAPTER 8 THE INVISIBLE HAND IN ACTION

50

P
ri
c
e

($
/h
a
ir
c
u
t)

15

Haircuts/
day

(a) (b)

QH

P
ri
c
e

($
/h
a
ir
c
u
t)

Haircuts/
day

20

P
ri
c
e

($
/c
la
ss
)

10

Classes/
day

QA

MCA

ATCA
MCH

ATCH

P
ri
c
e

($
/c
la
ss
)

Classes/
day

D

S

D

S

0 0 0 0

FIGURE 8.8

Initial Equilibrium in the

Markets for (a) Haircuts

and (b) Aerobics Classes.

MC
H

and ATC
H

are the

marginal cost and average

total cost curves for a

representative hair stylist and

MC
A

and ATC
A

are the marginal

cost and average total cost

curves for a representative

aerobics instructor. Both

markets are initially in long-

run equilibrium, with sellers in

each market earning zero

economic profit.

The shift to longer hair styles means a leftward shift in the demand for haircuts,
while the increased emphasis on physical fitness implies a rightward shift in the de-
mand curve for aerobics classes, as seen in Figure 8.9. As a result of these demand
shifts, the new short-run equilibrium prices change. For the sake of illustration,
these new prices are shown as $12 per haircut and $15 per aerobics class.

Because each producer was earning zero economic profit at the original equi-
librium prices, hair stylists will experience economic losses and aerobics instructors
will experience economic profits at the new prices, as seen in Figure 8.10.

Because the short-run equilibrium price of haircuts results in economic losses
for hair stylists, some hair stylists will begin to leave that market in search of more
favorable opportunities elsewhere. As a result, the short-run supply curve of hair-
cuts will shift leftward, resulting in a higher equilibrium price. Exit of hair stylists



THE INVISIBLE HAND THEORY 213

D
D 

S

Haircuts/day

(a)

P
r
ic

e
 (

$
/h

a
ir

c
u

t)

15

350 500

D

D 

S

Classes/day

(b)

P
r
ic

e
 (

$
/c

la
ss

)

15

200 300

12

0

10

0

MCH

ATCH

Haircuts/day

Q H QH

P
r
ic

e
 (

$
/h

a
ir

c
u

t)

15.50

12

Economic
profit

MCA
ATCA

Classes/day

Q AQA

P
r
ic

e
 (

$
/c

la
ss

)

15

11

Economic
loss

(a) (b)

FIGURE 8.9

The Short-Run Effect of

Demand Shifts in Two

Markets.

(a) The decline in demand for

haircuts causes the price of

haircuts to fall from $15

to $12 in the short run.

(b) The increase in demand

for aerobics classes causes

the price of classes to rise

from $10 to $15 in the

short run.

FIGURE 8.10

Economic Profit and Loss

in the Short Run.

The assumed demand shifts

result in an economic loss

for the representative hair

stylist (a) and an economic

profit for the representative

aerobics instructor (b).

will continue until the price of haircuts rises sufficiently to cover the long-run
opportunity cost of providing them, which by assumption is $15.

By the same token, because the short-run equilibrium price of aerobics classes
results in economic profits for instructors, outsiders will begin to enter that market,
causing the short-run supply curve of classes to shift rightward. New instructors
will continue to enter until the price of classes falls to the long-run opportunity cost
of providing them. By assumption, that cost is $10. Once all adjustments have
taken place, there will be fewer haircuts and more aerobics classes than before. But
because marginal costs in both markets were assumed constant in the long run, the
prices of the two goods will again be at their original levels.

It bears mention that those stylists who leave the hair-cutting market will not
necessarily be the same people who enter the aerobics teaching market. Indeed,
given the sheer number of occupations a former hair stylist might choose to pursue,
the likelihood of such a switch is low. Movements of resources will typically involve
several indirect steps. Thus, a former hair stylist might become a secretary, and a
former postal worker might become an aerobics instructor.

We also note that the invisible hand theory says nothing about how long these
adjustments might take. In some markets, especially labor markets, the required
movements might take months or even years. But if the supply and demand curves



remain stable, the markets will eventually reach equilibrium prices and quantities.
And the new prices and quantities will be socially optimal in the same sense as be-
fore. Because the value to buyers of the last unit sold will be the same as the mar-
ginal cost of producing it, no additional transactions will be possible that benefit
some without harming others. ◆

THE IMPORTANCE OF FREE ENTRY AND EXIT

The allocative function of price cannot operate unless firms can enter new markets
and leave existing ones at will. If new firms could not enter a market in which ex-
isting firms were making a large economic profit, economic profit would not tend
to fall to zero over time, and price would not tend to gravitate toward the marginal
cost of production.

Forces that inhibit firms from entering new markets are called barriers to entry.
In the book publishing market, for example, the publisher of a book enjoys copy-
right protection granted by the government. Copyright law forbids other publishers
from producing and selling their own editions of protected works. This barrier al-
lows the price of a popular book to remain significantly above its cost of produc-
tion for an extended period, all the while generating an economic profit for its
publisher. (A copyright provides no guarantee of a profit, and indeed most new
books actually generate an economic loss for their publishers.)

Barriers to entry may result from practical as well as legal constraints. Some
economists, for example, have argued that the compelling advantages of product
compatibility have created barriers to entry in the computer software market. Since
more than 90 percent of new desktop computers come with Microsoft’s Windows
software already installed, rival companies have difficulty selling other operating
systems that may prevent users from exchanging files with friends and colleagues.
This fact, more than any other, explains Microsoft’s spectacular profit history.

No less important than the freedom to enter a market is the freedom to leave.
When the airline industry was regulated by the federal government, air carriers
were often required to serve specific markets, even though they were losing money
in them. When firms discover that a market, once entered, is difficult or impossible
to leave, they become reluctant to enter new markets. Barriers to exit thus become
barriers to entry. Without reasonably free entry and exit, then, the implications of
Adam Smith’s invisible hand theory cannot be expected to hold.

All things considered, producers enjoy a high degree of freedom of entry in
most U.S. markets. Because free entry is one of the defining characteristics of per-
fectly competitive markets, unless otherwise stated, we’ll assume its existence.
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prevents firms from entering a
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RECAP THE INVISIBLE HAND THEORY

In market economies, the allocative and rationing functions of prices guide re-
sources to their most highly valued uses. Prices influence how much of each
type of good gets produced (the allocative function). Firms enter industries in
which prices are sufficiently high to sustain an economic profit and leave those
in which low prices result in an economic loss. Prices also direct existing sup-
plies of goods to the buyers who value them most (the rationing function).

Industries in which firms earn a positive economic profit tend to attract
new firms, shifting industry supply to the right. Firms tend to leave industries
in which they sustain an economic loss, shifting supply curves to the left. In
each case, the supply movements continue until economic profit reaches zero.
In long-run equilibrium, the value of the last unit produced to buyers is equal
to its marginal cost of production, leaving no possibility for additional mutu-
ally beneficial transactions.



ECONOMIC RENT VERSUS ECONOMIC PROFIT

Microsoft chairman Bill Gates is the wealthiest man on the planet, largely because
the problem of compatibility prevents rival suppliers from competing effectively in
the many software markets dominated by his company. Yet numerous people have
become fabulously rich even in markets with no conspicuous barriers to entry. If
market forces push economic profit toward zero, how can that happen?

The answer to this question hinges on the distinction between economic profit
and economic rent. Most people think of rent as the payment they make to a land-
lord or the supplier of a dorm refrigerator, but the term economic rent has a differ-
ent meaning. Economic rent is that portion of the payment for an input that is
above the supplier’s reservation price for that input. Suppose, for example, that a
landowner’s reservation price for an acre of land is $100 per year. That is, suppose
he would be willing to lease it to a farmer as long as he received an annual payment
of at least $100, but for less than that amount he would rather leave it fallow. If a
farmer gives him an annual payment not of $100 but of $1,000, the landowner’s
economic rent from that payment will be $900 per year.

Economic profit is like economic rent in that it, too, may be seen as the differ-
ence between what someone is paid (the businessowner’s total revenue) and her
reservation price for remaining in business (the sum of all her costs, explicit and im-
plicit). But whereas competition pushes economic profit toward zero, it has no such
effect on the economic rent for inputs that cannot be replicated easily. For example,
although the lease payments for land may remain substantially above the
landowner’s reservation price, year in and year out, new land cannot come onto the
market to reduce or eliminate the economic rent through competition. There is, after
all, only so much land to be had.

As the following example illustrates, economic rent can accrue to people as well
as land.

How much economic rent will a talented chef get?

A community has 100 restaurants, 99 of which employ chefs of normal ability at a
salary of $30,000 per year, the same as the amount they could earn in other occu-
pations that are equally attractive to them. But the 100th restaurant has an unusu-
ally talented chef. Because of her reputation, diners are willing to pay 50 percent
more for the meals she cooks than for those prepared by ordinary chefs. Owners of
the 99 restaurants with ordinary chefs each collect $300,000 per year in revenue,
which is just enough to ensure that each earns exactly a normal profit. If the tal-
ented chef’s opportunities outside the restaurant industry are the same as those of
ordinary chefs, how much will she be paid by her employer at equilibrium? How
much of her pay will be economic rent? How much economic profit will her
employer earn?

Because diners are willing to pay 50 percent more for meals cooked by the tal-
ented chef, the owner who hires her will take in total receipts not of $300,000 per
year but of $450,000. In the long run, competition should assure that the talented
chef’s total pay each year will be $180,000 per year, the sum of the $30,000 that or-
dinary chefs get and the $150,000 in extra revenues for which she is solely respon-
sible. Since the talented chef’s reservation price is the amount she could earn outside
the restaurant industry—by assumption, $30,000 per year, the same as for ordinary
chefs—her economic rent is $150,000 per year. The economic profit of the owner
who hires her will be exactly zero. ◆

Since the talented chef’s opportunities outside the restaurant industry are no
better than an ordinary chef’s, why is it necessary to pay the talented chef so much?
Suppose her employer were to pay her only $60,000, which they both would
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consider a generous salary since it is twice what ordinary chefs earn. The employer
would then earn an economic profit of $120,000 per year since his annual revenue
would be $150,000 more than that of ordinary restaurants, but his costs would be
only $30,000 more.

But this economic profit would create an opportunity for the owner of some
other restaurant to bid the talented chef away. For example, if the owner of a com-
peting restaurant were to hire the talented chef at a salary of $70,000, the chef
would be $10,000 per year better off and the rival owner would earn an economic
profit of $110,000 per year, rather than his current economic profit of zero. Fur-
thermore, if the talented chef is the sole reason that a restaurant earns a positive
economic profit, the bidding for that chef should continue as long as any economic
profit remains. Some other owner will pay her $80,000, still another $90,000, and
so on. Equilibrium will be reached only when the talented chef’s salary has been bid
up to the point that no further economic profit remains—in our example, at an an-
nual paycheck of $180,000.

This bidding process assumes, of course, that the reason for the chef’s supe-
rior performance is that she possesses some personal talent that cannot be copied.
If instead it were the result of, say, training at a culinary institute in France, then
her privileged position would erode over time, as other chefs sought similar
training.
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RECAP ECONOMIC RENT VERSUS ECONOMIC PROFIT

Economic rent is the amount by which the payment to a factor of production
exceeds the supplier’s reservation price. Unlike economic profit, which is
driven toward zero by competition, economic rent may persist for extended
periods, especially in the case of factors with special talents that cannot easily
be duplicated.

THE INVISIBLE HAND IN ACTION

To help develop your intuition about how the invisible hand works, we will exam-
ine how it helps us gain insight into patterns we observe in a wide variety of differ-
ent contexts. In each case, the key idea we want you to focus on is that
opportunities for private gain seldom remain unexploited for very long. Perhaps
more than any other, this idea encapsulates the essence of that distinctive mindset
known as “thinking like an economist.”

THE INVISIBLE HAND AT THE SUPERMARKET AND ON 

THE FREEWAY

As the following example illustrates, the No-Cash-on-the-Table Principle refers not
just to opportunities to earn economic profits in cash, but also to any other oppor-
tunity to achieve a more desirable outcome.

Why do supermarket checkout lines all tend to be roughly the same length?

Pay careful attention the next few times you go grocery shopping and you’ll notice that

the lines at all the checkout stations tend to be roughly the same length. Suppose you

saw one line that was significantly shorter than the others as you wheeled your cart

toward the checkout area. Which line would you choose? The shorter one, of course;

and because most shoppers would do the same, the short line seldom remains shorter

for long. •

Example 8.1
The Economic Naturalist

Equilibrium



EXERCISE 8.2

Use the No-Cash-on-the-Table Principle to explain why all lanes on a

crowded, multilane freeway move at about the same speed.

THE INVISIBLE HAND AND COST-SAVING

INNOVATIONS

When economists speak of perfectly competitive firms, they have in mind
businesses whose contribution to total market output is too small to have a
perceptible impact on market price. As explained in Chapter 6, such firms
are often called price takers: They take the market price of their product as
given and then produce that quantity of output for which marginal cost
equals that price.

This characterization of the competitive firm gives the impression that
the firm is essentially a passive actor in the marketplace. Yet for most firms,
that is anything but the case. As the next example illustrates, even those firms that
cannot hope to influence the market prices of their products have very powerful in-
centives to develop and introduce cost-saving innovations.

How do cost-saving innovations affect economic profit in the short run? In

the long run?

Forty merchant marine companies operate supertankers that carry oil from the
Middle East to the United States. The cost per trip, including a normal profit, is
$500,000. An engineer at one of these companies develops a more efficient pro-
peller design that results in fuel savings of $20,000 per trip. How will this innova-
tion affect the company’s accounting and economic profits? Will these changes
persist in the long run?

In the short run, the reduction in a single firm’s costs will have no impact on the
market price of transoceanic shipping services. The firm with the more efficient pro-
peller will thus earn an economic profit of $20,000 per trip (since its total revenue
will be the same as before, while its total cost will now be $20,000 per trip lower).
As other firms learn about the new design, however, they will begin to adopt it,
causing their individual supply curves to shift downward (since the marginal cost
per trip at these firms will drop by $20,000). The shift in these individual supply
curves will cause the market supply curve to shift, which in turn will result in a
lower market price for shipping and a decline in economic profit at the firm where
the innovation originated. When all firms have adopted the new, efficient design,
the long-run supply curve for the industry will have shifted downward by $20,000
per trip and each company will again be earning only a normal profit. At that point,
any firm that did not adopt the new propeller design would suffer an economic loss
of $20,000 per trip. ◆

The incentive to come up with cost-saving innovations in order to reap eco-
nomic profit is one of the most powerful forces on the economic landscape. Its
beauty, in terms of the invisible hand theory, is that competition among firms ensures
that the resulting cost savings will be passed along to consumers in the long run.

THE INVISIBLE HAND IN REGULATED MARKETS

The Incentive Principle is not confined to unregulated markets. The carrot of eco-
nomic profit and the stick of economic loss also guide resource movements in reg-
ulated markets. Consider the taxi industry, which many cities regulate by licensing
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cabs. These licenses are often called medallions because they are issued in the form
of a metal shield that must be affixed to the hood of the cab, where enforcement
officials can easily see it. Cities that regulate cabs in this fashion typically issue
fewer medallions than the equilibrium number of taxicabs in similar markets that
are not regulated. Officials then allow the medallions to be bought and sold in the
marketplace. As the next example demonstrates, the issuance of taxi medallions al-
ters the equilibrium quantity of taxicabs but does not change the fundamental rule
that resources flow in response to profit and loss signals.

Why do New York City taxicab medallions sell for more than $300,000?

Because New York City issues far fewer taxi medallions than would-be taxi owners could

employ profitably, the equilibrium passenger fare is higher than the direct cost of operat-

ing a taxicab. Suppose the cost of operating a cab full time—including car, fuel, mainte-

nance, depreciation, and the opportunity cost of the driver’s time, but excluding the

purchase price of a medallion—is $40,000 per year and a cab in full-time operation will

collect $60,000 per year in fares. If the annual interest rate on savings accounts is 6 per-

cent, how much will a medallion cost in equilibrium? Will the owner of a medallion earn

an economic profit?

If the medallion were free and could not be sold to others, its owner would earn an

economic profit of $20,000 per year—the difference between his $60,000 in fares and his

$40,000 in operating cost. But as the Incentive Principle reminds us, the lure of this eco-

nomic profit would induce outsiders to enter the taxi industry, which could be done by

purchasing an owner’s medallion.

How much would the entrant be willing to pay for a medallion? If one were available

for, say, $100,000, would it be a good buy? Since $100,000 in the bank would earn only

$6,000 per year in interest but would bring $20,000 in earnings if used to purchase a taxi

medallion, the answer must be yes. In fact, when the annual interest rate is 6 percent, a

rational buyer’s reservation price for a stream of economic profits of $20,000 per year is

the amount of money he would have to put in the bank to earn that much interest each

year—$333,333. At any amount less than that, medallions would be underpriced.

Clearly, the owner of a $333,333 medallion has a valuable asset. The opportunity cost

of using it to operate a taxi is forgone interest of $20,000 per year. So the medallion owner

who takes in $60,000 in fares actually covers only the cost of the resources he has invested

in his operation. His economic profit is zero. From the perspective of the medallion owner,

the $20,000 difference between his fares and his explicit costs is the implicit cost of the

medallion. •
EXERCISE 8.3

How much would the medallion in the preceding example sell for if the an-

nual interest rate were not 6 percent but 4 percent?

The Present Value of a Permanent Annual Payment
In the taxi cab example, the owner and the entrant both have a critical question to
answer: what is the present economic value of a $20,000 payment that would be
received each year forever? To say that the present value of a perpetual annual
payment of $20,000 is $500,000 when the annual interest rate is 4 percent means
that a rationally managed bank or other financial institution would be indifferent
between receiving either a lump-sum payment of $500,000 right away or a pay-
ment of $20,000 per year forever.

Suppose we use the notation PV to represent the present value of a perpetual
annual payment of M dollars. How can we calculate that present value? As we saw
in the earlier example and exercise, the solution is the answer to the following ques-
tion: How much money would we have to put in the bank to generate annual in-
terest earnings equal to M dollars? In Exercise 8.3 we saw that if the annual interest
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Why would a cab driver pay
$360,000 for a New York City
taxi medallion?

present value of a perpetual

annual payment for an annual

interest rate r, the present value

(PV) of a perpetual annual

payment (M) is the amount that

would have to be deposited

today at that interest rate to

generate annual interest

earnings of M: PV  M r



rate, expressed as a decimal, is r  0.04 and M  $20,000, we can solve the fol-
lowing equation:

PV  (0.04 year)  $20,000 year (8.1)

for PV ($20,000/year) (0.04/year)  $500,000. More generally, the present value
of a perpetual annual payment of M dollars when the annual interest rate is r is
given by the formula

PV  M r. (8.2)

Another regulated market in which the invisible hand was very much in evi-
dence was the regulated commercial airline industry. Until late 1978, airlines were
heavily regulated by the Civil Aeronautics Board (CAB), an agency of the federal
government. Carriers could not provide air service between two cities unless they
were given explicit permission to do so. The CAB also prescribed the fares carriers
could charge. The standard practice was to set fares well above the cost of provid-
ing service on most routes and then require carriers to use some of the resulting eco-
nomic profit to pay for service on sparsely traveled routes. But as the following
example illustrates, the CAB failed to reckon with the invisible hand.

Why did major commercial airlines install piano bars on the upper decks of

Boeing 747s in the 1970s?

At the high airfares the CAB established on the New York to Los Angeles and other pop-

ular transcontinental routes in the 1970s, any air carrier that managed to fill a flight with

passengers would have earned tens of thousands of dollars in economic profit on that one

flight alone. The invisible hand theory tells us that resources will flow into any market in

which economic profit is positive and out of any market in which economic profit is neg-

ative, eventually driving economic profit to zero. But although an influx of resources will

normally cause prices to fall in an unregulated market, the CAB’s rules prevented fares

from falling. The rules could not prohibit carriers from competing with one another in

other ways, however. Because passengers care not only about fares, but also about the

frequency of service, a carrier can steal business from rivals simply by adding another

flight. Carriers did so, adding flights to their routes until economic profit disappeared. The

CAB’s goal of generating surplus revenue to pay for service on sparsely traveled routes

was doomed from the start.

Adding insult to injury, the policy of setting high fares on heavily traveled routes was

wasteful, insofar as it resulted in so many flights on such routes that each flight left with a

substantial number of empty seats. Carrier executives quickly realized that they could fill

many of those seats by offering service enhancements that would lure passengers away

from other airlines. For instance, one carrier converted the upper deck of its 747s to a

piano bar, and other airlines quickly followed suit. Others offered elaborate meals. Rec-

ognizing this difficulty, the CAB responded by trying to regulate the kinds of food carriers

could serve, leading in one case to a protracted legal squabble over the definition of a

sandwich.

The problem is not that the extra amenities carriers offered were of no value what-

ever to passengers. Piano bars and more frequent flights were obviously of value to many

travelers. But for efficiency’s sake, additional amenities should be offered only if their ben-

efit exceeds their cost, and most passengers would not voluntarily have paid for the high

level of amenities air carriers offered in the 1970s. Evidence for this claim comes from the

operations of several intrastate airlines, which were exempt from federal regulation. Un-

regulated carriers in California provided service on the San Francisco to San Diego route

for about half the fare charged by regulated carriers on the Washington to Boston route

of the same distance. Though the California carriers were free to offer more frequent

service and more elaborate in-flight amenities, passengers voted with their dollars to sac-

rifice those amenities for lower airfares. •
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THE INVISIBLE HAND IN ANTIPOVERTY PROGRAMS

As the next example shows, failure to understand the logic of the invisible hand can
lead not only to inefficient government regulation, but also to antipoverty programs
that are doomed to fail.

How will an irrigation project affect the incomes of poor farmers?

Suppose unskilled workers must choose between working in a textile mill at
$8,000 per year and growing rice on a rented parcel of farmland. One worker can
farm an 80-acre rice parcel, which rents for $5,000 a year. Such farms yield
$16,000 per year in revenue, and the total nonlabor costs of bringing the crop to
market are $3,000 per year. The net incomes of rice farmers are thus $8,000 per
year—the same as those of textile workers. A state legislator has introduced a bill
to fund an irrigation project that would double the output of rice on farms oper-
ated by tenant farmers. If the state’s contribution to the total supply of rice is too
small to affect the price, how will the project affect the incomes of tenant farmers
over the long run?

The direct effect of the project will be to double rice yields, which means that
each farmer will sell $32,000 worth of rice per year rather than $16,000. If nothing
else changed, farmers’ incomes would rise from $8,000 per year to $24,000 per
year. But the No-Cash-on-the-Table Principle tells us that farmers cannot sustain
this income level. From the perspective of textile workers, there is cash on the table
in farming. Seeing an opportunity to triple their incomes, many will want to switch
to farming. But since the supply of land is fixed, farm rents will rise as textile work-
ers begin bidding for them. They will continue to rise as long as farmers can earn
more than textile workers. The long-run effect of the project, then, will be to raise
the rent on rice farms, from $5,000 per year to $21,000 (since at the higher rent the
incomes of rice farmers and textile workers will again be the same). Thus, the irri-
gation project will increase the wealth of landowners but will have no long-run
effect on the incomes of tenant farmers. ◆

THE INVISIBLE HAND IN THE STOCK MARKET

One of the most competitive markets on the planet is the market for stocks and
bonds on Wall Street in New York. And as we will see, public understanding of how
the invisible hand works in this market is often no better than the state legislator’s
understanding of how the rice market works.

Calculating the Value of a Share of Stock
A share of stock in a company is a claim to a share of the current and future ac-
counting profits of that company. Thus, if you own 1 percent of the total number
of shares of a company’s stock, you effectively own 1 percent of the company’s an-
nual accounting profit, both now and in the future. (We say “effectively” because
companies generally do not distribute their accounting profit to shareholders each
year; many reinvest their earnings in the company’s operations. Such reinvestment
benefits the stockholder by enlarging the company and increasing its future
accounting profit.) The price of a share of stock depends not only on a company’s
accounting profit, however, but also on the market rate of interest, as the next
example illustrates.

How much will a share of stock sell for?

Suppose we know with certainty that a company’s accounting profit will be $1 mil-
lion this year and every year. If the company has issued a total of 1,000 shares of
stock, and the annual interest rate is 5 percent, at what price will each share sell?
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Because there are 1,000 shares of stock, each share entitles its owner to one-
thousandth of the company’s annual accounting profit, or $1,000 per year. Owning
this stock is like having a bank deposit that earns $1,000 per year in interest. To cal-
culate the economic value of the stock, therefore, we need only ask how much an
investor would need to deposit in the bank at 5 percent interest to generate an an-
nual interest payment of $1,000. The answer is $20,000, and that is the price that
each share will command in the stock market. ◆

Calculating the Present Value of Future Costs and Benefits
Someone who is trying to estimate how much a business is worth must take account
of the fact that earnings received in the future are less valuable than earnings re-
ceived today. Consider a company whose only accounting profit, $14,400, will oc-
cur exactly two years from now. At all other times its accounting profit will be
exactly zero. How much is ownership of this company worth?

To answer this question, we need to employ the concept of the time value of
money—the fact that money deposited in an interest-bearing account today will
grow in value over time.

Our goal is to compute the present value of a $14,400 payment to be received
in two years. We can think of this present value as the amount that would have to
be deposited in an interest-bearing bank account today to generate a balance of
$14,400 two years from today. Let PV denote present value and r the market rate
of interest. If we put $100 in an account today at 10 percent annual interest, we will
have $100(1.10) $110 in the account after one year. If we leave $100 in the same
account for two years, we will have $100(1.10)(1.10) $100(1.10)2

 $121. More
generally, if we put PV in the bank today at the interest rate r, we will have
PV(1  r) one year from now and PV(1  r)2 two years from now. So to find the
present value of a $14,400 payment to be received two years from now, we simply
solve the equation $14,400  PV(1  r)2 and get PV  $14,400 (1  r)2. If the
interest rate is 20 percent, then PV  $14,400 (1.2)2

 $10,000. To verify this
answer, note that $10,000 deposited at 20 percent interest today would grow
to $10,000(1  0.2)  $12,000 by the end of one year, and that amount left on
deposit for a second year would grow to $12,000(1 0.2) $14,400.

More generally, when the interest rate is r, the present value of a payment M to
be received T years from now is given by the equation3

(8.3)

EXERCISE 8.4

What is the present value of a payment of $1,728 to be received three

years from now if the annual interest rate is 20 percent?

The Efficient Markets Hypothesis
In practice, of course, no one knows with certainty what a company’s future prof-
its will be. So the current price of a share of stock will depend not on the actual
amount of future profits, but on investors’ estimates of them. These estimates in-
corporate information about current profits, prospects for the company’s industry,
the state of the economy, demographic trends, and a host of other factors. As this
information changes, investors’ estimates of future profits change with it, along
with the prices of a share of stock.

PV  
M

(1  r)T
.
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3Notice the difference between Equations 8.3 and 8.2. Equation 8.3 applies to a period of T years while
Equation 8.2 applies to an “infinite” stream of payments. The reasoning behind the two equations is,
however, exactly the same.

time value of money the fact

that a given dollar amount today

is equivalent to a larger dollar

amount in the future because

the money can be invested in 

an interest-bearing account in

the meantime



How fast does new information affect the price of a stock? With blazing speed,
according to the efficient markets hypothesis. The theory says that the current price
of a stock incorporates all available information relevant to the company’s earnings.
The plausibility of this theory is evident if we think for a moment about what might
happen if it were false. Suppose, for example, that at 9:00 a.m. on Monday,
October 14, some investors acquire new information to the effect that the company
in the example above will realize accounting profits not of $1 million per year, but
of $2 million. This information implies that the new equilibrium price for each share
of its stock should be $40,000. Now suppose that the price were to remain at its
current level ($20,000) for 24 hours before rising gradually to $40,000 over the
next two weeks. If so, an investor privy to this information could double her wealth
in two weeks without working hard, taking any risk, or even being lucky. All she
would have to do is invest all her wealth in the stock at today’s price of $20,000 per
share.

The Incentive Principle tells us that we may safely assume that there is no short-
age of investors who would be delighted to double their wealth without having to
work hard or take risks. But in the example just described, they would have to buy
shares of the stock within 24 hours of learning of the new profit projections. As ea-
ger investors rushed to buy the stock, its price would rise quickly, so that those who
waited until the end of the day to buy would miss much of the opportunity for gain.
To get the full advantage of the new information, they would have to make their pur-
chases earlier in the day. As more and more investors rushed to buy shares, the win-
dow of opportunity would grow narrower and narrower. In the end, the duration of
the opportunity to profit from the new information may be just a few minutes long.

In practice, of course, new information often takes time to interpret, and dif-
ferent investors may have different beliefs about exactly what it means. Early infor-
mation may signal an impending change that is far from certain. As time passes,
events may confirm or contradict the implications of the earlier information. The
usual pattern is for information to emerge in bits and pieces, and for stock prices to
adjust in small increments as each new bit of information emerges. But this does not
mean that the price of a stock adjusts gradually to new information. Rather, it
means that new information usually emerges gradually. And as each piece of new
information emerges, the market reacts almost instantly.

For example, when a Florida jury awarded a lung cancer patient $750,000 in
damages in July 1996, the price of tobacco stocks plummeted roughly 20 percent
within minutes. The award broke a long series of legal precedents in which tobacco
companies were not held liable for the illnesses suffered by smokers. When the ver-
dict was announced, no one knew whether it would be reversed on appeal or
whether it would influence future verdicts in such cases. Yet investors who had been
monitoring the case carefully knew instantly that massive new financial liabilities
had become much more likely.

Despite such persuasive evidence in favor of the efficient markets hypothesis,
many investors seem to believe that information about the next sure investment bo-
nanza is as close as their broker’s latest newsletter. Securities salespersons in New
York routinely call investors to offer the latest tips on how to invest their money.
The difficulty is that by the time information reaches investors in this way, days,
weeks, or even months will have gone by, and the information will have already
been incorporated into any stock prices for which it might have been relevant.

The Wall Street Journal publishes a feature in which a group of leading invest-
ment advisers predict which stocks will increase most in price during the coming
months. The Journal then compares the forecasts with the performance of a ran-
domly selected set of stocks. The usual finding is that the randomly selected portfo-
lios perform little differently from those chosen by the “experts.” Some of the
experts do better than average, others worse. This pattern is consistent with the
economist’s theory that the invisible hand moves with unusual speed to eliminate
profit opportunities in financial markets.
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Why isn’t a stock portfolio consisting of Canada’s “50 best-managed compa-

nies” a particularly good investment?

Each year since 1993, a panel of distinguished judges has convened to identify the 50 best-

managed companies in the country. In their January 2005 press release announcing the

companies chosen for the previous year, the judges had this to say:

Key traits that the 2004 50 Best Managed winners share include their ability

to differentiate from their peers by providing exceptional or unique prod-

ucts or services, as well [as] maintain a culture of continued encourage-

ment of employee innovation. Other key determinants which contributed

towards companies achieving recognition on this year’s 50 Best Managed

winners list include a passion to create and retain the right leadership and

vision to drive the company forward, and a commitment to maintain an

optimal supportive sales culture.

Imagine that you have just read this press release and immediately purchase 100

shares of stock in each of the companies on the list. How well might you expect those

stocks to perform relative to a randomly selected portfolio?

A stock is said to “perform well” if its price rises more rapidly than the prices of

other stocks. Changes in the price of a company’s stock depend not on investors’ current

beliefs about the company’s accounting profit, but on changes in those beliefs. Suppose,

for the sake of argument, that the “best-managed” companies had higher accounting prof-

its than other companies at the time of the press release. Because the prices you paid for

their stocks would have reflected those higher earnings, there would be no reason to ex-

pect their prices to rise more rapidly than those of other stocks.

But won’t the accounting profits of a well-managed company be likely to grow more

rapidly than those of other companies? Perhaps, but even if so, beliefs to that effect would

also be reflected in current stock prices. Indeed, the stocks of many software, biotech-

nology, and internet commerce companies sell at high prices years before they ever post

their first dollar of accounting profit.

An understanding of the invisible hand theory might even lead us to question

whether a “well-managed” company will have higher accounting profit than other

companies. After all, if an unusually competent manager were known to be the reason a

company consistently posted a positive economic profit, other companies could be ex-

pected to bid for the manager’s services, causing her salary to rise. And the market for

the manager’s services will not reach equilibrium until her salary has captured all the gains

for which her talent is responsible. •

We must stress that our point in the preceding example is not that good manage-
ment doesn’t matter. Good management is obviously better than bad management, for
it increases total economic surplus. The point is that the reward for good performance
tends to be captured by those who provide that performance. And that is a good
thing, insofar as it provides powerful incentives for everyone to perform well.
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Are the stock prices of the 
best-managed companies likely
to grow faster than stock prices
in general?
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THE DISTINCTION BETWEEN AN EQUILIBRIUM

AND A SOCIAL OPTIMUM

The Equilibrium, or No-Cash-on-the-Table, Principle tells us that when a market
reaches equilibrium, no further opportunities for gain are available to individuals. This
principle implies that the market prices of resources that people own will eventually
reflect their economic value. (As we will see in later chapters, the same cannot be said
of resources that are not owned by anyone, such as fish in international waters.)

The No-Cash-on-the-Table Principle is sometimes misunderstood to mean that
there are never any valuable opportunities to exploit. For example, the story is told
of two economists on their way to lunch when they spot what appears to be a $100
bill lying on the sidewalk. When the younger economist stoops to pick up the bill,
his older colleague restrains him, saying, “That can’t be a $100 bill.” “Why not?”
asks the younger colleague. “If it were, someone would have picked it up by now,”
the older economist replies.

The No-Cash-on-the-Table Principle means not that there never are any unex-
ploited opportunities, but that there are none when the market is in equilibrium.
Occasionally a $100 bill does lie on the sidewalk, and the person who first spots it
and picks it up gains a windfall. Likewise, when a company’s earnings prospects
improve, somebody must be the first to recognize the opportunity, and that person
can make a lot of money by purchasing the stock quickly.

Still, the No-Cash-on-the-Table Principle is important. It tells us, in effect, that
there are only three ways to earn a big payoff: to work especially hard; to have
some unusual skill, talent, or training; or simply to be lucky. The person who finds
a big bill on the sidewalk is lucky, as are many of the investors whose stocks per-
form better than average. Other investors whose stocks do well achieve their gains
through hard work or special talent. For example, the legendary investor Warren
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RECAP THE INVISIBLE HAND IN ACTION

Because individuals and firms are generally eager to improve their position,
opportunities for gain seldom remain unexploited for long. Early adopters of
cost-saving innovations enjoy temporary economic profits. But as additional
firms adopt the innovations, the resulting downward supply shift causes price
to fall. In the long run, economic profit returns to zero and all cost savings are
passed on to consumers.

The quest for advantage guides resources not only in perfectly competitive
markets, but also in heavily regulated markets. Firms can almost always find
ways to expand sales in markets in which the regulated price permits an eco-
nomic profit or withdraw service from markets in which the regulated price
results in an economic loss.

An understanding of invisible hand theory is also important for the design
of antipoverty programs. An irrigation program that makes land more pro-
ductive, for example, will raise the incomes of tenant farmers only temporar-
ily. In the long run, the gains from such projects tend to be captured as higher
rents to landowners.

The efficient markets hypothesis says that the price of a firm’s stock at any
moment reflects all available information that is relevant for predicting the
firm’s future earnings. This hypothesis identifies several common beliefs as
false—among them that stocks in well-managed companies perform better
than stocks in poorly managed ones and that ordinary investors can make
large financial gains by trading stocks on the basis of information reported in
the news media.

Equilibrium

Equilibrium



Buffett, whose portfolio has grown in value at almost three times the stock market
average for the last 40 years, spends long hours studying annual financial reports
and has a remarkably keen eye for the telling detail. Thousands of others work just
as hard yet fail to beat the market averages.

It is important to stress, however, that a market being in equilibrium implies
only that no additional opportunities are available to individuals. It does not imply
that the resulting allocation is necessarily best from the point of view of society as
a whole.

SMART FOR ONE, DUMB FOR ALL

Adam Smith’s profound insight was that the individual pursuit of self-interest often
promotes the broader interests of society. But unlike some of his modern disciples,
Smith was under no illusion that this is always the case. Note, for example, Smith’s
elaboration on his description of the entrepreneur led by the invisible hand “to pro-
mote an end which was no part of his intention”:

Nor is it always the worse for society that it was no part of it. By pur-

suing his own interest he frequently promotes that of society more ef-

fectively than when he really intends to promote it. (Emphasis added.)

Smith was well aware that the individual pursuit of self-interest often does not co-
incide with society’s interest. In Chapter 3 we cited activities that generate environ-
mental pollution as an example of conflicting economic interests, noting that
behavior in those circumstances may be described as smart for one but dumb for
all. As the following example suggests, extremely high levels of investment in earn-
ings forecasts also can be smart for one, dumb for all.

Are there “too many” smart people working as corporate earnings fore-

casters?

Stock analysts use complex mathematical models to forecast corporate earnings. The

more analysts invest in the development of these models, the more accurate the models

become. Thus, the analyst whose model produces a reliable forecast sooner than others

can reap a windfall by buying stocks whose prices are about to rise. Given the speed with

which stock prices respond to new information, however, the results of even the second-

fastest forecasting model may come too late to be of much use. Individual stock analysts

thus face a powerful incentive to invest more and more money in their models, in the

hope of generating the fastest forecast. Does this incentive result in the socially optimal

level of investment in forecast models?

Beyond some point, increased speed of forecasting is of little benefit to society as

a whole, whose interests suffer little when the price of a stock moves to its proper level

a few hours more slowly. If all stock analysts spent less money on their forecasting mod-

els, someone’s model would still produce the winning forecast, and the resources that

might otherwise be devoted to fine-tuning the models could be put to more valued

uses. Yet if any one individual spends less, he can be sure the winning forecast will not

be his.

The invisible hand went awry in the situation just described because the benefit of an

investment to the individual who made it was larger than the benefit of that investment to

society as a whole. In later chapters we will discuss a broad class of investments with this

property. In general, the efficacy of the invisible hand depends on the extent to which the

individual costs and benefits of actions taken in the marketplace coincide with the re-

spective costs and benefits of those actions to society. These exceptions notwithstanding,

some of the most powerful forces at work in competitive markets clearly promote soci-

ety’s interests. •
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RECAP EQUILIBRIUM VERSUS SOCIAL OPTIMUM

A market in equilibrium is one in which no additional opportunities for gain
remain available to individual buyers or sellers. The No-Cash-on-the-Table
Principle describes powerful forces that help push markets toward equilib-
rium. But even if all markets are in equilibrium, the resulting allocation of re-
sources need not be socially optimal. Equilibrium will not be socially optimal
when the costs or benefits to individual participants in the market differ from
those experienced by society as a whole.

■ S U M M A R Y ■

• Accounting profit is the difference between a firm’s rev-
enue and its explicit expenses. It differs from economic
profit, which is the difference between revenue and the
sum of the firm’s explicit and implicit costs. Normal
profit is the difference between accounting profit and
economic profit. It is the opportunity cost of the
resources supplied to a business by its owners. LO1

• The quest for economic profit is the invisible hand that
drives resource allocation in market economies.
Markets in which businesses earn an economic profit
tend to attract additional resources, whereas markets
in which businesses experience an economic loss tend
to lose resources. If new firms enter a market with eco-
nomic profits, that market’s supply curve shifts to the
right, causing a reduction in the price of the product.
Prices will continue to fall until economic profits are
eliminated. By contrast, the departure of firms from
markets with economic losses causes the supply curve
in such markets to shift left, increasing the price of the
product. Prices will continue to rise until economic
losses are eliminated. In the long run, market forces
drive economic profits and losses toward zero. LO2

• When market supply and demand curves reflect the un-
derlying costs and benefits to society of the production
of a good or service, the quest for economic profit en-
sures not only that existing supplies are allocated effi-
ciently among individual buyers, but also that resources
are allocated across markets in the most efficient way
possible. In any allocation other than the one generated
by the market, resources could be rearranged to benefit
some people without harming others. LO2

• Economic rent is the portion of the payment for an
input that exceeds the reservation price for that input.
If a professional baseball player who is willing to play
for as little as $100,000 per year is paid $15 million,
he earns an economic rent of $14,900,000 per year.
Whereas the invisible hand drives economic profit to-
ward zero over the long run, economic rent can per-

sist indefinitely because replicating the services of
players like Derek Jeter is impossible. Talented indi-
viduals who are responsible for the superior perfor-
mance of a business will tend to capture the resulting
financial gains as economic rents. LO3

• Failure to understand the logic of Adam Smith’s invis-
ible hand often compromises the design of regulatory
programs. For instance, when regulation prevents
firms from lowering prices to capture business from
rivals, firms generally find other ways in which to
compete. Thus, if airline regulators set passenger fares
above cost, air carriers will try to capture additional
business by offering extra amenities and more fre-
quent service. Likewise, many antipoverty programs
have been compromised by failure to consider how
incentives change people’s behavior. LO4

• A share of stock in a company is a claim to a share of
the current and future accounting profits of that com-
pany. The price of a share of stock depends not only
on its accounting profits, but on the market rate of in-
terest, since the interest rate affects the present value
of future costs and benefits. When the annual interest
rate is r, the present value (PV) of a payment M to be
received (or paid) T years from now is the amount
that would have to be deposited in an account today
at interest rate r to generate a balance of M after T
years: PV  M (1  r)T. LO4

• According to the efficient markets hypothesis, the
market price of a stock incorporates all currently
available information that is relevant to that com-
pany’s earnings. If this hypothesis were untrue, people
could earn large sums of money without working
hard, having talent, or being lucky. LO4

• The No-Cash-on-the-Table Principle implies that if
someone owns a valuable resource, the market price of
that resource will fully reflect its economic value. The
implication of this principle is not that lucrative oppor-
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tunities never exist, but rather that such opportunities
cannot exist when markets are in equilibrium. LO4

• The benefit of an investment to an individual some-
times differs from its benefit to society as a whole.
Such conflicting incentives may give rise to behavior
that is smart for one but dumb for all. Despite such

exceptions, the invisible hand of the market works re-
markably well much of the time. One of the market
system’s most important contributions to social well-
being is the pressure it creates to adopt cost-saving in-
novations. Competition among firms ensures that the
resulting cost savings get passed along to consumers
in the long run. LO5

■ K E Y  T E R M S ■

accounting profit (204)
allocative function of price (207)
barrier to entry (214)
economic loss (206)
economic profit (204)

economic rent (215)
efficient markets hypothesis (222)
explicit costs (204)
implicit costs (204)
invisible hand theory (207)

normal profit (205)
present value of a perpetual

annual payment (218)
rationing function of price (207)
time value of money (221)

■ R E V I E W  Q U E S T I O N S ■

1. Why do most cities in the United States now have
more radios but fewer radio repair shops than they
did in 1960? LO2

2. How can a businessowner who earns $10 million
per year from his business credibly claim to earn
zero economic profit? LO1

3. Why do market forces drive economic profit but
not economic rent toward zero? LO3

4. Why did airlines that once were regulated by the
government generally fail to earn an economic profit,
even on routes with relatively high fares? LO4

5. Why is a payment of $10,000 to be received one
year from now more valuable than a payment of
$10,000 to be received two years from now? LO4

■ P R O B L E M S ■

1. True or False: Explain why the following statements are true or false:
a. The economic maxim “There’s no cash on the table” means that there are

never any unexploited economic opportunities. LO5

b. Firms in competitive environments make no accounting profit when the
market is in long-run equilibrium. LO1, LO2

c. Firms that can introduce cost-saving innovations can make an economic
profit in the short run. LO2

2. Explain why new software firms that give away their software products at a
short-run economic loss are nonetheless able to sell their stock at positive
prices. LO4

3. John Jones owns and manages a café in Collegetown whose annual revenue is
$5,000. Annual expenses are as follows: LO1, LO2

Labor $2,000

Food and drink 500

Electricity 100

Vehicle lease 150

Rent 500

Interest on loan for equipment 1,000



a. Calculate John’s annual accounting profit.
b. John could earn $1,000 per year as a recycler of aluminum cans. However,

he prefers to run the café. In fact, he would be willing to pay up to $275 per
year to run the café rather than to recycle. Is the café making an economic
profit? Should John stay in the café business? Explain.

c. Suppose the café’s revenues and expenses remain the same, but recyclers’
earnings rise to $1,100 per year. Is the café still making an economic profit?
Explain.

d. Suppose John had not had to get a $10,000 loan at an annual interest rate
of 10 percent to buy equipment, but instead had invested $10,000 of his
own money in equipment. How would your answer to parts a and b change?

e. If John can earn $1,000 a year as a recycler, and he likes recycling just as
well as running the café, how much additional revenue would the café have
to collect each year to earn a normal profit?

4. The city of New Orleans has 200 advertising companies, 199 of which em-
ploy designers of normal ability at a salary of $100,000 a year. Paying this
salary, each of the 199 firms makes a normal profit on $500,000 in revenue.
However, the 200th company employs Janus Jacobs, an unusually talented
designer. This company collects $1,000,000 in revenues because of Jacobs’s
talent. LO3

a. How much will Jacobs earn? What proportion of his annual salary will be
economic rent?

b. Why won’t the advertising company for which Jacobs works be able to earn
an economic profit?

5. Explain carefully why, in the absence of a patent, a technical innovation in-
vented and pioneered in one tofu factory will cause the supply curve for the
entire tofu industry to shift to the right. What will finally halt the rightward
shift? LO2

6. The government of the Republic of Self-Reliance has decided to limit imports
of machine tools in order to encourage development of locally made machine
tools. To do so, the government offers to sell a small number of machine-tool
import licenses. To operate a machine-tool import business costs $30,000, ex-
cluding the cost of the import license. An importer of machine tools can expect
to earn $50,000 per year. If the annual interest rate is 10 percent, for how much
will the government be able to auction the import licenses? Will the owner of a
license earn an economic profit? LO4

7. Unskilled workers in a poor cotton-growing region must choose between work-
ing in a factory for $6,000 a year and being a tenant cotton farmer. One farmer
can work a 120-acre farm, which rents for $10,000 a year. Such farms yield
$20,000 worth of cotton each year. The total nonlabor cost of producing and
marketing the cotton is $4,000 a year. A local politician whose motto is “work-
ing people come first” has promised that if he is elected, his administration will
fund a fertilizer, irrigation, and marketing scheme that will triple cotton yields
on tenant farms at no charge to tenant farmers. LO4

a. If the market price of cotton would be unaffected by this policy and no
new jobs would be created in the cotton-growing industry, how would
the project affect the incomes of tenant farmers in the short run? In the
long run?

b. Who would reap the benefit of the scheme in the long run? How much
would they gain each year?

8. You have a friend who is a potter. He holds a permanent patent on an inde-
structible teacup whose sale generates $30,000 a year more revenue than pro-
duction costs. If the annual interest rate is 20 percent, what is the market value
of his patent? LO4
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9. You have an opportunity to buy an apple orchard that produces $25,000 per
year in total revenue. To run the orchard, you would have to give up your cur-
rent job, which pays $10,000 per year. If you would find both jobs equally sat-
isfying, and the annual interest rate is 10 percent, what is the highest price you
would be willing to pay for the orchard? LO4

10.*Louisa, a renowned chef, owns one of the 1,000 spaghetti restaurants in
Sicily. Each restaurant, including her own, currently serves 100 plates of
spaghetti a night at $5 per plate. Louisa knows she can develop a new sauce,
at the same cost as the current sauce, that would be so tasty that all 100,000
spaghetti eaters would want to buy her spaghetti at $10 per plate. There are
two problems: developing the new sauce would require some experimental
cost and the other spaghetti producers could figure out the recipe after one
day. LO4

a. Assuming that Louisa could accommodate as many additional customers as
she chose at no extra cost through her take-out window, what is the highest
experimental cost Louisa would be willing to incur?

b. How would your answer change if Louisa could enforce a year-long patent
on her new sauce? (Assume that the interest rate is zero.)
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*Problems marked with an asterisk (*) are more difficult.

■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

8.1 As shown in the table below, Pudge’s accounting profit is now $10,000, the
difference between his $20,000 annual revenue and his $10,000-per-year pay-
ment for land, equipment, and supplies. His economic profit is that amount
minus the opportunity cost of his labor—again, the $11,000 per year he
could have earned as a store manager. So Pudge is now earning a negative
economic profit,  $1,000 per year. As before, his normal profit is the
$11,000-per-year opportunity cost of his labor. Although an accountant
would say Pudge is making an annual profit of $10,000, that amount is less
than a normal profit for his activity. An economist would therefore say that
he is making an economic loss of $1,000 per year. Since Pudge likes the two
jobs equally well, he will be better off by $1,000 per year if he leaves farming
to become a manager. LO1, LO2

8.2 If each lane did not move at about the same pace, any driver in a slower lane
could reduce his travel time by simply switching to a faster one. People will ex-
ploit these opportunities until each lane moves at about the same pace. LO4

8.3 If the taxi medallion were available for free, it would still command an eco-
nomic profit of $20,000 per year. So its value is still the answer to the ques-
tion “How much would you need to put in the bank to generate interest
earnings of $20,000 per year?” When the interest rate is 4 percent a year, the
answer is $500,000. LO4

8.4 PV $1,728 (1.2)3
 $1,000. LO4

Economic 
Accounting profit ( total

profit revenue
(  total  explicit
revenue costs Normal profit

Total Explicit Implicit  explicit implicit ( implicit
revenue costs costs costs) costs) costs)
($/year) ($/year) ($/year) ($/year) ($/year) ($/year)

20,000 10,000 11,000 10,000  1,000 11,000
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IM P E R F E C T I O N S
■

We now abandon Adam Smith’s frictionless world to investigate

what happens when people and firms interact in markets plagued by

a variety of imperfections. Not surprisingly, the invisible hand that

served society so well in the perfectly competitive world often goes

astray in this new environment.

Our focus in Chapter 9 will be on how markets served by only

one or a small number of firms differ from those served by perfectly

competitive firms. We will see that although monopolies often

escape the pressures that constrain the profits of their perfectly

competitive counterparts, the two types of firms have many impor-

tant similarities.

In Chapters 1 to 9 economic decision makers confronted an en-

vironment that was essentially fixed. In Chapter 10, however, we

will discuss cases in which people expect their actions to alter the

behavior of others, as when a firm’s decision to advertise or launch

a new product induces a rival to follow suit. Interdependencies of

this sort are the rule rather than the exception, and we will explore

how to take them into account using simple theories of games.

In Chapter 11 we will investigate how the allocation of resources

is affected when activities generate costs or benefits that accrue to

people not directly involved in those activities. We will see that if

parties cannot easily negotiate with one another, the self-serving

actions of individuals will not lead to efficient outcomes.

Although the invisible hand theory assumes that buyers and

sellers are perfectly informed about all relevant options, this as-

sumption is almost never satisfied in practice. In Chapter 12 we

will explore how basic economic principles can help imperfectly

informed individuals and firms make the best use of the limited

information they possess.
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Monopo l y , O l i g o po l y , a nd

Monopo l i s t i c  C ompe t i t i o n
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Define imperfect competition and describe how it differs from perfect

competition.

2. Define market power and show how this affects the demand curve facing

the firm.

3. Explain how start-up costs affect economics of scale and market power.

4. Understand and use the concepts of marginal cost and marginal revenue

to find the output level and price that maximize a monopolist’s profit.

5. Show how monopoly alters consumer surplus, producer surplus, and to-

tal economic surplus relative to perfect competition.

6. Describe price discrimination and its effects.

7. Discuss public policies that are often applied to natural monopolies.

ome years ago, schoolchildren around the country became obsessed
with the game of Magic. To play, you need a deck of Magic Cards,
available only from the creators of the game. But unlike ordinary play-

ing cards, which can be bought in most stores for only a dollar or two, a deck of
Magic Cards sells for upward of $10. And since Magic Cards cost no more to
manufacture than ordinary playing cards, their producer earns an enormous eco-
nomic profit.

In a perfectly competitive market, entrepreneurs would see this economic
profit as cash on the table. It would entice them to offer Magic Cards at slightly
lower prices so that eventually the cards would sell for roughly their cost of pro-
duction, just as ordinary playing cards do. But Magic Cards have been on the
market for years now, and that hasn’t happened. The reason is that the cards are

S
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copyrighted, which means the government has granted the creators of the game an
exclusive license to sell them.

The holder of a copyright is an example of an imperfectly competitive firm, or
price setter, that is, a firm with at least some latitude to set its own price. The com-
petitive firm, by contrast, is a price taker, a firm with no influence over the price of
its product.

Our focus in this chapter will be on the ways in which markets served by im-
perfectly competitive firms differ from those served by perfectly competitive firms.
One salient difference is the imperfectly competitive firm’s ability, under certain cir-
cumstances, to charge more than its cost of production. But if the producer of
Magic Cards could charge any price it wished, why does it charge only $10? Why
not $100, or even $1,000? We’ll see that even though such a company may be the
only seller of its product, its pricing freedom is far from absolute. We’ll also see
how some imperfectly competitive firms manage to earn an economic profit, even
in the long run, and even without government protections like copyright. And we’ll
explore why Adam Smith’s invisible hand is less in evidence in a world served by
imperfectly competitive firms.

IMPERFECT COMPETITION

The perfectly competitive market is an ideal; the actual markets we encounter in
everyday life differ from the ideal in varying degrees. Economics texts usually dis-
tinguish among three types of imperfectly competitive market structures. The clas-
sifications are somewhat arbitrary, but they are quite useful in analyzing real-world
markets.

DIFFERENT FORMS OF IMPERFECT COMPETITION

Farthest from the perfectly competitive ideal is the pure monopoly, a market in
which a single firm is the lone seller of a unique product. The producer of Magic
Cards is a pure monopolist, as are many providers of electric power. If the residents
of Miami don’t buy their electricity from the Florida Power and Light Company,
they simply do without. In between these two extremes are many different types of
imperfect competition. We focus on two of them here: monopolistic competition
and oligopoly.

Monopolistic Competition
Recall from the chapter on perfectly competitive supply that in a perfectly compet-
itive industry, a large number of firms typically sell products that are essentially per-
fect substitutes for one another. In contrast, monopolistic competition is an industry
structure in which a large number of rival firms sell products that are close, but not
quite perfect, substitutes. Rival products may be highly similar in many respects,
but there are always at least some features that differentiate one product from an-
other in the eyes of some consumers. Monopolistic competition has in common
with perfect competition the feature that there are no significant barriers preventing
firms from entering or leaving the market.

Local gasoline retailing is an example of a monopolistically competitive indus-
try. The gas sold by different stations may be nearly identical in chemical terms, but
a station’s particular location is a feature that matters for many consumers. Conve-
nience stores are another example. Although most of the products found on any
given store’s shelves are also carried by most other stores, the product lists of dif-
ferent stores are not identical. Some offer small stocks of rental DVDs, for example,
while others do not. And even more so than in the case of gasoline retailing, loca-
tion is an important differentiating feature of convenience stores.

Why do Magic Cards sell for 
10 times as much as ordinary
playing cards, even though they
cost no more to produce?

imperfectly competitive firm

or price setter a firm with at

least some latitude to set its

own price

pure monopoly the only

supplier of a unique product

with no close substitutes

monopolistic competition an

industry structure in which a

large number of firms produce

slightly differentiated products

that are reasonably close 

substitutes for one another



Recall that if a perfectly competitive firm were to charge even just slightly more
than the prevailing market price for its product, it would not sell any output at all.
Things are different for the monopolistically competitive firm. The fact that its of-
fering is not a perfect substitute for those of its rivals means that it can charge a
slightly higher price than they do and not lose all its customers.

But that does not mean that monopolistically competitive firms can expect to
earn positive economic profits in the long run. On the contrary, because new firms
are able to enter freely, a monopolistically competitive industry is essentially the same
as a perfectly competitive industry in this respect. If existing monopolistically com-
petitive firms were earning positive economic profits at prevailing prices, new firms
would have an incentive to enter the industry. Downward pressure on prices would
then result as the larger number of firms competed for a limited pool of potential
customers.1 As long as positive economic profits remained, entry would continue and
prices would be driven ever lower. Conversely, if firms in a monopolistically compet-
itive industry were initially suffering economic losses, some firms would begin leav-
ing the industry. As long as economic losses remained, exit and the resulting upward
pressure on prices would continue. So in long-run equilibrium, monopolistically
competitive firms are in this respect essentially like perfectly competitive firms: All
expect to earn zero economic profit.

Although monopolistically competitive firms have some latitude to vary the
prices of their product in the short run, pricing is not the most important strategic
decision they confront. A far more important issue is how to differentiate their
products from those of existing rivals. Should a product be made to resemble a ri-
val’s product as closely as possible? Or should the aim be to make it as different as
possible? Or should the firm strive for something in between? We will consider
these questions in the next chapter, where we will focus on this type of strategic
decision making.

Oligopoly
Further along the continuum between perfect competition and pure monopoly lies
oligopoly, a structure in which the entire market is supplied by a small number of
large firms. Cost advantages associated with large size are one of the primary rea-
sons for pure monopoly, as we will discuss presently. Oligopoly is also typically a
consequence of cost advantages that prevent small firms from being able to compete
effectively.

In some cases, oligopolists sell undifferentiated products. In the market for
wireless phone service, for example, the offerings of AT&T, Verizon, and Sprint are
essentially identical. The cement industry is another example of an oligopoly selling
an essentially undifferentiated product. The most important strategic decisions fac-
ing firms in such cases are more likely to involve pricing and advertising than spe-
cific features of their product. Here, too, we postpone more detailed discussion of
such decisions until the next chapter.

In other cases, such as the automobile and tobacco industries, oligopolists are
more like monopolistic competitors than pure monopolists, in the sense that differ-
ences in their product features have significant effects on consumer demand. Many
long-time Ford buyers, for example, would not even consider buying a Chevrolet,
and very few smokers ever switch from Camels to Marlboros. As with oligopolists
who produce undifferentiated products, pricing and advertising are important
strategic decisions for firms in these industries, but so, too, are those related to spe-
cific product features.

Because cost advantages associated with large size are usually so important in
oligopolies, there is no presumption that entry and exit will push economic profit
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1See Edward Chamberlin, The Theory of Monopolistic Competition (Cambridge, MA: Harvard Uni-
versity Press, first edition 1933, 8th edition 1962), and Joan Robinson, The Economics of Imperfect
Competition (London: Macmillan, first edition 1933, second edition 1969).
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to zero. Consider, for example, an oligopoly served by two firms, each of which cur-
rently earns an economic profit. Should a new firm enter this market? Possibly, but
it also might be that a third firm large enough to achieve the cost advantages of the
two incumbents would effectively flood the market, driving price so low that all
three firms would suffer economic losses. There is no guarantee, however, that an
oligopolist will earn a positive economic profit.

As we’ll see in the next section, the essential characteristic that differentiates
imperfectly competitive firms from perfectly competitive firms is the same in each
of the three cases. So for the duration of this chapter, we’ll use the term monopolist
to refer to any of the three types of imperfectly competitive firms. In the next chap-
ter, we will consider the strategic decisions confronting oligopolists and monopolis-
tically competitive firms in greater detail.
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RECAP MONOPOLISTIC COMPETITION AND OLIGOPOLY

Monopolistic competition is the industry structure in which a large number of
small firms offer products that are similar in many respects, yet not perfect
substitutes in the eyes of at least some consumers. Monopolistically competi-
tive industries resemble perfectly competitive industries in that entry and exit
cause economic profits to tend toward zero in the long run.

Oligopoly is the industry structure in which a small number of large firms
supply the entire market. Cost advantages associated with large-scale opera-
tions tend to be important. Oligopolists may produce either standardized
products or differentiated products.

THE ESSENTIAL DIFFERENCE BETWEEN PERFECTLY AND

IMPERFECTLY COMPETITIVE FIRMS

In advanced economics courses, professors generally devote much attention to the
analysis of subtle differences in the behavior of different types of imperfectly com-
petitive firms. Far more important for our purposes, however, will be to focus on
the single, common feature that differentiates all imperfectly competitive firms from
their perfectly competitive counterparts—namely, that whereas the perfectly com-
petitive firm faces a perfectly elastic demand curve for its product, the imperfectly
competitive firm faces a downward-sloping demand curve.

In the perfectly competitive industry, the supply and demand curves inter-
sect to determine an equilibrium market price. At that price, the perfectly com-
petitive firm can sell as many units as it wishes. It has no incentive to charge
more than the market price because it won’t sell anything if it does so. Nor
does it have any incentive to charge less than the market price because it can
sell as many units as it wants to at the market price. The perfectly competitive
firm’s demand curve is thus a horizontal line at the market price, as we saw in
Chapters 6 and 8.

By contrast, if a local gasoline retailer—an imperfect competitor—charges
a few pennies more than its rivals for a gallon of gas, some of its customers may
desert it. But others will remain, perhaps because they are willing to pay a little ex-
tra to continue stopping at their most convenient location. An imperfectly compet-
itive firm thus faces a negatively sloped demand curve. Figure 9.1 summarizes this
contrast between the demand curves facing perfectly competitive and imperfectly
competitive firms.

If the Sunoco station at State
and Meadow Streets raised its
gasoline prices by 3 cents per
gallon, would all its customers
shop elsewhere?



FIVE SOURCES OF MARKET POWER

Firms that confront downward-sloping demand curves are said to enjoy market
power, a term that refers to their ability to set the prices of their products. A com-
mon misconception is that a firm with market power can sell any quantity at any
price it wishes. It cannot. All it can do is pick a price–quantity combination on its
demand curve. If the firm chooses to raise its price, it must settle for reduced sales.

Why do some firms have market power while others do not? Since market power
often carries with it the ability to charge a price above the cost of production, such
power tends to arise from factors that limit competition. In practice, the following five
factors often confer such power: exclusive control over inputs, patents and copyrights,
government licenses or franchises, economies of scale, and network economies.

EXCLUSIVE CONTROL OVER IMPORTANT INPUTS

If a single firm controls an input essential to the production of a given product, that
firm will have market power. For example, to the extent that some tenants are will-
ing to pay a premium for office space in the country’s tallest building, the Sears
Tower, the owner of that building has market power.

PATENTS AND COPYRIGHTS

Patents give the inventors or developers of new products the exclusive right to sell
those products for a specified period of time. By insulating sellers from competition
for an interval, patents enable innovators to charge higher prices to recoup their
product’s development costs. Pharmaceutical companies, for example, spend mil-
lions of dollars on research in the hope of discovering new drug therapies for seri-
ous illnesses. The drugs they discover are insulated from competition for an
interval—currently 20 years in the United States—by government patents. For the
life of the patent, only the patent holder may legally sell the drug. This protection
enables the patent holder to set a price above the marginal cost of production to re-
coup the cost of the research on the drug. In the same way, copyrights protect the
authors of movies, software, music, books, and other published works.

GOVERNMENT LICENSES OR FRANCHISES

The Yosemite Concession Services Corporation has an exclusive license from the
U.S. government to run the lodging and concession operations at Yosemite National
Park. One of the government’s goals in granting this monopoly was to preserve the
wilderness character of the area to the greatest degree possible. And indeed, the inns
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FIGURE 9.1
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and cabins offered by the Yosemite Concession Services Company blend nicely with
the valley’s scenery. No garish neon signs mar the national park as they do in places
where rivals compete for the tourist’s dollars.

ECONOMIES OF SCALE AND NATURAL MONOPOLIES

When a firm doubles all its factors of production, what happens to its output? If
output exactly doubles, the firm’s production process is said to exhibit constant re-
turns to scale. If output more than doubles, the production process is said to exhibit
increasing returns to scale, or economies of scale. When production is subject to
economies of scale, the average cost of production declines as the number of units
produced increases. For example, in the generation of electricity, the use of larger
generators lowers the unit cost of production. The markets for such products tend
to be served by a single seller, or perhaps only a few sellers, because having a large
number of sellers would result in significantly higher costs. A monopoly that results
from economies of scale is called a natural monopoly.

NETWORK ECONOMIES

Although most of us don’t care what brand of dental floss others use, many prod-
ucts do become much more valuable to us as more people use them. In the case of
home videotape recorders, for instance, the VHS format’s defeat of the competing
Beta format was explained not by its superior picture quality—indeed, on most im-
portant technical dimensions, Beta was regarded by experts as superior to VHS.
Rather, VHS won simply because it managed to gain a slight sales edge on the ini-
tial version of Beta, which could not record programs longer than one hour. Al-
though Beta later corrected this deficiency, the VHS lead proved insuperable. Once
the fraction of consumers owning VHS passed a critical threshold, the reasons for
choosing it became compelling—variety and availability of tape rental, access to re-
pair facilities, the capability to exchange tapes with friends, and so on.

A similar network economy helps to account for the dominant position of
Microsoft’s Windows operating system, which, as noted earlier, is currently in-
stalled in more than 90 percent of all personal computers. Because Microsoft’s
initial sales advantage gave software developers a strong incentive to write for the
Windows format, the inventory of available software in the Windows format is
now vastly larger than that for any competing operating system. And although gen-
eral-purpose software such as word processors and spreadsheets continues to be
available for multiple operating systems, specialized professional software and
games usually appear first—and often only—in the Windows format. This software
gap and the desire to achieve compatibility for file sharing gave people a good
reason for choosing Windows, even if, as in the case of many Apple Macintosh
users, they believed a competing system was otherwise superior.

By far the most important and enduring of these sources of market power are
economies of scale and network economies. Lured by economic profit, firms almost
always find substitutes for exclusive inputs. Thus, real estate developer Donald Trump
has proposed a building taller than the Sears Tower, to be built in Chicago. Likewise,
firms can often evade patent laws by making slight changes in design of products.
Patent protection is only temporary, in any case. Finally, governments grant very few
franchises each year. But economies of scale are both widespread and enduring.

Firmly entrenched network economies can be as persistent a source of natural
monopoly as economies of scale. Indeed, network economies are essentially similar
to economies of scale. When network economies are of value to the consumer, a
product’s quality increases as the number of users increases, so we can say that any
given quality level can be produced at lower cost as sales volume increases. Thus
network economies may be viewed as just another form of economies of scale in
production, and that’s how we’ll treat them here.
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ECONOMIES OF SCALE AND THE IMPORTANCE

OF START-UP COSTS

As we saw in the previous chapter, variable costs are those that vary with the level of
output produced, while fixed costs are independent of output. Strictly speaking, there
are no fixed costs in the long run because all inputs can be varied. But as a practical
matter, start-up costs often loom large for the duration of a product’s useful life.
Most of the costs involved in the production of computer software, for example, are
start-up costs of this sort, one-time costs incurred in writing and testing the software.
Once those tasks are done, additional copies of the software can be produced at a
very low marginal cost. A good such as software, whose production entails large
fixed start-up costs and low variable costs, will be subject to significant economies of
scale. Because by definition fixed costs don’t increase as output increases, the average
total cost of production for such goods will decline sharply as output increases.

To illustrate, consider a production process for which total cost is given by the
equation TC  F  M*Q, where F is fixed cost, M is marginal cost (assumed con-
stant in this illustration), and Q is the level of output produced. For the production
process with this simple total cost function, variable cost is simply M*Q, the prod-
uct of marginal cost and quantity. Average total cost, TC Q, is equal to F Q  M.
As Q increases, average cost declines steadily because the fixed costs are spread out
over more and more units of output.

Figure 9.2 shows the total production cost [part (a)] and average total cost [part
(b)] for a firm with the total cost curve TC  F  M*Q and the corresponding aver-
age total cost curve ATC  F Q  M. The average total cost curve [part (b)] shows
the decline in per-unit cost as output grows. Though average total cost is always
higher than marginal cost for this firm, the difference between the two diminishes as
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RECAP FIVE SOURCES OF MARKET POWER

A firm’s power to raise its price without losing its entire market stems from
exclusive control of important inputs, patents and copyrights, government li-
censes, economies of scale, or network economies. By far the most important
and enduring of these are economies of scale and network economies.

FIGURE 9.2
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curve of producing Q units of
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M*Q, total cost (a) rises at a

constant rate as output
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cost (b) declines. Average

total cost is always higher

than marginal cost for this

firm, but the difference

becomes less significant at

high output levels.
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output grows. At extremely high levels of output, average total cost becomes very
close to marginal cost (M). Because the firm is spreading out its fixed cost over an ex-
tremely large volume of output, fixed cost per unit becomes almost insignificant.

As the following examples illustrate, the importance of economies of scale de-
pends on how large fixed cost is in relation to marginal cost.

Two video game producers, Nintendo and Playstation, each have fixed costs of

$200,000 and marginal costs of $0.80 per game. If Nintendo produces 1 mil-

lion units per year and Playstation produces 1.2 million, how much lower will

Playstation’s average total production cost be?

Table 9.1 summarizes the relevant cost categories for the two firms. Note in the bot-
tom row that Playstation enjoys only a 3-cent average cost advantage over Nin-
tendo. Even though Nintendo produces 20 percent fewer copies of its video game
than Playstation, it does not suffer a significant cost disadvantage because fixed cost
is a relatively small part of total production cost.

240 CHAPTER 9 MONOPOLY, OLIGOPOLY, AND MONOPOLISTIC COMPETITION

TABLE 9.1

Costs for Two Computer Game Producers (1)

Nintendo Playstation

Annual production 1,000,000 1,200,000

Fixed cost $200,000 $200,000

Variable cost $800,000 $960,000

Total cost $1,000,000 $1,160,000

Average total cost per game $1.00 $0.97

In the next example, note how the picture changes when fixed cost looms large
relative to marginal cost.

Two video game producers, Nintendo and Playstation, each have fixed costs of

$10,000,000 and marginal costs of $0.20 per video game. If Nintendo pro-

duces 1 million units per year and Playstation produces 1.2 million, how much

lower will Playstation’s average total cost be?

The relevant cost categories for the two firms are now summarized in Table 9.2.
The bottom row shows that Playstation enjoys a $1.67 average total cost advantage
over Nintendo, substantially larger than in the previous example.

TABLE 9.2

Costs for Two Computer Game Producers (2)

Nintendo Playstation

Annual production 1,000,000 1,200,000

Fixed cost $10,000,000 $10,000,000

Variable cost $200,000 $240,000

Total cost $10,200,000 $10,240,000

Average total cost per game $10.20 $8.53

◆



If the video games the two firms produce are essentially similar, the fact that
Playstation can charge significantly lower prices and still cover its costs should en-
able it to attract customers away from Nintendo. As more and more of the market
goes to Playstation, its cost advantage will become self-reinforcing. Table 9.3 shows
how a shift of 500,000 units from Nintendo to Playstation would cause Nintendo’s
average total cost to rise to $20.20 per unit, while Playstation’s average total cost
would fall to $6.08 per unit. The fact that a firm cannot long survive at such a se-
vere disadvantage explains why the video game market is served now by only a
small number of firms. ◆

EXERCISE 9.1

How big will Playstation’s unit cost advantage be if it sells 2,000,000 units

per year, while Nintendo sells only 200,000?

An important worldwide economic trend during recent decades is that an in-
creasing share of the value embodied in the goods and services we buy stems from
fixed investment in research and development. For example, in 1984 some 80 per-
cent of the cost of a computer was in its hardware (which has relatively high mar-
ginal cost); the remaining 20 percent was in its software. But by 1990 those
proportions were reversed. Fixed cost now accounts for about 85 percent of total
costs in the computer software industry, whose products are included in a growing
share of ordinary manufactured goods.

Why does Intel sell the overwhelming majority of all microprocessors used in

personal computers?

The fixed investment required to produce a new leading-edge microprocessor such as the

Intel Pentium chip currently runs upward of $2 billion. But once the chip has been de-

signed and the manufacturing facility built, the marginal cost of producing each chip is only

pennies. This cost pattern explains why Intel currently sells more than 80 percent of all

microprocessors. •

As fixed cost becomes more and more important, the perfectly competitive pat-
tern of many small firms, each producing only a small share of its industry’s total
output, becomes less common. For this reason, we must develop a clear sense of
how the behavior of firms with market power differs from that of the perfectly
competitive firm.
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TABLE 9.3

Costs for Two Computer Game Producers (3)

Nintendo Playstation

Annual production 500,000 1,700,000

Fixed cost $10,000,000 $10,000,000

Variable cost $100,000 $340,000

Total cost $10,100,000 $10,340,000

Average total cost per game $20.20 $6.08

Why are most personal
computers equipped with Intel
microprocessors?

Example 9.1
The Economic Naturalist



PROFIT MAXIMIZATION FOR THE MONOPOLIST

Regardless of whether a firm is a price taker or a price setter, economists assume
that its basic goal is to maximize its profit. In both cases, the firm expands output
as long as the benefit of doing so exceeds the cost. Further, the calculation of mar-
ginal cost is also the same for the monopolist as for the perfectly competitive firm.

The profit-maximizing decision for a monopolist differs from that of a perfectly
competitive firm when we look at the benefits of expanding output. For both the
perfectly competitive firm and the monopolist, the marginal benefit of expanding
output is the additional revenue the firm will receive if it sells one additional unit of
output. In both cases, this marginal benefit is called the firm’s marginal revenue. For
the perfectly competitive firm, marginal revenue is exactly equal to the market price
of the product. If that price is $6, for example, then the marginal benefit of selling
an extra unit is exactly $6.

MARGINAL REVENUE FOR THE MONOPOLIST

The situation is different for a monopolist. To a monopolist, the marginal benefit of
selling an additional unit is strictly less than the market price. As the following dis-
cussion will make clear, the reason is that while the perfectly competitive firm can
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RECAP ECONOMIES OF SCALE AND THE IMPORTANCE OF

START-UP COSTS

Research, design, engineering, and other fixed costs account for an increas-
ingly large share of all costs required to bring products successfully to market.
For products with large fixed costs, marginal cost is lower, often substantially,
than average total cost, and average total cost declines, often sharply, as out-
put grows. This cost pattern explains why many industries are dominated by
either a single firm or a small number of firms.

marginal revenue the change

in a firm’s total revenue that

results from a one-unit change 

in output

Cost-Benefit



sell as many units as it wishes at the market price, the monopolist can sell an addi-
tional unit only if it cuts the price—and it must do so not just for the additional unit
but for the units it is currently selling.

Suppose, for example, that a monopolist with the demand curve shown in Fig-
ure 9.3 is currently selling 2 units of output at a price of $6 per unit. What would
be its marginal revenue from selling an additional unit?

This monopolist’s total revenue from the sale of 2 units per week is ($6 per
unit)(2 units per week)  $12 per week. Its total revenue from the sale of 3 units
per week would be $15 per week. The difference—$3 per week—is the marginal
revenue from the sale of the third unit each week. Note that this amount is not
only smaller than the original price ($6) but smaller than the new price ($5) as
well.

EXERCISE 9.2

Calculate marginal revenue for the monopolist in Figure 9.3 as it expands

output from 3 to 4 units per week, and then from 4 to 5 units per week.

For the monopolist whose demand curve is shown in Figure 9.3, a sequence of
increases in output—from 2 to 3, from 3 to 4, and from 4 to 5—will yield marginal
revenue of $3, $1, and  $1, respectively. We display these results in tabular form
in Table 9.4.
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FIGURE 9.3

The Monopolist’s Benefit

from Selling an

Additional Unit.

The monopolist shown

receives $12 per week in

total revenue by selling 

2 units per week at a price 

of $6 each. This monopolist

could earn $15 per week by

selling 3 units per week at 

a price of $5 each. In that

case, the benefit from selling

the third unit would be 

$15  $12  $3, less than

its selling price of $5.
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TABLE 9.4

Marginal Revenue for a Monopolist ($ per unit)

Quantity Marginal
revenue

2
3

3
1

4
 1

5



FIGURE 9.4

Marginal Revenue in

Graphical Form.
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More generally, consider a monopolist with a straight-line demand curve whose
vertical intercept is a and whose horizontal intercept is Q

0
, as shown in Figure 9.5.

This monopolist’s marginal revenue curve also will have a vertical intercept of a,
and it will be twice as steep as the demand curve. Thus, its horizontal intercept will
be not Q

0
, but Q

0
/2, as shown in Figure 9.5.

Marginal revenue curves also can be expressed algebraically. If the formula for
the monopolist’s demand curve is P  a  bQ, then the formula for its marginal

Note in the table that the marginal revenue values are displayed between the
two quantity figures to which they correspond. For example, when the firm ex-
panded its output from 2 units per week to 3, its marginal revenue was $3 per
unit. Strictly speaking, this marginal revenue corresponds to neither quantity but
to the movement between those quantities, hence its placement in the table. Like-
wise, in moving from 3 to 4 units per week, the firm earned marginal revenue of
$1 per unit, so that figure is placed midway between the quantities of 3 and 4, and
so on.

To graph marginal revenue as a function of quantity, we would plot the mar-
ginal revenue for the movement from 2 to 3 units of output per week ($3) at a
quantity value of 2.5, because 2.5 lies midway between 2 and 3. Similarly, we
would plot the marginal revenue for the movement from 3 to 4 units per week ($1)
at a quantity of 3.5 units per week, and the marginal revenue for the movement
from 4 to 5 units per week ( $1) at a quantity of 4.5. The resulting marginal rev-
enue curve, MR, is shown in Figure 9.4.
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FIGURE 9.5

The Marginal Revenue

Curve for a Monopolist

with a Straight-Line

Demand Curve.

For a monopolist with the

demand curve shown, the
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vertical intercept as the

demand curve, and a

horizontal intercept only 
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revenue curve will be MR  a  2bQ. If you have had calculus, this relationship is
easy to derive,2 but even without calculus you can verify it by working through a
few numerical examples. First, translate the formula for the demand curve into a di-
agram, and then construct the corresponding marginal revenue curve graphically.
Reading from the graph, write the formula for that marginal revenue curve.

THE MONOPOLIST’S PROFIT-MAXIMIZING DECISION RULE

Having derived the monopolist’s marginal revenue curve, we are now in a position to
describe how the monopolist chooses the output level that maximizes profit. As in
the case of the perfectly competitive firm, the Cost-Benefit Principle says that the mo-
nopolist should continue to expand output as long as the gain from doing so exceeds
the cost. At the current level of output, the benefit from expanding output is the
marginal revenue value that corresponds to that output level. The cost of expanding
output is the marginal cost at that level of output. Whenever marginal revenue ex-
ceeds marginal cost, the firm should expand. Conversely, whenever marginal revenue
falls short of marginal cost, the firm should reduce its output. Profit is maximized at
the level of output for which marginal revenue precisely equals marginal cost.

When the monopolist’s profit-maximizing rule is stated in this way, we can see
that the perfectly competitive firm’s rule is actually a special case of the monopo-
list’s rule. When the perfectly competitive firm expands output by one unit, its mar-
ginal revenue exactly equals the product’s market price (because the perfectly
competitive firm can expand sales by a unit without having to cut the price of ex-
isting units). So when the perfectly competitive firm equates price with marginal
cost, it is also equating marginal revenue with marginal cost. Thus, the only signif-
icant difference between the two cases concerns the calculation of marginal revenue.

What is the monopolist’s profit-maximizing output level?

Consider a monopolist with the demand and marginal cost curves shown in Fig-
ure 9.6. If this firm is currently producing 12 units per week, should it expand or
contract production? What is the profit-maximizing level of output?
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2For those who have had an introductory course in calculus, marginal revenue can be expressed as the
derivative of total revenue with respect to output. If P  a  bQ, then total revenue will be given by
TR  PQ  aQ  bQ2, which means that MR  dTR dQ  a  2bQ.

FIGURE 9.6

The Demand and

Marginal Cost Curves for

a Monopolist.

At the current output level 

of 12 units per week, price

equals marginal cost. Since the

monopolist’s price is always

greater than marginal revenue,

marginal revenue must be 

less than marginal cost,
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In Figure 9.7, we begin by constructing the marginal revenue curve that corre-
sponds to the monopolist’s demand curve. It has the same vertical intercept as the de-
mand curve, and its horizontal intercept is half as large. Note that the monopolist’s
marginal revenue at 12 units per week is zero, which is clearly less than its marginal

Cost-Benefit



cost of $3 per unit. This monopolist will therefore earn a higher profit by contracting
production until marginal revenue equals marginal cost, which occurs at an output
level of 8 units per week. At this profit-maximizing output level, the firm will charge
$4 per unit, the price that corresponds to 8 units per week on the demand curve. ◆

EXERCISE 9.3

For the monopolist with the demand and marginal cost curves shown, find

the profit-maximizing price and level of output.
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FIGURE 9.7

The Monopolist’s 

Profit-Maximizing

Output Level.
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profit by selling 8 units per

week, the output level at

which marginal revenue
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$4 per unit, the price that

corresponds to the profit-

maximizing quantity on the

demand curve.
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BEING A MONOPOLIST DOESN’T GUARANTEE 

AN ECONOMIC PROFIT

The fact that the profit-maximizing price for a monopolist will always be greater
than marginal cost provides no assurance that the monopolist will earn an eco-
nomic profit. Consider, for example, the long-distance telephone service provider
whose demand, marginal revenue, marginal cost, and average total cost curves
are shown in Figure 9.8(a). This monopolist maximizes its daily profit by selling
20 million minutes per day of calls at a price of $0.10 per minute. At that quantity,
MR MC,  yet price is $0.02 per minute less than the company’s average total cost
of $0.12 per minute. As a result, the company sustains an economic loss of $0.02 per
minute on all calls provided, or a total loss of ($0.02 per minute)(20,000,000 min-
utes per day)  $400,000 per day.



The monopolist in Figure 9.8(a) suffered a loss because its profit-maximizing
price was lower than its ATC. If the monopolist’s profit-maximizing price exceeds
its average total cost, however, the company will, of course, earn an economic
profit. Consider, for example, the long-distance provider shown in Figure 9.8(b).
This firm has the same demand, marginal revenue, and marginal cost curves as the
firm shown in Figure 9.8(a). But because the firm in part (b) has lower fixed costs,
its ATC curve is lower at every level of output than the ATC curve in (a). At the
profit-maximizing price of $0.10 per minute, the firm in Figure 9.8(b) earns an eco-
nomic profit of $0.02 per minute, for a total economic profit of $400,000 per day.
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FIGURE 9.8

Even a Monopolist May
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ATC, this monopolist earns an

economic profit.
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RECAP PROFIT MAXIMIZATION FOR THE MONOPOLIST

Both the perfectly competitive firm and the monopolist maximize profit by
choosing the output level at which marginal revenue equals marginal cost. But
whereas marginal revenue equals the market price for the perfectly competitive
firm, it is always less than the market price for the monopolist. A monopolist
will earn an economic profit only if price exceeds average total cost at the
profit-maximizing level of output.

WHY THE INVISIBLE HAND BREAKS DOWN

UNDER MONOPOLY

In our discussion of equilibrium in perfectly competitive markets in Chapters 7 and
8, we saw conditions under which the self-serving pursuits of consumers and firms
were consistent with the broader interests of society as a whole. Let’s explore whether
the same conclusion holds true for the case of imperfectly competitive firms.

Consider the monopolist in Figures 9.6 and 9.7. Is this firm’s profit-maximizing
output level efficient from society’s point of view? For any given level of output, the
corresponding price on the demand curve indicates the amount buyers would be
willing to pay for an additional unit of output. When the monopolist is producing
8 units per week, the marginal benefit to society of an additional unit of output is
thus $4 (see Figure 9.7). And since the marginal cost of an additional unit at that
output level is only $2 (again, see Figure 9.7), society would gain a net benefit of
$2 per unit if the monopolist were to expand production by one unit above the
profit-maximizing level. Because this economic surplus is not realized, the profit-
maximizing monopolist is socially inefficient.



Recall that the existence of inefficiency means that the economic pie is smaller
than it might be. If that is so, why doesn’t the monopolist simply expand produc-
tion? The answer is that the monopolist would gladly do so, if only there were some
way to maintain the price of existing units and cut the price of only the extra units.
As a practical matter, however, that is not always possible.

Now, let’s look at this situation from a different angle. For the market served
by this monopolist, what is the socially efficient level of output?

At any output level, the cost to society of an additional unit of output is the
same as the cost to the monopolist, namely, the amount shown on the monopolist’s
marginal cost curve. The marginal benefit to society (not to the monopolist) of an
extra unit of output is simply the amount people are willing to pay for it, which is
the amount shown on the monopolist’s demand curve. To achieve social efficiency,
the monopolist should expand production until the marginal benefit to society
equals the marginal cost, which in this case occurs at a level of 12 units per week.
Social efficiency is thus achieved at the output level at which the market demand
curve intersects the monopolist’s marginal cost curve.

The fact that marginal revenue is less than price for the monopolist results in a
deadweight loss. For the monopolist just discussed, the size of this deadweight loss
is equal to the area of the pale blue triangle in Figure 9.9, which is (1⁄2)($2 per
unit)(4 units per week)  $4 per week. That is the amount by which total economic
surplus is reduced because the monopolist produces too little.

248 CHAPTER 9 MONOPOLY, OLIGOPOLY, AND MONOPOLISTIC COMPETITION

FIGURE 9.9

The Deadweight Loss
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For a monopolist, profit maximization occurs when marginal cost equals mar-
ginal revenue. Since the monopolist’s marginal revenue is always less than price, the
monopolist’s profit-maximizing output level is always below the socially efficient
level. Under perfect competition, by contrast, profit maximization occurs when
marginal cost equals the market price—the same criterion that must be satisfied for
social efficiency. This difference explains why the invisible hand of the market is less
evident in monopoly markets than in perfectly competitive markets.

If perfect competition is socially efficient and monopoly is not, why isn’t mo-
nopoly against the law? Congress has, in fact, tried to limit the extent of monopoly
through the antitrust laws. But even the most enthusiastic proponents of those laws
recognize the limited usefulness of the legislative approach since the alternatives to
monopoly often entail problems of their own.

Suppose, for example, that a monopoly results from a patent that prevents all
but one firm from manufacturing some highly valued product. Would society be
better off without patents? Probably not because eliminating such protection would
discourage innovation. Virtually all successful industrial nations grant some form of
patent protection, which gives firms a chance to recover the research and develop-
ment costs without which new products would seldom reach the market.



Or suppose that the market in question is a natural monopoly—one that, be-
cause of economies of scale, is most cheaply served by a single firm. Would society
do better to require this market to be served by many small firms, each with signif-
icantly higher average costs of production? Such a requirement would merely re-
place one form of inefficiency with another.

In short, we live in an imperfect world. Monopoly is socially inefficient, and
that, needless to say, is bad. But the alternatives to monopoly aren’t perfect
either.
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price discrimination the 

practice of charging different

buyers different prices for 

essentially the same good or

service

RECAP WHY THE INVISIBLE HAND BREAKS DOWN

UNDER MONOPOLY

The monopolist maximizes profit at the output level for which marginal
revenue equals marginal cost. Because its profit-maximizing price exceeds
marginal revenue, and hence also marginal cost, the benefit to society of the
last unit produced (the market price) must be greater than the cost of the last
unit produced (the marginal cost). So the output level for an industry served
by a profit-maximizing monopolist is smaller than the socially optimal level
of output.

USING DISCOUNTS TO EXPAND THE MARKET

The source of inefficiency in monopoly markets is the fact that the benefit to the
monopolist of expanding output is less than the corresponding benefit to society.
From the monopolist’s point of view, the price reduction the firm must grant exist-
ing buyers to expand output is a loss. But from the point of view of those buyers,
each dollar of price reduction is a gain—one dollar more in their pockets.

Note the tension in this situation, which is similar to the tension that exists in
all other situations in which the economic pie is smaller than it might otherwise be.
As the Efficiency Principle reminds us, when the economic pie grows larger, every-
one can have a larger slice. To say that monopoly is inefficient means that steps
could be taken to make some people better off without harming others. If people
have a healthy regard for their own self-interest, why doesn’t someone take those
steps? Why, for example, doesn’t the monopolist from the earlier examples sell
8 units of output at a price of $4, and then once those buyers are out the door, cut
the price for more price-sensitive buyers?

PRICE DISCRIMINATION DEFINED

Sometimes the monopolist does precisely that. Charging different buyers different
prices for the same good or service is a practice known as price discrimination.
Examples of price discrimination include senior citizens’ and children’s discounts on
movie tickets, supersaver discounts on air travel, and rebate coupons on retail
merchandise.

Attempts at price discrimination seem to work effectively in some markets, but
not in others. Buyers are not stupid, after all; if the monopolist periodically offered
a 50 percent discount on the $8 list price, those who were paying $8 might antici-
pate the next price cut and postpone their purchases to take advantage of it. In
some markets, however, buyers may not know, or simply may not take the trouble
to find out, how the price they pay compares to the prices paid by other buyers. Al-
ternatively, the monopolist may be in a position to prevent some groups from buy-
ing at the discount prices made available to others. In such cases, the monopolist
can price-discriminate effectively.

Efficiency



Why do many movie theaters offer discount tickets to students?

Whenever a firm offers a discount, the goal is to target that discount to buyers who

would not purchase the product without it. People with low incomes generally have

lower reservation prices for movie tickets than people with high incomes. Because stu-

dents generally have lower disposable incomes than working adults, theater owners can

expand their audiences by charging lower prices to students than to adults. Student dis-

counts are one practical way of doing so. Offering student discounts also entails no risk

of some people buying the product at a low price and then reselling it to others at a

higher price. •

HOW PRICE DISCRIMINATION AFFECTS OUTPUT

In the following examples, we will see how the ability to price-discriminate affects
the monopolist’s profit-maximizing level of output. First we will consider a baseline
case in which the monopolist must charge the same price to every buyer.

How many manuscripts should Carla edit?

Carla supplements her income as a teaching assistant by editing term papers for un-
dergraduates. There are eight students per week for whom she might edit, each with
a reservation price as given in the following table.
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Example 9.2
The Economic Naturalist

Why do students pay lower
ticket prices at many movie
theaters?

Carla is a profit maximizer. If the opportunity cost of her time to edit each paper
is $29 and she must charge the same price to each student, how many papers
should she edit? How much economic profit will she make? How much account-
ing profit?

Table 9.5 summarizes Carla’s total and marginal revenue at various output lev-
els. To generate the amounts in the total revenue column, we simply multiplied the
corresponding reservation price by the number of students whose reservation prices
were at least that high. For example, to edit 4 papers per week (for students A, B,

C, and D), Carla must charge a price no higher than D’s reservation price ($34). So
her total revenue when she edits 4 papers per week is (4)($34)  $136 per week.
Carla should keep expanding the number of students she serves as long as her mar-
ginal revenue exceeds the opportunity cost of her time. Marginal revenue, or the
difference in total revenue that results from adding another student, is shown in the
last column of Table 9.5.

Note that if Carla were editing 2 papers per week, her marginal revenue from
editing a third paper would be $32. Since that amount exceeds her $29 opportunity
cost, she should take on the third paper. But since the marginal revenue of taking on
a fourth paper would be only $28, Carla should stop at 3 papers per week. The
total opportunity cost of the time required to edit the 3 papers is (3)($29)  $87, so

Reservation
Student price

A $40

B 38

C 36

D 34

E 32

F 30

G 28

H 26



Carla’s economic profit is $108  $87  $21 per week. Since Carla incurs no ex-
plicit costs, her accounting profit will be $108 per week. ◆

What is the socially efficient number of papers for Carla to edit?

Again, suppose that Carla’s opportunity cost of editing is $29 per paper and that
she could edit as many as 8 papers per week for students whose reservation prices
are again as listed in the following table.

What is the socially efficient number of papers for Carla to edit? If she must charge
the same price to each student, what will her economic and accounting profits be if
she edits the socially efficient number of papers?

Students A to F are willing to pay more than Carla’s opportunity cost, so serv-
ing these students is socially efficient. But students G and H are unwilling to pay
at least $29 for Carla’s services. The socially efficient outcome, therefore, is for
Carla to edit 6 papers per week. To attract that number, she must charge a price
no higher than $30 per paper. Her total revenue will be (6)($30)  $180 per week,
slightly more than her total opportunity cost of (6)($29)  $174 per week. Her
economic profit will thus be only $6 per week. Again, because Carla incurs no ex-
plicit costs, her accounting profit will be the same as her total revenue, $180 per
week. ◆
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TABLE 9.5

Total and Marginal Revenue from Editing

Reservation price Total revenue Marginal revenue
Student ($ per paper) ($ per week) ($ per paper)

40
A 40 40

36
B 38 76

32
C 36 108

28
D 34 136

24
E 32 160

20
F 30 180

16
G 28 196

12
H 26 208

Reservation
Student price

A $40

B 38

C 36

D 34

E 32

F 30

G 28

H 26



If Carla can price-discriminate, how many papers should she edit?

Suppose Carla is a shrewd judge of human nature. After a moment’s conversation
with a student, she can discern that student’s reservation price. The reservation
prices of her potential customers are again as given in the following table. If Carla
confronts the same market as before, but can charge students their respective reser-
vation prices, how many papers should she edit, and how much economic and ac-
counting profit will she make?

Carla will edit papers for students A to F and charge each exactly his or her
reservation price. Because students G and H have reservation prices below $29,
Carla will not edit their papers. Carla’s total revenue will be $40  $38  $36  
$34  $32  $30  $210 per week, which is also her accounting profit. Her total
opportunity cost of editing 6 papers is (6)($29)  $174 per week, so her economic
profit will be $210  $174  $36 per week, $30 per week more than when she
edited six papers but was constrained to charge each customer the same price. ◆

A monopolist who can charge each buyer exactly his or her reservation price is
called a perfectly discriminating monopolist. Notice that when Carla was discrimi-
nating among customers in this way, her profit-maximizing level of output was ex-
actly the same as the socially efficient level of output: 6 papers per week. With a
perfectly discriminating monopoly, there is no loss of efficiency. All buyers who are
willing to pay a price high enough to cover marginal cost will be served.

Note that although total economic surplus is maximized by a perfectly dis-
criminating monopolist, consumers would have little reason to celebrate if they
found themselves dealing with such a firm. After all, consumer surplus is exactly
zero for the perfectly discriminating monopolist. In this instance, total economic
surplus and producer surplus are one and the same.

In practice, of course, perfect price discrimination can never occur because no
seller knows each and every buyer’s precise reservation price. But even if some sellers
did know, practical difficulties would stand in the way of their charging a separate
price to each buyer. For example, in many markets the seller could not prevent buyers
who bought at low prices from reselling to other buyers at higher prices, capturing
some of the seller’s business in the process. Despite these difficulties, price discrimina-
tion is widespread. But it is generally imperfect price discrimination, that is, price dis-
crimination in which at least some buyers are charged less than their reservation prices.

THE HURDLE METHOD OF PRICE DISCRIMINATION

The profit-maximizing seller’s goal is to charge each buyer the highest price that
buyer is willing to pay. Two primary obstacles prevent sellers from achieving this
goal. First, sellers don’t know exactly how much each buyer is willing to pay. And
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perfectly discriminating

monopolist a firm that charges

each buyer exactly his or her

reservation price

Reservation
Student price

A $40

B 38

C 36

D 34

E 32

F 30

G 28

H 26



second, they need some means of excluding those who are willing to pay a high
price from buying at a low price. These are formidable problems, which no seller
can hope to solve completely.

One common method by which sellers achieve a crude solution to both prob-
lems is to require buyers to overcome some obstacle to be eligible for a discount
price. This method is called the hurdle method of price discrimination. For exam-
ple, the seller might sell a product at a standard list price and offer a rebate to any
buyer who takes the trouble to mail in a rebate coupon.

The hurdle method solves both of the seller’s problems, provided that buyers
with low reservation prices are more willing than others to jump the hurdle. Be-
cause a decision to jump the hurdle must satisfy the Cost-Benefit Principle, such a
link seems to exist. As noted earlier, buyers with low incomes are more likely than
others to have low reservation prices (at least in the case of normal goods). Because
of the low opportunity cost of their time, they are more likely than others to take
the trouble to send in rebate coupons. Rebate coupons thus target a discount to-
ward those buyers whose reservation prices are low and who therefore might not
buy the product otherwise.

A perfect hurdle is one that separates buyers precisely according to their reser-
vation prices, and in the process imposes no cost on those who jump the hurdle.
With a perfect hurdle, the highest reservation price among buyers who jump the
hurdle will be lower than the lowest reservation price among buyers who choose
not to jump the hurdle. In practice, perfect hurdles do not exist. Some buyers will
always jump the hurdle, even though their reservation prices are high. And hurdles
will always exclude at least some buyers with low reservation prices. Even so, many
commonly used hurdles do a remarkably good job of targeting discounts to buyers
with low reservation prices. In the examples that follow, we will assume for conve-
nience that the seller is using a perfect hurdle.

How much should Carla charge for editing if she uses a perfect hurdle?

Suppose Carla again has the opportunity to edit as many as 8 papers per week for
the students whose reservation prices are as given in the following table. This time
she can offer a rebate coupon that gives a discount to any student who takes the
trouble to mail it back to her. Suppose further that students whose reservation
prices are at least $36 never mail in the rebate coupons, while those whose reserva-
tion prices are below $36 always do so.
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discrimination the practice by
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to all buyers who overcome
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If Carla’s opportunity cost of editing each paper is again $29, what should her list
price be, and what amount should she offer as a rebate? Will her economic profit be
larger or smaller than when she lacked the discount option?

The rebate coupon allows Carla to divide her original market into two sub-
markets in which she can charge two different prices. The first submarket consists

Cost-Benefit

Reservation
Student price

A $40

B 38

C 36

D 34

E 32

F 30

G 28

H 26



of students A, B, and C, whose reservation prices are at least $36 and who there-
fore will not bother to mail in a rebate coupon. The second submarket consists of
students D to H, whose lower reservation prices indicate a willingness to use rebate
coupons.

In each submarket, Carla must charge the same price to every buyer, just like an
ordinary monopolist. She should therefore keep expanding output in each submar-
ket as long as marginal revenue in that market exceeds her marginal cost. The rele-
vant data for the two submarkets are displayed in Table 9.6.

On the basis of the entries in the marginal revenue column for the list price sub-
market, we see that Carla should serve all three students (A, B, and C) since mar-
ginal revenue for each exceeds $29. Her profit-maximizing price in the list price
submarket is $36, the highest price she can charge in that market and still sell her
services to students A, B, and C. For the discount price submarket, marginal revenue
exceeds $29 only for the first two students (D and E). So the profit-maximizing
price in this submarket is $32, the highest price Carla can charge and still sell her
services to D and E. (A discount price of $32 means that students who mail in the
coupon will receive a rebate of $4 on the $36 list price.)

Note that the rebate offer enables Carla to serve a total of five students per
week, compared to only three without the offer. Carla’s combined total revenue for
the two markets is (3)($36)  2($32)  $172 per week. Since her opportunity cost
is $29 per paper, or a total of (5)($29)  $145 per week, her economic profit is
$172 per week   $145 per week  $27 per week, $6 more than when she edited
three papers and did not offer the rebate. ◆

EXERCISE 9.4

In the previous example, how much should Carla charge in each submarket

if she knows that only those students whose reservation prices are below

$34 will use rebate coupons?
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TABLE 9.6

Price Discrimination with a Perfect Hurdle

Reservation price Total revenue Marginal revenue
Student ($ per paper) ($ per week) ($ per paper)

List Price Submarket

40
A 40 40

36
B 38 76

32
C 36 108

Discount Price Submarket

34
D 34 34

30
E 32 64

26
F 30 90

22
G 28 112

18
H 26 130



IS PRICE DISCRIMINATION A BAD THING?

We are so conditioned to think of discrimination as bad that we may be tempted to
conclude that price discrimination must run counter to the public interest. In the ex-
ample above, however, both consumer and producer surplus were actually en-
hanced by the monopolist’s use of the hurdle method of price discrimination. To
show this, let’s compare consumer and producer surplus when Carla employs the
hurdle method to the corresponding values when she charges the same price to all
buyers.

When Carla had to charge the same price to every customer, she edited only the
papers of students A, B, and C, each of whom paid a price of $36. We can tell at a
glance that the total surplus must be larger under the hurdle method because not
only are students A, B, and C served at the same price ($36), but also students D
and E are now served at a price of $32.

To confirm this intuition, we can calculate the exact amount of the surplus. For
any student who hires Carla to edit her paper, consumer surplus is the difference be-
tween her reservation price and the price actually paid. In both the single price and
discount price examples, student A’s consumer surplus is thus $40 $36 $4; stu-
dent B’s consumer surplus is $38 $36 $2; and student C’s consumer surplus is
$36  $36  0. Total consumer surplus in the list price submarket is thus
$4 $2 $6 per week, which is the same as total consumer surplus in the original
situation. But now the discount price submarket generates additional consumer sur-
plus. Specifically, student D receives $2 per week of consumer surplus since this stu-
dent’s reservation price of $34 is $2 more than the discount price of $32. So total
consumer surplus is now $6 $2 $8 per week, or $2 per week more than before.

Carla’s producer surplus also increases under the hurdle method. For each pa-
per she edits, her producer surplus is the price she charges minus her reservation
price ($29). In the single-price case, Carla’s surplus was (3)($36 $29) $21 per
week. When she offers a rebate coupon, she earns the same producer surplus as be-
fore from students A, B, and C and additional (2)($32 $29) $6 per week from
students D and E. Total producer surplus with the discount is thus $21 $6 $27
per week. Adding that amount to the total consumer surplus of $8 per week, we get
a total economic surplus of $35 per week with the rebate coupons, $8 per week
more than without the rebate.

Note, however, that even with the rebate, the final outcome is not socially
efficient because Carla does not serve student F, even though this student’s reserva-
tion price of $30 exceeds her opportunity cost of $29. But though the hurdle
method is not perfectly efficient, it is still more efficient than charging a single price
to all buyers.

EXAMPLES OF PRICE DISCRIMINATION

Once you grasp the principle behind the hurdle method of price discrimination, you
will begin to see examples of it all around you. Next time you visit a grocery, hard-
ware, or appliance store, for instance, notice how many different product promo-
tions include cash rebates. Temporary sales are another illustration of the hurdle
method. Most of the time, stores sell most of their merchandise at the “regular”
price but periodically offer special sales at a significant discount. The hurdle in this
instance is taking the trouble to find out when and where the sales occur and then
going to the store during that period. This technique works because buyers who
care most about price (mainly, those with low reservation prices) are more likely to
monitor advertisements carefully and buy only during sale periods.

To give another example, book publishers typically launch a new book in hard-
cover at a price from $20 to $30, and a year later they bring out a paperback edi-
tion priced between $5 and $15. In this instance, the hurdle involves having to wait
the extra year and accepting a slight reduction in the quality of the finished product.
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People who are strongly concerned about price end up waiting for the paperback
edition, while those with high reservation prices usually spring for the hardback.

Or take the example of automobile producers, who typically offer several dif-
ferent models with different trim and accessories. Although GM’s actual cost of
producing a Cadillac may be only $2,000 more than its cost of producing a Chevro-
let, the Cadillac’s selling price may be $10,000 to $15,000 higher than the Chevro-
let’s. Buyers with low reservation prices purchase the Chevrolet, while those with
high reservation prices are more likely to choose the Cadillac.

Commercial air carriers have perfected the hurdle method to an extent matched
by almost no other seller. Their supersaver fares are often less than half their regu-
lar coach fares. To be eligible for these discounts, travelers must purchase their tick-
ets 7 to 21 days in advance and their journey must include a Saturday night
stayover. Vacation travelers can more easily satisfy these restrictions than business
travelers, whose schedules often change at the last moment and whose trips seldom
involve Saturday stayovers. And—no surprise—the business traveler’s reservation
price tends to be much higher than the vacation traveler’s.

Many sellers employ not just one hurdle but several by offering deeper dis-
counts to buyers who jump successively more difficult hurdles. For example, movie
producers release their major films to first-run theaters at premium prices, then sev-
eral months later to neighborhood theaters at a few dollars less. Still later they
make the films available on pay-per-view cable channels, then release them on
DVD, and finally permit them to be shown on network television. Each successive
hurdle involves waiting a little longer, and in the case of the televised versions, ac-
cepting lower quality. These hurdles are remarkably effective in segregating movie-
goers according to their reservation prices.

Recall that the efficiency loss from single-price monopoly occurs because to the
monopolist, the benefit of expanding output is smaller than the benefit to society as
a whole. The hurdle method of price discrimination reduces this loss by giving the
monopolist a practical means of cutting prices for price-sensitive buyers only. In
general, the more finely the monopolist can partition a market using the hurdle
method, the smaller the efficiency loss. Hurdles are not perfect, however, and some
degree of efficiency will inevitably be lost.

Why might an appliance retailer instruct its clerks to hammer dents into the

sides of its stoves and refrigerators?

The Sears “Scratch ‘n’ Dent Sale” is another example of how retailers use quality differ-

entials to segregate buyers according to their reservation prices. Many Sears stores hold

an annual sale in which they display appliances with minor scratches and blemishes in the

parking lot at deep discounts. People who don’t care much about price are unlikely to

turn out for these events, but those with very low reservation prices often get up early

to be first in line. Indeed, these sales have proven so popular that it might even be in a

retailer’s interest to put dents in some of its sale items deliberately. •
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Example 9.3
The Economic Naturalist

Would a profit-maximizing
appliance retailer ever
deliberately damage its own
merchandise?

RECAP USING DISCOUNTS TO EXPAND THE MARKET

A price-discriminating monopolist is one who charges different prices to differ-
ent buyers for essentially the same good or service. A common method of price
discrimination is the hurdle method, which involves granting a discount to buy-
ers who jump over a hurdle such as mailing in a rebate coupon. An effective hur-
dle is one that is more easily cleared by buyers with low reservation prices than
by buyers with high reservation prices. Such a hurdle enables the monopolist to
expand output and thereby reduce the deadweight loss from monopoly pricing.

EN 9



PUBLIC POLICY TOWARD NATURAL MONOPOLY

Monopoly is problematic not only because of the loss in efficiency associated with
restricted output but also because the monopolist earns an economic profit at the
buyer’s expense. Many people are understandably uncomfortable about having to
purchase from the sole provider of any good or service. For this reason, voters in
many societies have empowered government to adopt policies aimed at controlling
natural monopolists.

There are several ways to achieve this aim. A government may assume own-
ership and control of a natural monopoly, or it may merely attempt to regulate
the prices it charges. In some cases, government solicits competitive bids from
private firms to produce natural monopoly services. In still other cases, govern-
ments attempt to dissolve natural monopolies into smaller entities that compete
with one another. But many of these policies create economic problems of their
own. In each case, the practical challenge is to come up with the solution that
yields the greatest surplus of benefits over costs. Natural monopoly may be inef-
ficient and unfair, but, as noted earlier, the alternatives to natural monopoly are
far from perfect.

STATE OWNERSHIP AND MANAGEMENT

Natural monopoly is inefficient because the monopolist’s profit-maximizing price is
greater than its marginal cost. But even if the natural monopolist wanted to set
price equal to marginal cost, it could not do so and hope to remain in business. Af-
ter all, the defining feature of a natural monopoly is economies of scale in produc-
tion, which means that marginal cost will always be less than average total cost.
Setting price equal to marginal cost would fail to cover average total cost, which
implies an economic loss.

Consider the case of a local cable television company. Once an area has been
wired for cable television, the marginal cost of adding an additional subscriber is
very low. For the sake of efficiency, all subscribers should pay a price equal to that
marginal cost. Yet a cable company that priced in this manner would never be able
to recover the fixed cost of setting up the network. This same problem applies not
just to cable television companies but to all other natural monopolies. Even if such
firms wanted to set price equal to marginal cost (which, of course, they do not since
they will earn more by setting marginal revenue equal to marginal cost), they can-
not do so without suffering an economic loss.

One way to attack the efficiency and fairness problems is for the government to
take over the industry, set price equal to marginal cost, and then absorb the result-
ing losses out of general tax revenues. This approach has been followed with good
results in the state-owned electric utility industry in France, whose efficient pricing
methods have set the standard for electricity pricing worldwide.

But state ownership and efficient management do not always go hand in hand.
Granted, the state-owned natural monopoly is free to charge marginal cost, while
the private natural monopoly is not. Yet the Incentive Principle directs our attention
to the fact that private natural monopolies often face a much stronger incentive to
cut costs than their government-owned counterparts. When the private monopolist
figures out a way to cut $1 from the cost of production, its profit goes up by $1. But
when the government manager of a state-owned monopoly cuts $1 from the cost of
production, the government typically cuts the monopoly’s budget by $1. Think
back to your last visit to the Department of Motor Vehicles. Did it strike you as an
efficiently managed organization?

Whether the efficiency that is gained by being able to set price equal to mar-
ginal cost outweighs the inefficiency that results from a weakened incentive to cut
costs is an empirical question.
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STATE REGULATION OF PRIVATE MONOPOLIES

In the United States, the most common method of curbing monopoly profits is for
government to regulate the natural monopoly rather than own it. Most states, for
example, take this approach with electric utilities, natural gas providers, local
telephone companies, and cable television companies. The standard procedure in
these cases is called cost-plus regulation: Government regulators gather data on the
monopolist’s explicit costs of production and then permit the monopolist to set
prices that cover those costs, plus a markup to assure a normal return on the firm’s
investment.

While it may sound reasonable, cost-plus regulation has several pitfalls. First, it
generates costly administrative proceedings in which regulators and firms quarrel
over which of the firm’s expenditures can properly be included in the costs it is al-
lowed to recover. This question is difficult to answer even in theory. Consider a firm
like AT&T, whose local telephone service is subject to cost-plus regulation but
whose other products and services are unregulated. Many AT&T employees, from
the president on down, are involved in both regulated and unregulated activities.
How should their salaries be allocated between the two? The company has a strong
incentive to argue for greater allocation to the regulated activities, which allows it
to capture more revenue from captive customers in the local telephone market.

A second problem with cost-plus regulation is that it blunts the firm’s incentive
to adopt cost-saving innovations, for when it does, regulators require the firm to cut
its rates. The firm gets to keep its cost savings in the current period, which is a
stronger incentive to cut costs than the one facing a government-owned monopoly.
But the incentive to cut costs would be stronger still if the firm could retain its cost
savings indefinitely. Furthermore, in cases in which regulators set rates by allowing
the monopolist to add a fixed markup to costs incurred, the regulated monopolist
may actually have an incentive to increase costs rather than reduce them. Outra-
geous though the thought may be, the monopolist may earn a higher profit by in-
stalling gold-plated faucets in the company rest rooms.

Finally, cost-plus regulation does not solve the natural monopolist’s basic prob-
lem: the inability to set price equal to marginal cost without losing money.
Although these are all serious problems, governments seem to be in no hurry to
abandon cost-plus regulation.

EXCLUSIVE CONTRACTING FOR NATURAL MONOPOLY

One of the most promising methods for dealing with natural monopoly is for the
government to invite private firms to bid for the natural monopolist’s market. The
government specifies in detail the service it wants—cable television, fire protection,
garbage collection—and firms submit bids describing how much they will charge
for the service. The low bidder wins the contract.

The incentive to cut costs under such an arrangement is every bit as powerful
as that facing ordinary competitive firms. Competition among bidders should also
eliminate any concerns about the fairness of monopoly profits. And if the govern-
ment is willing to provide a cash subsidy to the winning bidder, exclusive contract-
ing even allows the monopolist to set price equal to marginal cost.

Contracting has been employed with good results in municipal fire protection
and garbage collection. Communities that employ private companies to provide
these services often spend only half as much as adjacent communities served by mu-
nicipal fire and sanitation departments.

Despite these attractive features, however, exclusive contracting is not without
problems, especially when the service to be provided is complex or requires a large
fixed investment in capital equipment. In such cases, contract specifications may be
so detailed and complicated that they become tantamount to regulating the firm di-
rectly. And in cases involving a large fixed investment—electric power generation
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and distribution, for example—officials face the question of how to transfer the as-
sets if a new firm wins the contract. The winning firm naturally wants to acquire
the assets as cheaply as possible, but the retiring firm is entitled to a fair price for
them. What, in such cases, is a fair price?

Fire protection and garbage collection are simple enough that the costs of con-
tracting out these functions are not prohibitive. But in other cases, such costs might
easily outweigh any savings made possible by exclusive contracting.

VIGOROUS ENFORCEMENT OF ANTITRUST LAWS

The nineteenth century witnessed the accumulation of massive private fortunes, the
likes of which had never been seen in the industrialized world. Public sentiment ran
high against the so-called robber barons of the period—the Carnegies, Rockefellers,
Mellons, and others. In 1890, Congress passed the Sherman Act, which declared il-
legal any conspiracy “to monopolize, or attempt to monopolize . . . any part of the
trade or commerce among the several States.” And in 1914, Congress passed the
Clayton Act, whose aim was to prevent corporations from acquiring shares in a
competitor if the transaction would “substantially lessen competition or create a
monopoly.”

Antitrust laws have helped to prevent the formation of cartels, or coalitions of
firms that collude to raise prices above competitive levels. But they also have caused
some harm. For example, federal antitrust officials spent more than a decade trying
to break up the IBM Corporation in the belief that it had achieved an unhealthy
dominance in the computer industry. That view was proved comically wrong by
IBM’s subsequent failure to foresee and profit from the rise of the personal com-
puter. By breaking up large companies and discouraging mergers between compa-
nies in the same industry, antitrust laws may help to promote competition, but they
also may prevent companies from achieving economies of scale.

A final possibility is simply to ignore the problem of natural monopoly: to let
the monopolist choose the quantity to produce and sell it at whatever price the mar-
ket will bear. The obvious objections to this policy are the two we began with,
namely, that a natural monopoly is not only inefficient but also unfair. But just as
the hurdle method of price discrimination mitigates efficiency losses, it also lessens
the concern about taking unfair advantage of buyers.

Consider first the source of the natural monopolist’s economic profit. This
firm, recall, is one with economies of scale, which means that its average produc-
tion cost declines as output increases. Efficiency requires that price be set at
marginal cost, but because the natural monopolist’s marginal cost is lower than its
average cost, it cannot charge all buyers the marginal cost without suffering an
economic loss.

The depth and prevalence of discount pricing suggest that whatever economic
profit a natural monopolist earns generally will not come out of the discount
buyer’s pocket. Although discount prices are higher than the monopolist’s marginal
cost of production, in most cases they are lower than the average cost. Thus, the
monopolist’s economic profit, if any, must come from buyers who pay list price.
And since those buyers have the option, in most cases, of jumping a hurdle and pay-
ing a discount price, their contribution, if not completely voluntary, is at least not
strongly coerced.

So much for the source of the monopolist’s economic profit. What about its dis-
position? Who gets it? A large chunk—some 35 percent, in many cases—goes to the
federal government via the corporate income tax. The remainder is paid out to
shareholders, some of whom are wealthy and some of whom are not. These share-
holder profits are also taxed by state and even local governments. In the end, two-
thirds or more of a monopolist’s economic profit may fund services provided by
governments of various levels.
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Both the source of the monopolist’s economic profit (the list-price buyer) and
the disposition of that profit (largely, to fund public services) cast doubt on the claim
that monopoly profit constitutes a social injustice on any grand scale. Nevertheless,
the hurdle method of differential pricing cannot completely eliminate the fairness
and efficiency problems that result from monopoly pricing. In the end, then, we are
left with a choice among imperfect alternatives. As the Cost-Benefit Principle em-
phasizes, the best choice is the one for which the balance of benefits over costs is
largest. But which choice that is will depend on the circumstances at hand.
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RECAP PUBLIC POLICY TOWARD NATURAL MONOPOLY

The natural monopolist sets price above marginal cost, resulting in too little
output from society’s point of view (the efficiency problem). The natural mo-
nopolist also may earn an economic profit at buyers’ expense (the fairness
problem). Policies for dealing with the efficiency and fairness problems in-
clude state ownership and management, state regulation, exclusive contract-
ing, and vigorous enforcement of antitrust laws. Each of these remedies entails
problems of its own.

■ S U M M A R Y ■

• Our concern in this chapter was the conduct and per-
formance of the imperfectly competitive firm, a firm
that has at least some latitude to set its own price.
Economists often distinguish among three different
types of imperfectly competitive firms: the pure mo-
nopolist, the lone seller of a product in a given mar-
ket; the oligopolist, one of only a few sellers of a
given product; and the monopolistic competitor, one
of a relatively large number of firms that sell similar
though slightly differentiated products. LO1

• Although advanced courses in economics devote
much attention to differences in behavior among
these three types of firms, our focus was on the com-
mon feature that differentiates them from perfectly
competitive firms. Whereas the perfectly competitive
firm faces an infinitely elastic demand curve for its
product, the imperfectly competitive firm faces a
downward-sloping demand curve. For convenience,
we use the term monopolist to refer to any of the
three types of imperfectly competitive firms. LO1

• Monopolists are sometimes said to enjoy market
power, a term that refers to their power to set the
price of their product. Market power stems from ex-
clusive control over important inputs, from
economies of scale, from patents and government li-
censes or franchises, and from network economies.
The most important and enduring of these five
sources of market power are economies of scale and
network economies. LO2

• Research, design, engineering, and other fixed costs
account for an increasingly large share of all costs re-
quired to bring products successfully to market. For
products with large fixed costs, marginal cost is
lower, often substantially, than average total cost and
average total cost declines, often sharply, as output
grows. This cost pattern explains why many indus-
tries are dominated by either a single firm or a small
number of firms. LO3

• Unlike the perfectly competitive firm, for which mar-
ginal revenue exactly equals market price, the mo-
nopolist realizes a marginal revenue that is always less
than its price. This shortfall reflects the fact that to
sell more output, the monopolist must cut the price
not only to additional buyers but to existing buyers as
well. For the monopolist with a straight-line demand
curve, the marginal revenue curve has the same verti-
cal intercept and a horizontal intercept that is half as
large as the intercept for the demand curve. LO4

• Whereas the perfectly competitive firm maximizes
profit by producing at the level at which marginal
cost equals the market price, the monopolist maxi-
mizes profit by equating marginal cost with marginal
revenue, which is significantly lower than the market
price. The result is an output level that is best for the
monopolist but smaller than the level that would be
best for society as a whole. At the profit-maximizing
level of output, the benefit of an extra unit of output
(the market price) is greater than its cost (the marginal

Cost-Benefit
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cost). At the socially efficient level of output, where
the monopolist’s marginal cost curve intersects the de-
mand curve, the benefit and cost of an extra unit are
the same. LO5

• Both the monopolist and its potential customers can
do better if the monopolist can grant discounts to
price-sensitive buyers. The extreme example is the
perfectly discriminating monopolist, who charges
each buyer exactly his or her reservation price. Such
producers are socially efficient because they sell to
every buyer whose reservation price is at least as high
as the marginal cost. LO6

• The various policies that governments employ to mit-
igate concerns about fairness and efficiency losses
arising from natural monopoly include state owner-
ship and management of natural monopolies, state
regulation, private contracting, and vigorous enforce-
ment of antitrust laws. Each of these remedies entails
costs as well as benefits. In some cases, a combination
of policies will produce a better outcome than simply
allowing natural monopolists to do as they please.
But in other cases, a hands-off policy may be the best
available option. LO7

■ K E Y  T E R M S ■

constant returns to scale (238)
cost-plus regulation (258)
economies of scale (238)
hurdle method of price

discrimination (253)
imperfectly competitive 

firm (234)

increasing returns to scale (238)
marginal revenue (242)
market power (237)
monopolistic competition (234)
natural monopoly (238)
oligopoly (235)

perfect hurdle (253)
perfectly discriminating

monopolist (252)
price discrimination (249)
price setter (234)
pure monopoly (234)

■ R E V I E W  Q U E S T I O N S ■

1. What important characteristic do all three types of
imperfectly competitive firms share? LO1

2. True or false: A firm with market power can sell
whatever quantity it wishes at whatever price it
chooses. LO2

3. Why do most successful industrial societies offer
patents and copyright protection, even though
these protections enable sellers to charge higher
prices? LO2

4. Why is marginal revenue always less than price for
a monopolist but equal to price for a perfectly com-
petitive firm? LO4

5. True or false: Because a natural monopolist charges
a price greater than marginal cost, it necessarily
earns a positive economic profit. LO7

■ P R O B L E M S ■

1. Two car manufacturers, Saab and Volvo, have fixed costs of $1 billion and
marginal costs of $10,000 per car. If Saab produces 50,000 cars per year and
Volvo produces 200,000, calculate the average production cost for each com-
pany. On the basis of these costs, which company’s market share do you think
will grow in relative terms? LO3

2. State whether the following statements are true or false, and explain why. LO1,

LO7

a. In a perfectly competitive industry, the industry demand curve is horizontal,
whereas for a monopoly it is downward-sloping.

b. Perfectly competitive firms have no control over the price they charge for
their product.



c. For a natural monopoly, average cost declines as the number of units pro-
duced increases over the relevant output range.

3. A single-price, profit-maximizing monopolist: LO4

a. Causes excess demand, or shortages, by selling too few units of a good or
service.

b. Chooses the output level at which marginal revenue begins to increase.
c. Always charges a price above the marginal cost of production.
d. Also maximizes marginal revenue.
e. None of the above statements is true.

4. If a monopolist could perfectly price-discriminate: LO6

a. The marginal revenue curve and the demand curve would coincide.
b. The marginal revenue curve and the marginal cost curve would coincide.
c. Every consumer would pay a different price.
d. Marginal revenue would become negative at some output level.
e. The resulting pattern of exchange would still be socially inefficient.

5. Explain why price discrimination and the existence of slightly different variants
of the same product tend to go hand in hand. Give an example from your own
experience. LO2, LO6

6. What is the socially desirable price for a natural monopoly to charge? Why will
a natural monopoly that attempts to charge the socially desirable price invari-
ably suffer an economic loss? LO7

7. TotsPoses, Inc., a profit-maximizing business, is the only photography business
in town that specializes in portraits of small children. George, who owns and
runs TotsPoses, expects to encounter an average of eight customers per day,
each with a reservation price shown in the following table. LO5, LO6
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a. If the total cost of each photo portrait is $12, how much should George
charge if he must charge a single price to all customers? At this price, how
many portraits will George produce each day? What will be his economic
profit?

b. How much consumer surplus is generated each day at this price?
c. What is the socially efficient number of portraits?
d. George is very experienced in the business and knows the reservation price

of each of his customers. If he is allowed to charge any price he likes to any
consumer, how many portraits will he produce each day and what will his
economic profit be?

e. In this case, how much consumer surplus is generated each day?
f. Suppose George is permitted to charge two prices. He knows that customers

with a reservation price above $30 never bother with coupons, whereas

Reservation price
Customer ($ per photo)

A 50

B 46

C 42

D 38

E 34

F 30

G 26

H 22



those with a reservation price of $30 or less always use them. At what level
should George set the list price of a portrait? At what level should he set the
discount price? How many photo portraits will he sell at each price?

g. In this case, what is George’s economic profit and how much consumer sur-
plus is generated each day?

8. Serena is a single-price, profit-maximizing monopolist in the sale of her own
patented perfume, whose demand and marginal cost curves are as shown. Rel-
ative to the consumer surplus that would result at the socially optimal quantity
and price, how much consumer surplus is lost from her selling at the monopo-
list’s profit-maximizing quantity and price? LO5

9. In the preceding question, how much total surplus would result if Serena could
act as a perfectly price-discriminating monopolist? LO6

10. Beth is a second-grader who sells lemonade on a street corner in your neigh-
borhood. Each cup of lemonade costs Beth 20 cents to produce; she has no
fixed costs. The reservation prices for the 10 people who walk by Beth’s lemon-
ade stand each day are listed in the following table.

Beth knows the distribution of reservation prices (that is, she knows that one
person is willing to pay $1, another $0.90, and so on), but she does not know
any specific individual’s reservation price. LO4, LO5, LO6

a. Calculate the marginal revenue of selling an additional cup of lemonade.
(Start by figuring out the price Beth would charge if she produced only one
cup of lemonade, and calculate the total revenue; then find the price Beth
would charge if she sold two cups of lemonade; and so on.)

b. What is Beth’s profit-maximizing price?
c. At that price, what are Beth’s economic profit and total consumer surplus?
d. What price should Beth charge if she wants to maximize total economic

surplus?
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9.2 When the monopolist expands from 3 to 4 units per week, total revenue rises
from $15 to $16 per week, which means that the marginal revenue from the
sale of the fourth unit is only $1 per week. When the monopolist expands
from 4 to 5 units per week, total revenue drops from $16 to $15 per week,
which means that the marginal revenue from the sale of the fifth unit is actu-
ally negative, or  $1 per week. LO4

e. Now suppose Beth can tell the reservation price of each person. What price
would she charge each person if she wanted to maximize profit? Compare
her profit to the total surplus calculated in part d.

9.3 The profit-maximizing price and quantity are P*  $6/unit and Q*  2 units/
week. LO4

264 CHAPTER 9 MONOPOLY, OLIGOPOLY, AND MONOPOLISTIC COMPETITION

Quantity (units/week)

3

D

P
ri

c
e
 (

$
/u

n
it

)

5

3

0

4

8

84 5

D

MC

MR

2

0

4

P*=6

8

Q*=2 4 6 8

Q (units/week)

P
 (

$
/u

n
it

)

■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

9.1 The relevant cost figures are as shown in the following table, which shows that
the Playstation’s unit-cost advantage is now $50.20 $5.20 $45.00. LO3

Nintendo Playstation

Annual production 200,000 2,000,000

Fixed cost $10,000,000 $10,000,000

Variable cost $40,000 $400,000

Total cost $10,040,000 $10,400,000

Average total cost per game $50.20 $5.20
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9.4 As the marginal revenue column in the following table shows, Carla should
again serve students A, B, and C in the list price submarket (at a price of $36)
and only student E in the discount submarket (at a price of $32). LO6

Reservation price Total revenue Marginal revenue
Student ($ per paper) ($ per week) ($ per paper)

List Price Submarket

40

A 40 40

36

B 38 76

32

C 36 108

28

D 34 136

Discount Price Submarket

32

E 32 32

28

F 30 60

24

G 28 84

20

H 26 104





A P P E N D I X

Th e  A l g e b r a  o f  Monopo l y

P r o f i t  Max im i z a t i o n
n the text of this chapter, we developed the profit-maximization analy-
sis for monopoly in a geometric framework. In this brief appendix, we
show how this analysis can be done in an algebraic framework. The

advantage of the algebraic framework is that it greatly simplifies computing the
numerical values of the profit-maximizing prices and quantities.

I



Find the profit-maximizing price and quantity for a monopolist with the demand

curve P 15 2Q and the marginal cost curve MC Q, where P is the product

price in dollars per unit and Q is the quantity in units of output per week.

The first step is to find the equation for the marginal revenue curve associated with
the monopolist’s demand curve. Recall that in the case of a straight-line demand
curve, the associated marginal revenue curve has the same vertical intercept as the
demand curve and twice the slope of the demand curve. So the equation for this
monopolist’s marginal revenue curve is MR  15  4Q. Letting Q* denote the
profit-maximizing output level, setting MR MC then yields

15  4Q* Q*,

which solves for Q* 3. The profit-maximizing price, P*, is then found by substi-
tuting Q* 3 into the demand equation:

P* 15  2Q* 15  6  9.

Thus, the profit-maximizing price and quantity are $9 per unit and 3 units per
week, respectively. ◆

EXERCISE 9A.1

Find the profit-maximizing price and level of output for a monopolist with

the demand curve P  12  Q and the marginal cost curve MC  2Q,

where P is the price of the product in dollars per unit and Q is output in

units per week.
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■ P R O B L E M S ■

1. Suppose that the University of Michigan Cinema is a local monopoly whose de-
mand curve for adult tickets on Saturday night is P 12 2Q, where P is the
price of a ticket in dollars and Q is the number of tickets sold in hundreds. The
demand for children’s tickets on Sunday afternoon is P 8 3Q, and for adult
tickets on Sunday afternoon, P 10 4Q. On both Saturday night and Sunday
afternoon, the marginal cost of an additional patron, child or adult, is $2. LO4

a. What is the marginal revenue curve in each of the three submarkets?
b. What price should the cinema charge in each of the three markets if its goal

is to maximize profit?

2. Suppose you are a monopolist in the market for a specific video game. Your
demand curve is given by P 80 Q 2; your marginal cost curve is MC Q.
Your fixed costs equal $400. LO4, LO5

a. Graph the demand and marginal cost curves.
b. Derive and graph the marginal revenue curve.
c. Calculate and indicate on the graph the equilibrium price and quantity.
d. What is your profit?
e. What is the level of consumer surplus?

■ A N S W E R  T O  I N - A P P E N D I X  E X E R C I S E ■

9A.1 For the demand curve P 12 Q, the corresponding marginal revenue curve is
MR 12 2Q. Equating MR and MC, we solve the equation 12 2Q 2Q

for Q 3. Substituting Q 3 into the demand equation, we solve for the
profit-maximizing price, P 12 3 9. LO4



C H A P T E R

10
Game s  and S t r a t eg i c

B ehav i o r
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Describe the basic elements of a game.

2. Define and find an equilibrium for a game.

3. Recognize and show the effects of dominant strategies.

4. Define and explain the Prisoner’s Dilemma and how it applies to real-

world situations.

5. Show how games in which timing matters differ from games in which it

does not.

6. Discuss commitment problems and explain how altering preferences can

solve commitment problems.

t a Christmas Eve dinner party in 1997, actor Robert DeNiro pulled
singer Tony Bennett aside for a moment. “Hey, Tony—there’s a film I
want you in,” DeNiro said. He was referring to the project that became

the 1999 Warner Brothers hit comedy Analyze This, in which the troubled head
of a crime family, played by DeNiro, seeks the counsel of a psychotherapist,
played by Billy Crystal. In the script, both the mob boss and his therapist are big
fans of Bennett’s music.

Bennett heard nothing further about the project for almost a year. Then his son
and financial manager, Danny Bennett, got a phone call from Warner Brothers, in
which the studio offered Tony $15,000 to sing “Got the World on a String” in the
movie’s final scene. As Danny described the conversation, “. . . they made a fatal
mistake. They told me they had already shot the film. So I’m like: ‘Hey, they shot
the whole film around Tony being the end gag and they’re offering me $15,000?’”1

A

1As quoted by Geraldine Fabrikant, “Talking Money with Tony Bennett,” The New York Times,
May 2, 1999, Money & Business, p. 1.
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Warner Brothers wound up paying $200,000 for Bennett’s performance.

In business negotiations, as in life, timing can be everything. If executives at
Warner Brothers had thought the problem through carefully, they would have
negotiated with Bennett before shooting the movie. At that point, Bennett would
have realized that the script could be rewritten if he asked too high a fee. By
waiting, studio executives left themselves with no attractive option other than to
pay Bennett’s price.

The payoff to many actions depends not only on the actions themselves, but
also on when they are taken and how they relate to actions taken by others. In pre-
vious chapters, economic decision makers confronted an environment that was es-
sentially fixed. This chapter will focus on cases in which people must consider the
effect of their behavior on others. For example, an imperfectly competitive firm will
want to weigh the likely responses of rivals when deciding whether to cut prices or
to increase its advertising budget. Interdependencies of this sort are the rule rather
than the exception in economic and social life. To make sense of the world we live
in, then, we must take these interdependencies into account.

Our focus in Chapter 9 was on the pure monopolist. In this chapter, we will ex-
plore how a few simple principles from the theory of games can help us better un-
derstand the behavior of oligopolists and monopolistic competitors—the two types
of imperfectly competitive firms for which strategic interdependencies are most im-
portant. Along the way, we also will see how the same principles enable us to an-
swer a variety of interesting questions drawn from everyday social interaction.

USING GAME THEORY TO ANALYZE 

STRATEGIC DECISIONS

In chess, tennis, or any other game, the payoff to a given move depends on what
your opponent does in response. In choosing your move, therefore, you must antic-
ipate your opponent’s responses, how you might respond, and what further moves
your own response might elicit. Economists and other behavioral scientists have
devised the theory of games to analyze situations in which the payoffs to different
actors depend on the actions their opponents take.

THE THREE ELEMENTS OF A GAME

A game has three basic elements: the players, the list of possible actions (or strate-
gies) available to each player, and the payoffs the players receive for each possible
combination of strategies. We will use a series of examples to illustrate how these
elements combine to form the basis of a theory of behavior.

The first example focuses on an important strategic decision confronting two
oligopolists who produce an undifferentiated product and must decide how much
to spend on advertising.

Should United Airlines spend more money on advertising?

Suppose that United Airlines and American Airlines are the only air carriers that
serve the Chicago–St. Louis market. Each currently earns an economic profit of
$6,000 per flight on this route. If United increases its advertising spending in this
market by $1,000 per flight, and American spends no more on advertising than it
does now, United’s profit will rise to $8,000 per flight and American’s will fall to
$2,000. If both spend $1,000 more on advertising, each will earn an economic
profit of $5,500 per flight. These payoffs are symmetric, so that if United stands pat
while American increases its spending by $1,000, United’s economic profit will fall
to $2,000 per flight and American’s will rise to $8,000. The payoff structure is also

basic elements of a game the

players, the strategies available

to each player, and the payoffs

each player receives for each

possible combination of

strategies



common knowledge—that is, each company knows what the relevant payoffs will
be for both parties under each of the possible combinations of choices. If each must
decide independently whether to increase spending on advertising, what should
United do?

Think of this situation as a game. What are its three elements? The players are
the two airlines. Each airline must choose one of two strategies: to raise ad spend-
ing by $1,000 or leave it the same. The payoffs are the economic profits that cor-
respond to the four possible scenarios resulting from their choices. One way to
summarize the relevant information about this game is to display the players,
strategies, and payoffs in the form of a simple table called a payoff matrix (see
Table 10.1).

Confronted with the payoff matrix in Table 10.1, what should United Airlines
do? The essence of strategic thinking is to begin by looking at the situation from the
other party’s point of view. Suppose United assumes that American will raise its
spending on advertising (the left column in Table 10.1). In that case, United’s best
bet would be to follow suit (the top row in Table 10.1). Why is the top row United’s
best response when American chooses the left column? United’s economic profits,
given in the upper-left cell of Table 10.1, will be $5,500, compared to only $2,000
if it keeps spending the same (see the lower-left cell).

Alternatively, suppose United assumes that American will keep ad spending the
same (that is, that American will choose the right column in Table 10.1). In that
case, United would still do better to increase spending because it would earn $8,000
(the upper-right cell), compared to only $6,000 if it keeps spending the same (the
lower-right cell). In this particular game, no matter which strategy American
chooses, United will earn a higher economic profit by increasing its spending on ad-
vertising. And since this game is perfectly symmetric, a similar conclusion holds for
American: No matter which strategy United chooses, American will do better by
increasing its spending on ads.

When one player has a strategy that yields a higher payoff no matter which
choice the other player makes, that player is said to have a dominant strategy. Not
all games involve dominant strategies, but both players in this game have one, and
that is to increase spending on ads. For both players, to leave ad spending the same
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payoff matrix a table that

describes the payoffs in a game

for each possible combination 

of strategies

dominant strategy one that

yields a higher payoff no matter

what the other players in a 

game choose

TABLE 10.1

The Payoff Matrix for an Advertising Game

$5,500 for United

$5,500 for American

Raise ad
spending

Leave ad
spending
the same

$8,000 for United

$2,000 for American

$2,000 for United

$8,000 for American

$6,000 for United

$6,000 for American

United’s Choices

Raise ad
spending

Leave ad
spending
the same

American’s Choices

Both airlines do better if

both leave ad spending the

same than if both raise

spending. Yet if one holds

spending the same, the

other always does better

to raise spending.



is a dominated strategy—one that leads to a lower payoff than an alternative
choice, regardless of the other player’s choice.

Notice, however, that when each player chooses the dominant strategy, the re-
sulting payoffs are smaller than if each had left spending unchanged. When United
and American increase their spending on ads, each earns only $5,500 in economic
profits, compared to the $6,000 each would have earned without the increase. ◆

NASH EQUILIBRIUM

A game is said to be in equilibrium if each player’s strategy is the best he or she can
choose, given the other players’ choices. This definition of equilibrium is sometimes
called a Nash equilibrium, after the mathematician John Nash, who developed the
concept in the early 1950s. Nash was awarded the Nobel Prize in Economics in
1994 for his contributions to game theory.2 When a game is in equilibrium, no
player has any incentive to deviate from his current strategy.

If each player in a game has a dominant strategy, as in the advertising example,
equilibrium occurs when each player follows that strategy. But even in games in
which not every player has a dominant strategy, we can often identify an equilibrium
outcome. Consider, for instance, the following variation on the advertising game.

Should Americans spend more money on advertising?

Suppose United Airlines and American are the only carriers that serve the Chicago–St.
Louis market. Their payoff matrix for advertising decisions is shown in Table 10.2.
Does United have a dominant strategy? Does American? If each firm does the best it
can, given the incentives facing the other, what will be the outcome of this game?

In this game, no matter what United does, American will do better to raise its
ad spending, so raising the advertising budget is a dominant strategy for American.
United, however, does not have a dominant strategy. If American raises its spending,
United will do better to stand pat; if American stands pat, however, United will do
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dominated strategy any other

strategy available to a player

who has a dominant strategy

Nash equilibrium any

combination of strategies in

which each player’s strategy is

his or her best choice, given the

other players’ choices

2Nash was also the subject of the Academy Award–winning film A Beautiful Mind.

TABLE 10.2

Equilibrium When One Player Lacks a Dominant Strategy

In this game, United lacks a

dominant strategy, but

American’s dominant

strategy is to raise its ad

spending. Because United

can predict that American

will choose the left column,

United will do best to leave

its ad spending the same.

Equilibrium occurs in the

lower-left cell.

$3,000 for United

$4,000 for American

Raise ad
spending

Raise ad
spending

Leave ad
spending
the same

Leave ad
spending
the same

$8,000 for United

$3,000 for American

$4,000 for United

$5,000 for American

$5,000 for United

$2,000 for American

American’s Choices

United’s Choices



better to spend more. Even though United does not have a dominant strategy, we
can employ the Incentive Principle to predict what is likely to happen in this game.
United’s managers are assumed to know what the payoff matrix is, so they can pre-
dict that American will spend more on ads since that is American’s dominant strat-
egy. Thus the best strategy for United, given the prediction that American will spend
more on ads, is to keep its own spending unchanged. If both players do the best
they can, taking account of the incentives each faces, this game will end in the
lower-left cell of the payoff matrix: American will raise its spending on ads and
United will not. ◆

Note that the choices corresponding to the lower-left cell in Table 10.2 satisfy the
definition of a Nash equilibrium. If United found itself in that cell, its alternative
would be to raise its ad spending, a move that would reduce its payoff from $4,000 to
$3,000. So United has no incentive to abandon the lower-left cell. Similarly, if Ameri-
can found itself in the lower-left cell of Table 10.2, its alternative would be to leave ad
spending the same, a move that would reduce its payoff from $5,000 to $2,000. So
American also has no incentive to abandon the lower-left cell. The lower left cell of
Table 10.2 is a Nash equilibrium—a combination of strategies for which each player’s
choice is the best available option, given the choice made by the other player.

EXERCISE 10.1

What should United and American do if their payoff matrix is modified as

follows?
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RECAP USING GAME THEORY TO ANALYZE

STRATEGIC DECISIONS

The three elements of any game are the players, the list of strategies from
which they can choose, and the payoffs to each combination of strategies.
This information can be summarized in a payoff matrix.

Equilibrium in a game occurs when each player’s strategy choice yields the
highest payoff available, given the strategies chosen by other players. Such a
combination of strategies is called a Nash equilibrium.

$3,000 for United

$8,000 for American

Raise ad
spending

Raise ad
spending

Leave 
spending
the same

Leave
spending
the same

$4,000 for United

$5,000 for American

$8,000 for United

$4,000 for American

$5,000 for United

$2,000 for American

American

United

Incentive



THE PRISONER’S DILEMMA

The first advertising example we discussed above belongs to an important class of
games called the prisoner’s dilemma. In the prisoner’s dilemma, when each player
chooses his dominant strategy, the result is unattractive to the group of players as a
whole.

THE ORIGINAL PRISONER’S DILEMMA

The next example recounts the original scenario from which the prisoner’s dilemma
drew its name.

Should the prisoners confess?

Two prisoners, Horace and Jasper, are being held in separate cells for a serious
crime that they did in fact commit. The prosecutor, however, has only enough hard
evidence to convict them of a minor offense, for which the penalty is a year in jail.
Each prisoner is told that if one confesses while the other remains silent, the con-
fessor will go scot-free, and the other will spend 20 years in prison. If both confess,
they will get an intermediate sentence of five years. These payoffs are summarized
in Table 10.3. The two prisoners are not allowed to communicate with one another.
Do they have a dominant strategy? If so, what is it?

In this game, the dominant strategy for each prisoner is to confess. No mat-
ter what Jasper does, Horace will get a lighter sentence by speaking out. If
Jasper confesses, Horace will get five years (upper-left cell) instead of 20 (lower-
left cell). If Jasper remains silent, Horace will go free (upper-right cell) instead of
spending a year in jail (lower-right cell). Because the payoffs are perfectly sym-
metric, Jasper will also do better to confess, no matter what Horace does. The
difficulty is that when each follows his dominant strategy and confesses, both
will do worse than if each had shown restraint. When both confess, they each
get five years (upper-left cell), instead of the one year they would have gotten by
remaining silent (lower-right cell). Hence the name of this game, the prisoner’s
dilemma.
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prisoner’s dilemma a game 

in which each player has a

dominant strategy, and when

each plays it, the resulting

payoffs are smaller than if each

had played a dominated strategy

TABLE 10.3

The Payoff Matrix for a Prisoner’s Dilemma

The payoffs describe the lengths of

prison sentences the two will

receive under different

combinations of choices.

5 years
for each

Confess

Confess

Remain
Silent

Remain Silent

0 years for Horace

20 years for Jasper

20 years for Horace

0 years for Jasper

1 year
for each

Jasper

Horace

◆



EXERCISE 10.2

GM and Chrysler must both decide whether to invest in a new process.

Games 1 and 2 below show how their profits depend on the decisions they

might make. Which of these games is a prisoner’s dilemma?

The prisoner’s dilemma is one of the most powerful metaphors in all of human
behavioral science. Countless social and economic interactions have payoff struc-
tures analogous to the one confronted by the two prisoners. Some of those interac-
tions occur between only two players, as in the examples just discussed; many
others involve larger groups. Games of the latter sort are called multiplayer pris-
oner’s dilemmas. But regardless of the number of players involved, the common
thread is one of conflict between the narrow self-interest of individuals and the
broader interests of larger communities.

THE ECONOMICS OF CARTELS

A cartel is any coalition of firms that conspires to restrict production for the pur-
pose of earning an economic profit. As we will see in the next example, the problem
confronting oligopolists who are trying to form a cartel is a classic illustration of
the prisoner’s dilemma.

Why are cartel agreements notoriously unstable?

Consider a market for bottled water served by two oligopolists, Aquapure and Mountain

Spring. Each firm can draw water free of charge from a mineral spring located on its own

land. Customers supply their own bottles. Rather than compete with one another, the

two firms decide to collude by selling water at the price a profit-maximizing pure mo-

nopolist would charge. Under their agreement (which constitutes a cartel), each firm

would produce and sell half the quantity of water demanded by the market at the mo-

nopoly price (see Figure 10.1). The agreement is not legally enforceable, however, which

means that each firm has the option of charging less than the agreed price. If one firm

sells water for less than the other firm, it will capture the entire quantity demanded by

the market at the lower price.

Why is this agreement likely to collapse?

Since the marginal cost of mineral water is zero, the profit-maximizing quantity for a

monopolist with the demand curve shown in Figure 10.1 is 1,000 bottles per day, the
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10 for each
Don’t
invest

Don’t invest

Invest

Invest

4 for GM

12 for Chrysler

12 for GM

4 for Chrysler
5 for each

Chrysler

Game 1

GM

5 for each
Don’t
invest

Don’t invest

Invest

Invest

4 for GM

12 for Chrysler

12 for GM

4 for Chrysler
10 for each

Chrysler

Game 2

GM

Example 10.1
The Economic Naturalist

cartel a coalition of firms that

agree to restrict output for 

the purpose of earning an

economic profit
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quantity for which marginal revenue equals marginal cost. At that quantity, the monopoly

price is $1 per bottle. If the firms abide by their agreement, each will sell half the market

total, or 500 bottles per day, at a price of $1 per bottle, for an economic profit of $500

per day.

But suppose Aquapure reduced its price to 90 cents per bottle. By underselling

Mountain Spring, it would capture the entire quantity demanded by the market, which, as

shown in Figure 10.2, is 1,100 bottles per day. Aquapure’s economic profit would rise

from $500 per day to ($0.90 per bottle)(1,100 bottles per day)  $990 per day—almost

twice as much as before. In the process, Mountain Spring’s economic profit would fall

from $500 per day to zero. Rather than see its economic profit disappear, Mountain

Spring would match Aquapure’s price cut, recapturing its original 50-percent share of the

market. But when each firm charges $0.90 per bottle and sells 550 bottles per day, each

earns an economic profit of ($.90 per bottle)(550 bottles per day)  $495 per day, or $5

less per day than before.

Suppose we view the cartel agreement as an economic game in which the two avail-

able strategies are to sell for $1 per bottle or to sell for $0.90 per bottle. The payoffs are

the economic profits that result from these strategies. Table 10.4 shows the payoff matrix

for this game. Each firm’s dominant strategy is to sell at the lower price, yet in following

that strategy, each earns a lower profit than if each had sold at the higher price.

The game does not end with both firms charging $0.90 per bottle. Each firm

knows that if it cuts the price a little further, it can recapture the entire market, and in

the process earn a substantially higher economic profit. At every step, the rival firm
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FIGURE 10.1

The Market Demand for

Mineral Water.

Faced with the demand curve

shown, a monopolist with

zero marginal cost would

produce 1,000 bottles per

day (the quantity at which

marginal revenue equals

zero) and sell them at a price

of $1.00 per bottle.

Why is it so difficult for
companies to enforce
agreements against price cutting?

FIGURE 10.2

The Temptation to

Violate a Cartel

Agreement.

By cutting its price from $1

per bottle to 90 cents per

bottle, Aquapure can sell 

the entire market quantity

demanded at that price,

1,100 bottles per day, rather

than half the monopoly

quantity of 1,000 bottles 

per day.



will match any price cut, until the price falls all the way to the marginal cost—in this

example, zero.

Cartel agreements confront participants with the economic incentives inherent in the

prisoner’s dilemma, which explains why such agreements have historically been so unsta-

ble. Usually a cartel involves not just two firms, but several, an arrangement that can

make retaliation against price cutters extremely difficult. In many cases, discovering which

parties have broken the agreement is difficult. For example, the Organization of Petro-

leum Exporting Countries (OPEC), a cartel of oil producers formed in the 1970s to re-

strict oil production, has no practical way to prevent member countries from secretly

pumping oil offshore in the dead of night. •

TIT-FOR-TAT AND THE REPEATED PRISONER’S DILEMMA

When all players cooperate in a prisoner’s dilemma, each gets a higher payoff than
when all defect. So people who confront prisoner’s dilemmas will be on the lookout
for ways to create incentives for mutual cooperation. What they need is some way
to penalize players who defect. When players interact with one another only once,
this turns out to be difficult. But when they expect to interact repeatedly, new pos-
sibilities emerge.

A repeated prisoner’s dilemma is a standard prisoner’s dilemma that confronts
the same players not just once but many times. Experimental research on repeated
prisoner’s dilemmas in the 1960s identified a simple strategy that proves remark-
ably effective at limiting defection. The strategy is called tit-for-tat, and here is how
it works: The first time you interact with someone, you cooperate. In each subse-
quent interaction, you simply do what that person did in the previous interaction.
Thus, if your partner defected on your first interaction, you would then defect on
your next interaction with her. If she then cooperates, your move next time will be
to cooperate as well.

On the basis of elaborate computer simulations, University of Michigan politi-
cal scientist Robert Axelrod showed that tit-for-tat was a remarkably effective strat-
egy, even when pitted against a host of ingenious counterstrategies that had been
designed for the explicit purpose of trying to exploit it. The success of tit-for-tat re-
quires a reasonably stable set of players, each of whom can remember what other
players have done in previous interactions. It also requires that players have a
significant stake in what happens in the future, for it is the fear of retaliation that
deters people from defecting.
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TABLE 10.4

The Payoff Matrix for a Cartel Agreement

$500/day
for each

Charge
$1/bottle

Charge $1/bottle

Charge
$0.90/bottle

Charge $0.90/bottle

$495/day
for each

Mountain Spring

Aquapure

$990/day 
for Mt. Spring

$0 for  
Aquapure

0 for  
Mt. Spring

$990/day 
Aquapure

The dominant strategy for each

firm is to charge $0.90 per

bottle, or 10 cents per bottle

less than called for by the cartel

agreement. Hence the

notorious instability of cartel

agreements.

repeated prisoner’s dilemma

a standard prisoner’s dilemma

that confronts the same players

repeatedly

tit-for-tat a strategy for the

repeated prisoner’s dilemma in

which players cooperate on the

first move, then mimic their

partner’s last move on each

successive move



Since rival firms in the same industry interact with one another repeatedly, it
might seem that the tit-for-tat strategy would assure widespread collusion to raise
prices. And yet, as noted earlier, cartel agreements are notoriously unsuccessful.
One difficulty is that tit-for-tat’s effectiveness depends on there being only two
players in the game. In competitive and monopolistically competitive industries,
there are generally many firms, and even in oligopolies there are often several.
When there are more than two firms, and one defects now, how do the coopera-
tors selectively punish the defector later? By cutting price? That will penalize
everyone, not just the defector. Even if there are only two firms in an industry,
these firms realize that other firms may enter their industry. So the would-be car-
tel members have to worry not only about each other, but also about the entire list
of firms that might decide to compete with them. Each firm may see this as a
hopeless task and decide to defect now, hoping to reap at least some economic
profit in the short run. What seems clear, in any event, is that the practical prob-
lems involved in implementing tit-for-tat have made it difficult to hold cartel
agreements together for long.

How did Congress unwittingly solve the television advertising dilemma con-

fronting cigarette producers?

In 1970, Congress enacted a law making cigarette advertising on television illegal after

January 1, 1971. As evidenced by the steadily declining proportion of Americans who

smoke, this law seems to have achieved its stated purpose of protecting citizens against a

proven health hazard. But the law also had an unintended effect, which was to increase

the economic profit of cigarette makers, at least in the short run. In the year before the

law’s passage, manufacturers spent more than $300 million on advertising—about

$60 million more than they spent during the year after the law was enacted. Much of the

saving in advertising expenditures in 1971 was reflected in higher cigarette profits at year

end. But if eliminating television advertising made companies more profitable, why didn’t

the manufacturers eliminate the ads on their own?

When an imperfectly competitive firm advertises its product, its demand curve shifts

rightward, for two reasons. First, people who have never used that type of product learn

about it, and some buy it. Second, people who consume a different brand of the product

may switch brands. The first effect boosts sales industrywide; the second merely redis-

tributes existing sales among brands.

Although advertising produces both effects in the cigarette industry, its primary ef-

fect is brand switching. Thus, the decision of whether to advertise confronts the individ-

ual firm with a prisoner’s dilemma. Table 10.5 shows the payoffs facing a pair of cigarette

producers trying to decide whether to advertise. If both firms advertise on TV (upper-left

cell), each earns a profit of only $10 million per year, compared to a profit of $20 million

per year for each if neither advertises (lower-right cell). Clearly, both will benefit if nei-

ther advertises.

Yet note the powerful incentive that confronts each firm. RJR sees that if Philip

Morris doesn’t advertise, RJR can earn higher profits by advertising ($35 million per year)

than by not advertising ($20 million per year). RJR also sees that if Philip Morris does

advertise, RJR will again earn more by advertising ($10 million per year) than by not

advertising ($5 million per year). Thus, RJR’s dominant strategy is to advertise. And

because the payoffs are symmetric, Philip Morris’s dominant strategy is also to advertise.

So when each firm behaves rationally from its own point of view, the two together do

worse than if they had both shown restraint. The congressional ad ban forced cigarette

manufacturers to do what they could not have accomplished on their own. •

As the following example makes clear, understanding the prisoner’s dilemma
can help the economic naturalist to make sense of human behavior not only in the
world of business, but also in other domains of life as well.
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Why were cigarette
manufacturers happy when
Congress made it illegal for
them to advertise on television?

Example 10.2
The Economic Naturalist



Why do people shout at parties?

Whenever large numbers of people gather for conversation in a closed space, the ambient

noise level rises sharply. After attending such gatherings, people often complain of sore

throats and hoarse voices. If everyone spoke at a normal volume at parties, the overall

noise level would be lower, and people would hear just as well. So why do people shout?

The problem involves the difference between individual incentives and group incen-

tives. Suppose everyone starts by speaking at a normal level. But because of the crowded

conditions, conversation partners have difficulty hearing one another, even when no one

is shouting. The natural solution, from the point of the individual, is to simply raise one’s

voice a bit. But that is also the natural solution for everyone else. And when everyone

speaks more loudly, the ambient noise level rises, so that no one hears any better than

before.

No matter what others do, the individual will do better by speaking more loudly. Do-

ing so is a dominant strategy for everyone, in fact. Yet when everyone follows the domi-

nant strategy, the result is worse (no one can hear well) than if everyone had continued

to speak normally. While shouting is wasteful, individuals acting alone have no better op-

tion. If anyone were to speak softly while others shout, that person wouldn’t be heard.

No one wants to go home with raw vocal cords, but people apparently prefer that cost

to the alternative of not being heard at all. •
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Example 10.3
The Economic Naturalist

TABLE 10.5

Cigarette Advertising as a Prisoner’s Dilemma

$10 million/yr
for each

Advertise
on TV

Advertise  
on TV

Don’t advertise
on TV

Don’t advertise  
on TV

$20 million/yr
for each

Philip Morris

RJR

$5 million/yr
for Philip Morris

$35 million/yr
for RJR

$35 million/yr
for Philip Morris

$5 million/yr
for RJR

In many industries, the primary

effect of advertising is to

encourage consumers to switch

brands. In such industries, the

dominant strategy is to

advertise heavily (upper-left

cell), even though firms as a

group would do better by not

advertising (lower-right cell).

Why do people often have to
shout to be heard at parties?

RECAP THE PRISONER’S DILEMMA

The prisoner’s dilemma is a game in which each player has a dominant strat-
egy, and in which the payoff to each player when each chooses that strategy is
smaller than if each had chosen a dominated strategy. Incentives analogous to
those found in the prisoner’s dilemma help to explain a broad range of be-
havior in business and everyday life—among them excessive spending on ad-
vertising and cartel instability. The tit-for-tat strategy can help sustain
cooperation in two-player repeated prisoner’s dilemmas but tends to be inef-
fective in multiplayer repeated prisoner’s dilemmas.

EN 10



GAMES IN WHICH TIMING MATTERS

In the games discussed so far, players were assumed to choose their strategies
simultaneously, and which player moved first didn’t matter. For example, in the
prisoner’s dilemma, self-interested players would follow their dominant strategies
even if they knew in advance what strategies their opponents had chosen. But in
other situations, such as the negotiations between Warner Brothers and Tony Bennett
described at the beginning of this chapter, timing is of the essence.

We begin with an example of a game whose outcome cannot be predicted if
both players move simultaneously, but whose outcome is clear if one player has the
opportunity to move before the other.

Should Dodge build a hybrid Viper?

The Dodge Viper and the Chevrolet Corvette compete for a limited pool of domes-
tic sports car enthusiasts. Each company knows that the other is considering
whether to bring out a hybrid version of its car. If both companies bring out hy-
brids, each will earn $60 million in profit. If neither brings out a hybrid, each com-
pany will earn $50 million. If Chevrolet introduces a hybrid and Dodge does not,
Chevrolet will earn $80 million and Dodge will earn $70 million. If Dodge brings
out a hybrid and Chevrolet does not, Dodge will earn $80 million and Chevrolet
will earn $70 million. Does either firm have a dominant strategy in this situation?
What will happen in this game if Dodge gets to choose first, with Chevrolet choos-
ing after having seen Dodge’s choice?

When both companies must make their decisions simultaneously, the payoff
matrix for the example looks like Table 10.6.
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TABLE 10.6

The Advantage of Being Different

Dodge Viper

Offer hybrid

Offer hybrid

Don’t offer hybrid

Don’t offer hybrid

Chevrolet Corvette

$70 million  
for Dodge

$80 million  
for Chevrolet

$60 million  
for Dodge

$60 million  
for Chevrolet

$80 million  
for Dodge

$70 million  
for Chevrolet

$50 million  
for Dodge

$50 million  
for Chevrolet

The logic of the profit figures in Table 10.6 is that although consumers generally
like the idea of a hybrid sports car (hence the higher profits when both companies
bring out hybrids than when neither does), the companies will have to compete more
heavily with one another if both offer the same type of car (and hence the lower
profits when both offer the same type of car than when each offers a different type).

Profits are higher when

each company offers a

different type of car than

the other (upper-right 

and lower-left cells).

Customers generally

prefer hybrid cars (upper-

left cell) to nonhybrids

(lower-right cell).



In the payoff matrix in Table 10.6, neither company has a dominant strategy.
The best outcome for Dodge is to offer a hybrid Viper while Chevrolet does not of-
fer a hybrid Corvette (lower-left cell). The best outcome for Chevrolet is to offer a
hybrid Corvette while Dodge does not offer a hybrid Viper (upper-right cell). Both
the lower-left and upper-right cells are Nash equilibria of this game because if the
companies found themselves in either of these cells, neither would unilaterally want
to change its position. Thus, in the upper-right cell, Chevrolet wouldn’t want to
change (that cell is, after all, the best possible outcome for Chevrolet), and neither
would Dodge (since switching to a hybrid would reduce its profit from $70 million
to $60 million). But without being told more, we simply cannot predict where the
two companies will end up.

If one side can move before the other, however, the incentives for action become
instantly clearer. For games in which timing matters, a decision tree, or game tree,
is a more useful way of representing the payoffs than a traditional payoff matrix.
This type of diagram describes the possible moves in the sequence in which they
may occur, and lists the final payoffs for each possible combination of moves.

If Dodge has the first move, the decision tree for the game is shown in Fig-
ure 10.3. At A, Dodge begins the game by deciding whether to offer a hybrid. If it
chooses to offer one, Chevrolet must then make its own choice at B. If Dodge does
not offer a hybrid, Chevrolet will make its choice at C. In either case, once Chevro-
let makes its choice, the game is over.
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decision tree (also called a

game tree) a diagram that 

describes the possible moves in

a game in sequence and lists the

payoffs that correspond to each

possible combination of moves

Dodge
decides

Chevrolet
decides

Offer  
hybrid

$60 million for Chevrolet
$60 million for Dodge

$70 million for Chevrolet
$80 million for Dodge

Don’t  
offer  
hybrid

A

B

D

E

Offer 
hybrid

$80 million for Chevrolet
$70 million for Dodge

$50 million for Chevrolet
$50 million for Dodge

Don’t  
offer  
hybrid

C

F

G

Final
outcome

Offer hybrid

Don’t offer  
hybrid

FIGURE 10.3

Decision Tree for 

Hybrid Example.

This decision tree shows the

possible moves and payoffs

for the game in the hybrid

example, in the sequence in

which they may occur.

In thinking strategically about this game, the key for Dodge is to put itself in
Chevrolet’s shoes and imagine how Chevrolet would react to the various choices it
might confront. In general, it will make sense for Dodge to assume that Chevrolet
will respond in a self-interested way—that is, by choosing the available option that
offers the highest profit for Chevrolet. Dodge knows that if it chooses to offer a hy-
brid, Chevy’s best option at B will be not to offer a hybrid (since Chevy’s profit is
$10 million higher at E than at D). Dodge also knows that if it chooses not to offer
a hybrid, Chevy’s best option at C will be to offer one (since Chevy’s profit is $30



million higher at F than at G). Dodge thus knows that if it offers a hybrid, it will
end up at E, where it will earn $80 million, whereas if it does not offer a hybrid, it
will end up at F, where it will earn only $70 million. So when Dodge has the first
move in this game, its best strategy is to offer a hybrid. And Chevrolet then follows
by choosing not to offer one. ◆

CREDIBLE THREATS AND PROMISES

Could Chevrolet have deterred Dodge from offering a hybrid by threatening to of-
fer a hybrid of its own, no matter what Dodge did? The problem with this strategy
is such a threat would not have been credible. In the language of game theory, a
credible threat is one that will be in the threatener’s interest to carry out when the
time comes to act. As the Incentive Principle suggests, people are likely to be skep-
tical of any threat if they know there will be no incentive to follow through when
the time comes. The problem here is that Dodge knows that it would not be in
Chevrolet’s interest to carry out its threat in the event that Dodge offered a hybrid.
After all, once Dodge has already offered the hybrid, Chevy’s best option is to offer
a nonhybrid.

The concept of a credible threat figured prominently in the negotiations between
Warner Brothers’ managers and Tony Bennett over the matter of Mr. Bennett’s fee
for performing in Analyze This. Once most of the film had been shot, managers
knew they couldn’t threaten credibly to refuse Mr. Bennett’s salary demand because
at that point adapting the film to another singer would have been extremely costly.
In contrast, a similar threat made before production of the movie had begun would
have been credible.

Just as in some games credible threats are impossible to make, in others credible
promises are impossible. A credible promise is one that is in the interests of the
promiser to keep when the time comes to act. In the following example, both play-
ers suffer because of the inability to make a credible promise.

Should the business owner open a remote office?

The owner of a thriving business wants to start up an office in a distant city. If she
hires someone to manage the new office, she can afford to pay a weekly salary of
$1,000—a premium of $500 over what the manager would otherwise be able to
earn—and still earn a weekly economic profit of $1,000 for herself. The owner’s
concern is that she will not be able to monitor the manager’s behavior. The owner
knows that by managing the remote office dishonestly, the manager can boost his
take-home pay to $1,500 while causing the owner an economic loss of $500 per
week. If the owner believes that all managers are selfish income-maximizers, will
she open the new office?

The decision tree for the remote-office game is shown in Figure 10.4. At A, the
managerial candidate promises to manage honestly, which brings the owner to B,
where she must decide whether to open the new office. If she opens it, they reach C,
where the manager must decide whether to manage honestly. If the manager’s only
goal is to make as much money as he can, he will manage dishonestly (bottom
branch at C) since that way he will earn $500 more than by managing honestly (top
branch at C).

So if the owner opens the new office, she will end up with an economic loss of
$500. If she had not opened the office (bottom branch at B), she would have real-
ized an economic profit of zero. Since zero is better than  $500, the owner will
choose not to open the remote office. In the end, the opportunity cost of the man-
ager’s inability to make a credible promise is $1,500: the manager’s forgone $500
salary premium and the owner’s forgone $1,000 return.
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credible threat a threat to 

take an action that is in the

threatener’s interest to 

carry out

credible promise a promise to

take an action that is in the

promiser’s interest to keep

Incentive



EXERCISE 10.3

Smith and Jones are playing a game in which Smith has the first move at

A in the decision tree shown below. Once Smith has chosen either the

top or bottom branch at A, Jones, who can see what Smith has chosen,

must choose the top or bottom branch at B or C. If the payoffs at the end

of each branch are as shown, what is the equilibrium outcome of this

game? If before Smith chose, Jones could make a credible commitment

to choose either the top or bottom branch when his turn came, what

would he do?
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Managerial candidate
promises to manage
honestly

Manager manages honestly;
owner gets $1,000,
manager gets $1,000

Manager manages dishonestly;
owner gets  $500,
manager gets $1,500

Owner gets $0,
manager gets $500 by
working elsewhere

Owner opens
remote office

Owner does not
open remote office

A
B

C

FIGURE 10.4

Decision Tree for the

Remote Office Game.

The best outcome is for the

manager to open the office 

at B and for the manager to

manage the office honestly 

at C. But if the manager is

purely self-interested and the

owner knows it, this path

will not be an equilibrium

outcome.

Smith
chooses

100 for Smith
100 for Jones

60 for Smith
105 for Jones

500 for Smith
400 for Jones

50 for Smith
420 for Jones

A

B

C

Jones
chooses

Jones
chooses

◆

MONOPOLISTIC COMPETITION WHEN 

LOCATION MATTERS

In many sequential games, the player who gets to move first enjoys a strategic ad-
vantage. That was the case, for instance, in the decision of whether to produce a hy-
brid sports car. In that example, the first mover did better because he was able to
exploit the knowledge that both firms do better if each one’s product is different
from the other’s rather than similar to it. But that won’t always be true. When the
feature that differentiates one seller’s product from another’s is temporal or spatial
location, the firm with the last move in a game sometimes enjoys the upper hand,
as Example 10.4 illustrates.



Why do we often see convenience stores located on adjacent street corners?

In many cities, it is common to see convenience stores located in clusters, followed by

long stretches with no stores at all. If the stores were more spread out, almost all con-

sumers would enjoy a shorter walk to the nearest convenience store. Why do stores

tend to cluster in this fashion?

In Figure 10.5, suppose that when the convenience store located at A first opened, it

was the closest store for the 1,200 shoppers who live in identical apartment houses

evenly distributed along the road between A and the freeway one mile to the east.3 Those

who live to the east of the freeway shop elsewhere because they cannot cross the free-

way. Those who live to the west of the store at A shop either at A or at some other store

still further to the west, whichever is closer. In this setting, why might a profit-maximizing

entrepreneur planning to open a new store between A and the freeway choose to locate

at B rather than at some intermediate location such as C?

It turns out that a store located at C would in fact minimize the distance that shop-

pers living between A and the freeway would have to walk to reach the nearest store. If

there were a store at C, no shopper on this stretch of road would have to walk more than
1⁄3 of a mile to reach the nearest store. The 800 people who live between point D (which

is halfway between A and C) and the freeway would shop at C, while the 400 who live be-

tween D and A would shop at A.

Despite the fact that C is the most attractive location for a new store from the per-

spective of consumers, it is not the most advantageous for the store’s owner. The reason

is that the owner’s profit depends on how many people choose to shop at his store, not

on how far they have to walk to get there. Given that consumers shop at the store clos-

est to where they live, the best option from the entrepreneur’s perspective is to locate

his store at B, on the street corner just east of A. That way, his store will be closer to all

1,200 people who live between A and the freeway. It is this logic that helps explain the

clustering of convenience stores, gas stations, and other monopolistically competitive

firms whose most important differentiating feature is geographic location.
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Example 10.4
The Economic Naturalist

Why do retail merchants tend
to locate in clusters?

A B D

1Ⲑ3 mile 1Ⲑ3 mile 1Ⲑ3 mile

1 mile

C

North

EastWest

FIGURE 10.5

The Curious Tendency 

of Monopolistic

Competitors to Cluster.

As a group, consumers

would enjoy a shorter walk if

the store at B were instead

located at C, or even at D.

But a second store will

attract more customers by

locating at B.

3“Evenly distributed” means that the number of shoppers who live on any segment of the road between
A and the freeway is exactly proportional to the length of that segment. For example, the number who
live along a segment one-tenth of a mile in length would be 1/10  1,200  120.
4Harold Hotelling, “Stability and Competition,” Economic Journal 39, no. 1 (1929), pp. 41–57.

The insight that helped answer the question posed in Example 10.4 is due to
the economist Harold Hotelling.4 Hotelling employed this insight to explain why

•



two hot dog vendors on a stretch of beach almost invariably locate next to one an-
other midway between the endpoints of the beach.

For many oligopolistic or monopolistically competitive firms, an important
dimension of product differentiation is location in time rather than in physical
space. The timing of flight departures for different airlines in the New York–Los
Angeles market is one example. The timing of film showings by different local
movie theaters is another. In these cases, too, we often see product clustering.
Thus, in the New York–Los Angeles market, both United and American have
flights throughout the afternoon departing exactly on the hour. And in many local
movie markets, the first evening showing starts at 7:15 p.m. in dozens of different
theaters.

In other examples, the differentiating features that matter most might be said
to describe the product’s location in a more abstract “product space.” With soft
drinks, for example, we might array different products according to their degrees
of sweetness or carbonation. Here, too, it is common to see rival products that
lie very close to one another such as Coca-Cola and Pepsi. Clustering occurs in
these cases for the reasons analogous to those discussed by Hotelling in his
classic paper.
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RECAP GAMES IN WHICH TIMING MATTERS

The outcomes in many games depend on the timing of each player’s move. For
such games, the payoffs are best summarized by a decision tree rather than a
payoff matrix. Sometimes the second mover does best to offer a product that
differs markedly from existing products. Other times the second mover does
best to mimic existing products closely.

COMMITMENT PROBLEMS

Games like the one in Exercise 10.3, as well as the prisoner’s dilemma, the cartel
game, and the remote-office game, confront players with a commitment problem—
a situation in which they have difficulty achieving the desired outcome because
they cannot make credible threats or promises. If both players in the original pris-
oner’s dilemma could make a binding promise to remain silent, both would be as-
sured of a shorter sentence, hence the logic of the underworld code of Omerta,

under which the family of anyone who provides evidence against a fellow mob
member is killed. A similar logic explains the adoption of military-arms-control
agreements, in which opponents sign an enforceable pledge to curtail weapons
spending.

The commitment problem in the remote office game could be solved if the
managerial candidate could find some way of committing himself to manage hon-
estly if hired. The candidate needs a commitment device—something that provides
the candidate with an incentive to keep his promise.

Business owners are well aware of commitment problems in the workplace
and have adopted a variety of commitment devices to solve them. Consider, for ex-
ample, the problem confronting the owner of a restaurant. She wants her table
staff to provide good service so that customers will enjoy their meals and come
back in the future. Since good service is valuable to her, she would be willing to
pay waiters extra for it. For their part, waiters would be willing to provide good
service in return for the extra pay. The problem is that the owner cannot always
monitor whether the waiters do provide good service. Her concern is that, having
been paid extra for it, the waiters may slack off when she isn’t looking. Unless the
owner can find some way to solve this problem, she will not pay extra, the waiters

commitment problem a 

situation in which people cannot

achieve their goals because of an

inability to make credible threats

or promises

commitment device a way of

changing incentives so as to

make otherwise empty threats

or promises credible



will not provide good service, and she, they, and the diners will suffer. A better
outcome for all concerned would be for the waiters to find some way to commit
themselves to good service.

Restaurateurs in many countries have tried to solve this commitment problem
by encouraging diners to leave tips at the end of their meals. The attraction of this
solution is that the diner is always in a good position to monitor service quality.
The diner should be happy to reward good service with a generous tip since doing
so will help to assure good service in the future. And the waiter has a strong incen-
tive to provide good service because he knows that the size of his tip may depend
on it.

The various commitment devices just discussed—the underworld code of
Omerta, military-arms-control agreements, the tip for the waiter—all work be-
cause they change the incentives facing the decision makers. But as the next exam-
ple illustrates, changing incentives in precisely the desired way is not always
practical.

Will Sylvester leave a tip when dining on the road?

Sylvester has just finished a $100 steak dinner at a restaurant that is 500 miles from
where he lives. The waiter provided good service. If Sylvester cares only about him-
self, will he leave a tip?

Once the waiter has provided good service, there is no way for him to take it
back if the diner fails to leave a tip. In restaurants patronized by local diners, fail-
ure to tip is not a problem because the waiter can simply provide poor service the
next time a nontipper comes in. But the waiter lacks that leverage with out-of-town
diners. Having already received good service, Sylvester must choose between pay-
ing $100 and paying $115 for his meal. If he is an essentially selfish person, the
former choice may be a compelling one. ◆

EXERCISE 10.4

A traveler dines at a restaurant far from home. Both he and the waiter who

serves him are rational and self-interested in the narrow sense. The waiter

must first choose between providing good service and bad service, where-

upon the diner must choose whether or not to leave a tip. The payoffs for

their interaction are as summarized on the accompanying game tree.

What is the most the diner would be willing to pay for the right to make a

binding commitment (visible to the waiter) to leave a tip at the end of the

meal in the event of having received good service?
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Waiter

Diner
Tip

20 for waiter
20 for diner

–5 for waiter
30 for diner

10 for waiter
5 for diner

Don’t 
tip

Give good
service

Give bad 
service

Will leaving a tip at an 
out-of-town restaurant affect
the quality of service you receive?
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RECAP COMMITMENT PROBLEMS

Commitment problems arise when the inability to make credible threats and
promises prevents people from achieving desired outcomes. Such problems
can sometimes be solved by employing commitment devices—ways of chang-
ing incentives to facilitate making credible threats or promises.

Managerial candidate
promises to manage
honestly

Manager manages honestly;
owner gets $1,000,
manager gets $1,000

Manager manages dishonestly;
owner gets  $500,
manager gets  $8,500

Owner gets $0,
manager gets $500 by
working elsewhere

Owner opens
remote office

Owner does not
open remote office

A
B

C

FIGURE 10.6

The Remote Office

Game with an Honest

Manager.

If the owner can identify a

managerial candidate who

would choose to manage

honestly at C, she will hire

that candidate at B and open

the remote office.

THE STRATEGIC ROLE OF PREFERENCES

In all the games we have discussed so far, players were assumed to care only about
obtaining the best possible outcome for themselves. Thus, each player’s goal was to
get the highest monetary payoff, the shortest jail sentence, the best chance to be
heard, and so on. The irony, in most of these games, is that players do not attain the
best outcomes. Better outcomes can sometimes be achieved by altering the material
incentives selfish players face, but not always.

If altering the relevant material incentives is not possible, commitment problems
can sometimes be solved by altering people’s psychological incentives. As the next
example illustrates, in a society in which people are strongly conditioned to develop
moral sentiments—feelings of guilt when they harm others, feelings of sympathy
for their trading partners, feelings of outrage when they are treated unjustly—
commitment problems arise less often than in more narrowly self-interested societies.

In a moral society, will the business owner open a remote office?

Consider again the owner of the thriving business who is trying to decide whether
to open an office in a distant city. Suppose the society in which she lives is one in
which all citizens have been strongly conditioned to behave honestly. Will she open
the remote office?

Suppose, for instance, that the managerial candidate would suffer guilt pangs if
he embezzled money from the owner. Most people would be reluctant to assign a
monetary value to guilty feelings. But for the sake of discussion, let’s suppose that
those feelings are so unpleasant, the manager would be willing to pay at least
$10,000 to avoid them. On this assumption, the manager’s payoff if he manages
dishonestly will be not $1,500, but $1,500  $10,000   $8,500. The new deci-
sion tree is shown in Figure 10.6.



In this case, the best choice for the owner at B will be to open the remote office
because she knows that at C the manager’s best choice will be to manage honestly.
The irony, of course, is that the honest manager in this example ends up richer than
the selfish manager in the previous example, who earned only a normal salary. ◆

ARE PEOPLE FUNDAMENTALLY SELFISH?

As the preceding example suggests, the assumption that people are self-interested in
the narrow sense of the term does not always capture the full range of motives that
govern choice in strategic settings. Think, for example, about the last time you had
a meal at an out-of-town restaurant. Did you leave a tip? If so, your behavior was
quite normal. Researchers have found that tipping rates in restaurants patronized
mostly by out-of-town diners are essentially the same as in restaurants patronized
mostly by local diners.

Indeed, there are many exceptions to the outcomes predicted on the basis of the
assumption that people are self-interested in the most narrow sense of the term.
People who have been treated unjustly often seek revenge even at ruinous cost to
themselves. Every day, people walk away from profitable transactions whose terms
they believe to be “unfair.” In these and countless other ways, people do not seem
to be pursuing self-interest narrowly defined. And if motives beyond narrow self-
interest are significant, we must take them into account in attempting to predict and
explain human behavior.

PREFERENCES AS SOLUTIONS TO 

COMMITMENT PROBLEMS

Economists tend to view preferences as ends in themselves. Taking them as given,
they calculate what actions will best serve those preferences. This approach to the
study of behavior is widely used by other social scientists, and by game theorists,
military strategists, philosophers, and others. In its standard form, it assumes purely
self-interested preferences for present and future consumption goods of various
sorts, leisure pursuits, and so on. Concerns about fairness, guilt, honor, sympathy,
and the like typically play no role.

Yet such concerns clearly affect the choices people make in strategic interac-
tions. Sympathy for one’s trading partner can make a businessperson trustworthy
even when material incentives favor cheating. A sense of justice can prompt a per-
son to incur the costs of retaliation, even when incurring those costs will not undo
the original injury.

Preferences can clearly shape behavior in these ways; however, this alone does
not solve commitment problems. The solution to such problems requires not only
that a person have certain preferences, but also that others have some way of dis-
cerning them. Unless the business owner can identify the trustworthy employee,
that employee cannot land a job whose pay is predicated on trust. And unless the
predator can identify a potential victim whose character will motivate retaliation,
that person is likely to become a victim.

From among those with whom we might engage in ventures requiring trust,
can we identify reliable partners? If people could make perfectly accurate character
judgments, they could always steer clear of dishonest persons. That people con-
tinue to be victimized at least occasionally by dishonest persons suggests that per-
fectly reliable character judgments are either impossible to make or prohibitively
expensive.

Vigilance in the choice of trading partners is an essential element in solving (or
avoiding) commitment problems, for if there is an advantage in being honest and
being perceived as such, there is an even greater advantage in only appearing to be
honest. After all, a liar who appears trustworthy will have better opportunities than
one who glances about furtively, sweats profusely, and has difficulty making eye
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contact. Indeed, he will have the same opportunities as an honest person but will
get higher payoffs because he will exploit them to the fullest.

In the end, the question of whether people can make reasonably accurate char-
acter judgments is an empirical one. Experimental studies have shown that even on
the basis of brief encounters involving strangers, subjects are adept at predicting
who will cooperate and who will defect in prisoner’s dilemma games. For example,
in one experiment in which only 26 percent of subjects defected, the accuracy rate
of predicted defections was more than 56 percent. One might expect that predic-
tions regarding those we know well would be even more accurate.

Do you know someone who would return an envelope containing $1,000 in
cash to you if you lost it at a crowded concert? If so, then you accept the claim that
personal character can help people to solve commitment problems. As long as hon-
est individuals can identify at least some others who are honest, and can interact se-
lectively with them, honest individuals can prosper in a competitive environment.

SUMMARY 289

RECAP THE STRATEGIC ROLE OF PREFERENCES

Most applications of the theory of games assume that players are self-
interested in the narrow sense of the term. In practice, however, many
choices—such as leaving tips in out-of-town restaurants—appear inconsistent
with this assumption.

The fact that people seem driven by a more complex range of motives
makes behavior more difficult to predict, but also creates new ways of solving
commitment problems. Psychological incentives often can serve as commit-
ment devices when changing players’ material incentives is impractical. For
example, people who are able to identify honest trading partners, and interact
selectively with them, are able to solve commitment problems that arise from
lack of trust.

■ S U M M A R Y ■

• Economists use the theory of games to analyze situa-
tions in which the payoffs of one’s actions depend on
the actions taken by others. Games have three basic
elements: the players; the list of possible actions, or
strategies, from which each player can choose; and
the payoffs the players receive for those strategies.
The payoff matrix is the most useful way to summa-
rize this information in games in which the timing of
the players’ moves is not decisive. In games in which
timing matters, a decision tree provides a much more
useful summary of the information. LO1, LO5

• Equilibrium in a game occurs when each player’s
strategy choice yields the highest payoff available,
given the strategies chosen by the other. LO2

• A dominant strategy is one that yields a higher payoff
regardless of the strategy chosen by the other player.
In some games such as the prisoner’s dilemma, each
player has a dominant strategy. The equilibrium

occurs in such games when each player chooses his or
her dominant strategy. In other games, not all players
have a dominant strategy. LO3

• Equilibrium outcomes are often unattractive from the
perspective of players as a group. The prisoner’s
dilemma has this feature because it is each prisoner’s
dominant strategy to confess, yet each spends more
time in jail if both confess than if both remain silent.
The incentive structure of this game helps explain
such disparate social dilemmas as excessive advertis-
ing, military arms races, and failure to reap the po-
tential benefits of interactions requiring trust. LO4

• Individuals often can resolve these dilemmas if they
can make binding commitments to behave in certain
ways. Some commitments—such as those involved in
military-arms-control agreements—are achieved by
altering the material incentives confronting the play-
ers. Other commitments can be achieved by relying
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on psychological incentives to counteract material
payoffs. Moral sentiments such as guilt, sympathy,
and a sense of justice often foster better outcomes
than can be achieved by narrowly self-interested

players. For this type of commitment to work, the
relevant moral sentiments must be discernible by
one’s potential trading partners. LO6

■ K E Y  T E R M S ■

basic elements of a game (270)
cartel (275)
commitment device (285)
commitment problem (285)
credible promise (282)

credible threat (282)
decision tree (281)
dominant strategy (271)
dominated strategy (272)
game tree (281)

Nash equilibrium (272)
payoff matrix (271)
prisoner’s dilemma (274)
repeated prisoner’s dilemma (277)
tit-for-tat (277)

■ R E V I E W  Q U E S T I O N S ■

1. Explain why a military arms race is an example of
a prisoner’s dilemma. LO4

2. Why did Warner Brothers make a mistake by wait-
ing until the filming of Analyze This was almost
finished before negotiating with Tony Bennett to
perform in the final scene? LO5

3. Suppose General Motors is trying to hire a small
firm to manufacture the door handles for Pontiac
sedans. The task requires an investment in expen-
sive capital equipment that cannot be used for any
other purpose. Why might the president of the
small firm refuse to undertake this venture without

a long-term contract fixing the price of the door
handles? LO6

4. How is your incentive to defect in a prisoner’s
dilemma altered if you learn that you will play the
game not just once but rather indefinitely many
times with the same partner? LO4

5. Describe the commitment problem that narrowly
self-interested diners and waiters would confront at
restaurants located on interstate highways. Given
that in such restaurants tipping does seem to assure
reasonably good service, do you think people are
always selfish in the narrowest sense? LO6

■ P R O B L E M S ■

1. In studying for his economics final, Sam is concerned about only two things: his
grade and the amount of time he spends studying. A good grade will give him
a benefit of 20; an average grade, a benefit of 5; and a poor grade, a benefit of 0.
By studying a lot, Sam will incur a cost of 10; by studying a little, a cost of 6.
Moreover, if Sam studies a lot and all other students study a little, he will get a
good grade and they will get poor ones. But if they study a lot and he studies a
little, they will get good grades and he will get a poor one. Finally, if he and all
other students study the same amount of time, everyone will get average grades.
Other students share Sam’s preferences regarding grades and study time. LO1,

LO2, LO4

a. Model this situation as a two-person prisoner’s dilemma in which the strate-
gies are to study a little and to study a lot, and the players are Sam and all
other students. Include the payoffs in the matrix.

b. What is the equilibrium outcome in this game? From the students’ perspec-
tive, is it the best outcome?

2. Consider the following “dating game,” which has two players, A and B, and
two strategies, to buy a movie ticket or a baseball ticket. The payoffs, given in
points, are as shown in the matrix below. Note that the highest payoffs occur
when both A and B attend the same event.



Assume that players A and B buy their tickets separately and simultaneously.
Each must decide what to do knowing the available choices and payoffs but not
what the other has actually chosen. Each player believes the other to be ratio-
nal and self-interested. LO2, LO3, LO4, LO5

a. Does either player have a dominant strategy?
b. How many potential equilibria are there? (Hint: To see whether a given

combination of strategies is an equilibrium, ask whether either player could
get a higher payoff by changing his or her strategy.)

c. Is this game a prisoner’s dilemma? Explain.
d. Suppose player A gets to buy his or her ticket first. Player B does not observe

A’s choice but knows that A chose first. Player A knows that player B knows
he or she chose first. What is the equilibrium outcome?

e. Suppose the situation is similar to part d, except that player B chooses first.
What is the equilibrium outcome?

3. Blackadder and Baldrick are rational, self-interested criminals imprisoned in
separate cells in a dark medieval dungeon. They face the prisoner’s dilemma
displayed in the matrix.
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B

Buy movie
ticket

Buy movie
ticket

Buy baseball
ticket

Buy baseball
ticket

A

0 for B

0 for A

3 for B

2 for A

1 for B

1 for A

2 for B

3 for A

Assume that Blackadder is willing to pay $1,000 for each year by which he can
reduce his sentence below 20 years. A corrupt jailer tells Blackadder that before
he decides whether to confess or deny the crime, she can tell him Baldrick’s de-
cision. How much is this information worth to Blackadder? LO4

Blackadder

Confess

Confess

Deny

Deny

Baldrick

20 years for Blackadder

0 for Baldrick

20 years for Baldrick

0 for Blackadder

1 year
for each

5 years
for each



4. The owner of a thriving business wants to open a new office in a distant city. If
he can hire someone who will manage the new office honestly, he can afford to
pay that person a weekly salary of $2,000 ($1,000 more than the manager
would be able to earn elsewhere) and still earn an economic profit of $800. The
owner’s concern is that he will not be able to monitor the manager’s behavior
and that the manager would therefore be in a position to embezzle money from
the business. The owner knows that if the remote office is managed dishonestly,
the manager can earn $3,100, while causing the owner an economic loss of
$600 per week. LO2, LO5

a. If the owner believes that all managers are narrowly self-interested income
maximizers, will he open the new office?

b. Suppose the owner knows that a managerial candidate is a devoutly reli-
gious person who condemns dishonest behavior, and who would be willing
to pay up to $15,000 to avoid the guilt she would feel if she were dishonest.
Will the owner open the remote office?

5. Imagine yourself sitting in your car in a campus parking lot that is currently
full, waiting for someone to pull out so that you can park your car. Somebody
pulls out, but at the same moment a driver who has just arrived overtakes you
in an obvious attempt to park in the vacated spot before you can. Suppose this
driver would be willing to pay up to $10 to park in that spot and up to $30 to
avoid getting into an argument with you. (That is, the benefit of parking is $10
and the cost of an argument is $30.) At the same time he guesses, accurately,
that you too would be willing to pay up to $30 to avoid a confrontation and up
to $10 to park in the vacant spot. LO2, LO5, LO6

a. Model this situation as a two-stage decision tree in which his bid to take the
space is the opening move and your strategies are (1) to protest and (2) not
to protest. If you protest (initiate an argument), the rules of the game spec-
ify that he has to let you take the space. Show the payoffs at the end of each
branch of the tree.

b. What is the equilibrium outcome?
c. What would be the advantage of being able to communicate credibly to the

other driver that your failure to protest would be a significant psychological
cost to you?

6. Newfoundland’s fishing industry has recently declined sharply due to overfish-
ing, even though fishing companies were supposedly bound by a quota agree-
ment. If all fishermen had abided by the agreement, yields could have been
maintained at high levels. LO4

a. Model this situation as a prisoner’s dilemma in which the players are Company
A and Company B and the strategies are to keep the quota and break the
quota. Include appropriate payoffs in the matrix. Explain why overfishing is
inevitable in the absence of effective enforcement of the quota agreement.

b. Provide another environmental example of a prisoner’s dilemma.
c. In many potential prisoner’s dilemmas, a way out of the dilemma for a

would-be cooperator is to make reliable character judgments about the
trustworthiness of potential partners. Explain why this solution is not avail-
able in many situations involving degradation of the environment.

7. Consider the following game, called matching pennies, which you are playing
with a friend. Each of you has a penny hidden in your hand, facing either heads
up or tails up (you know which way the one in your hand is facing). On the
count of “three,” you simultaneously show your pennies to each other. If the
face-up side of your coin matches the face-up side of your friend’s coin, you get
to keep the two pennies. If the faces do not match, your friend gets to keep the
pennies. LO1, LO2, LO3

a. Who are the players in this game? What are each player’s strategies? Con-
struct a payoff matrix for the game.
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b. Is there a dominant strategy? If so, what?
c. Is there an equilibrium? If so, what?

8. Consider the following game. Harry has four quarters. He can offer Sally from
one to four of them. If she accepts his offer, she keeps the quarters Harry of-
fered her and Harry keeps the others. If Sally declines Harry’s offer, they both
get nothing ($0). They play the game only once, and each cares only about the
amount of money he or she ends up with. LO1, LO2, LO5

a. Who are the players? What are each player’s strategies? Construct a decision
tree for this game.

b. Given their goal, what is the optimal choice for each player?

9. Two airplane manufacturers are considering the production of a new product,
a 150-passenger jet. Both are deciding whether to enter the market and produce
the new planes. The payoff matrix is as follows (payoff values are in millions of
dollars):
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Airbus

Produce

Produce

Don’t
produce

Don’t
produce

Boeing

0 for Airbus

100 for Boeing

100 for Airbus

0 for Boeing
0 for each

–5 for each

The implication of these payoffs is that the market demand is large enough
to support only one manufacturer. If both firms enter, both will sustain a
loss. LO2

a. Identify two possible equilibrium outcomes in this game.
b. Consider the effect of a subsidy. Suppose the European Union decides to

subsidize the European producer, Airbus, with a check for $25 million if it
enters the market. Revise the payoff matrix to account for this subsidy. What
is the new equilibrium outcome?

c. Compare the two outcomes (pre- and post-subsidy). What qualitative effect
does the subsidy have?

10. Jill and Jack both have two pails that can be used to carry water down from a
hill. Each makes only one trip down the hill, and each pail of water can be
sold for $5. Carrying the pails of water down requires considerable effort.
Both Jill and Jack would be willing to pay $2 each to avoid carrying one
bucket down the hill, and an additional $3 to avoid carrying a second bucket
down the hill. LO2, LO6

a. Given market prices, how many pails of water will each child fetch from the
top of the hill?

b. Jill and Jack’s parents are worried that the two children don’t cooperate
enough with one another. Suppose they make Jill and Jack share equally
their revenues from selling the water. Given that both are self-interested,
construct the payoff matrix for the decisions Jill and Jack face regarding the
number of pails of water each should carry. What is the equilibrium
outcome?
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

10.1 No matter what American does, United will do better to leave ad spending the
same. No matter what United does, American will do better to raise ad spend-
ing. So each player will play its dominant strategy: American will raise its ad
spending and United will leave its ad spending the same. LO2, LO3

10.2 In game 1, no matter what Chrysler does, GM will do better to invest, and no
matter what GM does, Chrysler will do better to invest. Each has a dominant
strategy, but in following it, each does worse than if it had not invested. So
game 1 is a prisoner’s dilemma. In game 2, no matter what Chrysler does, GM
again will do better to invest; but no matter what GM does, Chrysler will do
better not to invest. Each has a dominant strategy, and in following it, each
gets a payoff of 10—5 more than if each had played its dominated strategy. So
game 2 is not a prisoner’s dilemma. LO2, LO3

10.3 Smith assumes that Jones will choose the branch that maximizes his payoff,
which is the bottom branch at either B or C. So Jones will choose the bottom
branch when his turn comes, no matter what Smith chooses. Since Smith will
do better (60) on the bottom branch at B than on the bottom branch at C
(50), Smith will choose the top branch at A. So equilibrium in this game is for
Smith to choose the top branch at A and Jones to choose the bottom branch
at B. Smith gets 60 and Jones gets 105. LO2, LO5

American’s Choice

Raise ad
spending

Raise ad
spending

Leave ad
spending
the same

Leave ad
spending
the same

United’s Choice

American gets $5,000

United gets $4,000

American gets $4,000

United gets $8,000

American gets $2,000

United gets $5,000

American gets $8,000

United gets $3,000

Smith
chooses

100 for Smith
100 for Jones

60 for Smith
105 for Jones

500 for Smith
400 for Jones

50 for Smith
420 for Jones

A

B

C

Jones
chooses

Jones
chooses

If Jones could make a credible commitment to choose the top branch no mat-
ter what, both would do better. Smith would choose the bottom branch at A
and Jones would choose the top branch at C, giving Smith 500 and Jones 400.



10.4 The equilibrium of this game in the absence of a commitment to tip is that the
waiter will give bad service because if he provides good service, he knows that
the diner’s best option will be not to tip, which leaves the waiter worse off
than if he had provided good service. Since the diner gets an outcome of 20 if
he can commit to leaving a tip (15 more than he would get in the absence of
such a commitment), he would be willing to pay up to 15 for the right to
commit. LO2, LO5, LO6
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Waiter

Diner
Tip

20 for waiter
20 for diner

–5 for waiter
30 for diner

10 for waiter
5 for diner

Don’t 
tip

Give good
service

Give  
bad 
service





C H A P T E R

11
Ex t e r n a l i t i e s  and

P r op e r t y  R i g h t s
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Define negative and positive externalities, and analyze their effect on

resource allocation.

2. Explain how the effects of externalities can be remedied.

3. Discuss why the optimal amount of an externality is not equal to zero.

4. Characterize the tragedy of the commons, and show how private owner-

ship is a way of preventing it.

5. Define positional externalities and their effects, and show how they can

be remedied.

droll television ad for a British brand of pipe tobacco opens with a dis-
tinguished-looking gentleman sitting quietly on a park bench, smoking
his pipe and reading a book of poetry. Before him lies a pond, unrip-

pled except for a mother duck swimming peacefully with her ducklings. Sud-
denly a raucous group of teenage boys bursts onto the scene with a
remote-controlled toy warship. Yelling and chortling, they launch their boat and
maneuver it in aggressive pursuit of the terrified ducks.

Interrupted from his reverie, the gentleman looks up from his book and
draws calmly on his pipe as he surveys the scene before him. He then reaches
into his bag, pulls out a remote control of his own, and begins manipulating the
joystick. The scene shifts underwater, where a miniature submarine rises from
the depths of the pond. Once the boys’ boat is in the sub’s sights, the gentleman
pushes a button on his remote control. Seconds later, the boat is blown to
smithereens by a torpedo. The scene fades to a close-up of the tobacco company’s
label.

A
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EXTERNAL COSTS AND BENEFITS

External costs and benefits—externalities, for short—are activities that generate
costs or benefits that accrue to people not directly involved in those activities. These
effects are generally unintended. From the pipe smoker’s point of view, the noise
generated by the marauding boys was an external cost. Had others been disturbed
by the boys’ rowdiness, they may well have regarded the pipe smoker’s retaliatory
gesture as an external benefit.

This chapter focuses on how externalities affect the allocation of resources.
Adam Smith’s theory of the invisible hand applies to an ideal marketplace in which
externalities do not exist. In such situations, Smith argued, the self-interested ac-
tions of individuals would lead to socially efficient outcomes. We will see that when
the parties affected by externalities can easily negotiate with one another, the invis-
ible hand will still produce an efficient outcome.

But in many cases, such as the scene depicted in the tobacco ad, negotiation is
impractical. In those cases, the self-serving actions of individuals will not lead to ef-
ficient outcomes. The need to deal with externalities is one of the most important
rationales for the existence of government along with a variety of other forms of
collective action.

HOW EXTERNALITIES AFFECT RESOURCE ALLOCATION

The following examples illustrate the ways in which externalities distort the alloca-
tion of resources.

Does the honeybee keeper face the right incentives? (Part I)

Phoebe earns her living as a keeper of honeybees. Her neighbors on all sides grow
apples. Because bees pollinate apple trees as they forage for nectar, the more hives
Phoebe keeps, the larger the harvests will be in the surrounding orchards. If Phoebe
takes only her own costs and benefits into account in deciding how many hives to
keep, will she keep the socially optimal number of hives?

Phoebe’s hives constitute an external benefit, or a positive externality for the
orchard owners. If she takes only her own personal costs and benefits into account,
she will add hives only until the added revenue she gets from the last hive just
equals the cost of adding it. But since the orchard owners also benefit from addi-
tional hives, the total benefit of adding another hive at that point will be greater
than its cost. Phoebe, then, will keep too few hives. ◆

As we will discuss later in the chapter, problems like the one just discussed have
several possible solutions. One is for orchard owners to pay beekeepers for keeping
additional hives. But such solutions often require complex negotiations between the
affected parties. For the moment, we assume that such negotiations are not practical.

Does the honeybee keeper face the right incentives? (Part 2)

As in the previous example, Phoebe earns her living as a keeper of honeybees. But
now her neighbors are not apple growers but an elementary school and a nursing
home. The more hives Phoebe keeps, the more students and nursing home residents
will be stung by bees. If Phoebe takes only her own costs and benefits into account in
deciding how many hives to keep, will she keep the socially optimal number of hives?

For the students and nursing home residents, Phoebe’s hives constitute an exter-
nal cost, or a negative externality. If she considers only her own costs and benefits in
deciding how many hives to keep, she will continue to add hives until the added rev-
enue from the last hive is just enough to cover its cost. But since Phoebe’s neighbors

external cost (or negative

externality) a cost of an

activity that falls on people

other than those who pursue

the activity

external benefit (or positive

externality) a benefit of an

activity received by people 

other than those who pursue

the activity

externality an external cost or

benefit of an activity



also incur costs when she adds a hive, the benefit of the last hive at that point will be
smaller than its cost. Phoebe, in other words, will keep too many hives. ◆

Every activity involves costs and benefits. When all the relevant costs and ben-
efits of an activity accrue directly to the person who carries it out—that is, when the
activity generates no externalities—the level of the activity that is best for the indi-
vidual will be best for society as a whole. But when an activity generates externali-
ties, be they positive or negative, individual self-interest does not produce the best
allocation of resources. Individuals who consider only their own costs and benefits
will tend to engage too much in activities that generate negative externalities and
too little in activities that generate positive externalities. When an activity generates
both positive and negative externalities, private and social interests will coincide
only in the unlikely event that the opposing effects offset one another exactly.

HOW DO EXTERNALITIES AFFECT SUPPLY AND DEMAND?

The effects of externalities on resource allocation can be shown in a supply and de-
mand diagram. Consider first the case of negative externalities. Figure 11.1(a)
depicts the supply (Private MC) and demand curves for a product whose production
involves no external costs or benefits. Imagine, say, that the energy that powers the
factories in this market comes from nonpolluting hydroelectric generators. The
resulting equilibrium price and quantity in the market for this product will then be
socially optimal, for the reasons discussed in Chapters 3 and 7: The value to buyers
of the last unit of the product consumed (as measured on the demand curve) will be
exactly equal to the marginal cost of producing it (as measured on the supply
curve), leaving no further possible gains from exchange.

But now suppose that a protracted drought has eliminated hydroelectric power
generation, forcing factories to rely instead on electric power produced by coal-
burning generators. Now each unit of output produced is accompanied by an ex-
ternal pollution cost of XC, as shown in Figure 11.1(b). Since the external pollution
cost falls not on firm owners but on others who live downwind from their factories,
Private MC is still the supply curve for this product, and its demand curve is again
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as before, so the equilibrium price and quantity will be exactly the same as in Fig-
ure 11.1(a). But this time the private market equilibrium is not socially optimal. As
before, the market equilibrium level of output is 12,000 tons per year, the output
level at which the demand curve (D) intersects Private MC. Note, however, that at
that output level, the value to consumers of the last unit of output produced is only
$1,300 per ton, while the true cost of producing that last unit (including the exter-
nal cost) is $2,300 per ton.

This means that society could gain additional economic surplus by producing
fewer units of the product. Indeed, the same conclusion will continue to hold when-
ever the current output exceeds 8,000 tons per year, the output level at which the
demand curve intersects Social MC. Social MC, which includes all relevant mar-
ginal costs of producing the product, is constructed by adding the external pollution
cost, XC, to every value along Private MC. The socially optimal level of output of
the good occurs where Social MC intersects the demand curve. As shown in Fig-
ure 11.1(b), it is 8,000 tons per year. This is the level of output that exhausts all
possibilities from exchange. At that quantity, the marginal benefit of the product, as
measured by what buyers are willing to pay for it, is exactly equal to the marginal
cost of producing it, which is the private marginal cost MC plus the marginal pol-
lution cost XC. The market equilibrium quantity thus will be higher than the so-
cially optimal quantity for a good whose production generates external costs.

By how much does the presence of pollution reduce total economic surplus
from its maximum value, which occurs at an output level of 8,000 tons per year in
Figure 11.1(b)? Note in the diagram that as output expands past 8,000, the mar-
ginal cost of each successive unit (as measured on the Social MC curve) is greater
than the marginal benefit of that unit (as measured on the demand curve). Expand-
ing output from 8,000 tons per year to the private equilibrium level, 12,000 tons
per year, thus entails a cumulative reduction in total economic surplus equal to the
area of the blue-shaded triangle in Figure 11.1(b), or $2 million per year. The
deadweight loss from pollution is $2 million per year in this market.

What about a good whose production generates external benefits? In Fig-
ure 11.2, Private demand is the demand curve for a product whose production gen-
erates an external benefit of XB per unit. The market equilibrium quantity of this
good, Q

pvt
, is the output level at which Private demand intersects the supply curve

of the product (MC). This time, market equilibrium quantity is smaller than the so-
cially optimal level of output, denoted Q

soc
. Q

soc
is the output level at which MC in-

tersects the socially optimal demand curve (the curve labeled Social demand in
Figure 11.2), which is constructed by adding the external benefit, XB, to every
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value along Private demand. Note that the private market equilibrium again fails to
exhaust all possible gains from exchange. Thus, at Q

pvt
, the marginal cost of pro-

ducing an additional unit of output is only MB
pvt

, which is smaller than the mar-
ginal benefit of an additional unit by the amount XB. The market equilibrium
quantity thus will be lower than the socially optimal quantity for a good whose pro-
duction generates external benefits.

In comparison with the maximum attainable total economic surplus in this
market, how much does the total economic surplus associated with the private equi-
librium fall short? In Figure 11.2, note that at Q

pvt
, the marginal benefit of the

product (as measured on the curve labeled Social demand) is XB units larger than
its marginal cost (as measured on MC). Total economic surplus will continue to in-
crease by successively smaller increments as output grows from Q

pvt
to Q

soc
, the so-

cially optimal quantity. The total deadweight loss associated with the positive
externality is thus the area of the blue-shaded triangle in Figure 11.2.

If the production of a product generates a positive externality, why do we say
that this product causes a reduction in total economic surplus? To say that there is
a deadweight loss in this market does not mean that the positive externality causes
harm. Rather, it means that failure to take the positive externality into account
makes the economic surplus associated with private equilibrium smaller than it
could have been. Failure to reap an economic benefit is the same thing as sustaining
an economic loss.

To summarize; whether externalities are positive or negative, they distort the al-
location of resources in otherwise efficient markets. When externalities are present,
the individual pursuit of self-interest will not result in the largest possible economic
surplus. This outcome is thus inefficient by definition.

THE COASE THEOREM

To say that a situation is inefficient means that it can be rearranged in a way that
would make at least some people better off without harming others. Such situa-
tions, we have seen, are a source of creative tension. The existence of inefficiency,
after all, means that there is cash on the table, which usually triggers a race to see
who can capture it. For example, we saw in Chapter 9 that because monopoly pricing
results in an inefficiently low output level, the potential for gain gave monopolists
an incentive to make discounts available to price-sensitive buyers. As the next
examples illustrate, the inefficiencies that result from externalities create similar
incentives for remedial action.

Will Abercrombie dump toxins in the river? (Part I)

Abercrombie’s factory produces a toxic waste by-product. If Abercrombie dumps it
in the river, he causes damage to Fitch, a fisherman located downstream. The tox-
ins are short-lived and cause no damage to anyone other than Fitch. At a cost,
Abercrombie can filter out the toxins, in which case Fitch will suffer no damage at
all. The relevant gains and losses for the two individuals are listed in Table 11.1.
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TABLE 11.1

Costs and Benefits of Eliminating Toxic Waste (Part I)

With filter Without filter

Gains to Abercrombie $100/day $130/day

Gains to Fitch $100/day $50/day

Equilibrium



If the law does not penalize Abercrombie for dumping toxins in the river, and
if Abercrombie and Fitch cannot communicate with one another, will Abercrombie
operate with or without a filter? Is that choice socially efficient?

Abercrombie has an incentive to operate without a filter since he earns $30 per
day more than if he operates with a filter. But the outcome when he does so
is socially inefficient. Thus, when Abercrombie operates without a filter, the
total daily gain to both parties is only $130  $50  $180, compared to
$100  $100  $200 if Abercrombie had operated with a filter. The daily cost of
the filter to Abercrombie is only $130 $100 $30, which is smaller than its daily
benefit to Fitch of $100  $50  $50. The fact that Abercrombie does not install
the filter implies a squandered daily surplus of $20. ◆

Will Abercrombie dump toxins in the river? (Part 2)

Suppose the costs and benefits of using the filter are as in the previous example ex-
cept that Abercrombie and Fitch can now communicate with one another at no
cost. Even though the law does not require him to do so, will Abercrombie use a
filter?

This time, Abercrombie will use a filter. Recall from the observation that when
the economic pie grows larger, everyone can have a larger slice (the Efficiency Prin-
ciple). Because use of a filter would result in the largest possible economic surplus,
it would enable both Abercrombie and Fitch to have a larger net gain than before.
Fitch thus has an incentive to pay Abercrombie to use a filter. Suppose, for instance,
that Fitch offers Abercrombie $40 per day to compensate him for operating with a
filter. Both Abercrombie and Fitch will then be exactly $10 per day better off than
before, for a total daily net gain of $20. ◆

EXERCISE 11.1

In the example above, what is the largest whole-dollar amount by which

Fitch could compensate Abercrombie for operating with a filter and still be

better off than before?

Ronald Coase, a professor at the University of Chicago Law School, was the
first to see clearly that if people can negotiate with one another at no cost over the
right to perform activities that cause externalities, they will always arrive at an effi-
cient solution. This insight, which is often called the Coase theorem, is a profoundly
important idea, for which Coase (rhymes with “dose”) was awarded the 1991 Nobel
Prize in Economics.

Why, you might ask, should Fitch pay Abercrombie to filter out toxins that
would not be there in the first place if not for Abercrombie’s factory? The rhetori-
cal force of this question is undeniable. Yet Coase points out that externalities are
reciprocal in nature. The toxins do harm Fitch, to be sure, but preventing Aber-
crombie from emitting them would penalize Abercrombie, by exactly $30 per day.
Why should Fitch necessarily have the right to harm Abercrombie? Indeed, as the
next example illustrates, even if Fitch had that right, he would exercise it only if fil-
tering the toxins proved the most efficient outcome.

Will Abercrombie dump toxins in the river? (Part 3)

Suppose the law says that Abercrombie may not dump toxins in the river unless he
has Fitch’s permission. If the relevant costs and benefits of filtering the toxins are as
shown in Table 11.2, and if Abercrombie and Fitch can negotiate with one another
at no cost, will Abercrombie filter the toxins?
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Note that this time the most efficient outcome is for Abercrombie to operate
without a filter, for the total daily surplus in that case will be $220 as compared to
only $200 with a filter. Under the law, however, Fitch has the right to insist that
Abercrombie use a filter. We might expect him to exercise that right since his own
gain would rise from $70 to $100 per day if he did so. But because this outcome
would be socially inefficient, we know that each party can do better.

Suppose, for example, that Abercrombie gives Fitch $40 per day in return for
Fitch’s permission to operate without a filter. Each would then have a net daily gain
of $110, which is $10 better for each of them than if Fitch had insisted that Aber-
crombie use a filter. Abercrombie’s pollution harms Fitch, sure enough. But failure
to allow the pollution would have caused even greater harm to Abercrombie. ◆

The Coase theorem tells us that regardless of whether the law holds polluters
liable for damages, the affected parties will achieve efficient solutions to externali-
ties if they can negotiate costlessly with one another. Note carefully that this does
not imply that affected parties will be indifferent about whether the law holds pol-
luters responsible for damages. If polluters are liable, they will end up with lower
incomes and those who are injured by pollutants will end up with higher incomes
than if the law does not hold polluters liable—even though the same efficient pro-
duction methods are adopted in each case. When polluters are held liable, they must
remove the pollution at their own expense. When they are not held liable, those
who are injured by pollution must pay polluters to cut back.

Externalities are hardly rare and isolated occurrences. On the contrary, finding
examples of actions that are altogether free of them is difficult. And because exter-
nalities can distort the allocation of resources, it is important to recognize them and
deal intelligently with them. Consider the following example of an externality that
arises because of shared living arrangements.

Will Ann and Betty share an apartment?

Ann and Betty can live together in a two-bedroom apartment for $600 per month,
or separately in 2 one-bedroom apartments, each for $400 per month. If the rent
paid were the same for both alternatives, the two women would be indifferent be-
tween living together or separately, except for one problem: Ann talks constantly on
the telephone. Ann would pay up to $250 per month for this privilege. Betty, for her
part, would pay up to $150 per month to have better access to the phone. If the two
cannot install a second phone line, should they live together or separately?

Ann and Betty should live together only if the benefit of doing so exceeds the
cost. The benefit of living together is the reduction in their rent. Since 2 one-bedroom
apartments would cost a total of $800 per month, compared to $600 for a two-
bedroom unit, their benefit from living together is $200 per month. Their cost of
living together is the least costly accommodation they can make to Ann’s objec-
tionable telephone habits. Since Ann would be willing to pay up to $250 per month
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TABLE 11.2

Costs and Benefits of Eliminating Toxic Waste (Part 3)

With filter Without filter

Gains to Abercrombie $100/day $150/day

Gains to Fitch $100/day $70/day



to avoid changing her behavior, the $200 rent saving is too small to persuade her to
change. But Betty is willing to put up with Ann’s behavior for a compensation pay-
ment of only $150 per month. Since that amount is smaller than the total saving in
rent, the least costly solution to the problem is for Betty to live with Ann and sim-
ply put up with her behavior.

Table 11.3 summarizes the relevant costs and benefits of this shared living
arrangement. The Cost-Benefit Principle tells us that Ann and Betty should live to-
gether if and only if the benefit of living together exceeds the cost. The cost of the
shared living arrangement is not the sum of all possible costs but the least costly ac-
commodation to the problem (or problems) of shared living. Since the $200 per
month saving in rent exceeds the least costly accommodation to the phone problem,
Ann and Betty can reap a total gain in economic surplus of $50 per month by shar-
ing their living quarters.

Some people might conclude that Ann and Betty should not live together be-
cause if the two share the rent equally, Betty will end up paying $300 per month—
which when added to the $150 cost of putting up with Ann’s phone behavior comes
to $50 more than the cost of living alone. As persuasive as that argument may
sound, however, it is mistaken. The source of the error, as the following example
illustrates, is the assumption that the two must share the rent equally.

What is the highest rent Betty would be willing to pay for the two-bedroom

apartment?

In the previous example, Betty’s alternative is to live alone, which would mean pay-
ing $400 per month, her reservation price for a living arrangement with no phone
problem. Since the most she would be willing to pay to avoid the phone problem is
$150 per month, the highest monthly rent she would be willing to pay for the
shared apartment is $400 $150 $250. If she pays that amount, Ann will have
to pay the difference, namely, $350 per month, which is clearly a better alternative
for Ann than paying $400 to live alone. ◆
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TABLE 11.3

The Gain in Surplus from Shared Living Arrangements

Benefits of Shared Living

Total cost of Total cost of Rent savings
separate apartments shared apartment from sharing

(2)($400/month) $600/month $200/month

$800/month

Costs of Shared Living

Least costly
Ann’s cost of Betty’s cost of solution to

Problem solving problem solving problem the problem

Ann’s phone usage Curtailed Tolerate phone Betty tolerates

phone usage: usage: $150/month Ann’s phone usage:

$250/month $150/month

Gain in Surplus from Shared Living

Rent savings  Least costly accommodation  Gain in surplus:

($200/month) to shared living problems ($50/month)

($150/month)

◆

Cost-Benefit



How much should Ann and Betty pay if they agree to split their economic

surplus equally?

As we saw in Table 11.3, the total rent saving from the shared apartment is $200,
and since the least costly solution to the phone problem is $150, the monthly gain
in economic surplus is $50. We know from the previous example that Ann’s reser-
vation price for living together is $400 per month and Betty’s is $250. So if the two
women want to split the $50 monthly surplus equally, each should pay $25 less
than her reservation price. Ann’s monthly rent will thus be $375 and Betty’s, $225.
The result is that each is $25 per month better off than if she had lived alone. ◆

EXERCISE 11.2

As in the preceding examples, Ann and Betty can live together in a two-

bedroom apartment for $600 per month or separately in 2 one-bedroom

apartments, each for $400 per month. Ann would pay up to $250 per month

rather than moderate her telephone habits, and Betty would pay up to $150 per

month to achieve reasonable access to the telephone. Now, suppose Betty

would also be willing to pay up to $60 per month to avoid the loss of privacy

that comes with shared living space. Should the two women live together?

LEGAL REMEDIES FOR EXTERNALITIES

We have seen that efficient solutions to externalities can be found whenever the af-
fected parties can negotiate with one another at no cost. But negotiation is not al-
ways practical. A motorist with a noisy muffler imposes costs on others, yet they
cannot flag him down and offer him a compensation payment to fix his muffler. In
recognition of this difficulty, most governments simply require that cars have work-
ing mufflers. Indeed, the explicit or implicit purpose of a large share—perhaps the
lion’s share—of laws is to solve problems caused by externalities. The goal of such
laws is to help people achieve the solutions they might have reached had they been
able to negotiate with one another.

When negotiation is costless, the task of adjustment generally falls on the party
who can accomplish it at the lowest cost. For instance, in our examples, Betty put
up with Ann’s annoying phone habits because doing so was less costly than asking
Ann to change her habits. Many municipal noise ordinances also place the burden
of adjustment on those who can accomplish it at the lowest cost. Consider, for ex-
ample, the restrictions on loud party music, which often take effect at a later hour
on weekends than on weekdays. This pattern reflects both the fact that the gains
from loud music tend to be larger on weekends and the fact that such music is more
likely to disturb people on weekdays. By setting the noise curfew at different hours
on different days of the week, the law places the burden on partygoers during the
week and on sleepers during the weekend. Similar logic explains why noise ordi-
nances allow motorists to honk their horns in most neighborhoods, but not in the
immediate vicinity of a hospital.

The list of laws and regulations that may be fruitfully viewed as solutions to ex-
ternalities is a long one. When a motorist drives his car at high speed, he endangers
not just his own life and property, but also the lives and property of others. Speed
limits, no-passing zones, right-of-way rules, and a host of other traffic laws may be
seen as reasoned attempts to limit the harm one party inflicts on another. Many ju-
risdictions even have laws requiring that motorists install snow tires on their cars by
the first of November. These laws promote not just safety, but also the smooth flow
of traffic: if one motorist can’t get up a snow-covered hill, he delays not only him-
self, but also the motorists behind him.

Similar reasoning helps us understand the logic of zoning laws that restrict the
kinds of activities that take place in various parts of cities. Because many residents
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place a high value on living in an uncongested neighborhood, some cities have en-
acted zoning laws specifying minimum lot sizes. In places like Manhattan, where a
shortage of land encourages developers to build very large and tall buildings, zoning
laws limit both a building’s height and the proportion of a lot it may occupy. Such
restrictions recognize that the taller a building is, and the greater the proportion of
its lot that it occupies, the more it blocks sunlight from reaching surrounding prop-
erties. The desire to control external costs also helps to explain why many cities es-
tablish separate zones for business and residential activity. Even within business
districts, many cities limit certain kinds of commercial activity. For example, in an
effort to revitalize the Times Square neighborhood, New York City enacted a zon-
ing law banning adult bookstores and pornographic movie theaters from the area.

Limitations on the discharge of pollutants into the environment are perhaps the
clearest examples of laws aimed at solving problems caused by externalities. The
details of these laws reflect the principle of placing the burden of adjustment on
those who can accomplish it at least costs. The discharge of toxic wastes into rivers,
for example, tends to be most strictly regulated on those waterways whose com-
mercial fishing or recreational uses are most highly valued. On other waterways,
the burden of adjustment is likely to fall more heavily on fishermen, recreational
boaters, and swimmers. Similarly, air-quality regulations tend to be strictest in the
most heavily populated regions of the country, where the marginal benefit of pollu-
tion reduction is the greatest.

The following examples suggest additional ways in which Coase’s insights about
how societies deal with externalities provide rich fodder for the economic naturalist.

What is the purpose of free speech laws?

The First Amendment’s protection of free speech and

the pattern of exceptions to that protection are another

illustration of how legal remedies are used to solve the

problems caused by externalities. The First Amendment

acknowledges the decisive value of open communica-

tion, as well as the practical difficulty of identifying and

regulating acts of speech that cause more harm than

good. Yet there are some important exceptions. The

Supreme Court has ruled, for instance, that the First

Amendment does not allow someone to yell “fire” in a

crowded theater if there is no fire, nor does it allow

someone to advocate the violent overthrow of the gov-

ernment. In those instances, the external benefits of

free speech are far too small to justify the external

costs. •
Why does government subsidize private property

owners to plant trees on their hillsides?

Societies use laws not only to discourage activities that

generate negative externalities, but also to encourage ac-

tivities that generate positive externalities. The planting

of trees on hillsides, for example, benefits not just the

landowner, but also his neighbors by limiting the danger

of flooding. In recognition of this fact, many jurisdictions

subsidize the planting of trees. Similarly, Congress bud-

gets millions of dollars each year in support of basic

research—an implicit acknowledgment of the positive

externalities associated with the generation of new

knowledge. •
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Constitution protect the right
of free speech?



THE OPTIMAL AMOUNT OF NEGATIVE 

EXTERNALITIES IS NOT ZERO

Curbing pollution and other negative externalities entails both costs and benefits.
As we saw in Chapter 6, when we analyzed how many cans should be recycled, the
best policy is to curtail pollution until the cost of further abatement just equals the
marginal benefit. In general, the marginal cost of abatement rises with the amount
of pollution eliminated. (Following the Low-Hanging-Fruit Principle, polluters use
the cheapest cleanup methods first and then turn to more expensive ones.) And the
law of diminishing marginal utility suggests that beyond some point, the marginal
benefit of pollution reduction tends to fall as more pollution is removed. As a result,
the marginal cost and marginal benefit curves almost always intersect at less than
the maximum amount of pollution reduction.

The intersection of the two curves marks the socially optimal level of pollu-
tion reduction. If pollution is curtailed by any less than that amount, society
will gain more than it will lose by pushing the cleanup effort a little further. But
if regulators push beyond the point at which the marginal cost and benefit
curves intersect, society will incur costs that exceed the benefits. The existence
of a socially optimal level of pollution reduction implies the existence of a so-
cially optimal level of pollution, and that level will almost always be greater
than zero.

We saw in Chapter 6 that because people have been conditioned to think of
pollution as bad, many cringe when they hear the phrase “socially optimal level of
pollution.” How can any positive level of pollution be socially optimal? But to
speak of a socially optimal level of pollution is not the same as saying that pollu-
tion is good. It is merely to recognize that society has an interest in cleaning up the
environment, but only up to a certain point. The underlying idea is no different
from the idea of an optimal level of dirt in an apartment. After all, even if you
spent the whole day, every day, vacuuming your apartment, there would be some
dirt left in it. And because you have better things to do than vacuum all day, you
probably tolerate substantially more than the minimal amount of dirt. A dirty
apartment is not good, nor is pollution in the air you breathe. But in both cases,
the cleanup effort should be expanded only until the marginal benefit equals the
marginal cost.

COMPENSATORY TAXES AND SUBSIDIES

As noted, when transaction costs prohibit negotiation among affected parties,
negative externalities lead to excessive output levels because activities that produce
negative externalities are misleadingly attractive to those who engage in them. One
solution to this problem, proposed by the British economist A. C. Pigou, is to make
such activities less attractive by taxing them. Figure 11.3(a) reproduces Figure 11.1’s
portrayal of a market in which each unit of output generates an external cost of XC
equal to $1,000 per ton. Because producers fail to take this external cost into ac-
count, the private equilibrium is 12,000 tons per year, or 4,000 tons per year more
than the socially optimal level of 8,000 tons per year.

Figure 11.3(b) portrays that same market after the imposition of a tax of
$1,000 per unit of output. This tax has the effect of raising each producer’s mar-
ginal cost curve by $1,000, so the industry supply curve shifts upward by $1,000
at every quantity. Note that the resulting private equilibrium output, 8,000 tons
per year, is now exactly equal to the socially optimal output. Although many crit-
ics insist that taxes always reduce economic efficiency, here we have an example
of a tax that actually makes the economy more efficient. The tax has that effect
because it forces producers to take explicit account of the fact that each addi-
tional unit of output they produce imposes an external cost of $1,000 on the rest
of society.

EXTERNAL COSTS AND BENEFITS 307

Increasing

Opportunity Cost



308 CHAPTER 11 EXTERNALITIES AND PROPERTY RIGHTS

Quantity (tons/year)

8,000
social

optimum

12,000
private

equilibrium

D

P
ri

c
e
 (

$
/t

o
n

)

1,300

0 0

2,000
2,300

Social MC   
Private MC   XC

Private equilibrium
without pollution tax

XC   $1,000/ton

Private MC

(a)

Quantity (tons/year)

P
ri

c
e
 (

$
/t

o
n

)

8,000 12,000

D

1,300

2,000

Private MC   Tax

Private equilibrium
with pollution tax

Tax   $1,000/ton

Private MC

(b)

FIGURE 11.3

Taxing a Negative Externality.

(a) Negative externalities lead to an equilibrium with more than the socially optimal level of output. (b) Imposing a 

tax equal to the external cost leads to an equilibrium in which the output level is socially optimal. The tax makes the

economy more efficient because it leads producers to take account of a relevant cost that they would otherwise ignore.
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FIGURE 11.4

Subsidizing a Positive Externality.

(a) Positive externalities lead to an equilibrium with less than the socially optimal level of output. (b) Paying producers a

subsidy equal to the external benefit of the activity leads to an equilibrium in which the output level is socially optimal. The

subsidy makes the economy more efficient because it leads producers to take account of a relevant benefit that they would

otherwise ignore.

Similar reasoning suggests that a subsidy to producers can serve to counteract
misallocations that result from positive externalities. Figure 11.4(a) portrays a mar-
ket in which each unit of output generates an external benefit XB $6 per ton. In
this market, the socially optimal output level occurs at the intersection of the sup-
ply curve (MC) and the Social demand curve, which is constructed by adding
XB  $6 per ton to the height of Private demand at each level of output. The



socially optimal level of output is thus 1,600 tons per year. But private equilibrium
in this market will occur at the intersection of Private demand and MC, which
means that the equilibrium output, 1,200 tons per year, falls short of the social
optimum by 400 tons per year.

Figure 11.4(b) shows the effect of paying a subsidy to producers of $6 per ton,
the amount of the external benefit. In the presence of this subsidy, the new private
equilibrium is 1,600 tons per year, exactly the socially optimal level. The subsidy
makes the economy more efficient because it induces producers to take account of
a relevant benefit that they otherwise would have ignored.

PROPERTY RIGHTS AND THE TRAGEDY OF THE COMMONS 309

RECAP EXTERNAL COSTS AND BENEFITS

Externalities occur when the costs or benefits of an activity accrue to people
other than those directly involved in the activity. The Coase theorem says that
when affected parties can negotiate with one another without cost, activities
will be pursued at efficient levels, even in the presence of positive or negative
externalities. But when negotiation is prohibitively costly, inefficient behavior
generally results. Activities that generate negative externalities are pursued to
excess, while those that generate positive externalities are pursued too little.
Laws and regulations, including taxes and subsidies, are often adopted in an
effort to alter inefficient behavior that results from externalities.

PROPERTY RIGHTS AND THE TRAGEDY 

OF THE COMMONS

People who grow up in industrialized nations tend to take the institution of private
property for granted. Our intuitive sense is that people have the right to own any
property they acquire by lawful means and to do with that property as they see fit.
In reality, however, property laws are considerably more complex in terms of the
rights they confer and the obligations they impose.

THE PROBLEM OF UNPRICED RESOURCES

To understand the laws that govern the use of property, let’s begin by asking why
societies created the institution of private property in the first place. The follow-
ing examples, which show what happens to property that nobody owns, suggest
an answer.

How many steers will villagers send onto the commons?

A village has five residents, each of whom has accumulated savings of $100. Each
villager can use the money to buy a government bond that pays 13 percent interest
per year or to buy a year-old steer, send it onto the commons to graze, and sell it af-
ter 1 year. The price the villager will get for the 2-year-old steer depends on the
amount of weight it gains while grazing on the commons, which in turn depends on
the number of steers sent onto the commons, as shown in Table 11.4.

The price of a 2-year-old steer declines with the number of steers grazing on the
commons because the more steers, the less grass available to each. The villagers
make their investment decisions one at a time, and the results are public. If each vil-
lager decides how to invest individually, how many steers will be sent onto the com-
mons, and what will be the village’s total income?



If a villager buys a $100 government bond, he will earn $13 of interest income
at the end of 1 year. Thus, he should send a steer onto the commons if and only if
that steer will command a price of at least $113 as a 2-year-old. When each villager
chooses in this self-interested way, we can expect four villagers to send a steer onto
the commons. (Actually, the fourth villager would be indifferent between investing
in a steer or buying a bond since he would earn $13 either way. For the sake of dis-
cussion, we’ll assume that in the case of a tie, people choose to be cattlemen.) The
fifth villager, seeing that he would earn only $11 by sending a fifth steer onto the
commons, will choose instead to buy a government bond. As a result of these deci-
sions, the total village income will be $65 per year—$13 for the one bondholder
and 4($13) $52 for the four cattlemen. ◆

Has Adam Smith’s invisible hand produced the most efficient allocation of
these villagers’ resources? We can tell at a glance that it has not since their total vil-
lage income is only $65—precisely the same as it would have been had the possi-
bility of cattle raising not existed. The source of the difficulty will become evident
in the following example.

What is the socially optimal number of steers to send onto the commons?

Suppose the five villagers in the previous example confront the same investment op-
portunities as before, except that this time they are free to make their decisions as a
group rather than individually. How many steers will they send onto the commons,
and what will be their total village income?

This time the villagers’ goal is to maximize the income received by the group as
a whole. When decisions are made from this perspective, the criterion is to send a
steer onto the commons only if its marginal contribution to village income is at
least $13, the amount that could be earned from a government bond. As the entries
in the last column of Table 11.5 indicate, the first steer clearly meets this criterion
since it contributes $26 to total village income. But the second steer does not. Send-
ing that steer onto the commons raises the village’s income from cattle raising from
$26 to $38, a gain of just $12. The $100 required to buy the second steer would
thus have been better invested in a government bond. Worse, the collective return
from sending a third steer is only $10; from a fourth, only $4; and from a fifth,
only $3.

In sum, when investment decisions are made with the goal of maximizing total
village income, the best choice is to buy four government bonds and send only a sin-
gle steer onto the commons. The resulting village income will be $78: $26 from
sending the single steer and $52 from the four government bonds. That amount is
$13 more than the total income that resulted when villagers made their investment
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TABLE 11.4

The Relationship between Herd Size and Steer Price

Number of steers Price per 2-year-old steer Income per steer
on the commons ($) ($/year)

1 126 26

2 119 19

3 116 16

4 113 13

5 111 11



decisions individually. Once again, the reward from moving from an inefficient al-
location to an efficient one is that the economic pie grows larger. And when the pie
grows larger, everyone can get a larger slice. For instance, if the villagers agree to
pool their income and share it equally, each will get $15.60, or $2.60 more than
before. ◆

EXERCISE 11.3

How would your answers to the grazing examples change if the interest

rate was 11 percent per year rather than 13 percent?

Why do the villagers in these examples do better when they make their invest-
ment decisions collectively? The answer is that when individuals decide alone, they
ignore the fact that sending another steer onto the commons will cause existing
steers to gain less weight. Their failure to consider this effect makes the return from
sending another steer seem misleadingly high to them.

The grazing land on the commons is a valuable economic resource. When no
one owns it, no one has any incentive to take the opportunity cost of using it into
account. And when that happens, people will tend to use it until its marginal bene-
fit is zero. This problem, and others similar to it, are known as the tragedy of the
commons. The essential cause of the tragedy of the commons is the fact that one
person’s use of commonly held property imposes an external cost on others by mak-
ing the property less valuable. The tragedy of the commons also provides a vivid il-
lustration of the Equilibrium Principle. Each individual villager behaves rationally
by sending an additional steer onto the commons, yet the overall outcome falls far
short of the attainable ideal.

THE EFFECT OF PRIVATE OWNERSHIP

As the following examples illustrate, one solution to the tragedy of the commons is
to place the village grazing land under private ownership.

How much will the right to control the village commons sell for?

Suppose the five villagers face the same investment opportunities as before, except
that this time they decide to auction off the right to use the commons to the high-
est bidder. Assuming that villagers can borrow as well as lend at an annual interest
rate of 13 percent, what price will the right to use the commons fetch? How will
the owner of that property right use it, and what will be the resulting village
income?
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TABLE 11.5

Marginal Income and the Socially Optimal Herd Size

Number of Price per Income Total cattle Marginal
steers on the 2-year-old steer per steer income income

commons ($) ($/year) ($/year) ($/year)

1 126 26 26 26

2 119 19 38 12

3 116 16 48 10

4 113 13 52 4

5 111 11 55 3

Equilibrium

tragedy of the commons the

tendency for a resource that has

no price to be used until its

marginal benefit falls to zero



To answer these questions, simply ask yourself what you would do if you had
complete control over how the grazing land were used. As we saw earlier, the most
profitable way to use this land is to send only a single steer to graze on it. If you do
so, you will earn a total of $26 per year. Since the opportunity cost of the $100 you
spent on the single yearling steer is the $13 in interest you could have earned from
a bond, your economic profit from sending a single steer onto the commons will be
$13 per year, provided you can use the land for free. But you cannot; to finance
your purchase of the property right, you must borrow money (since you used your
$100 savings to buy a year-old steer).

What is the most you would be willing to pay for the right to use the com-
mons? Since its use generates an income of $26 per year, or $13 more than the op-
portunity cost of your investment in the steer, the most you would pay is $100
(because that amount used to purchase a bond that pays 13 percent interest would
also generate income of $13 per year). If the land were sold at auction, $100 is pre-
cisely the amount you would have to pay. Your annual earnings from the land
would be exactly enough to pay the $13 interest on your loan and cover the op-
portunity cost of not having put your savings into a bond.

Note that when the right to use the land is auctioned to the highest bidder,
the village achieves a more efficient allocation of its resources because the owner
has a strong incentive to take the opportunity cost of more intensive grazing
fully into account. Total village income in this case will again be $78. If the an-
nual interest on the $100 proceeds from selling the land rights is shared equally
among the five villagers, each will again have an annual investment income of
$15.60. ◆

The logic of economic surplus maximization helps to explain why the most eco-
nomically successful nations have all been ones with well-developed private prop-
erty laws. Property that belongs to everyone belongs, in effect, to no one. Not only
is its potential economic value never fully realized; it usually ends up being of no
value at all.

Bear in mind, however, that in most countries the owners of private property
are not free to do precisely as they wish with it. For example, local zoning laws may
give the owner of a residential building lot the right to build a three-story house but
not a six-story house. Here, too, the logic of economic surplus maximization ap-
plies, for a fully informed and rational legislature would define property rights so
as to create the largest possible total economic surplus. In practice, of course, such
ideal legislatures never really exist. Yet the essence of politics is the cutting of deals
that make people better off. If a legislator could propose a change in the property
laws that would enlarge the total economic surplus, she could also propose a
scheme that would give each of her constituents a larger slice, thus enhancing her
chances for reelection.

As an economic naturalist, challenge yourself to use this framework when
thinking about the various restrictions you encounter in private property laws: zon-
ing laws that constrain what you can build and what types of activities you can con-
duct on your land; traffic laws that constrain what you can do with your car;
employment and environmental laws that constrain how you can operate your busi-
ness. Your understanding of these and countless other laws will be enhanced by the
insight that everyone can gain when the private property laws are defined so as to
create the largest total economic surplus.

WHEN PRIVATE OWNERSHIP IS IMPRACTICAL

Do not be misled into thinking that the law provides an ideal resolution of all prob-
lems associated with externalities and the tragedy of the commons. Defining and
enforcing efficient property rights entails costs, after all, and sometimes, as in the
following examples, the costs outweigh the gains.
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Why do blackberries in public parks get picked too soon?

Wild blackberries grow profusely at the edge of a wooded

area in a crowded city park. The blackberries will taste

best if left to ripen fully, but they still taste reasonably

good if picked and eaten a few days early. Will the black-

berries be left to ripen fully?

Obviously, the costs of defining and enforcing the

property rights to blackberries growing in a public park

are larger than the potential gains, so the blackberries will

remain common property. That means that whoever

picks them first gets them. Even though everyone would

benefit if people waited until the berries were fully ripe,

everyone knows that those who wait are likely to end up

with no berries at all. And that means that the berries will

be eaten too soon. •

Why are shared milkshakes consumed too quickly?

Sara and Susan are identical twins who have been given

a chocolate milkshake to share. If each has a straw and

each knows that the other is self-interested, will the

twins consume the milkshake at an optimal rate?

Because drinking a milkshake too quickly chills the

taste buds, the twins will enjoy their shake more if they

drink it slowly. Yet each knows that the other will drink

any part of the milkshake she doesn’t finish herself. The

result is that each will consume the shake at a faster rate

than she would if she had half a shake all to herself. •

Here are some further examples in which the tragedy of the commons is not
easily solved by defining private ownership rights.

Harvesting timber on remote public land On remote public lands, enforc-
ing restrictions against cutting down trees may be impractical. Each tree cutter
knows that a tree that is not harvested this year will be bigger, and hence more valu-
able, next year. But he also knows that if he doesn’t cut the tree down this year,
someone else might do so. In contrast, private companies that grow trees on their
own land have no incentive to harvest timber prematurely and a strong incentive to
prevent outsiders from doing so.

Harvesting whales in international waters Each individual whaler knows
that harvesting an extra whale reduces the breeding population, and hence the size
of the future whale population. But the whaler also knows that any whale that is
not harvested today may be taken by some other whaler. The solution would be
to define and enforce property rights to whales. But the oceans are vast, and the
behavior of whalers is hard to monitor. And even if their behavior could be moni-
tored, the concept of national sovereignty would make the international enforce-
ment of property rights problematic.

More generally, the animal species that are most severely threatened with ex-
tinction tend to be those that are economically valuable to humans but that are not
privately owned by anyone. This is the situation confronting whales as well as ele-
phants. Contrast this with the situation confronting chickens, which are also eco-
nomically valuable to humans but which, unlike whales, are governed by traditional
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laws of private property. This difference explains why no one worries that Colonel
Sanders might threaten the extinction of chickens.

Controlling multinational environmental pollution Each individual pol-
luter may know that if he and all others pollute, the damage to the environment will
be greater than the cost of not polluting. But if the environment is common prop-
erty into which all are free to dump, each has a powerful incentive to pollute. En-
forcing laws and regulations that limit the discharge of pollution may be practical
if all polluters live under the jurisdiction of a single government. But if polluters
come from many different countries, solutions are much more difficult to imple-
ment. Thus, the Mediterranean Sea has long suffered serious pollution since none
of the many nations that border it has an economic incentive to consider the effects
of its discharges on other countries.

As the world’s population continues to grow, the absence of an effective system
of international property rights will become an economic problem of increasing
significance.
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RECAP PROPERTY RIGHTS AND THE TRAGEDY OF THE

COMMONS

When a valuable resource has a price of zero, people will continue to exploit
it as long as its marginal benefit remains positive. The tragedy of the com-
mons describes situations in which valuable resources are squandered because
users are not charged for them. In many cases, an efficient remedy is to define
and enforce rights to the use of valuable property. But this solution is difficult
to implement for resources such as the oceans and the atmosphere because no
single government has the authority to enforce property rights for these
resources.

POSITIONAL EXTERNALITIES

Former tennis champion Steffi Graf received more than $1.6 million in tournament
winnings in 1992; her endorsement and exhibition earnings totaled several times
that amount. By any reasonable measure, the quality of her play was outstanding,
yet she consistently lost to archrival Monica Seles. But in April of 1993, Seles was
stabbed in the back by a deranged fan and forced to withdraw from the tour. In the
ensuing months, Graf’s tournament winnings accumulated at almost double her
1992 pace, despite little change in the quality of her play.

PAYOFFS THAT DEPEND ON RELATIVE PERFORMANCE

In professional tennis and a host of other competitive situations, the rewards peo-
ple receive typically depend not only on how they perform in absolute terms but
also on how they perform relative to their closest rivals. In these situations, com-
petitors have an incentive to take actions that will increase their odds of winning.
For example, tennis players can increase their chances of winning by hiring personal
fitness trainers and sports psychologists to travel with them on the tour. Yet the
simple mathematics of competition tells us that the sum of all individual payoffs
from such investments will be larger than the collective payoff. In any tennis match,
for example, each contestant will get a sizable payoff from money spent on fitness
trainers and sports psychologists, yet each match will have exactly one winner and
one loser, no matter how much players spend. The overall gain to tennis spectators
is likely to be small, and the overall gain to players as a group must be zero. To the
extent that each contestant’s payoff depends on his or her relative performance,



then, the incentive to undertake such investments will be excessive, from a collec-
tive point of view.

Consider the following example.

Why do football players take anabolic steroids?

The offensive linemen of many National Football League teams currently average more

than 330 pounds. In the 1970s, by contrast, offensive linemen in the league averaged

barely 280 pounds, and the all-decade linemen of the 1940s averaged only 229 pounds.

One reason that today’s players are so much heavier is that players’ salaries have escalated

sharply over the last two decades, which has intensified competition for the positions.

Size and strength are the two cardinal virtues of an offensive lineman, and other things

being equal, the job will go to the larger and stronger of two rivals.

Size and strength, in turn, can be enhanced by the consumption of anabolic steroids.

But if all players consume these substances, the rank ordering of players by size and

strength—and hence the question of who lands the jobs—will be largely unaffected. And

since the consumption of anabolic steroids entails potentially serious long-term health

consequences, as a group football players are clearly worse off if they consume these

drugs. So why do football players take steroids?

The problem here is that contestants for starting berths on the offensive line con-

front a prisoner’s dilemma, like the ones analyzed in the preceding chapter. Consider two

closely matched rivals—Smith and Jones—who are competing for a single position. If nei-

ther takes steroids, each has a 50 percent chance of winning the job and a starting salary

of $1 million per year. If both take steroids, each again has a 50 percent chance of win-

ning the job. But if one takes steroids and the other doesn’t, the first is sure to win the

job. The loser ends up selling insurance for $60,000 per year. Neither likes the fact that

the drugs may have adverse health consequences, but each would be willing to take that

risk in return for a shot at the big salary. Given these choices, the two competitors face

a payoff matrix like the one shown in Table 11.6.
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TABLE 11.6

Payoff Matrix for Steroid Consumption

Second best for each
Don’t take
steroids

Take
steroids

Best for Jones

Worst for Smith

Best for Smith 

Worst for Jones
Third best for each

Smith

Don’t take
steroids

Take
steroids

Jones

Clearly, the dominant strategy for both Smith and Jones is to take steroids. Yet when

they do, each gets only the third-best outcome, whereas they could have gotten the sec-

ond-best outcome by not taking the drugs—hence the attraction of rules that forbid the

consumption of anabolic steroids. •

EN 11



POSITIONAL ARMS RACES AND POSITIONAL 

ARMS CONTROL AGREEMENTS

The steroid problem is an example of a positional externality. Whenever the payoffs
to one contestant depend at least in part on how he or she performs relative to a ri-
val, any step that improves one side’s relative position must necessarily worsen the
other’s. The shouting-at-parties example discussed in Chapter 10 is another in-
stance of a positional externality. Just as the invisible hand of the market is weak-
ened by the presence of standard externalities, it is also weakened by positional
externalities.

We have seen that positional externalities often lead contestants to engage in an
escalating series of mutually offsetting investments in performance enhancement.
We call such spending patterns positional arms races.

Because positional arms races produce inefficient outcomes, people have an in-
centive to curtail them. Steps taken to reduce positional arms races such as blue
laws and rules against anabolic steroids may therefore be thought of as positional
arms control agreements.

Once you become aware of positional arms races, you will begin to see them al-
most everywhere. You can hone your skills as an economic naturalist by asking
these questions about every competitive situation you observe: What form do the
investments in performance enhancement take? What steps have contestants taken
to limit these investments? Sometimes positional arms control agreements are
achieved by the imposition of formal rules or by the signing of legal contracts. Some
examples of this type of agreement follow.

Campaign spending limits In the United States, presidential candidates rou-
tinely spend more than $100 million on advertising. Yet if both candidates double
their spending on ads, each one’s odds of winning will remain essentially the same.
Recognition of this pattern led Congress to adopt strict spending limits for presi-
dential candidates. (That those regulations have proved difficult to enforce does not
call into question the logic behind the legislation.)

Roster limits Major League Baseball permits franchises to have only 25 play-
ers on the roster during the regular season. The National Football League sets its
roster limit at 53; the National Basketball Association at 12. Why these limits?
In their absence, any team could increase its chance of winning by simply adding
players. Inevitably, other teams would follow suit. On the plausible assumption
that, beyond some point, larger rosters do not add much to the entertainment value
for fans, roster limits are a sensible way to deliver sports entertainment at a more
reasonable cost.

Arbitration agreements In the business world, contracting parties often sign
a binding agreement that commits them to arbitration in the event of a dispute. By
doing so, they sacrifice the option of pursuing their interests as fully as they might
wish to later, but they also insulate themselves from costly legal battles. Other par-
ties in the legal system may sometimes take steps to limit spending on litigation. For
example, a federal judge in South Dakota announced—presumably to the approval
of litigants—that he would read only the first 15 pages of any brief submitted to his
court.

Mandatory starting dates for kindergarten A child who is a year or so older
than most of her kindergarten classmates is likely to perform better, in relative
terms, than if she had entered school with children her own age. And since most
parents are aware that admission to prestigious universities and eligibility for top
jobs upon graduation depend largely on relative academic performance, many are
tempted to keep their children out of kindergarten a year longer than necessary. Yet
there is no social advantage in holding all children back an extra year since their rel-
ative performance would essentially be unaffected. In most jurisdictions, therefore,
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the law requires children who reach their fifth birthday before December 1 of a
given year to start kindergarten the same year.

SOCIAL NORMS AS POSITIONAL ARMS 

CONTROL AGREEMENTS

In some cases, social norms may take the place of formal agreements to curtail po-
sitional arms races. Some familiar examples follow.

Nerd norms Some students care more—in the short run, at least—about the
grades they get than how much they actually learn. When such students are graded
on the curve—that is, on the basis of their performance relative to other students—
a positional arms race ensues because if all students were to double the amount of
time they studied, the distribution of grades would remain essentially the same. Stu-
dents who find themselves in this situation are often quick to embrace “nerd
norms,” which brand as social misfits those who “study too hard.”

Fashion norms Social norms regarding dress and fashion often change quickly
because of positional competitions. Consider, for instance, the person who wishes
to be on the cutting edge of fashion. In some American social circles during the
1950s, that goal could be accomplished by having pierced ears. But as more and
more people adopted the practice, it ceased to communicate avant-garde status. At
the same time, those who wanted to make a conservative fashion statement gradu-
ally became freer to have their ears pierced.

For a period during the 1960s and 1970s, one could be on fashion’s cutting
edge by wearing two earrings in one earlobe. But by the 1990s multiple ear pierc-
ings had lost much of their social significance, the threshold of cutting-edge status
having been raised to upward of a dozen piercings of each ear, or a smaller number
of piercings of the nose, eyebrows, or other body parts. A similar escalation has
taken place in the number, size, and placement of tattoos.

The increase in the required number of tattoos or body piercings has not
changed the value of avant-garde fashion status to those who desire it. Being on the
outer limits of fashion has much the same meaning now as it once did. To the ex-
tent that there are costs associated with body piercings, tattoos, and other steps re-
quired to achieve avant-garde status, the current fashions are wasteful compared to
earlier ones. In this sense, the erosion of social norms against tattoos and body
piercings has produced a social loss. Of course, the costs associated with this loss
are small in most cases. Yet since each body piercing entails a small risk of infection,
the costs will continue to rise with the number of piercings. And once those costs
reach a certain threshold, support may mobilize on behalf of social norms that dis-
courage body mutilation.

Norms of taste Similar cycles occur with respect to behaviors considered to
be in bad taste. In the 1950s, for example, prevailing norms prevented major na-
tional magazines from accepting ads that featured nude photographs. Naturally, ad-
vertisers had a powerful incentive to chip away at such norms in an effort to
capture the reader’s limited attention. And indeed, taboos against nude photographs
have eroded in the same way as taboos against body mutilation.

Consider, for instance, the evolution of perfume ads. First came the nude sil-
houette; then, increasingly well-lighted and detailed nude photographs; and more
recently, photographs of what appear to be group sex acts. Each innovation
achieved just the desired effect: capturing the reader’s instant and rapt attention. In-
evitably, however, other advertisers followed suit, causing a shift in our sense of
what is considered attention-grabbing. Photographs that once would have shocked
readers now often draw little more than a bored glance.

Opinions differ, of course, about whether this change is an improvement. Many
believe that the earlier, stricter norms were ill-advised, the legacy of a more prudish
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Is being on fashion’s cutting edge
more valuable now than in the
1950s?
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and repressive era. Yet even people who take that view are likely to believe that
some kinds of photographic material ought not to be used in magazine advertise-
ments. Obviously, what is acceptable will differ from person to person, and each
person’s threshold of discomfort will depend in part on current standards. But as
advertisers continue to break new ground in their struggle to capture attention, the
point may come when people begin to mobilize in favor of stricter standards of
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“We’re looking for the kind of bad taste that will grab—but not appall.”

“public decency.” Such a campaign would provide yet another case of a positional
arms control agreement.

Norms against vanity Cosmetic and reconstructive surgery has produced dra-
matic benefits for many people, enabling badly disfigured accident victims to re-
cover a normal appearance. It also has eliminated the extreme self-consciousness
felt by people born with strikingly unusual features. Such surgery, however, is by no
means confined to the conspicuously disfigured. Increasingly, “normal” people are
seeking surgical improvements to their appearance. Some 2 million cosmetic “proce-
dures” were done in 1991—six times the number just a decade earlier1—and demand
has continued to grow steadily in the years since. Once a carefully guarded secret,
these procedures are now offered as prizes in southern California charity raffles.

In individual cases, cosmetic surgery may be just as beneficial as reconstructive
surgery is for accident victims. Buoyed by the confidence of having a straight nose
or a wrinkle-free complexion, patients sometimes go on to achieve much more than
they ever thought possible. But the growing use of cosmetic surgery also has had an
unintended side effect: It has altered the standards of normal appearance. A nose
that once would have seemed only slightly larger than average may now seem jar-
ringly big. The same person who once would have looked like an average 55-year-
old may now look nearly 70. And someone who once would have tolerated slightly
thinning hair or an average amount of cellulite may now feel compelled to undergo
hair transplantation or liposuction. Because such procedures shift people’s frame of

1The Economist, January 11, 1992, p. 25.



reference, their payoffs to individuals are misleadingly large. From a social perspec-
tive, therefore, reliance on them is likely to be excessive.

Legal sanctions against cosmetic surgery are difficult to imagine. But some
communities have embraced powerful social norms against cosmetic surgery, heap-
ing scorn and ridicule on the consumers of face-lifts and tummy tucks. In individual
cases, such norms may seem cruel. Yet without them, many more people might feel
compelled to bear the risk and expense of cosmetic surgery.

SUMMARY 319

RECAP POSITIONAL EXTERNALITIES

Positional externalities occur when an increase in one person’s performance
reduces the expected reward of another person in situations in which reward
depends on relative performance. Positional arms races are a series of mutu-
ally offsetting investments in performance enhancement that are stimulated by
a positional externality. Positional arms control agreements are sometimes en-
acted in an attempt to limit positional arms races. In some cases, social norms
can act as positional arms control agreements.

■ S U M M A R Y ■

• Externalities are the costs and benefits of activities
that accrue to people who are not directly involved in
those activities. When all parties affected by external-
ities can negotiate with one another at no cost, the in-
visible hand of the market will produce an efficient
allocation of resources. According to the Coase theo-
rem, the allocation of resources is efficient in such
cases because the parties affected by externalities can
compensate others for taking remedial action. LO1,

LO2

• Negotiation over externalities is often impractical,
however. In these cases, the self-serving actions of indi-
viduals typically will not lead to an efficient outcome.
The attempt to forge solutions to the problems caused
by externalities is one of the most important rationales
for collective action. Sometimes collective action takes
the form of laws and government regulations that alter
the incentives facing those who generate, or are af-
fected by, externalities. Such remedies work best when
they place the burden of accommodation on the par-
ties who can accomplish it at the lowest cost. Traffic
laws, zoning laws, environmental protection laws, and
free speech laws are examples. LO2

• Curbing pollution and other negative externalities
entails costs as well as benefits. The optimal amount
of pollution reduction is the amount for which the
marginal benefit of further reduction just equals the
marginal cost. In general, this formula implies that
the socially optimal level of pollution, or of any other
negative externality, is greater than zero. LO3

• When grazing land and other valuable resources are
owned in common, no one has an incentive to take
into account the opportunity cost of using those re-
sources. This problem is known as the tragedy of the
commons. Defining and enforcing private rights gov-
erning the use of valuable resources is often an effec-
tive solution to the tragedy of the commons. Not
surprisingly, most economically successful nations
have well-developed institutions of private property.
Property that belongs to everyone belongs, in effect,
to no one. Not only is its potential economic value
never fully realized; it usually ends up having no value
at all. LO4

• The difficulty of enforcing property rights in certain
situations explains a variety of inefficient outcomes
such as the excessive harvest of whales in interna-
tional waters and the premature harvest of timber on
remote public lands. The excessive pollution of seas
that are bordered by many countries also results from
a lack of enforceable property rights. LO4

• Situations in which people’s rewards depend on how
well they perform in relation to their rivals give rise
to positional externalities. In these situations, any
step that improves one side’s relative position neces-
sarily worsens the other’s. Positional externalities
tend to spawn positional arms races—escalating pat-
terns of mutually offsetting investments in perfor-
mance enhancement. Collective measures to curb
positional arms races are known as positional arms
control agreements. These collective actions may



320 CHAPTER 11 EXTERNALITIES AND PROPERTY RIGHTS

take the form of formal regulations or rules such as
rules against anabolic steroids in sports, campaign
spending limits, and binding arbitration agreements.

Informal social norms can also curtail positional
arms races. LO5

■ K E Y  T E R M S ■

Coase theorem (302)
external benefit (298)
external cost (298)
externality (298)

negative externality (298)
positional arms control

agreement (316)
positional arms race (316)

positional externality (316)
positive externality (298)
tragedy of the commons (311)

■ R E V I E W  Q U E S T I O N S ■

1. What incentive problem explains why the freeways
in cities like Los Angeles suffer from excessive con-
gestion? LO1

2. How would you explain to a friend why the optimal
amount of freeway congestion is not zero? LO3

3. If Congress could declare any activity that imposes
external costs on others illegal, would such legisla-
tion be advisable? LO2

4. Why does the Great Salt Lake, which is located
wholly within the state of Utah, suffer lower levels
of pollution than Lake Erie, which is bordered by
several states and Canada? LO4

5. Explain why the wearing of high-heeled shoes
might be viewed as the result of a positional exter-
nality. LO5

■ P R O B L E M S ■

1. Determine whether the following statements are true or false, and briefly ex-
plain why: LO2

a. A given total emission reduction in a polluting industry will be achieved at
the lowest possible total cost when the cost of the last unit of pollution
curbed is equal for each firm in the industry.

b. In an attempt to lower their costs of production, firms sometimes succeed
merely in shifting costs to outsiders.

2. Phoebe keeps a bee farm next door to an apple orchard. She chooses her optimal
number of beehives by selecting the honey output level at which her private mar-
ginal benefit from beekeeping equals her private marginal cost. LO1, LO2

a. Assume that Phoebe’s private marginal benefit and marginal cost curves
from beekeeping are normally shaped. Draw a diagram of them.

b. Phoebe’s bees help to pollinate the blossoms in the apple orchard, increasing
the fruit yield. Show the social marginal benefit from Phoebe’s beekeeping in
your diagram.

c. Phoebe’s bees are Africanized killer bees that aggressively sting anyone who
steps into their flight path. Phoebe, fortunately, is naturally immune to the
bees’ venom. Show the social marginal cost curve from Phoebe’s beekeeping
in your diagram.

d. Indicate the socially optimal quantity of beehives on your diagram. Is it
higher or lower than the privately optimal quantity? Explain.

3. Suppose the supply curve of boom box rentals in Golden Gate Park is given by
P 5 0.1Q, where P is the daily rent per unit in dollars and Q is the volume
of units rented in hundreds per day. The demand curve for boom boxes is
20 0.2Q. If each boom box imposes $3 per day in noise costs on others, by



how much will the equilibrium number of boom boxes rented exceed the so-
cially optimal number? LO1

4. Refer to problem 3. How would the imposition of a tax of $3 per unit on each
daily boom box rental affect efficiency in this market? LO2

5. Suppose the law says that Jones may not emit smoke from his factory unless he
gets permission from Smith, who lives downwind. If the relevant costs and ben-
efits of filtering the smoke from Jones’s production process are as shown in the
following table, and if Jones and Smith can negotiate with one another at no
cost, will Jones emit smoke? LO2

6. John and Karl can live together in a two-bedroom apartment for $500 per
month, or each can rent a single-bedroom apartment for $350 per month.
Aside from the rent, the two would be indifferent between living together and
living separately, except for one problem: John leaves dirty dishes in the sink
every night. Karl would be willing to pay up to $175 per month to avoid John’s
dirty dishes. John, for his part, would be willing to pay up to $225 to be able
to continue his sloppiness. Should John and Karl live together? If they do, will
there be dirty dishes in the sink? Explain. LO2, LO3

7. How, if at all, would your answer to problem 6 differ if John would be willing
to pay up to $30 per month to avoid giving up his privacy by sharing quarters
with Karl? LO2, LO3

8. Barton and Statler are neighbors in an apartment complex in downtown
Manhattan. Barton is a concert pianist, and Statler is a poet working on an epic
poem. Barton rehearses his concert pieces on the baby grand piano in his front
room, which is directly above Statler’s study. The following matrix shows the
monthly payoffs to Barton and Statler when Barton’s front room is and is not
soundproofed. The soundproofing will be effective only if it is installed in
Barton’s apartment. LO2, LO3
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a. If Barton has the legal right to make any amount of noise he wants and he
and Statler can negotiate with one another at no cost, will Barton install and
maintain soundproofing? Explain. Is his choice socially efficient?

b. If Statler has the legal right to peace and quiet and can negotiate with Bar-
ton at no cost, will Barton install and maintain soundproofing? Explain. Is
his choice socially efficient?

c. Does the attainment of an efficient outcome depend on whether Barton has
the legal right to make noise, or Statler the legal right to peace and quiet?

9. Refer to problem 8. Barton decides to buy a full-sized grand piano. The new
payoff matrix is as follows: LO2, LO3

Jones emits smoke Jones does not emit smoke

Surplus for Jones $200 $160

Surplus for Smith $400 $420

Not 
Soundproofed soundproofed

Gains to Barton $100/month $150/month

Gains to Statler $120/month $80/month



a. If Statler has the legal right to peace and quiet and Barton and Statler can ne-
gotiate at no cost, will Barton install and maintain soundproofing? Explain.
Is this outcome socially efficient?

b. Suppose that Barton has the legal right to make as much noise as he likes
and that negotiating an agreement with Barton costs $15 per month. Will
Barton install and maintain soundproofing? Explain. Is this outcome socially
efficient?

c. Suppose Statler has the legal right to peace and quiet, and it costs $15 per
month for Statler and Barton to negotiate any agreement. (Compensation
for noise damage can be paid without incurring negotiation cost.) Will Bar-
ton install and maintain soundproofing? Is this outcome socially efficient?

d. Why does the attainment of a socially efficient outcome now depend on
whether Barton has the legal right to make noise?

10.*A village has six residents, each of whom has accumulated savings of $100.
Each villager can use this money either to buy a government bond that pays
15 percent interest per year or to buy a year-old llama, send it onto the com-
mons to graze, and sell it after 1 year. The price the villager gets for the 2-
year-old llama depends on the quality of the fleece it grows while grazing on
the commons. That in turn depends on the animal’s access to grazing, which
depends on the number of llamas sent to the commons, as shown in the fol-
lowing table:

322 CHAPTER 11 EXTERNALITIES AND PROPERTY RIGHTS

*Problems marked with an asterisk (*) are more difficult.

The villagers make their investment decisions one after another, and their deci-
sions are public. LO4

a. If each villager decides individually how to invest, how many llamas will be
sent onto the commons, and what will be the resulting net village income?

b. What is the socially optimal number of llamas for this village? Why is that
different from the actual number? What would net village income be if the
socially optimal number of llamas were sent onto the commons?

c. The village committee votes to auction the right to graze llamas on the com-
mons to the highest bidder. Assuming villagers can both borrow and lend at
15 percent annual interest, how much will the right sell for at auction? How
will the new owner use the right, and what will be the resulting village in-
come?

Not 
Soundproofed soundproofed

Gains to Barton $100/month $150/month

Gains to Statler $120/month $60/month

Number of llamas on the commons Price per 2-year-old llama ($)

1 122

2 118

3 116

4 114

5 112

6 109
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

11.1 Since Fitch gains $50 per day when Abercrombie operates with a filter, he could
pay Abercrombie as much as $49 per day and still come out ahead. LO2

11.2 If the two were to live together, the most efficient way to resolve the telephone
problem would be as before, for Betty to give up reasonable access to the
phone. But on top of that cost, which is $150, Betty would also bear a $60
cost from the loss of her privacy. The total cost of their living together would
thus be $210 per month. Since that amount is greater than the $200 saving in
rent, the two should live separately. LO2

11.3 The income figures from the different levels of investment in cattle would re-
main as before, as shown in the table. What is different is the opportunity cost
of investing in each steer, which is now $11 per year instead of $13. The last
column of the table shows that the socially optimal number of steers is now 2
instead of 1. And if individuals still favor holding cattle, all other things being
equal, they will now send 5 steers onto the commons instead of 4, as shown
in the middle column. LO4

Number of Price per Income Total village Marginal
steers on the 2-year-old steer per steer income income

commons ($) ($/year) ($/year) ($/year)

26

1 126 26 26
12

2 119 19 38
10

3 116 16 48
4

4 113 13 52
3

5 111 11 55
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12
Th e  E c onom i c s  

o f  I n f o rma t i o n
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Explain how middlemen add value to market transactions.

2. Use the concept of rational search to find the optimal amount of infor-

mation market participants should obtain.

3. Define asymmetric information and describe how it leads to the lemons

problem.

4. Discuss how advertising, conspicuous consumption, statistical discrimina-

tion, and other devices are responses to asymmetric information problems.

ears ago, a naive young economist spent a week in Kashmir on a
houseboat on scenic Dal Lake, outside the capital city of Srinagar.
Kashmir is renowned for its woodcarvings, and one afternoon a man

in a gondola stopped by to show the economist some of his wooden bowls.
When the economist expressed interest in one of them, the woodcarver quoted
a price of 200 rupees. The economist had lived in that part of Asia long enough
to realize that the price was more than the woodcarver expected to get, so he
made a counteroffer of 100 rupees.

The woodcarver appeared to take offense, saying that he couldn’t possibly
part with the bowl for less than 175 rupees. Suspecting that the woodcarver was
merely feigning anger, the young economist held firm. The woodcarver appeared
to become even angrier, but quickly retreated to 150 rupees. The economist po-
litely restated his unwillingness to pay more than 100 rupees. The woodcarver
then tried 125 rupees, and again the economist replied that 100 was his final of-
fer. Finally, they struck a deal at 100 rupees, and with cash in hand, the wood-
carver left in a huff.

Pleased with his purchase, the economist showed it to the houseboat’s owner
later that evening. “It’s a lovely bowl,” he agreed, and asked how much the econo-
mist had paid for it. The economist told him, expecting praise for his negotiating

Y
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prowess. The host’s failed attempt at suppressing a laugh was the economist’s first clue
that he had paid too much. When asked how much such a bowl would normally sell
for, the houseboat owner was reluctant to respond. But the economist pressed him,
and the host speculated that the seller had probably hoped for 30 rupees at most.

Adam Smith’s invisible hand theory presumes that buyers are fully informed
about the myriad ways in which they might spend their money—what goods and
services are available, what prices they sell for, how long they last, how frequently
they break down, and so on. But, of course, no one is ever really fully informed
about anything. And sometimes, as in the transaction with the woodcarver, people
are completely ignorant of even the most basic information. Still, life goes on, and
most people muddle through somehow.

Consumers employ a variety of strategies for gathering information, some of
which are better than others. They read Consumer Reports, talk to family and
friends, visit stores, kick the tires on used cars, and so on. But one of the most im-
portant aspects of choosing intelligently without having complete information is
having at least some idea of the extent of one’s ignorance. Someone once said that
there are two kinds of consumers in the world: those who don’t know what they’re
doing and those who don’t know that they don’t know what they’re doing. As in
the case of the wooden bowl, the people in the second category are the ones who
are most likely to choose foolishly.

Basic economic principles can help you to identify those situations in which
additional information is most likely to prove helpful. In this chapter, we will
explore what those principles tell us about how much information to acquire and
how to make the best use of limited information.

HOW THE MIDDLEMAN ADDS VALUE

One of the most common problems consumers confront is the need to choose
among different versions of a product whose many complex features they do not
fully understand. As the following example illustrates, in such cases consumers can
sometimes rely on the knowledge of others.

How should a consumer decide which pair of skis to buy?

You need a new pair of skis, but the technology has changed considerably since you
bought your last pair and you don’t know which of the current brands and models
would be best for you. Skis R Us has the largest selection, so you go there and ask
for advice. The salesperson appears to be well informed; after asking about your ex-
perience level and how aggressively you ski, he recommends the Salomon X-Scream
9. You buy a pair for $600, then head back to your apartment and show them to
your roommate, who says that you could have bought them on the internet for only
$400. How do you feel about your purchase? Are the different prices charged by
the two suppliers related to the services they offer? Were the extra services you got
by shopping at Skis R Us worth the extra $200?

Internet retailers can sell for less because their costs are much lower than those
of full-service retail stores. Those stores, after all, must hire knowledgeable salespeo-
ple, put their merchandise on display, rent space in expensive shopping malls, and so
on. Internet retailers and mail-order houses, by contrast, typically employ unskilled
telephone clerks, and they store their merchandise in cheap warehouses. If you are a
consumer who doesn’t know which is the right product for you, the extra expense of
shopping at a specialty retailer is likely to be a good investment. Spending $600 on
the right skis is smarter than spending $400 on the wrong ones. ◆

Many people believe that wholesalers, retailers, and other agents who assist
manufacturers in the sale of their products play a far less important role than the one
played by those who actually make the products. In this view, the production worker
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is the ultimate source of economic value added. Sales agents are often disparaged as
mere middlemen, parasites on the efforts of others who do the real work.

On a superficial level, this view might seem to be supported by the fact that
many people go to great lengths to avoid paying for the services of sales agents.
Many manufacturers cater to them by offering consumers a chance to “buy direct”
and sidestep the middleman’s commission. But on closer examination, we can see
that the economic role of sales agents is essentially the same as that of production
workers. Consider this example.

How does better information affect economic surplus?

Ellis has just inherited a rare Babe Ruth baseball card issued during the great slug-
ger’s rookie year. He’d like to keep the card but has reluctantly decided to sell it to
pay some overdue bills. His reservation price for the card is $300, but he is hoping
to get significantly more for it. He has two ways of selling it: He can place a classi-
fied ad in the local newspaper for $5 or he can list the card on eBay. If he sells the
card on eBay, the fee will be 5 percent of the winning bid.

Because Ellis lives in a small town with few potential buyers of rare baseball
cards, the local buyer with the highest reservation price is willing to pay $400 at
most. If Ellis lists the card on eBay, however, a much larger number of potential
buyers will see it. If the two eBay shoppers who are willing to pay the most for El-
lis’s card have reservation prices of $900 and $800, respectively, by how much will
the total economic surplus be larger if Ellis sells his card on eBay? (For the sake of
simplicity, assume that the eBay commission and the classified ad fee equal the re-
spective costs of providing those services.)

In an eBay auction, each bidder reports his or her reservation price for an item.
When the auction closes, the bidder with the highest reservation price wins, and the
price he or she pays is the reservation price of the second highest bidder. So in this
example, the Babe Ruth baseball card will sell for $800 if Ellis lists it on eBay. Net
of the $40 eBay commission, Ellis will receive a payment of $760, or $460 more
than his reservation price for the card. Ellis’s economic surplus will thus be $460.
The winning bidder’s surplus will be $900  $800  $100, so the total surplus
from selling the card on eBay will be $560.

If Ellis instead advertises the card in the local newspaper and sells it to the local
buyer whose reservation price is $400, then Ellis’s surplus (net of the newspaper’s

“On the one hand, eliminating the middleman would result in lower 
costs, increased sales, and greater consumer satisfaction;

on the other hand, we’re the middleman.”

©
 T

h
e
 N

ew
 Y

o
rk

e
r 

C
o
lle

ct
io

n
 1

9
9
7
 R

o
b
e
rt

 M
an

ko
ff
 f
ro

m
 c

ar
to

o
n
b
an

k
.c

o
m

.
A

ll 
R

ig
h
ts

 R
e
se

rv
e
d
.



$5 fee) will be only $95 and the buyer’s surplus will be $0. Thus, total economic
surplus will be $560  $95 $465 larger if Ellis sells the card on eBay than if he
lists it in the local newspaper.

eBay provides a service by making information available to people who can make
good use of it. A real increase in economic surplus results when an item ends up in the
hands of someone who values it more highly than the person who otherwise would
have bought it. That increase is just as valuable as the increase in surplus that results
from manufacturing cars, growing corn, or any other productive activity. ◆
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RECAP HOW THE MIDDLEMAN ADDS VALUE

In a world of incomplete information, sales agents and other middlemen add
genuine economic value by increasing the extent to which goods and services
find their way to the consumers who value them most. For example, when a
sales agent causes a good to be purchased by a person who values it by
$20,000 more than the person who would have bought it in the absence of a
sales agent, that agent augments total economic surplus by $20,000, an
achievement on a par with the production of a $20,000 car.

THE OPTIMAL AMOUNT OF INFORMATION

Without a doubt, having more information is better than having less. But information
is generally costly to acquire. In most situations, the value of additional information
will decline beyond some point. And because of the Low-Hanging-Fruit Principle,
people tend to gather information from the cheapest sources first before turning to
more costly ones. Typically, then, the marginal benefit of information will decline, and
its marginal cost will rise, as the amount of information gathered increases.

THE COST-BENEFIT TEST

Information gathering is an activity like any other. The Cost-Benefit Principle tells
us that a rational consumer will continue to gather information as long as its mar-
ginal benefit exceeds its marginal cost. Suppose, for the sake of discussion, that an-
alysts had devised a scale that permits us to measure units of information, as on the
horizontal axis of Figure 12.1. If the relevant marginal cost and marginal benefit
curves are as shown in the diagram, a rational consumer will acquire I* units of in-
formation, the amount for which the marginal benefit of information equals its
marginal cost.

Another way to think about Figure 12.1 is that it shows the optimal level of
ignorance. When the cost of acquiring information exceeds its benefits, acquiring
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additional information simply does not pay. If information could be acquired at no
cost, decision makers would, of course, be glad to have it. But when the cost of
acquiring the information exceeds the gain in value from the decision it will facilitate,
people are better off to remain ignorant.

THE FREE-RIDER PROBLEM

Does the invisible hand assure that the optimal amount of advice will be made
available to consumers in the marketplace? The next example suggests one reason
why it might not.

Why is finding a knowledgeable salesclerk often difficult?

People can choose for themselves whether to bear the

extra cost of retail shopping. Those who value advice

and convenience can pay slightly higher prices, while

those who know what they want can buy for less from a

mail-order house. True or false: It follows that private

incentives lead to the optimal amount of retail service.

The market would provide the optimal level of re-

tail service except for one practical problem, namely,

that consumers can make use of the services offered by

retail stores without paying for them. After benefiting

from the advice of informed salespersons and after in-

specting the merchandise, the consumer can return

home and buy the same item from an internet retailer

or mail-order house. Not all consumers do so, of

course. But the fact that customers can benefit from

the information provided by retail stores without paying

for it is an example of the free-rider problem, an incentive problem that results in too

little of a good or service being produced. Because retail stores have difficulty recovering

the cost of providing information, private incentives are likely to yield less than the

socially optimal level of retail service. So the statement above is false. •

Why did Rivergate Books, the last bookstore in Lambertville, New Jersey,

go out of business?

Small independent bookstores often manage to survive

competition from large chains like Borders and Barnes

and Noble by offering more personalized service. Janet

Holbrooke, the proprietor of Rivergate Books, followed

this strategy successfully for more than a decade before

closing her doors in 1999. What finally led her to quit?

According to Mrs. Holbrooke, a retired English

teacher, “When Barnes and Noble came in, a few people

were curious, went to look, and bought some books.

But they came back and said they wanted to be able to

find things more easily and have clerks that had an idea of

what their grandchildren might like to read, and we held

our own.”1 Customers also were drawn in by special
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events such as readings and book signings by authors. But during one of these events, Mrs.

Holbrooke saw that her store’s days were numbered:

I found out that Gerald Stern, who won the National Book Award for

poetry, was a Lambertville man, and I asked him if he would come in and

do a reading. He gave a wonderful presentation, and we had a good

turnout, but we sold very few books, and then I overheard one of the

women who were presenting a book for his signature say that she had

bought hers through Amazon.com. Here I thought we were bringing

something special to the town. But if people are going to bring in books

that they got from the internet, then we don’t have a chance.2 •

EXERCISE 12.1

Apart from its possible contribution to free-rider problems, how is increased

access to the internet likely to affect total economic surplus?

TWO GUIDELINES FOR RATIONAL SEARCH

In practice, of course, the exact value of additional information is difficult to know,
so the amount of time and effort one should invest in acquiring it is not always
obvious. But as the following examples suggest, the Cost-Benefit Principle provides
a strong conceptual framework for thinking about this problem.
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Should a person living in Paris, Texas, spend more or less time searching for

an apartment than someone living in Paris, France?

Suppose that rents for one-bedroom apartments in Paris, Texas, vary between $300
and $500 per month, with an average rent of $400 per month. Rents for similar
one-bedroom apartments in Paris, France, vary between $2,000 and $3,000 per
month, with an average rent of $2,500. In which city should a rational person
expect to spend a longer time searching for an apartment?

In both cities, visiting additional apartments entails a cost, largely the opportunity
cost of one’s time. In both cities, the more apartments someone visits, the more likely
it is that he or she will find one near the lower end of the rent distribution. But because
rents are higher and are spread over a broader range in Paris, France, the expected sav-
ing from further time spent searching will be greater there than in Paris, Texas. A ra-
tional person will expect to spend more time searching for an apartment in France. ◆

This example illustrates the principle that spending additional search time is
more likely to be worthwhile for expensive items than for cheap ones. For example,
one should spend more time searching for a good price on a diamond engagement
ring than for a good price on a stone made of cubic zirconium; more time searching
for a low fare to Sydney, Australia, than for a low fare to Sidney, New York; and
more time searching for a car than for a bicycle. By extension, hiring an agent—
someone who can assist with a search—is more likely to be a good investment in
searching for something expensive than for something cheap. For example, people
typically engage real estate agents to help them find a house, but they seldom hire
agents to help them buy a gallon of milk.

Who should expect to search longer for a good price on a used piano?

Both Tom and Tim are shopping for a used upright piano. To examine a piano
listed in the classified ads, they must travel to the home of the piano’s current
owner. If Tom has a car and Tim does not and both are rational, which one should
expect to examine fewer pianos before making his purchase?

The benefits of examining an additional piano are the same in both cases,
namely, a better chance of finding a good instrument for a low price. But because
it is more costly for Tim to examine pianos, he should expect to examine fewer of
them than Tom. ◆

The preceding example makes the point that when searching becomes more
costly, we should expect to do less of it. And as a result, the prices we expect to pay
will be higher when the cost of a search is higher.

THE GAMBLE INHERENT IN SEARCH

Suppose you are in the market for a one-bedroom apartment and have found one
that rents for $400 per month. Should you rent it or search further in hopes of find-
ing a cheaper apartment? Even in a large market with many vacant apartments,
there is no guarantee that searching further will turn up a cheaper or better apart-
ment. Searching further entails a cost, which might outweigh the gain. In general,
someone who engages in further search must accept certain costs in return for un-
known benefits. Thus, further search invariably carries an element of risk.

In thinking about whether to take any gamble, a helpful first step is to compute
its expected value—the average amount you would win (or lose) if you played that
gamble an infinite number of times. To calculate the expected value of a gamble
with more than one outcome, we first multiply each outcome by its corresponding
probability of occurring, and then add. For example, suppose you win $1 if a coin
flip comes up heads and lose $1 if it comes up tails. Since 1 2 is the probability of
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heads (and also the probability of tails), the expected value of this gamble is
(1 2)($1)  (1 2)( $1)  0. A gamble with an expected value of zero is called a
fair gamble. If you played this gamble a large number of times, you wouldn’t expect
to make money, but you also wouldn’t expect to lose money.

A better-than-fair gamble is one with a positive expected value. (For instance, a
coin flip in which you win $2 for heads and lose $1 for tails is a better-than-fair gam-
ble.) A risk-neutral person is someone who would accept any gamble that is fair or
better. A risk-averse person is someone who would refuse to take any fair gamble.

EXERCISE 12.2

Consider a gamble in which you win $4 if you flip a coin and it comes up

heads and lose $2 if it comes up tails. What is the expected value of this

gamble? Would a risk-neutral person accept it?

In the next example, we apply these concepts to the decision of whether to
search further for an apartment.

Should you search further for an apartment?

You have arrived in San Francisco for a one-month summer visit and are searching
for a one-bedroom sublet for the month. There are only two kinds of one-bedroom
apartments in the neighborhood in which you wish to live, identical in every respect
except that one rents for $400 and the other for $360. Of the vacant apartments in
this neighborhood, 80 percent are of the first type and 20 percent are of the second
type. The only way you can discover the rent for a vacant apartment is to visit it in
person. The first apartment you visit is one that rents for $400. If you are risk-neu-
tral and your opportunity cost of visiting an additional apartment is $6, should you
visit another apartment or rent the one you’ve found?

If you visit one more apartment, you have a 20 percent chance of it being one
that rents for $360 and an 80 percent chance of it being one that rents for $400. If
the former, you’ll save $40 in rent, but if the latter, you’ll face the same rent as be-
fore. Since the cost of a visit is $6, visiting another apartment is a gamble with a 20
percent chance to win $40  $6  $34 and an 80 percent chance of losing $6
(which means “winning”  $6). The expected value of this gamble is thus
(0.20)($34)  (0.80)( $6)   $2. Visiting another apartment is a better-than-fair
gamble, and since you are risk-neutral, you should take it. ◆

EXERCISE 12.3

Refer to the apartment search example above. Suppose you visit another

apartment and discover it, too, is one that rents for $400. If you are risk-

neutral, should you visit a third apartment?

THE COMMITMENT PROBLEM WHEN SEARCH IS COSTLY

When most people search for an apartment, they want a place to live not for just a
month but for a year or more. Most landlords, for their part, are also looking for
long-term tenants. Similarly, few people accept a full-time job in their chosen field
unless they expect to hold the job for several years. Firms, too, generally prefer em-
ployees who will stay for extended periods. Finally, when most people search for
mates, they are looking for someone with whom to settle down.

Because in all these cases search is costly, examining every possible option will
never make sense. Apartment hunters don’t visit every vacant apartment, nor do
landlords interview every possible tenant. Job seekers don’t visit every employer,
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nor do employers interview every job seeker. And not even the most determined
searcher can manage to date every eligible mate. In these and other cases, people are
rational to end their searches, even though they know a more attractive option
surely exists out there somewhere.

But herein lies a difficulty. What happens when, by chance, a more attractive
option comes along after the search has ceased? Few people would rent an apart-
ment if they thought the landlord would kick them out the moment another tenant
came along who was willing to pay higher rent. Few landlords would be willing to
rent to a tenant if they expected her to move out the moment she discovers a cheaper
apartment. Employers, job seekers, and people who are looking for mates would
have similar reservations about entering relationships that could be terminated once
a better option happened to come along.

This potential difficulty in maintaining stable matches between partners in on-
going relationships would not arise in a world of perfect information. In such a
world, everyone would end up in the best possible relationship, so no one would be
tempted to renege. But when information is costly and the search must be limited,
there will always be the potential for existing relationships to dissolve.

In most contexts, people solve this problem not by conducting an exhaustive
search (which is usually impossible, in any event) but by committing themselves to re-
main in a relationship once a mutual agreement has been reached to terminate the
search. Thus, landlords and tenants sign a lease that binds them to one another for a
specified period, usually one year. Employees and firms enter into employment con-
tracts, either formal or informal, under which each promises to honor his obligations
to the other, except under extreme circumstances. And in most countries a marriage
contract penalizes those who abandon their spouses. Entering into such commitments
limits the freedom to pursue one’s own interests. Yet most people freely accept such re-
strictions because they know the alternative is failure to solve the search problem.
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RECAP THE OPTIMAL AMOUNT OF INFORMATION

Additional information creates value, but it is also costly to acquire. A rational
consumer will continue to acquire information until its marginal benefit equals
its marginal cost. Beyond that point, it is rational to remain uninformed.

Markets for information do not always function perfectly. Free-rider
problems often hinder retailers’ efforts to provide information to consumers.

Search inevitably entails an element of risk because costs must be incurred
without any assurance that search will prove fruitful. A rational consumer can
minimize this risk by concentrating search efforts on goods for which the vari-
ation in price or quality is relatively high and on those for which the cost of
search is relatively low.

ASYMMETRIC INFORMATION

One of the most common information problems occurs when the participants in a
potential exchange are not equally well informed about the product or service that is
offered for sale. For instance, the owner of a used car may know that the car is in ex-
cellent mechanical condition, but potential buyers cannot know that merely by in-
specting it or taking it for a test drive. Economists use the term asymmetric
information to describe situations in which buyers and sellers are not equally well in-
formed about the characteristics of products or services. In these situations, sellers are
typically much better informed than buyers, but sometimes the reverse will be true.

The problem of asymmetric information can easily prevent exchanges that
would benefit both parties. Here is a classic example.

asymmetric information
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the marketplace



Will Jane sell her car to Tom?

Jane’s 2001 Miata has 70,000 miles on the odometer, but most of these are highway
miles driven during weekend trips to see her boyfriend in Toronto. (Highway dri-
ving causes less wear and tear on a car than city driving.) Moreover, Jane has main-
tained the car precisely according to the manufacturer’s specifications. In short, she
knows her car to be in excellent condition. Because she is about to start graduate
school in Boston, however, Jane wants to sell the car. On average, 2001 Miatas sell
for a price of $8,000, but because Jane knows her car to be in excellent condition,
her reservation price for it is $10,000.

Tom wants to buy a used Miata. He would be willing to pay $13,000 for one
that is in excellent condition but only $9,000 for one that is not in excellent condi-
tion. Tom has no way of telling whether Jane’s Miata is in excellent condition. (He
could hire a mechanic to examine the car, but doing so is expensive, and many
problems cannot be detected even by a mechanic.) Will Tom buy Jane’s car? Is this
outcome efficient?

Because Jane’s car looks no different from other 2001 Miatas, Tom will not pay
$10,000 for it. After all, for only $8,000, he can buy some other 2001 Miata that is
in just as good condition, as far as he can tell. Tom therefore will buy someone else’s
Miata, and Jane’s will go unsold. This outcome is not efficient. If Tom had bought
Jane’s Miata for, say, $11,000, his surplus would have been $2,000 and Jane’s an-
other $1,000. Instead, Tom ends up buying a Miata that is in average condition (or
worse), and his surplus is only $1,000. Jane gets no economic surplus at all. ◆

THE LEMONS MODEL

We can’t be sure, of course, that the Miata Tom ends up buying will be in worse con-
dition than Jane’s—since someone might have a car in perfect condition that must be
sold even if the owner cannot get what it is really worth. Even so, the economic in-
centives created by asymmetric information suggest that most used cars that are put
up for sale will be of lower-than-average quality. One reason is that people who mis-
treat their cars, or whose cars were never very good to begin with, are more likely
than others to want to sell them. Buyers know from experience that cars for sale on
the used car market are more likely to be “lemons” than cars that are not for sale.
This realization causes them to lower their reservation prices for a used car.

But that’s not the end of the story. Once used car prices have fallen, the owners
of cars that are in good condition have an even stronger incentive to hold onto
them. That causes the average quality of the cars offered for sale on the used car
market to decline still further. Berkeley economist George Akerlof, a Nobel laure-
ate, was the first to explain the logic behind this downward spiral.3 Economists use
the term lemons model to describe Akerlof’s explanation of how asymmetric infor-
mation affects the average quality of the used goods offered for sale.

The next example suggests that the lemons model has important practical im-
plications for consumer choice.

Should you buy your aunt’s car?

You want to buy a used Honda Accord. Your Aunt Germaine buys a new car every
four years, and she has a four-year-old Accord that she is about to trade in. You be-
lieve her report that the car is in good condition, and she is willing to sell it to you
for $10,000, which is the current blue book value for four-year-old Accords. (The
blue book value of a car is the average price for which cars of that age and model
sell in the used car market.) Should you buy your aunt’s Honda?
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Akerlof’s lemons model tells us that cars for sale in the used car market will be
of lower average quality than cars of the same vintage that are not for sale. If you
believe your aunt’s claim that her car is in good condition, then being able to buy it
for its blue book value is definitely a good deal for you, since the blue book price is
the equilibrium price for a car that is of lower quality than your aunt’s. ◆

The following two examples illustrate the conditions under which asymmetric
information about product quality results in a market in which only lemons are
offered for sale.

How much will a naive buyer pay for a used car?

Consider a world with only two kinds of cars: good ones and lemons. An owner
knows with certainty which type of car she has, but potential buyers cannot distin-
guish between the two types. Ten percent of all new cars produced are lemons. Good
used cars are worth $10,000 to their owners, but lemons are worth only $6,000.
Consider a naive consumer who believes that the used cars currently for sale have the
same quality distribution as new cars (i.e., 90 percent good, 10 percent lemons). If
this consumer is risk-neutral, how much would he be willing to pay for a used car?

Buying a car of unknown quality is a gamble, but a risk-neutral buyer would be
willing to take the gamble provided it is fair. If the buyer can’t tell the difference be-
tween a good car and a lemon, the probability that he will end up with a lemon is
simply the proportion of lemons among the cars from which he chooses. The buyer
believes he has a 90 percent chance of getting a good car and a 10 percent chance of
getting a lemon. Given the prices he is willing to pay for the two types of car, his ex-
pected value of the car he buys will thus be 0.90($10,000)  0.10($6,000)  $9,600.
And since he is risk-neutral, that is his reservation price for a used car. ◆

EXERCISE 12.4

How would your answer to the question posed in the last example differ if

the proportion of new cars that are lemons had been 20 percent?

Who will sell a used car for what the naive buyer is willing to pay?

Continuing with the previous example: If you were the owner of a good used car,
what would it be worth to you? Would you sell it to a naive buyer? What if you
owned a lemon?

Since you know your car is good, it is worth $10,000 to you, by assumption.
But since a naive buyer would be willing to pay only $9,600, neither you nor any
other owner of a good car would be willing to sell to that buyer. If you had a lemon,
of course, you would be happy to sell it to a naive buyer, since the $9,600 the buyer
is willing to pay is $3,600 more than the lemon would be worth to you. So the only
used cars for sale will be lemons. In time, buyers will revise their naively optimistic
beliefs about the quality of the cars for sale on the used car market. In the end, all
used cars will sell for a price of $6,000, and all will be lemons. ◆

In practice, of course, the mere fact that a car is for sale does not guarantee that
it is a lemon because the owner of a good car will sometimes be forced to sell it,
even at a price that does not reflect its condition. The logic of the lemons model ex-
plains this owner’s frustration. The first thing sellers in this situation want a
prospective buyer to know is the reason they are selling their cars. For example,
classified ads often announce, “Just had a baby, must sell my 2005 Corvette” or
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“Transferred to Germany, must sell my 2006 Toyota Camry.” Any time you pay the
blue book price for a used car that is for sale for some reason unrelated to its con-
dition, you are beating the market.

THE CREDIBILITY PROBLEM IN TRADING

Why can’t someone with a high-quality used car simply tell the buyer about the car’s
condition? The difficulty is that buyers’ and sellers’ interests tend to conflict. Sellers
of used cars, for example, have an economic incentive to overstate the quality of their
products. Buyers, for their part, have an incentive to understate the amount they are
willing to pay for used cars and other products (in the hope of bargaining for a lower
price). Potential employees may be tempted to overstate their qualifications for a job.
And people searching for mates have been known to engage in deception.

That is not to say that most people consciously misrepresent the truth in com-
municating with their potential trading partners. But people do tend to interpret
ambiguous information in ways that promote their own interests. Thus, 92 percent
of factory employees surveyed in one study rated themselves as more productive
than the average factory worker. Psychologists call this phenomenon the “Lake
Wobegon effect,” after Garrison Keillor’s mythical Minnesota homestead, where
“all the children are above average.”

Notwithstanding the natural tendency to exaggerate, the parties to a potential
exchange can often gain if they can find some means to communicate their knowl-
edge truthfully. In general, however, mere statements of relevant information will
not suffice. People have long since learned to discount the used car salesman’s in-
flated claims about the cars he is trying to unload. But as the next example illus-
trates, though communication between potential adversaries may be difficult, it is
not impossible.

How can a used car seller signal high quality credibly?

Jane knows her Miata to be in excellent condition, and Tom would be willing to
pay considerably more than her reservation price if he could be confident of getting
such a car. What kind of signal about the car’s quality would Tom find credible?

Again, the potential conflict between Tom’s and Jane’s interests suggests that
mere statements about the car’s quality may not be persuasive. But suppose Jane of-
fers a warranty, under which she agrees to remedy any defects the car develops over
the next six months. Jane can afford to extend such an offer because she knows her
car is unlikely to need expensive repairs. In contrast, the person who knows his car
has a cracked engine block would never extend such an offer. The warranty is a
credible signal that the car is in good condition. It enables Tom to buy the car with
confidence, to both his and Jane’s benefit. ◆

THE COSTLY-TO-FAKE PRINCIPLE

The preceding examples illustrate the costly-to-fake principle, which holds that if
parties whose interests potentially conflict are to communicate credibly with one
another, the signals they send must be costly or difficult to fake. If the seller of a de-
fective car could offer an extensive warranty just as easily as the seller of a good car,
a warranty offer would communicate nothing about the car’s quality. But war-
ranties entail costs that are significantly higher for defective cars than for good
cars—hence their credibility as a signal of product quality.

To the extent that sellers have an incentive to portray a product in the most
flattering light possible, their interests conflict with those of buyers, who want the
most accurate assessment of product quality possible. Note that in the following
example, the costly-to-fake principle applies to a producer’s statement about the
quality of a product.
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Why do firms insert the phrase “As advertised on TV” when they advertise

their products in magazines and newspapers?

Company A sponsors an expensive national television advertising campaign on behalf of its

compact disc player, claiming it has the clearest sound and the best repair record of any

CD player in the market. Company B makes similar claims in a sales brochure but does

not advertise its product on television. If you had no additional information to go on,

which company’s claim would you find more credible? Why do you suppose Company A

mentions its TV ads when it advertises its CD player in print media?

Accustomed as we are to discounting advertisers’ inflated claims, the information

given might seem to provide no real basis for a choice between the two products. On

closer examination, however, we see that a company’s decision to advertise its product

on national television constitutes a credible signal about the product’s quality. The cost of

a national television campaign can run well into the millions of dollars, a sum a company

would be foolish to spend on an inferior product.

For example, in 2002 Pepsi paid Britney Spears $8 million to appear in its two 30-

second Super Bowl ads, and it paid more than $3.5 million to Fox TV for broadcasting

those ads. National TV ads can attract the potential buyers’ attention and persuade a

small fraction of them to try a product. But these huge investments pay off only if the re-

sulting initial sales generate other new business—either repeat sales to people who tried

the product and liked it or sales to others who heard about the product from a friend.

Because ads cannot persuade buyers that a bad product is a good one, a company

that spends millions of dollars advertising a bad product is wasting its money. An expen-

sive national advertising campaign is therefore a credible signal that the producer thinks its

product is a good one. Of course, the ads don’t guarantee that a product is a winner, but

in an uncertain world, they provide one more piece of information. Note, however, that

the relevant information lies in the expenditure on the advertising campaign, not in what

the ads themselves say.

These observations may explain why some companies mention their television ads in

their print ads. Advertisers understand the costly-to-fake principle and hope that con-

sumers will understand it as well. •

As the next example illustrates, the costly-to-fake principle is also well known
to many employers.

Why do many companies care so much about elite educational credentials?

Microsoft is looking for a hardworking, smart person for an entry-level managerial position

in a new technical products division. Two candidates, Cooper and Duncan, seem alike in

every respect but one: Cooper graduated with the highest honors from MIT, while Dun-

can graduated with a C average from Somerville College. Whom should Microsoft hire?

If you want to persuade prospective employers that you are both hardworking and in-

telligent, there is perhaps no more credible signal than to have graduated with distinction

from a highly selective educational institution. Most people would like potential employers

to think of them as hardworking and intelligent. But unless you actually have both those

qualities, graduating with the highest honors from a school like MIT will be extremely dif-

ficult. The fact that Duncan graduated from a much less selective institution and earned

only a C average is not proof positive that he is not diligent and talented, but companies

are forced to play the percentages. In this case, the odds strongly favor Cooper. •

CONSPICUOUS CONSUMPTION AS A SIGNAL OF ABILITY

Some individuals of high ability are not highly paid. (Remember the best elementary
school teacher you ever had.) And some people—such as the multibillionaire in-
vestor Warren Buffet—earn a lot, yet spend very little. But such cases run counter
to general tendencies. In competitive markets, the people with the most ability tend
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to receive the highest salaries. And as suggested by the Cost-Benefit Principle, the
more someone earns, the more he or she is likely to spend on high-quality goods
and services. As the following example suggests, these tendencies often lead us to in-
fer a person’s ability from the amount and quality of the goods he consumes.

Why do many clients seem to prefer lawyers who wear expensive suits?

You have been unjustly accused of a serious crime and are looking for an attorney. Your

choice is between two lawyers who appear identical in all respects except for the things

they buy. One of them wears a cheap polyester suit and arrives at the courthouse in a 10-

year-old rust-eaten Dodge Neon. The other wears an impeccably tailored suit and drives

a new BMW 750i. If this were the only information available to you at the time you chose,

which lawyer would you hire?

The correlation between salary and the abilities buyers value most is partic-

ularly strong in the legal profession. A lawyer whose clients usually prevail in

court will be much more in demand than one whose clients generally lose, and

their fees will reflect the difference. The fact that one of the lawyers consumes

much more than the other does not prove that he is the better lawyer, but if that

is the only information you have, you can ill afford to ignore it. •

If the less able lawyer loses business because of the suits he wears and the
car he drives, why doesn’t he simply buy better suits and a more expensive car?
His choice is between saving for retirement or spending more on his car and
clothing. In one sense, he cannot afford to buy a more expensive car, but in an-
other sense, he cannot afford not to. If his current car is discouraging potential

clients from hiring him, buying a better one may simply be a prudent investment.
But because all lawyers have an incentive to make such investments, their effects
tend to be mutually offsetting.

When all is said and done, the things people consume will continue to convey
relevant information about their respective ability levels. The costly-to-fake princi-
ple tells us that the BMW 750i is an effective signal precisely because the lawyer of
low ability cannot afford one, no matter how little he saves for retirement. Yet from
a social perspective, the resulting spending pattern is inefficient, for the same reason
that other positional arms races are inefficient. (We discussed positional arms races
in Chapter 11.) Society would be better off if everyone spent less and saved more
for retirement.

The problem of conspicuous consumption as an ability signal does not arise
with equal force in every environment. In small towns, where people tend to know
one another well, a lawyer who tries to impress people by spending beyond her
means is likely to succeed only in demonstrating how foolish she is. Thus, the
wardrobe a professional person “needs” in towns like Dubuque, Iowa, or Athens,
Ohio, costs less than half as much as the wardrobe the same person would need in
Manhattan or Los Angeles.

STATISTICAL DISCRIMINATION

In a competitive market with perfect information, the buyer of a service would pay
the seller’s cost of providing the service. In many markets, however, the seller does
not know the exact cost of serving each individual buyer.

In such cases, the missing information has an economic value. If the seller
can come up with even a rough estimate of the missing information, she can
improve her position. As the following example illustrates, firms often do so by
imputing characteristics to individuals on the basis of the groups to which they
belong.
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Why do males under 25 years of age pay more than other drivers for auto

insurance?

Gerald is 23 years old and is an extremely careful and competent driver. He has never had

an accident, or even a moving traffic violation. His twin sister Geraldine has had two ac-

cidents, one of them serious, in the last three years and has accumulated three speeding

tickets during that same period. Why does Gerald pay $1,600 per year for auto insurance,

while Geraldine pays only $800?

The expected cost to an insurance company of insuring any given driver depends on

the probability that the driver will be involved in an accident. No one knows what that

probability is for any given driver, but insurance companies can estimate rather precisely

the proportion of drivers in specific groups who will be involved in an accident in any

given year. Males under 25 are much more likely than older males and females of any age

to become involved in auto accidents. Gerald pays more than his sister because even

those males under 25 who have never had an accident are more likely to have one than

females the same age who have had several accidents.

Of course, females who have had two accidents and accumulated several tickets in

the last three years are more likely to have an accident than a female with a spotless dri-

ving record. The insurance company knows that and has increased Geraldine’s premium

accordingly. Yet it is still less than her brother’s premium. That does not mean that Ger-

ald is in fact more likely to have an accident than Geraldine. Indeed, given the twins’ re-

spective driving skills, Geraldine clearly poses the higher risk. But because insurance

companies lack such detailed information, they are forced to set rates according to the

information they possess.

To remain in business, an insurance company must collect enough money from pre-

miums to cover the cost of the claims it pays out, plus whatever administrative expenses

it incurs. Consider an insurance company that charges lower rates for young males with

clean driving records than for females with blemished ones. Given that the former group

is more likely to have accidents than the latter, the company cannot break even unless it

charges females more, and males less, than the respective costs of insuring them. But if it

does so, rival insurance companies will see cash on the table: They can offer females

slightly lower rates and lure them away from the first company. The first company will end

up with only young male policyholders and thus will suffer an economic loss at the low

rates it charges. That is why, in equilibrium, young males with clean driving records pay

higher insurance rates than young females with blemished records. •

The insurance industry’s policy of charging high rates to young male drivers is
an example of statistical discrimination. Other examples include the common prac-
tice of paying higher salaries to people with college degrees than to people without
them and the policy of favoring college applicants with high SAT scores. Statistical
discrimination occurs whenever people or products are judged on the basis of the
groups to which they belong.

Competition promotes statistical discrimination, even though everyone knows
that the characteristics of specific individuals can differ markedly from those of the
group to which they belong. For example, insurance companies know perfectly well
that some young males are careful and competent drivers. But unless they can iden-
tify which males are the better drivers, competitive pressure forces them to act on
their knowledge that, as a group, young males are more likely than others to gen-
erate insurance claims.

Similarly, employers know that many people with only a high school diploma
are more productive than the average college graduate. But because employers usu-
ally cannot tell in advance who those people are, competitive pressure leads them to
offer higher wages to college graduates, who are more productive, on average, than
high school graduates. Universities, too, realize that many applicants with low SAT
scores will earn higher grades than applicants with high scores. But if two applicants
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look equally promising except for their SAT scores, competition forces universities
to favor the applicant with higher scores since, on average, that applicant will per-
form better than the other.

Statistical discrimination is the result of observable differences in group char-
acteristics, not the cause of those differences. Young males, for example, do not
generate more insurance claims because of statistical discrimination. Rather, statis-
tical discrimination occurs because insurance companies know that young males
generate more claims. Nor does statistical discrimination cause young males to pay
insurance rates that are high in relation to the claims they generate. Among any
group of young male drivers, some are careful and competent, and others are not.
Statistical discrimination means the more able males will pay high rates relative to
the volume of claims they generate, but it also means the less able male drivers will
pay low rates relative to the claims they generate. On average, the group’s rates will
be appropriate to the claims its members generate.

Still, these observations do little to ease the frustration of the young male who
knows himself to be a careful and competent driver, or the high school graduate
who knows herself to be a highly productive employee. Competitive forces provide
firms an incentive to identify such individuals and treat them more favorably when-
ever practical. When firms succeed in this effort, however, they have often discov-
ered some other relevant information on group differences. For example, many
insurance companies offer lower rates to young males who belong to the National
Honor Society or make the dean’s list at school. Members of those groups generate
fewer claims, on average, than other young males. But even these groups include
risky drivers, and the fact that companies offer discounts to their members means
that all other young males must pay higher rates.

ADVERSE SELECTION

Since insurance companies routinely practice statistical discrimination, each indi-
vidual within a group pays the same rate, even though individuals within the group
often differ sharply in terms of their likelihood of filing claims. Within each group,
buying insurance is thus most attractive to those individuals with the highest likeli-
hood of filing claims. As a result, high-risk individuals are more likely to buy insur-
ance than low-risk individuals, a pattern known as adverse selection. Adverse
selection forces insurance companies to raise their premiums, which makes buying
insurance even less attractive to low-risk individuals, which raises still further the
average risk level of those who remain insured. In some cases, only those individu-
als faced with extreme risks may continue to find insurance an attractive purchase.

MORAL HAZARD

Moral hazard is another problem that makes buying insurance less attractive for the
average person. This problem refers to the fact that some people take fewer pre-
cautions when they know they are insured. Someone whose car is insured, for ex-
ample, may take less care to prevent it from being damaged or stolen. Driving
cautiously and searching for safe parking spaces require effort, after all, and if the
losses from failing to engage in these precautions are covered by insurance, some
people will become less vigilant.

Insurance companies help many of their potential clients soften the conse-
quences of problems like moral hazard and adverse selection by offering policies
with deductible provisions. Under the terms of an automobile collision insurance
policy with, say, a $1,000 deductible provision, the insurance company covers only
those collision repair costs in excess of $1,000. For example, if you have an acci-
dent in which $3,000 in damage occurs to your car, the insurance company covers
only $2,000, and you pay the remaining $1,000.
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How does the availability of such policies mitigate the negative effects of ad-
verse selection and moral hazard? Since the policies are cheaper for insurance com-
panies to provide, they sell for lower prices. The lower prices represent a much
better bargain, however, for those drivers who are least likely to file insurance
claims since those drivers are least likely to incur any uncovered repair costs. Policies
with deductible provisions also confront careless drivers with more of the extra
costs for which they are responsible, giving them additional incentives to take pre-
cautions.

These policies benefit insurance buyers in another way. Because the holder of a
policy with a deductible provision will not file a claim at all if the damage to his car
in an accident is less than the deductible threshold, insurance companies require
fewer resources to process and investigate claims, savings that get passed along in
the form of lower premiums.
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RECAP ASYMMETRIC INFORMATION

Asymmetric information describes situations in which not all parties to a po-
tential exchange are equally well informed. In the typical case, the seller of a
product will know more about its quality than the potential buyers. Such
asymmetries often stand in the way of mutually beneficial exchange in the
markets for high-quality goods because buyers’ inability to identify high qual-
ity makes them unwilling to pay a commensurate price.

Information asymmetries and other communication problems between po-
tential exchange partners can often be solved through the use of signals that
are costly or difficult to fake. Product warranties are such a signal because the
seller of a low-quality product would find them too costly to offer.

Buyers and sellers also respond to asymmetric information by attempting
to judge the qualities of products and people on the basis of the groups to
which they belong. A young male may know he is a good driver, but auto in-
surance companies must nonetheless charge him high rates because they know
only that he is a member of a group that is frequently involved in accidents.

DISAPPEARING POLITICAL DISCOURSE

An intriguing illustration of statistical discrimination arises when a politician de-
cides what to say about controversial public issues. Politicians have an interest in
supporting the positions they genuinely believe in, but they also have an interest in
winning reelection. As the next examples illustrate, the two motives often conflict,
especially when a politician’s statements about one subject convey information
about her beliefs on other subjects.

Why do opponents of the death penalty often remain silent?

Quite apart from the question of whether execution of convicted criminals is morally le-

gitimate, there are important practical arguments against capital punishment. For one

thing, it is extremely expensive relative to the alternative of life without parole. Execution

is costly because of judicial safeguards against execution of innocent persons. In each cap-

ital case prosecuted in the United States, these safeguards consume thousands of person-

hours from attorneys and other officers of the court, at a cost that runs well into the

millions of dollars.4 Such efforts notwithstanding, the record is replete with examples of

executed persons who are later shown to be innocent. Another argument against capital

4See Philip J. Cook and Donna B. Slawson, “The Costs of Processing Murder Cases in North Carolina,”
The Sanford Institute of Public Policy, Duke University, Durham, NC, 1993.
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punishment is that many statistical studies find that it does not deter people

from committing capital crimes. Though many political leaders in both par-

ties find these and other arguments against capital punishment compelling,

few politicians voice their opposition to capital punishment publicly. Why not?

A possible answer to this puzzle is suggested by the theory of statisti-

cal discrimination. Voters in both parties are concerned about crime and

want to elect politicians who take the problem seriously. Suppose there are

two kinds of politicians: some who in their heart of hearts take the crime

issue seriously and others who merely pay lip service to it. Suppose also

that voters classify politicians in a second way: those who publicly favor the

death penalty or remain silent and those who publicly oppose it. Some

politicians will oppose the death penalty for the reasons just discussed, but others will

oppose it because they are simply reluctant to punish criminals—perhaps because they

believe that crime is ultimately more society’s fault than the criminal’s. (Politicians in the

latter category are the ones voters think of as being “not serious about crime”; they are the

ones most voters want to get rid of.) These two possible motives for opposing the death

penalty suggest that the proportion of death penalty opponents who take the crime issue

seriously, in the public’s view, will be somewhat smaller than the corresponding propor-

tion among proponents of the death penalty. For the sake of discussion, imagine that

95 percent of politicians who favor the death penalty and only 80 percent of politicians

who oppose the death penalty are “serious about crime.”

If you are a voter who cares about crime, how will your views about a politician be

affected by hearing that he opposes the death penalty? If you knew nothing about that

politician to begin with, your best guess on hearing his opposition to the death penalty

would be that there is an 80 percent chance that he is serious about crime. Had he instead

voiced support for the death penalty, your best guess would be that there is a 95 percent

chance that he is serious about crime. And since voters are looking for politicians who

are serious about crime, the mere act of speaking out against the death penalty will entail

a small loss of political support even for those politicians who are extremely serious

about crime.

Knowing this tendency on the part of voters, some politicians who are only margin-

ally opposed to the death penalty may prefer to keep their views to themselves. As a re-

sult, the composition of the group that speaks out publicly against the death penalty will

change slightly so that it is more heavily weighted with people reluctant to punish crimi-

nals in any way. Suppose, for example, that the proportion of death penalty opponents

who are serious about crime falls from 80 to 60 percent. Now the political cost of speak-

ing out against the death penalty rises, leading still more opponents to remain silent.

Once the dust settles, very few opponents of capital punishment will risk stating their

views publicly. In their desire to convince voters that they are tough on crime, some may

even become outspoken proponents of the death penalty. In the end, public discourse will

strongly favor capital punishment. But that is no reason to conclude that most leaders—

or even most voters—genuinely favor it. •

The economist Glenn Loury was the first to call attention to the phenomenon
described in the preceding example. We call it the problem of disappearing political
discourse. Once you understand it, you will begin to notice examples not just in the
political sphere but in everyday discourse as well.

Why do proponents of legalized drugs remain silent?

That addictive drugs like heroine, cocaine, and methamphetamines cause enormous harm

is not a matter of dispute. The clear intent of laws that ban commerce in these drugs is

to prevent that harm. But the laws also entail costs. By making the drugs illegal, they sub-

stantially increase their price, leading many addicts to commit crimes to pay for drugs.

The high incomes of many illicit drug dealers also divert people from legitimate careers
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and result in turf battles that often have devastating consequences for both participants

and bystanders. If these drugs were legal, drug-related crime would vanish completely.

Drug use would also rise, how significantly we do not know. In short, it is at least con-

ceivable that legalizing addictive drugs might be sound public policy. Why, then, do virtu-

ally no politicians publicly favor such a policy?

Many politicians may simply believe that legalizing drugs is a bad idea. Theoretically,

legalization could lead to such a steep rise in drug consumption that the cost of the pol-

icy might far outweigh its benefits. This concern, however, is not supported by experience

in countries such as England and the Netherlands, which have tried limited forms of le-

galization. A second explanation is that politicians who favor legalization are reluctant to

speak out for fear that others will misinterpret them. Suppose that some people favor le-

galization based on careful analysis of the costs and benefits, while other proponents are

merely crazy. If the proportion of crazies is higher among supporters than among oppo-

nents of legalization, someone who speaks out in favor of legalization may cause those

who do not know her to increase their estimate of the likelihood she is crazy. This possi-

bility deters some proponents from speaking out, which raises the proportion of crazies

among the remaining public supporters of legalization—and so on in a downward spiral,

until most of the remaining public supporters really are crazy. •

The disappearing political discourse problem helps to explain why
the United States had difficulty reestablishing normal diplomatic relations
with China, which were severed in the wake of the communist revolution.
One could oppose communist expansionism and yet still favor normal-
ized relations with China on the grounds that war is less likely when an-
tagonists communicate openly. In the Cold War environment, however,
American politicians were under enormous pressure to demonstrate their
steadfast opposition to communism at every opportunity. Fearing that
support for the normalization of relations with China would be misinter-
preted as a sign of softness toward communism, many supporters of the
policy remained silent. Not until Richard Nixon—whose anticommunist
credentials no one could question—was elected president were diplomatic
relations with China finally reopened.

The problem of disappearing discourse also helps explain the impoverished
state of public debate on issues such as the reform of Social Security, Medicare, and
other entitlement programs.
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Why did the task of
reestablishing normal diplomatic
relations with China fall to
President Richard Nixon, the
lifelong communist basher?

■ S U M M A R Y ■

• Retailers and other sales agents are important sources
of information. To the extent that they enable con-
sumers to find the right products and services, they
add economic value. In that sense they are no less
productive than the workers who manufacture goods
or perform services directly. Unfortunately, the free-
rider problem often prevents firms from offering use-
ful product information. LO1

• Virtually every market exchange takes place on the
basis of less-than-complete information. More infor-
mation is beneficial both to buyers and to sellers,
but information is costly to acquire. The rational
individual therefore acquires information only up to

the point at which its marginal benefit equals its
marginal cost. Beyond that point, one is rational to
remain ignorant. LO2

• Several principles govern the rational search for in-
formation. Searching more intensively makes sense
when the cost of a search is low, when quality is
highly variable, or when prices vary widely. Further
search is always a gamble. A risk-neutral person will
search whenever the expected gains outweigh the ex-
pected costs. A rational search will always terminate
before all possible options have been investigated.
Thus, in a search for a partner in an ongoing bilateral
relationship, there is always the possibility that a
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better partner will turn up after the search is over. In
most contexts, people deal with this problem by en-
tering into contracts that commit them to their part-
ners once they have mutually agreed to terminate the
search. LO2

• Many potentially beneficial transactions are pre-
vented from taking place by asymmetric informa-
tion—the fact that one party lacks information that
the other has. For example, the owner of a used car
knows whether it is in good condition, but potential
buyers do not. Even though a buyer may be willing to
pay more for a good car than the owner of such a car
would require, the fact that the buyer cannot be sure
he is getting a good car often discourages the sale.
More generally, asymmetric information often pre-
vents sellers from supplying the same quality level
that consumers would be willing to pay for. LO3

• Both buyers and sellers often can gain by finding ways
of communicating what they know to one another. But
because of the potential conflict between the interests

of buyers and sellers, mere statements about the rele-
vant information may not be credible. For a signal be-
tween potential trading partners to be credible, it must
be costly to fake. For instance, the owner of a high-
quality used car can credibly signal the car’s quality by
offering a warranty—an offer that the seller of a low-
quality car could not afford to make. LO4

• Firms and consumers often try to estimate missing in-
formation by making use of what they know about
the groups to which people or things belong. For ex-
ample, insurance firms estimate the risk of insuring
individual young male drivers on the basis of the ac-
cident rates for young males as a group. This practice
is known as statistical discrimination. Other examples
include paying college graduates more than high
school graduates and charging higher life insurance
rates to 60-year-olds than to 20-year-olds. Statistical
discrimination helps to explain the phenomenon of
disappearing political discourse, which occurs when
opponents of a practice such as the death penalty re-
main silent when the issue is discussed publicly. LO4

■ K E Y  T E R M S ■

adverse selection (340)
asymmetric information (333)
better-than-fair gamble (332)
costly-to-fake principle (336)
disappearing political 

discourse (342)

expected value of a 
gamble (331)

fair gamble (332)
free-rider problem (329)
lemons model (334)

moral hazard (340)
risk-averse person (332)
risk-neutral person (332)
statistical discrimination (339)

■ R E V I E W  Q U E S T I O N S ■

1. Can it be rational for a consumer to buy a Chevro-
let without having first taken test drives in compet-
ing models built by Ford, Chrysler, Honda, Toyota,
and others? LO2

2. Explain why a gallery owner who sells a painting
might actually create more economic surplus than
the artist who painted it. LO1

3. Explain why used cars offered for sale are different,
on average, from used cars not offered for sale. LO3

4. Explain why the used-car market would be likely to
function more efficiently in a community in which
moral norms of honesty are strong than in a com-
munity in which such norms are weak. LO4

5. Why might leasing a new Porsche be a good invest-
ment for an aspiring Hollywood film producer,
even though he can’t easily afford the monthly pay-
ments? LO4

■ P R O B L E M S ■

1. State whether the following are true or false, and briefly explain why: LO4

a. Companies spend billions of dollars advertising their products on network
TV primarily because the texts of their advertisements persuade consumers
that the advertised products are of high quality.
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b. You may not get the optimal level of advice from a retail shop when you go
in to buy a lamp for your bike because of the free-rider problem.

c. If you need a lawyer, and all your legal expenses are covered by insurance,
you should always choose the best-dressed lawyer with the most expensive
car and the most ostentatiously furnished office.

d. The benefit of searching for a spouse is affected by the size of the community
you live in.

2. Consumers know that some fraction x of all new cars produced and sold in the
market are defective. The defective ones cannot be identified except by those
who own them. Cars do not depreciate with use. Consumers are risk-neutral
and value nondefective cars at $10,000 each. New cars sell for $5,000 and used
ones for $2,500. What is the fraction x? LO3

3. Carlos is risk-neutral and has an ancient farmhouse with great character for
sale in Slaterville Springs. His reservation price for the house is $130,000. The
only possible local buyer is Whitney, whose reservation price for the house is
$150,000. The only other houses on the market are modern ranch houses that
sell for $125,000, which is exactly equal to each potential buyer’s reservation
price for such a house. Suppose that if Carlos does not hire a Realtor, Whitney
will learn from her neighbor that Carlos’s house is for sale and will buy it for
$140,000. However, if Carlos hires a Realtor, he knows that the Realtor will
put him in touch with an enthusiast for old farmhouses who is willing to pay
up to $300,000 for the house. Carlos also knows that if he and this person ne-
gotiate, they will agree on a price of $250,000. If Realtors charge a commis-
sion of 5 percent of the selling price and all Realtors have opportunity costs of
$2,000 for negotiating a sale, will Carlos hire a Realtor? If so, how will total
economic surplus be affected? LO1

4. Ann and Barbara are computer programmers in Nashville who are planning to
move to Seattle. Each owns a house that has just been appraised for $100,000.
But whereas Ann’s house is one of hundreds of highly similar houses in a large,
well-known suburban development, Barbara’s is the only one that was built
from her architect’s design. Who will benefit more by hiring a Realtor to assist
in selling her house, Ann or Barbara? LO1

5. For each pair of occupations listed, identify the one for which the kind of car a
person drives is more likely to be a good indication of how good she is at her
job. LO4

a. Elementary school teacher, real estate agent
b. Dentist, municipal government administrator
c. Engineer in the private sector, engineer in the military

6. Brokers who sell stocks over the internet can serve many more customers than
those who transact business by mail or over the phone. How will the expansion
of internet access affect the average incomes of stockbrokers who continue to
do business in the traditional way? LO1

7. Whose income do you predict will be more affected by the expansion of inter-
net access: LO1

a. Stockbrokers or lawyers?
b. Doctors or pharmacists?
c. Bookstore owners or the owners of galleries that sell original oil paintings?

8. How will growing internet access affect the number of film actors and musi-
cians who have active fan clubs? LO2

9. Fred, a retired accountant, and Jim, a government manager, are 63-year-old
identical twins who collect antique pottery. Each has an annual income of
$100,000 (Fred’s from a pension, Jim’s from salary). One buys most of his pot-
tery at local auctions, and the other buys most of his from a local dealer. Which



brother is more likely to buy at an auction, and does he pay more or less than
his brother who buys from the local dealer? LO2

10. Female heads of state (e.g., Israel’s Golda Meir, India’s Indira Gandhi, Britain’s
Margaret Thatcher) have often been described as more bellicose in foreign pol-
icy matters than the average male head of state. Using Loury’s theory of disap-
pearing discourse, suggest an explanation for this pattern. LO4
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

12.1 Internet search is a cheap way to acquire information about many goods and
services, so the effect of increased internet access will be a downward shift in
the supply curve of information. In equilibrium, people will acquire more in-
formation, and the goods and services they buy will more closely resemble
those they would have chosen in an ideal world with perfect information.
These effects will cause total economic surplus to grow. Some of these gains,
however, might be offset if the internet makes the free-rider problem more se-
rious. LO2

12.2 The probability of getting heads is 0.5, the same as the probability of getting
tails. Thus, the expected value of this gamble is (0.5)($4)  (0.5)( $2)  $1.
Since the gamble is better than fair, a risk-neutral person would accept it. LO3

12.3 Since you still have a 20 percent chance of finding a cheaper apartment if you
make another visit, the expected outcome of the gamble is again $2, and you
should search again. The bad outcome of any previous search is a sunk cost
and should not influence your decision about whether to search again. LO3

12.4 The expected value of a new car will now be 0.8($10,000)  0.2($6,000)  
$9,200. Any risk-neutral consumer who believed that the quality distribution
of used cars for sale was the same as the quality distribution of new cars off
the assembly line would be willing to pay $9,200 for a used car. LO3
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Why do some people earn so much more money than others? No

other single question in economics has stimulated nearly as much

interest and discussion. Our aim in Chapter 13 will be to apply sim-

ple economic principles in an attempt to answer this question.

We’ll first discuss the human capital model, which emphasizes the

importance of differences in personal characteristics. We then focus

on why people with similar personal characteristics often earn

sharply different incomes. Among the factors we will consider are

labor unions, winner-take-all markets, discrimination, and the effect

of nonwage conditions of employment. We also will explore whether

income inequality is something society should be concerned about,

and if so, whether practical remedies exist for it. We will see that

government programs to redistribute income have costs as well

as benefits.

In Chapter 14 we will explore economic policies for dealing with

specific problems in the environmental, safety, and health domains,

showing how careful application of basic economic principles can

help society design policies that both expand the economic pie and

make everyone’s slice larger. The unifying thread running through

the examples we will consider is the problem of scarcity. In each

case, we will explore how the cost-benefit principle can help to re-

solve the resulting trade-offs.

In Chapter 15 we consider how big government should be, what

sorts of goods and services it should provide, and how it should

raise the revenue to pay for them. We also will investigate circum-

stances under which rational citizens might vest in government the

power to constrain their behavior in various ways, and how such

powers should be apportioned among local, state, and federal levels.
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L abo r  Ma r ke t s ,

Pov e r t y , a nd I n c ome

D i s t r i b u t i o n
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Understand the relationship between wages and the marginal productivity
of workers.

2. Analyze how wages and employment are determined in competitive labor
markets.

3. Compare and contrast the various hypotheses economists have proposed
to explain earnings differences.

4. Discuss recent trends in U.S. income inequality and philosophical justifi-
cations for income redistribution.

5. Describe and analyze some of the methods used to reduce poverty in the
United States.

y only the slimmest of margins, Mary Lou Retton won the individual
all-around gold medal in women’s gymnastics at the Los Angeles Sum-
mer Olympic Games in 1984. In the years since, she has remained in

the spotlight, continuing to earn millions of dollars from product endorsements
and motivational speeches. In contrast, the silver medalist from 1984 has
dropped completely from view. (Can you name her?) She is Ecaterina Szabo, one
of the most talented Romanian gymnasts of her era, and although she came
within a hairbreadth of beating Retton, wealth and international recognition
were not to be hers.

Many physicians in Szabo’s homeland are likewise every bit as talented and
hardworking as physicians in the United States. But while American physicians

B
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earn an average annual income of almost $200,000, Romanian physicians earn so
little that some of them supplement their incomes by cleaning the Bucharest apart-
ments of expatriate Americans for just $10 a day.

Why do some people earn so much more than others? No other single question
in economics has stimulated nearly as much interest and discussion. American citi-
zenship, of course, is neither necessary nor sufficient for receiving high income.
Many of the wealthiest people in the world come from extremely poor countries,
and many Americans are homeless and malnourished.

Our aim in this chapter will be to employ simple economic principles in an at-
tempt to explain why different people earn different salaries. We’ll first discuss the
human capital model, which emphasizes the importance of differences in personal
characteristics. Next, we will focus on why people with similar personal character-
istics often earn sharply different incomes. Among the factors we will consider are
labor unions, discrimination, the effect of nonwage conditions of employment, and
winner-take-all markets. Finally, we will explore whether income inequality is
something society should be concerned about, and if so, whether practical remedies
for it exist. As we will see, government programs to redistribute income have costs
as well as benefits. As always, policymakers must compare an imperfect status quo
with the practical consequences of imperfect government remedies.

THE ECONOMIC VALUE OF WORK

In some respects, the sale of human labor is profoundly different from the sale of other
goods and services. For example, although someone may legally relinquish all future
rights to the use of her television set by selling it, the law does not permit people to sell
themselves into slavery. The law does, however, permit employers to “rent” our ser-
vices. And in many ways the rental market for labor services functions much like the
market for most other goods and services. Each specific category of labor has a de-
mand curve and a supply curve. These curves intersect to determine both the equilib-
rium wage and the equilibrium quantity of employment for each category of labor.

What is more, shifts in the relevant demand and supply curves produce changes
analogous to those produced by shifts in the demand and supply curves for other
goods and services. For instance, an increase in the demand for a specific category
of labor will generally increase both the equilibrium wage and the equilibrium
quantity of employment in that category. By the same token, an increase in the sup-
ply of labor to a given occupation will tend to increase the level of employment and
lower the wage rate in that occupation.

As in our discussions of other markets, our strategy for investigating how the
labor market works will be to go through a series of examples that shed light on dif-
ferent parts of the picture. In the first example, we focus on how the Equilibrium
Principle helps us to understand how wages will differ among workers with different
levels of productive ability.

How much will the potters earn?

Mackintosh Pottery Works is one of numerous identical companies that hire potters
who mold clay into pots. These companies sell the pots for $1.10 each to a finishing
company that glazes and fires them, and then sells them in the retail marketplace. Clay,
which is available free of charge in unlimited quantities, is the only input used by the
potters. Rennie and Laura are currently the only two potters who work for Mackin-
tosh, whose only cost other than potters’ salaries is a 10-cent handling cost for each
pot it delivers to the finisher. Rennie delivers 100 pots per week and Laura delivers 120.
If the labor market for potters is perfectly competitive, how much will each be paid?

We begin with the assumption that Rennie and Laura have decided to work full
time as potters, so our focus is not on how much they will work but on how much

Why do small differences in
performance sometimes
translate into enormous
differences in pay?
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they will be paid. After taking handling costs into account, the value of the pots that
Rennie delivers is $100 per week, and that is the amount Mackintosh will pay him.
To pay him less would risk having him bid away by a competitor. For example, if
Mackintosh paid Rennie only $90 per week, the company would then enjoy an eco-
nomic profit of $10 per week as a result of hiring him. Seeing this cash on the table,
a rival firm could then offer Rennie $91, thus earning an additional economic profit
of $9 per week by bidding him away from Mackintosh. So under the bidding pres-
sure from rival employers, Mackintosh will have difficulty keeping Rennie if it pays
him less than $100 per week. And the company would suffer an economic loss if it
paid him more than $100 per week. Similarly, the value of the pots delivered each
week by Laura is $120, and this will be her competitive equilibrium wage. ◆

In the preceding example, the number of pots each potter delivered each week
was that potter’s marginal physical product, or marginal product (MP) for short.
More generally, a worker’s marginal product is the extra output the firm gets as a
result of hiring that worker. When we multiply a worker’s marginal product by the
net price for which each unit of the product sells, we get that worker’s value of mar-
ginal product, or VMP. (In the preceding example the “net price” of each pot was
$1.00—the difference between the $1.10 sale price and the $0.10 handling charge.)
The general rule in competitive labor markets is that a worker’s pay in long-run
equilibrium will be equal to his or her VMP—the net contribution he or she makes
to the employer’s revenue. Employers would be delighted to pay workers less than
their respective VMPs, to be sure. But if labor markets are truly competitive, they
cannot get away with doing so for long.

In the pottery example, each worker’s VMP was independent of the number of
other workers employed by the firm. In such cases, we cannot predict how many
workers a firm will hire. Mackintosh could break even with 2 potters, with 10, or
even with 1,000 or more. In many other situations, however, we can predict exactly
how many workers a firm will hire. Consider the following example.

How many workers should Adirondack hire?

The Adirondack Woodworking Company hires workers in a competitive labor mar-
ket at a wage of $350 per week to make kitchen cutting boards from scrap wood
that is available free of charge. If the boards sell for $20 each and the company’s
weekly output varies with the number of workers hired as shown in Table 13.1,
how many workers should Adirondack hire?
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marginal product of labor

(MP) the additional output a

firm gets by employing one 

additional unit of labor

value of marginal product of

labor (VMP) the dollar value

of the additional output a firm

gets by employing one additional

unit of labor

TABLE 13.1

Employment and Productivity in a Woodworking Company 

(when cutting boards sell for $20 each)

Total number MP
of cutting (extra cutting VMP

Number of workers boards/week boards/week) ($/week)

0 0
30 600

1 30
25 500

2 55
21 420

3 76
18 360

4 94
14 280

5 108



In the pottery example, our focus was on wage differences for employees whose
productive abilities differed. In contrast, we assume here that all workers are
equally productive and the firm faces a fixed market wage for each. The fact that
the marginal product of labor declines with the number of workers hired is a con-
sequence of the law of diminishing returns. (As discussed in Chapter 6, this law says
that when a firm’s capital or other productive inputs are held fixed in the short run,
adding workers beyond some point results in ever smaller increases in output.) The
third column of the table reports the marginal product for each additional worker,
and the last column reports the value of each successive worker’s marginal prod-
uct—the number of cutting boards he or she adds times the selling price of $20.
Adirondack should keep hiring as long as the next worker’s VMP is at least $350
per week (the market wage). The first four workers have VMPs larger than $350,
so Adirondack should hire them. But since hiring the fifth worker would add only
$280 to weekly revenue, Adirondack should not hire that worker. ◆

Note the similarity between the perfectly competitive firm’s decision about how
many workers to hire and the perfectly competitive firm’s output decision we con-
sidered in Chapter 6. When labor is the only variable factor of production, the two
decisions are essentially the same. Because of the unique correspondence between
the firm’s total output and the total number of workers it hires, deciding how many
workers to hire is the same as deciding how much output to supply.

The worker’s attractiveness to the employer depends not only on how many
cutting boards he or she produces, but also on the price of cutting boards and on
the wage rate. For example, because VMP rises when product price rises, an in-
crease in product price will lead employers to hire more workers. Employers also
will increase hiring when the wage rate falls.

EXERCISE 13.1

In the woodworking example, how many workers should Adirondack hire if

the price of cutting boards rises to $26?

EXERCISE 13.2

In the woodworking example, how many workers should Adirondack hire if

the wage rate falls to $275 per week?
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RECAP THE ECONOMIC VALUE OF WORK

In competitive labor markets, employers face pressure to pay each worker the
value of his or her marginal product. When a firm can hire as many workers
as it wishes at a given market wage, it should expand employment as long as
the value of marginal product of labor exceeds the market wage.

THE EQUILIBRIUM WAGE AND 

EMPLOYMENT LEVELS

As we saw in Chapter 3, the equilibrium price and quantity in any competitive mar-
ket occur at the intersection of the relevant supply and demand curves. The same is
true in competitive markets for labor.

THE DEMAND CURVE FOR LABOR

An employer’s reservation price for a worker is the most the employer could pay
without suffering a decline in profit. As discussed, this reservation price for the



employer in a perfectly competitive labor market is simply the value of the worker’s
marginal product (VMP). Because of the law of diminishing returns, we know that
the marginal product of labor, and hence VMP, declines in the short run as the
quantity of labor rises. The individual employer’s demand curve for labor in any
particular occupation—say, computer programmers—may thus be shown, as in Fig-
ure 13.1(a), as a downward-sloping function of the wage rate. Suppose firm 1 [part
(a)] and firm 2 [part (b)] are the only two firms that employ programmers in a given
community. The demand for programmers in that community will then be the hor-
izontal sum of the individual firm demands [part (c)].

THE SUPPLY CURVE OF LABOR

What does the supply curve of labor for a specific occupation look like? Will more la-
bor be offered at high wage rates than at low wage rates? An equivalent way to pose
the same question is to ask whether consumers will wish to consume less leisure at
high wage rates than at low wage rates. By themselves, the principles of economic the-
ory do not provide an answer to this question because a change in the wage rate ex-
erts two opposing effects on the quantity of leisure demanded. One is the substitution
effect, which says that at a higher wage, leisure is more expensive, leading consumers
to consume less of it. The second is the income effect, which says that at a higher
wage, consumers have more purchasing power, leading them to consume more leisure.
Which of these two opposing effects dominates is an empirical question.

For the economy as a whole during the past several centuries, the workweek
has been declining and real wages have been rising. This pattern might seem to sug-
gest that the supply curve of labor is downward-sloping, and for the economy as a
whole it may be. There is also evidence that individual workers may sometimes
work fewer hours when wage rates are high than when they are low. A study of
taxicab drivers in New York City, for example, found that drivers quit earlier on
rainy days (when the effective wage is high because of high demand for cab rides)
than on sunny days (when the effective wage is lower).1

These observations notwithstanding, the supply of labor to any particular oc-
cupation is almost surely upward-sloping because wage differences among occupa-
tions influence occupational choice. It is no accident, for example, that many more
people are choosing jobs as computer programmers now than in 1970. Wages of
programmers have risen sharply during the past several decades, which has led
many people to forsake other career paths in favor of programming. Curve S in
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FIGURE 13.1

The Occupational

Demand for Labor.
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1L. Babcock, C. Camerer, G. Loewenstein, and R. Thaler, “Labor Supply of New York City Cab Drivers:
One Day at a Time,” Quarterly Journal of Economics 111 (1997), pp. 408–441.



Figure 13.2 represents the supply curve of computer programmers. Its positive slope
is typical of the supply curves for most individual occupations.

MARKET SHIFTS

As more tasks have become computerized in recent decades, the demand for pro-
grammers has grown, as shown by the shift from D

1
to D

2
in Figure 13.2. Equilib-

rium in the market for computer programmers occurs at the intersection of the
relevant supply and demand curves. The increase in demand has led to an increase
in the equilibrium level of programmers from L

1
to L

2
and a rise in the equilibrium

wage from W
1

to W
2
.

As discussed in Chapter 8, the market for stocks and other financial assets
reaches equilibrium very quickly in the wake of shifts in the underlying supply and
demand curves. Labor markets, by contrast, are often much slower to adjust. When
the demand for workers in a given profession increases, shortages may remain for
months or even years, depending on how long it takes people to acquire the skills
and training needed to enter the profession.
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FIGURE 13.2

The Effect of an Increase
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RECAP EQUILIBRIUM IN THE LABOR MARKET

The demand for labor in a perfectly competitive labor market is the horizon-
tal sum of each employer’s value of marginal product (VMP) curve. The sup-
ply curve of labor for an individual labor market is upward-sloping, even
though the supply curve of labor for the economy as a whole may be vertical
or even downward-sloping. In each labor market, the demand and supply
curves intersect to determine the equilibrium wage and level of employment.



EXPLAINING DIFFERENCES IN EARNINGS

The theory of competitive labor markets tells us that differences in pay reflect differ-
ences in the corresponding VMPs. Recall that in the pottery example, Laura earned
20 percent more than Rennie because she made 20 percent more pots each week than
he did. This difference in productivity may have resulted from an underlying differ-
ence in talent or training, or perhaps Laura simply worked harder than Rennie.

Yet often we see large salary differences even among people who appear equally
talented and hardworking. Why, for instance, do lawyers earn so much more than
those plumbers who are just as smart as they are and work just as hard? And why
do surgeons earn so much more than general practitioners? These wage differences
might seem to violate the No-Cash-on-the-Table Principle, which says that only dif-
ferences in talent, luck, or hard work can account for long-run differences in earn-
ings. For example, if plumbers could earn more by becoming lawyers, why don’t
they just switch occupations? Similarly, if general practitioners could boost their in-
comes by becoming surgeons, why didn’t they become surgeons in the first place?

HUMAN CAPITAL THEORY

Answers to these questions are suggested by human capital theory, which holds that
an individual’s VMP is proportional to his or her stock of human capital—an amal-
gam of factors such as education, experience, training, intelligence, energy, work
habits, trustworthiness, and initiative. According to this theory, some occupations
pay better than others because they require larger stocks of human capital. For
example, a general practitioner could become a surgeon, but only by extending her
formal education by several more years. An even larger investment in additional
education is required for a plumber to become a lawyer.

Differences in demand can result in some kinds of human capital being more
valuable than others. Consider again the increase in demand for computer pro-
grammers that has been occurring for the past several decades. During that same
time period, the demand for the services of tax accountants has fallen as more and
more taxpayers have used tax-preparation software in lieu of hiring accountants to
help them with their taxes. Both occupations require demanding technical training,
but the training received by computer programmers now yields a higher return in
the labor market.

LABOR UNIONS

Two workers with the same amount of human capital may earn different wages if
one of them belongs to a labor union and the other does not. A labor union is an
organization through which workers bargain collectively with employers for better
wages and working conditions.

Many economists believe that unions affect labor markets in much the same
way that cartels affect product markets. To illustrate, consider a simple economy
with two labor markets, neither of which is unionized initially. Suppose the total
supply of labor to the two markets is fixed at workers per day, and that
the demand curves are as shown by and in Figure 13.3(a) and (b). The
sum of the two demand curves, [part (c)], intersects the supply
curve to determine an equilibrium wage of $9 per hour. At that wage, firms in mar-
ket 1 hire 125 workers per day [part (a)] and firms in market 2 hire 75 [part (b)].

Now suppose workers in market 1 form a union and refuse to work for less than
$12 per hour. Because demand curves for labor are downward-sloping, employers of
unionized workers reduce employment from 125 workers per day to 100 [Fig-
ure 13.4(a)]. The 25 displaced workers in the unionized market would, of course, be
delighted to find other jobs in that market at $12 per hour. But they cannot, and so
they are forced to seek employment in the nonunionized market. The result is an
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excess supply of 25 workers in the nonunion market at the original wage of $9 per
hour. In time, wages in that market decline to per hour, the level at which
100 workers can find jobs in the nonunionized market [Figure 13.4(b)].

W
N
 $6
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FIGURE 13.3
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It might seem that the gains of the unionized workers are exactly offset by the
losses of nonunionized workers. On closer inspection, however, we see that pegging
the union wage above the equilibrium level actually reduces the value of total out-
put. If labor were allocated efficiently between the two markets, its value of mar-
ginal product would have to be the same in each. Otherwise, the total value of
output could be increased by moving workers from the low-VMP market to the
high-VMP market. With the wage set initially at $9 per hour in both markets, the
condition for efficient allocation was met because labor’s VMP was $9 per hour in
both markets. But because the collective bargaining process drives wages (and
hence VMPs) in the two markets apart, the value of total output is no longer max-
imized. To verify this claim, note that if a worker is taken out of the nonunionized
market, the reduction in the value of output there will be only $6 per hour, which
is less than the $12 per hour gain in the value of output when that same worker is
added to the unionized market.

EXERCISE 13.3

In Figure 13.4, by how much would the value of total output be increased

if the wage rate were $9 per hour in each market?



Wages paid to workers in a unionized firm are sometimes 50 percent or more
above the wages paid to their nonunionized counterparts. To the alert economic
naturalist, this difference prompts the following question:

If unionized firms have to pay more, how do they manage to survive in the

face of competition from their nonunionized counterparts?

In fact, nonunionized firms sometimes do drive unionized firms out of business, as when

the American textile industry moved to the South in the late nineteenth and early twenti-

eth centuries to escape the burden of high union wages in New England. Even so, union-

ized and nonunionized firms often manage to compete head-to-head for extended periods.

If their costs are significantly higher, how do the unionized firms manage to survive?

The observed pay differential actually overstates the difference between the labor

costs of the two types of firm. Because the higher union wage attracts an excess supply

of workers, unionized employers can adopt more stringent hiring requirements than their

nonunionized counterparts. As a result, unionized workers tend to be more experienced

and skilled than nonunionized workers. Studies estimate that the union wage premium for

workers with the same amount of human capital is only about 10 percent.

Another factor is that unions may actually boost the productivity of workers with any

given amount of human capital, perhaps by improving communication between manage-

ment and workers. Similarly, the implementation of formal grievance procedures, in com-

bination with higher pay, may boost morale among unionized workers, leading to higher

productivity. Labor turnover is also significantly lower in unionized firms, which reduces

hiring and training costs. Studies suggest that union productivity may be sufficiently high

to compensate for the premium in union wages. So even though wages are higher in

unionized firms, these firms may not have significantly higher labor costs per unit of out-

put than their nonunionized counterparts. •

Only 12 percent of American workers belonged to a labor union in 2006,
about half the union membership rate during the 1950s. Because the union wage
premium is small and applies to only a small fraction of the labor force, union
membership in the United States is probably not an important explanation for why
workers with similar qualifications often earn sharply different incomes.

COMPENSATING WAGE DIFFERENTIALS

If people are paid the value of what they produce, why do garbage collectors earn
more than lifeguards? Picking up the trash is important, to be sure, but is it more
valuable than saving the life of a drowning child? Similarly, we need not question
the value of a timely plumbing repair to wonder why plumbers get paid more than
fourth-grade teachers. Is replacing faucet washers really more valuable than edu-
cating children? As the next example illustrates, the wage for a particular job de-
pends not only on the value of what workers produce, but also on how attractive
they find its working conditions.

Why do some ad–copy writers earn more than others?

You plan to pursue a career in advertising and have two job offers: one to write ad copy

for the American Cancer Society, the other to write copy for Camel cigarette ads aimed

at the youth market. Except for the subject matter of the ads, working conditions are

identical in the two jobs. If each job paid $30,000 per year and offered the same prospects

for advancement, which would you choose?

When this question was recently posed to a sample of graduating seniors at Cornell

University, almost 90 percent of them chose the American Cancer Society job. When

asked how much more they would have to be paid to induce them to switch to the Camel

EXPLAINING DIFFERENCES IN EARNINGS 357

Example 13.1
The Economic Naturalist

Example 13.2
The Economic Naturalist

How do firms that employ
higher-paid union labor remain
competitive?

Do tobacco company CEOs get
paid extra for testifying that
cigarette smoking does not
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cigarettes job, their median response was a premium of $15,000 per year. As this sample

suggests, employers who offer jobs with less attractive working conditions cannot hope

to fill them unless they also offer higher salaries. •

Other things being equal, jobs with attractive working conditions will pay less
than jobs with less attractive conditions. Wage differences associated with differ-
ences in working conditions are known as compensating wage differentials. Econo-
mists have identified compensating differentials for a host of specific working
conditions. Studies have found, for example, that safe jobs tend to pay less than
otherwise similar jobs that entail greater risks to health and safety. Studies also have
found that wages vary in accord with the attractiveness of the work schedule. For
instance, working night shifts commands a wage premium, and teachers must ac-
cept lower wages in part because many of those with children value having hours
that coincide with the school calendar.

DISCRIMINATION IN THE LABOR MARKET

Women and minorities continue to receive lower wage rates, on average, than white
males with similar measures of human capital. This pattern poses a profound
challenge to standard theories of competitive labor markets, which hold that com-
petitive pressures will eliminate wage differentials not based on differences in pro-
ductivity. Defenders of standard theories attribute the wage gap to unmeasured
differences in human capital. Many critics of these theories reject the idea that la-
bor markets are effectively competitive, and instead attribute the gap to various
forms of discrimination.

Discrimination by Employers
Employer discrimination is the term used to describe wage differentials that arise
from an arbitrary preference by an employer for one group of workers over an-
other. An example occurs if two labor force groups, such as males and females, are
equally productive, on average, yet some employers (“discriminators”) prefer hiring
males and are willing to pay higher wages to do so.

Most consumers are not willing to pay more for a product produced by males
than for an identical one produced by females (if indeed they even know which type
of worker produced the product). If product price is unaffected by the composition
of the workforce that produces the product, a firm’s profit will be smaller the more
males it employs because males cost more yet are no more productive (on the as-
sumption that discrimination is the cause of the wage gap). Thus, the most prof-
itable firms will be ones that employ only females.

Arbitrary wage gaps are an apparent violation of the No-Cash-on-the-Table
Principle. The initial wage differential provides an opportunity for employers who
hire mostly females to grow at the expense of their rivals. Because such firms make
an economic profit on the sale of each unit of output, their incentive is to expand as
rapidly as they possibly can. And to do that, they would naturally want to continue
hiring only the cheaper females.

But as profit-seeking firms continue to pursue this strategy, the supply of females
at the lower wage rate will run out. The short-run solution is to offer females a slightly
higher wage. But this strategy works only if other firms do not pursue it. Once they
too start offering a higher wage, females will again be in short supply. The only stable
outcome occurs when the wage of females reaches parity with the wage of males. The
wage for both males and females will thus settle at the common value of their VMP.

Any employer who wants to voice a preference for hiring males must now do
so by paying males a wage in excess of VMP. Employers can discriminate against fe-
males if they wish, but only if they are willing to pay premium wages to males out
of their own profits. Not even the harshest critics of the competitive model seem
willing to impute such behavior to the owners of capitalist enterprises.
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Discrimination by Others
If employer discrimination is not the primary explanation of the wage gap, what is?
In some instances, customer discrimination may provide a plausible explanation. For
example, if people believe that juries and clients are less likely to take female or mi-
nority attorneys seriously, members of these groups will face a reduced incentive to
attend law school, and law firms will face a reduced incentive to hire those who do.

Another possible source of persistent wage gaps is discrimination and social-
ization within the family. For example, families may provide less education for their
female children, or they may socialize them to believe that lofty career ambitions
are not appropriate.

Other Sources of the Wage Gap
Part of the wage gap may be explained by compensating wage differentials that
spring from differences in preferences for other nonwage elements of the compen-
sation package. Jobs that involve exposure to physical risk, for example, command
higher wages, and if men are relatively more willing to accept such risks, they will
earn more than females with otherwise identical stocks of human capital. (The same
difference would result if employers felt constrained by social norms not to assign
female employees to risky jobs.)

Elements of human capital that are difficult to measure also may help to ex-
plain earnings differentials. For example, productivity is influenced not only by the
quantity of education an individual has, which is easy to measure, but also by its
quality, which is much harder to measure. Part of the black–white differential in
wages may thus be due to the fact that schools in black neighborhoods have not
been as good, on average, as those in white neighborhoods.

Differences in the courses people take in college appear to have similar impli-
cations for differences in productivity. For instance, students in math, engineering,
or business—male or female—tend to earn significantly higher salaries than those
who concentrate in the humanities. The fact that males are disproportionately rep-
resented in the former group gives rise to a male wage premium that is unrelated to
employer discrimination.
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As economists have grown more sophisticated in their efforts to measure human
capital and other factors that influence individual wage rates, unexplained wage



differentials by sex and race have grown steadily smaller, and have even disappeared
altogether in some studies.2 Other studies, however, continue to find significant un-
explained differentials by race and sex. Debate about discrimination in the workplace
will continue until the causes of these differentials are more fully understood.

WINNER-TAKE-ALL MARKETS

Differences in human capital do much to explain observed differences in earnings.
Yet earnings differentials have also grown sharply in many occupations within
which the distribution of human capital among workers seems essentially un-
changed. Consider the following example.

Why does Renée Fleming earn millions more than sopranos of only slightly

lesser ability?

Although the best sopranos have always earned more than others with slightly lesser tal-

ents, the earnings gap is sharply larger now than it was in the nineteenth century. Today,

top singers like Renée Fleming earn millions of dollars per year—hundreds or even thou-

sands of times what sopranos only marginally less talented earn. Given that listeners in

blind hearings often have difficulty identifying the most highly paid singers, why is this

earnings differential so large?

The answer lies in a fundamental change in the way we consume most of our

music. In the nineteenth century, virtually all professional musicians delivered their

services in concert halls in front of live audiences. (In 1900, the state of Iowa alone

had more than 1,300 concert halls!) Audiences of that day would have been de-

lighted to listen to the world’s best soprano, but no one singer could hope to per-

form in more than a tiny fraction of the world’s concert halls. Today, in contrast,

most of the music we hear comes in recorded form, which enables the best so-

prano to be literally everywhere at once. As soon as the master recording has

been made, Renée Fleming’s performance can be burned onto compact discs at

the same low cost as for a slightly less talented singer’s.

Tens of millions of buyers worldwide are willing to pay a few cents extra to

hear the most talented performers. Recording companies would be delighted to

hire those singers at modest salaries, for by so doing they would earn an enor-

mous economic profit. But that would unleash bidding by rival recording compa-

nies for the best singers. Such bidding assures that the top singers will earn

multimillion-dollar annual salaries (most of which constitute economic rents, as

discussed in Chapter 8). Slightly less talented singers earn much less because the

recording industry simply does not need them. •

The market for sopranos is an example of a winner-take-all market, one in
which small differences in ability or other dimensions of human capital translate
into large differences in pay. Such markets have long been familiar in entertainment
and professional sports. But as technology has enabled the most talented individu-
als to serve broader markets, the winner-take-all reward structure has become an
increasingly important feature of modern economic life, permeating such diverse
fields as law, journalism, consulting, medicine, investment banking, corporate man-
agement, publishing, design, fashion, even the hallowed halls of academe.

Contrary to what the name seems to imply, a winner-take-all market does not
mean a market with literally only one winner. Indeed, hundreds of professional mu-
sicians earn multimillion-dollar annual salaries. Yet tens of thousands of others,
many of them nearly as good, struggle to pay their bills.
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2S. Polachek and M. Kim, “Panel Estimates of the Male–Female Earnings Functions,” Journal of Human
Resources 29, no. 2 (1994), pp. 406–28.

Example 13.3
The Economic Naturalist

Why does Renée Fleming earn
so much more than sopranos
who are only slightly less able?
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The fact that small differences in human capital often give rise to extremely
large differences in pay might seem to contradict human capital theory. Note, how-
ever, that the winner-take-all reward pattern is completely consistent with the com-
petitive labor market theory’s claim that individuals are paid in accordance with the
contributions they make to the employer’s net revenue. The leverage of technology
often amplifies small performance differentials into very large ones.

RECENT TRENDS IN INEQUALITY 361

RECAP EXPLAINING DIFFERENCES IN EARNINGS 

AMONG PEOPLE

Earnings differ among people in part because of differences in their human cap-
ital, an amalgam of personal characteristics that affect productivity. But pay of-
ten differs substantially between two people with the same amount of human
capital. This can happen for many reasons: one may belong to a labor union
while the other does not; one may work in a job with less pleasant conditions;
one may be the victim of discrimination; or one may work in an arena in which
technology or other factors provide greater leverage to human capital.

RECENT TRENDS IN INEQUALITY

In the United States, as in most other market economies, most citizens receive most
of their income from the sale of their own labor. An attractive feature of the free-
market system is that it rewards initiative, effort, and risk taking. The harder,
longer, and more effectively a person works, the more she will be paid.

Yet relying on the marketplace to distribute income also entails an important
drawback: Those who do well often end up with vastly more money than they can
spend, while those who fail often cannot afford even basic goods and services. Hun-
dreds of thousands of American families are homeless, and still larger numbers go
to bed hungry each night. Many distinguished philosophers have argued that such
poverty in the midst of plenty is impossible to justify on moral grounds. It is thus
troubling that income inequality has been growing rapidly in recent decades.

The period from the end of World War II until the early 1970s was one of bal-
anced income growth in the United States. During that period, incomes grew at al-
most 3 percent a year for rich, middle-class, and poor Americans alike. In the ensuing
years, however, the pattern of income growth has been dramatically different.

In the first row of Table 13.2, for example, notice that families in the bottom
20 percent of the income distribution saw their real incomes grow by about 10 percent

TABLE 13.2

Mean Income Received by Families in Each Income Quintile and by 

the Top 5 Percent of Families, All Races, 1980–2000 (2005 dollars)

Quintile 1980 1990 2000

Bottom 20 percent $ 14,386 $ 14,241 $ 16,008

Second 20 percent 31,316 33,217 36,602

Middle 20 percent 47,308 51,157 57,525

Fourth 20 percent 65,634 73,569 84,781

Top 20 percent 110,507 136,725 177,879

Top 5 percent 157,094 214,527 315,205

SOURCE: U.S. Census Bureau, Table F-3. (http://www.census.gov/hhes/www/income/histinc/f03ar.html).



from 1980 to 2000 (a growth rate of less than one-half of 1 percent per year). The
third row of the table indicates that the real incomes of families in the middle quin-
tile grew by about 18 percent during the same 20-year period (a growth rate of less
than 1 percent per year). In contrast, real incomes jumped almost 40 percent for fam-
ilies in the top quintile between 1980 and 2000, while those for families in the top
5 percent jumped by more than 50 percent. Even for these families, however, income
growth rates were low relative to those of the immediate post–World War II decades.

The only people whose incomes have grown substantially faster than in that
earlier period are those at the very pinnacle of the income ladder. Real earnings of
the top 1 percent of U.S. earners, for example, have more than doubled since 1980,
and those even higher up have taken home paychecks that might have seemed
unimaginable just two decades ago. The CEOs of America’s largest companies, who
earned 42 times as much as the average worker in 1980, now earn more than 500
times as much.

It is important to emphasize that being near the bottom of the income distribu-
tion in one year does not necessarily mean being stranded there forever. On the con-
trary, people in the United States have always experienced a high degree of
economic mobility by international standards. Many CEOs now earning multimil-
lion-dollar paychecks, for example, were struggling young graduate students in
1980, and were hence among those classified in the bottom 20 percent of the in-
come distribution for that year in Table 13.2. We must bear in mind, too, that not
all economic mobility is upward. Many blue-collar workers, for instance, had
higher real incomes in 1980 than they do today.

On balance, then, the entries in Table 13.2 tell an important story. In contrast
to the economy a quarter-century ago, those near the top of the income ladder to-
day are prospering as never before, while those further down have seen their living
standards grow much more slowly.
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RECAP RECENT TRENDS IN INEQUALITY

From 1945 until the mid-1970s, incomes grew at almost 3 percent a year for
rich, middle-class, and poor families alike. In contrast, most of the income
growth since the mid-1970s has been concentrated among top earners.

IS INCOME INEQUALITY A MORAL PROBLEM?

John Rawls, a moral philosopher at Harvard University, constructed a cogent ethi-
cal critique of the marginal productivity system, one based heavily on the economic
theory of choice itself.3 In thinking about what constitutes a just distribution of in-
come, Rawls asks us to imagine ourselves meeting to choose the rules for distribut-
ing income. The meeting takes place behind a “veil of ignorance,” which conceals
from participants any knowledge of what talents and abilities each has. Because no
individual knows whether he is smart or dull, strong or weak, fast or slow, no one
knows which rules of distribution would work to his own advantage.

Rawls argues that the rules people would choose in such a state of ignorance
would necessarily be fair; and if the rules are fair, the income distribution to which
they give rise will also be fair.

What sort of rules would people choose from behind a veil of ignorance? If the
national income were a fixed amount, most people would probably give everyone
an equal share. That scenario is likely, Rawls argues, because most people are

3John Rawls, A Theory of Justice (Cambridge, MA: Harvard University Press, 1971).



strongly risk-averse. Since an unequal income distribution would involve not only a
chance of doing well but a chance of doing poorly, most people would prefer to
eliminate the risk by choosing an equal distribution. Imagine, for example, that you
and two friends have been told that an anonymous benefactor donated $300,000 to
divide among you. How would you split it? If you are like most people, you would
propose an equal division, or $100,000 for each of you.

Yet the attraction of equality is far from absolute. Indeed, the goal of absolute
equality is quickly trumped by other concerns when we make the rules for distrib-
uting wealth in modern market economies. Wealth, after all, generally doesn’t come
from anonymous benefactors; we must produce it. In a large economy, if each per-
son were guaranteed an equal amount of income, few would invest in education or
the development of special talents; and as the next example illustrates, the incentive
to work would be sharply reduced.

Does income sharing affect labor supply?

Sue is offered a job reshelving books in the University of Montana library from
noon until 1 p.m. each Friday. Her reservation wage for this task is $10 per hour. If
the library director offers Sue $100 per hour, how much economic surplus will she
enjoy as a result of accepting the job? Now suppose the library director announces
that the earnings from the job will be divided equally among the 400 students who
live in Sue’s dormitory. Will Sue still accept?

When the $100 per hour is paid directly to Sue, she accepts the job and enjoys
an economic surplus of $100  $10  $90. If the $100 were divided equally
among the 400 residents of Sue’s dorm, however, each resident’s share would be
only 25 cents. Accepting the job would thus mean a negative surplus for Sue of
$0.25  $10   $9.75, so she will not accept the job. ◆

EXERCISE 13.4

What is the largest dorm population for which Sue would accept the job on

a pay-sharing basis?

In a country without rewards for hard work and risk taking, national income
would be dramatically smaller than in a country with such rewards. Of course, ma-
terial rewards for effort and risk taking necessarily lead to inequality. Rawls argues,
however, that people would be willing to accept a certain degree of inequality as
long as these rewards produced a sufficiently large increase in the total amount of
output available for distribution.

But how much inequality would people accept? Much less than the amount
produced by purely competitive markets, Rawls argues. The idea is that behind the
veil of ignorance, each person would fear ending up in a disadvantaged position, so
each would choose rules that would produce a more equal distribution of income
than exists under the marginal productivity system. And since such choices define
the just distribution of income, he argues, fairness requires at least some attempt to
reduce the inequality produced by the market system.
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METHODS OF INCOME REDISTRIBUTION

Although we as a society have an interest in limiting income inequality, programs
for reducing it are often fraught with practical difficulties. The challenge is to find
ways to raise the incomes of those who cannot fend for themselves, without at the
same time undermining their incentive to work, and without using scarce resources
to subsidize those who are not poor. Of course, some people simply cannot work,
or cannot find work that pays enough to live on. In a world of perfect information,
the government could make generous cash payments to those people, and withhold
support from those who can fend for themselves. In practice, however, the two
groups are often hard to distinguish from each other. And so we must choose
among imperfect alternative measures.

WELFARE PAYMENTS AND IN-KIND TRANSFERS

Cash transfers and in-kind transfers are at the forefront of antipoverty efforts
around the globe. In-kind transfers are direct transfers of goods or services to low-
income individuals or families, such as food stamps, public housing, subsidized
school lunches, and Medicaid.

From the mid-1960s until 1996, the most important federal program of cash
transfers was Aid to Families with Dependent Children (AFDC), which in most
cases provided cash payments to poor single-parent households. Critics of this pro-
gram charged that the program ignored the Incentive Principle. AFDC created in-
centives that undermined family stability because a poor mother was ineligible for
AFDC payments in many states if her husband or other able-bodied adult male
lived with her and her children. This provision confronted many long-term unem-
ployed fathers with an agonizing choice. They could leave their families, making
them eligible for public assistance; or they could remain, making them ineligible.
Even many who deeply loved their families understandably chose to leave.

Concern about work incentives led Congress to pass the Personal Responsibil-
ity Act in 1996, abolishing the federal government’s commitment to provide cash
assistance to low-income families. The new law requires the federal government to
make lump-sum cash grants to the states, which are then free to spend it on AFDC
benefits or other income-support programs of their own design. For each welfare
recipient, the new law also sets a five-year lifetime limit on receipt of benefits under
the AFDC program.

Supporters of the Personal Responsibility Act argue that it has already reduced
the nation’s welfare rolls substantially and that it will encourage greater self-reliance
over the long run. Skeptics fear that denial of benefits may eventually impose severe
hardships on poor children if overall economic conditions deteriorate even tem-
porarily. Debate continues about the extent to which the observed rise in homeless-
ness and malnutrition among the nation’s poorest families during the economic
downturn of 2001 was attributable to the Personal Responsibility Act. What is
clear, however, is that abolition of a direct federal role in the nation’s antipoverty ef-
fort does not eliminate the need to discover efficient ways of providing assistance to
people in need.

MEANS-TESTED BENEFIT PROGRAMS

Many welfare programs, including AFDC, are means-tested, which means that the
more income a family has, the smaller are the benefits it receives under these pro-
grams. The purpose of means testing is to avoid paying benefits to those who don’t
really need them. But because of the way welfare programs are administered, means
testing often has a pernicious effect on work incentives.

Consider, for example, an unemployed participant in four welfare programs:
food stamps, rent stamps, energy stamps, and day care stamps. Each program
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gives him $100 worth of stamps per month, which he is then free to spend on
food, rent, energy, and day care. If he gets a job, his benefits in each program are
reduced by 50 cents for each dollar he earns. Thus, if he accepts a job that pays
$50 weekly, he will lose $25 in weekly benefits from each of the four welfare pro-
grams, for a total benefit reduction of $100 per week. Taking the job thus leaves
him $50 per week worse off than before. Low-income persons need no formal
training in economics to realize that seeking gainful employment does not pay un-
der these circumstances.

What is more, means-tested programs of cash and in-kind transfers are ex-
tremely costly to administer. If the government were to eliminate all existing welfare
and social service agencies that are involved in these programs, the resulting savings
would be enough to lift every poor person out of poverty. One proposal to do pre-
cisely this is the negative income tax.

THE NEGATIVE INCOME TAX

Under the negative income tax (NIT), every man, woman, and child—rich or
poor—would receive a substantial income tax credit, say $4,500 per year. A person
who earns no income would receive this credit in cash. People who earn income
would receive the same initial credit, and their income would continue to be taxed
at some rate less than 100 percent.

The negative income tax would do much less than current programs to weaken
work incentives because, unlike current programs, it would ensure that someone
who earned an extra dollar would keep at least a portion of it. And because the
program would be administered by the existing Internal Revenue Service, adminis-
trative costs would be far lower than under the current welfare system.

Despite these advantages, however, the negative income tax is by no means a
perfect solution to the income-transfer problem. Although the incentive problem
under the program would be less severe than under current welfare programs, it
would remain a serious difficulty. To see why, note that if the negative income tax
were the sole means of insulating people against poverty, the payment to people
with no earned income would need to be at least as large as the government’s offi-
cial poverty threshold.

The poverty threshold is the annual income level below which a family is offi-
cially classified as “poor” by the government. The threshold is based on govern-
ment estimates of the cost of the so-called economy food plan, the least costly of
four nutritionally adequate food plans designed by the Department of Agriculture.
The department’s 1955 Household Food Consumption Survey found that families
of three or more people spent approximately one-third of their after-tax income on
food, so the government pegs the poverty threshold at three times the cost of the
economy food plan. In 2005, that threshold was approximately $19,000 for a fam-
ily of four.

For a family of four living in a city, $19,000 a year is scarcely enough to make
ends meet. But suppose a group of, say, eight families were to pool their negative
tax payments and move to the mountains of northern New Mexico. With a total of
$144,000 per year to spend, plus the fruits of their efforts at gardening and animal
husbandry, such a group could live very nicely indeed.

Once a small number of experimental groups demonstrated the feasibility of
quitting their jobs and living well on the negative income tax, others would surely
follow suit. Two practical difficulties would ensue. First, as more and more people
left their jobs to live at government expense, the program would eventually become
prohibitively costly. And second, the political cost of the program would almost
surely force supporters to abandon it long before that point. Reports of people liv-
ing lives of leisure at taxpayers’ expense would be sure to appear on the nightly
news. People who work hard at their jobs all day long would wonder why their tax
dollars were being used to support those who are capable of holding paying jobs,

METHODS OF INCOME REDISTRIBUTION 365

negative income tax (NIT)

a system under which the 

government would grant every

citizen a cash payment each year,

financed by an additional tax on

earned income

poverty threshold the level of

income below which the federal

government classifies a family as

poor



yet choose not to work. If the resulting political backlash did not completely elimi-
nate the negative income tax program, it would force policymakers to cut back the
payment so that members of rural communes could no longer afford to live com-
fortably. And that would mean the payment would no longer support an urban
family. This difficulty has led policymakers to focus on other ways to increase the
incomes of the working poor.

MINIMUM WAGES

The United States and many other industrialized countries have sought to ease the
burden of low-wage workers by enacting minimum wage legislation—laws that
prohibit employers from paying workers less than a specified hourly wage. The fed-
eral minimum wage in the United States is currently set at $5.85 per hour, and sev-
eral states have set minimum wage levels significantly higher. For example, the
minimum wage in the state of Washington is $8.07 per hour for 2008.

How does a minimum wage affect the market for low-wage labor? In Fig-
ure 13.5, note that when the law prevents employers from paying less than 
employers hire fewer workers (a decline from to Unemployment results: The

workers who keep their jobs earn more than before, but the workers
who lose their jobs earn nothing. Whether workers together earn more or less than
before depends on the elasticity of demand for labor. If elasticity of demand is
less than 1, workers as a group will earn more than before. If it is more than 1,
workers as a group will earn less.
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At one point, economists were almost unanimous in their opposition to min-
imum wage laws, arguing that those laws reduce total economic surplus, as do
other regulations that prevent markets from reaching equilibrium. In recent
years, however, some economists have softened their opposition to minimum
wage laws, citing studies that have failed to show significant reductions in em-
ployment following increases in minimum wage levels. These studies may well
imply that, as a group, low-income workers are better off with minimum wage
laws than without them. But as we saw in Chapter 7, any policy that prevents a
market from reaching equilibrium causes a reduction in total economic surplus—
which means society ought to be able to find a more effective policy for helping
low-wage workers.



THE EARNED-INCOME TAX CREDIT

One such policy is the earned-income tax credit (EITC), which gives low-wage
workers a credit on their federal income tax each year. The EITC was enacted into
law in 1975, and in the years since has drawn praise from both liberals and conser-
vatives. The program is essentially a wage subsidy in the form of a credit against the
amount a family owes in federal income taxes. For example, a family of four with
total earned income of $15,000 in 2007 would have received an annual tax credit
of approximately $4,700 under this program. That is, the program would have re-
duced the annual federal income tax payment of this family by roughly that
amount. Families who earned less would have received a larger tax credit, and those
who earned more would have received a smaller one. Families whose tax credit ex-
ceeds the amount of tax owed actually receive a check from the government for the
difference. The EITC is thus essentially the same as a negative income tax, except
that eligibility for the program is confined to people who work.

Like both the negative income tax and the minimum wage, the EITC puts extra
income into the hands of workers who are employed at low wage levels. But unlike
the minimum wage, the earned-income tax credit creates no incentive for employ-
ers to lay off low-wage workers.

The following examples illustrate how switching from a minimum wage to an
earned-income tax credit can produce gains for both employers and workers.

By how much will a minimum wage reduce total economic surplus?

Suppose the demand and supply curves for unskilled labor in the Tallahassee labor
market are as shown in Figure 13.6. By how much will the imposition of a mini-
mum wage at $7 per hour reduce total economic surplus? By how much do worker
surplus and employer surplus change as a result of adopting the minimum wage?

In the absence of a minimum wage, the equilibrium wage for Tallahassee would
be $5 per hour, and employment would be 5,000 person-hours per day. Both em-
ployers and workers would enjoy economic surplus equal to the area of the shaded
triangles in Figure 13.6, $12,500 per day.
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With a minimum wage set at $7 per hour, employer surplus is the area of the
cross-hatched triangle in Figure 13.7, $4,500 per day, and worker surplus is the
area of the green shaded figure, $16,500 per day. The minimum wage thus reduces
employer surplus by $8,000 per day and increases worker surplus by $4,000 per
day. The net reduction in surplus is the area of the blue shaded triangle shown in
Figure 13.7, $4,000 per day.



EXERCISE 13.5

In the minimum wage example above, by how much would total economic

surplus have been reduced by the $7 minimum wage if labor demand in

Tallahassee had been perfectly inelastic at 5,000 person-hours per day?

The following example illustrates the central message of the Efficiency Principle,
which is that if the economic pie can be made larger, everyone can have a larger slice.

Suppose that, instead of imposing a minimum wage, the government enacts

an earned-income tax credit program. How much would it cost the govern-

ment each day to provide an earned-income tax credit under which workers

as a group receive the same economic surplus as they do under the $7 per

hour minimum wage? (Assume for simplicity that the earned-income tax

credit has no effect on labor supply.)

With an earned-income tax credit in lieu of a minimum wage, employment will be
5,000 person-hours per day at $5 per hour, just as in the unregulated market. Since
worker surplus in the unregulated market was $4,000 per day less than under the
minimum wage, the government would have to offer a tax credit worth $0.80 per
hour for each of the 5,000 person-hours of employment to restore worker surplus
to the level obtained under the $7 minimum wage. With an EITC of that amount in
effect, worker surplus would be the same as under the $7 minimum wage. If the
EITC were financed by a $4,000 tax on employers, employer surplus would be
$4,000 greater than under the $7 minimum wage. ◆

We stress that our point is not that the minimum wage produces no gains for
low-income workers, but rather that it is possible to provide even larger gains for
these workers if we avoid policies that try to prevent labor markets from reaching
equilibrium.

PUBLIC EMPLOYMENT FOR THE POOR

The main shortcoming of the EITC is that it does nothing for the unemployed poor.
The negative income tax lacks that shortcoming but may substantially weaken
work incentives. There is yet another method of transferring income to the poor
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that avoids both shortcomings. Government-sponsored jobs could pay wages to the
unemployed poor for useful work. With public service employment, the specter of
people living lives of leisure at public expense simply does not arise.

But public service employment has difficulties of its own. Evidence shows that
if government jobs pay the same wages as private jobs, many people will leave their
private jobs in favor of government jobs, apparently because they view government
jobs as being more secure. Such a migration would make public service employ-
ment extremely expensive. Other worrisome possibilities are that such jobs might
involve make-work tasks, and that they would prompt an expansion in government
bureaucracy.

Acting alone, government-sponsored jobs for the poor, the EITC, or the nega-
tive income tax cannot solve the income-transfer problem. But a combination of
these programs might do so.

A COMBINATION OF METHODS

Consider a negative income tax whose cash grant is far too small for anyone to live
on, but that is supplemented if necessary by a public service job at below minimum
wage. Keeping the wage in public service jobs well below the minimum wage would
eliminate the risk of a large-scale exodus from private jobs. And while living well
on either the negative income tax or the public service wage would be impossible,
the two programs together could lift people out of poverty (see Figure 13.8).

To prevent an expansion of the bureaucracy, the government could solicit bids
from private management companies to oversee the public service employment pro-
gram. The fear that this program would inevitably become a make-work project is
allayed by evidence that unskilled workers can, with proper supervision, perform
many valuable tasks that would not otherwise be performed in the private sector.
They can, for example, do landscaping and maintenance in public parks; provide
transportation for the elderly and those with disabilities; fill potholes in city streets
and replace burned-out street lamps; transplant seedlings in erosion control pro-
jects; remove graffiti from public places and paint government buildings; recycle
newspapers and containers; staff day care centers; and so on.
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This combination of a small negative income tax payment and public service
employment at a subminimum wage would not be cheap. But the direct costs of ex-
isting welfare programs are also large, and the indirect costs, in the form of perverse
work incentives and misguided attempts to control prices, are even larger. In eco-
nomic terms, dealing intelligently with the income-transfer problem may in fact
prove relatively inexpensive, once society recognizes the enormous opportunity cost
of failing to deal intelligently with it.
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RECAP METHODS OF INCOME REDISTRIBUTION

Minimum wage laws reduce total economic surplus by contracting employ-
ment. The earned-income tax credit boosts the incomes of the working poor
without that drawback, but neither policy provides benefits for those who are
not employed.

Other instruments in the battle against poverty include in-kind transfers
such as food stamps, subsidized school lunches, Medicaid, and public housing
as well as cash transfers such as Aid to Families with Dependent Children. Be-
cause benefits under most of these programs are means-tested, beneficiaries
often experience a net decline in income when they accept paid employment.

The negative income tax is an expanded version of the earned-income tax
credit that includes those who are not employed. Combining this program with
access to public service jobs would enable government to ensure adequate liv-
ing standards for the poor without significantly undermining work incentives.

■ S U M M A R Y ■

• A worker’s long-run equilibrium pay in a competitive
labor market will be equal to the value of her marginal
product (VMP)—the market value of whatever goods
and services she produces for her employer. The law of
diminishing returns says that when a firm’s capital and
other productive inputs are held fixed in the short run,
adding workers beyond some point results in ever
smaller increases in output. Firms that purchase labor
in competitive labor markets face a constant wage, and
they will hire labor up to the point at which VMP
equals the market wage. LO1, LO2

• Human capital theory says that an individual’s VMP
is proportional to his stock of human capital—an
amalgam of education, experience, training, intelli-
gence, and other factors that influence productivity.
According to this theory, some occupations pay better
than others simply because they require larger stocks
of human capital. LO3

• Wages often differ between individuals whose stocks
of human capital appear nearly the same, as when
one belongs to a labor union and the other does not.
Compensating wage differentials—wage differences
associated with differences in working conditions—
are another important explanation for why individu-
als with similar human capital might earn different
salaries. They help to explain why garbage collectors
earn more than lifeguards and, more generally, why
individuals with a given stock of human capital tend
to earn more in jobs that have less-attractive working
conditions. LO3

• Many firms pay members of certain groups—notably
blacks and females—less than they pay white males

who seem to have similar personal characteristics. If
such wage gaps are the result of employer discrimina-
tion, their existence implies profit opportunities for
firms that do not discriminate. Several other factors,
including discrimination by customers and institu-
tions other than firms, may explain at least part of the
observed wage gaps. LO3

• Technologies that allow the most productive individ-
uals to serve broader markets can translate even small
differences in human capital into enormous differ-
ences in pay. Such technologies give rise to winner-
take-all markets, which have long been common in
sports and entertainment, and which are becoming
common in other professions. LO3

• Although incomes grew at almost 3 percent a year for
all income classes during the three decades following
World War II, the lion’s share of income growth in
the years since has been concentrated among top
earners. LO4

• Philosophers have argued that at least some income
redistribution is justified in the name of fairness, be-
cause if people chose society’s distributional rules
without knowing their own personal circumstances,
most would favor less inequality than would be pro-
duced by market outcomes. LO4

• Policies and programs for reducing poverty include
minimum wage laws, the earned-income tax credit,
food stamps, subsidized school lunches, Medicaid,
public housing, and Aid to Families with Dependent
Children. Of these, all but the earned-income tax
credit fail to maximize total economic surplus, either
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by interfering with work incentives or by preventing
markets from reaching equilibrium. LO5

• The negative income tax works much like the earned-
income tax credit, except that it includes those who

are not employed. A combination of a small negative
income tax and access to public service jobs at sub-
minimum wages could ensure adequate living stan-
dards for the poor without significantly undermining
work incentives. LO5

■ K E Y  T E R M S ■

compensating wage 
differential (358)

customer discrimination (359)
earned-income tax credit 

(EITC) (367)
employer discrimination (358)

human capital (355)
human capital theory (355)
in-kind transfer (364)
labor union (355)
marginal product (MP) (351)
means-tested (364)

negative income tax (NIT) (365)
Personal Responsibility Act (364)
poverty threshold (365)
value of marginal product 

(VMP) (351)
winner-take-all market (360)

■ R E V I E W  Q U E S T I O N S ■

1. Why is the supply curve of labor for any specific oc-
cupation likely to be upward-sloping, even if, for
the economy as a whole, people work fewer hours
when wage rates increase? LO2

2. True or false: If the human capital possessed by two
workers is nearly the same, their wage rates will be
nearly the same. Explain. LO3

3. How might recent changes in income inequality be
related to the proliferation of technologies that

enable the most productive individuals to serve
broader markets? LO3, LO4

4. Mention two self-interested reasons that a top earner
might favor policies to redistribute income. LO4

5. Why is exclusive reliance on the negative income
tax unlikely to constitute a long-term solution to
the poverty problem? LO5

■ P R O B L E M S ■

1. Mountain Breeze supplies air filters to the retail market and hires workers to
assemble the components. An air filter sells for $26, and Mountain Breeze can
buy the components for each filter for $1. Sandra and Bobby are two workers
for Mountain Breeze. Sandra can assemble 60 air filters per month and Bobby
can assemble 70. If the labor market is perfectly competitive, how much will
Sandra and Bobby be paid? LO1, LO2

2. Stone, Inc., owns a clothing factory and hires workers in a competitive labor
market to stitch cut denim fabric into jeans. The fabric required to make each
pair of jeans costs $5. The company’s weekly output of finished jeans varies
with the number of workers hired, as shown in the following table: LO2, LO3,

LO5

Number of workers Jeans (pairs/week)

0 0

1 25

2 45

3 60

4 72

5 80

6 85



a. If the jeans sell for $35 a pair and the competitive market wage is $250 per
week, how many workers should Stone hire? How many pairs of jeans will
the company produce each week?

b. Suppose the Clothing Workers Union now sets a weekly minimum accept-
able wage of $230 per week. All the workers Stone hires belong to the
union. How does the minimum wage affect Stone’s decision about how
many workers to hire?

c. If the minimum wage set by the union had been $400 per week, how would
the minimum wage affect Stone’s decision about how many workers to hire?

d. If Stone again faces a market wage of $250 per week but the price of jeans
rises to $45, how many workers will the company now hire?

3. Acme, Inc., supplies rocket ships to the retail market and hires workers to as-
semble the components. A rocket ship sells for $30,000, and Acme can buy the
components for each rocket ship for $25,000. Wiley and Sam are two workers
for Acme. Sam can assemble 1 5 of a rocket ship per month and Wiley can as-
semble 1 10. If the labor market is perfectly competitive and rocket compo-
nents are Acme’s only other cost, how much will Sam and Wiley be paid? LO1,

LO2

4. Carolyn owns a soda factory and hires workers in a competitive labor market
to bottle the soda. Her company’s weekly output of bottled soda varies with the
number of workers hired, as shown in the following table: LO2, LO3, LO5
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a. If each case sells for $10 more than the cost of the materials used in produc-
ing it and the competitive market wage is $1,000 per week, how many
workers should Carolyn hire? How many cases will be produced per week?

b. Suppose the Soda Bottlers Union now sets a weekly minimum acceptable
wage of $1,500 per week. All the workers Carolyn hires belong to the union.
How does the minimum wage affect Carolyn’s decision about how many
workers to hire?

c. If the wage is again $1,000 per week but the price of soda rises to $15 per
case, how many workers will Carolyn now hire?

5. Suppose the equilibrium wage for unskilled workers in New Jersey is $7 per
hour. How will the wages and employment of unskilled workers in New Jersey
change if the state legislature raises the minimum wage from $5.15 per hour to
$6 per hour? LO5

6. Jones, who is currently unemployed, is a participant in three means-tested welfare
programs: food stamps, rent stamps, and day care stamps. Each program
grants him $150 per month in stamps, which can be used like cash to purchase
the good or service they cover. LO5

a. If benefits in each program are reduced by 40 cents for each additional dol-
lar Jones earns in the labor market, how will Jones’s economic position
change if he accepts a job paying $120 per week?

b. In light of your answer to part a, explain why means testing for welfare re-
cipients has undesirable effects on work incentives.

Number of workers Cases/week

0 0

1 200

2 360

3 480

4 560

5 600



7. Sue is offered a job reshelving books in the University of Montana library from
noon until 1 p.m. each Friday. Her reservation wage for this task is $10 per
hour. LO4

a. If the library director offers Sue $100 per hour, how much economic surplus
will she enjoy as a result of accepting the job?

b. Now suppose the library director announces that the earnings from the job
will be divided equally among the 400 students who live in Sue’s dormitory.
Will Sue still accept?

c. Explain how your answers to parts a and b illustrate one of the incentive
problems inherent in income redistribution programs.

8.*Suppose the demand and supply curves for unskilled labor in the Corvallis la-
bor market are as shown in the accompanying figure. By how much will the im-
position of a minimum wage at $12 per hour reduce total economic surplus?
Calculate the amounts by which employer surplus and worker surplus change
as a result of the minimum wage. LO5
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*Problems marked with an asterisk (*) are more difficult.

■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

13.1 At a price of $26 per cutting board, the fifth worker has a VMP of $364 per
week, so Adirondack should hire five workers. LO1, LO2

13.2 Since the VMP of each worker exceeds $275, Adirondack should hire five
workers. LO1, LO2
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9.*Refer to problem 8. How much would it cost the government each day to pro-
vide an earned-income tax credit under which workers as a group receive the
same economic surplus as they do under the $12 per hour minimum wage? (As-
sume for simplicity that the earned-income tax credit has no effect on labor
supply.) LO5

10.*Suppose employers and workers are risk-neutral, and Congress is about to en-
act the $12 per hour minimum wage described in problem 8. Congressional
staff economists have urged legislators to consider adopting an earned-income
tax credit instead. Suppose neither workers nor employers would support that
proposal unless the expected value of each party’s economic surplus would be
at least as great as under the minimum wage. Describe an earned-income tax
credit (and a tax that would raise enough money to pay for it) that would
receive unanimous support from both workers and employers. LO5



13.3 When the wage rate is $9 per hour in each market, 25 fewer workers will be
employed in the nonunionized market and 25 more in the unionized market.
The loss in output from removing 25 workers from the nonunionized market
is the sum of the VMPs of those workers, which is the shaded area in the right
panel of the figure below. This area is $187.50 per hour. (Hint: To calculate
this area, first break the figure into a rectangle and a triangle.) The gain in
output from adding 25 workers to the unionized market is the shaded area in
the left panel, which is $262.50 per hour. The net increase in output is thus
$262.50 $187.50 $75 per hour. LO3
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13.4 Since Sue’s reservation wage is $10 per hour, she must be paid at least that
amount before she will accept the job. The largest dorm population for which
she will accept is thus 10 residents, since her share in that case would be
exactly $10 per hour. LO4

13.5 With perfectly inelastic demand, employment would remain at 5,000 person-
hours per day, so the minimum wage would cause no reduction in economic
surplus. LO5
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14
Th e  Env i r o nmen t ,

H e a l t h , a nd S a f e t y
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Use economic analysis to show how the U.S. health care system can be

improved.

2. Compare and contrast the ways in which taxes and tradable permits can

be used to reduce pollution.

3. Apply the cost-benefit principle to improve workplace safety.

4. Show how economic analysis contributes to debates regarding public

health and domestic security spending.

n 1979, in the wake of the second major oil supply interruption in a
decade, officials in the Carter administration met to discuss policies for
reducing the risks to domestic security inherent in U.S. dependence on

foreign oil. The proposal they ultimately put forward was a gasoline tax of 50
cents per gallon. Anticipating objections that the tax would impose an unaccept-
able hardship on the poor, policymakers proposed to return the revenues from the
tax to the citizenry by reducing the payroll tax—the tax on wages that supports
the Social Security system.

Proponents of the gasoline tax argued that in addition to reducing the na-
tion’s dependence on foreign oil, the tax would reduce air pollution and ease
highway congestion. But critics ridiculed the proposal, charging that if the rev-
enues from the tax were returned to the people, the quantity of gasoline de-
manded would remain essentially the same. Their argument tipped the debate,
and officials never managed to implement the proposal.

Whatever the ultimate merits of the administration’s proposal, there was no
merit at all in the argument the critics used to attack it. True, the proposed tax
rebate meant that people could have bought just as much gasoline as before the
tax. Yet the tax would have given them a powerful incentive not to do so. As we
saw in Chapter 5, consumers can change their behavior to escape the effects of a

I
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steep rise in the after-tax price of gasoline—by switching to cars with smaller, more
fuel-efficient engines; forming carpools; and so on. Such changes free up money to
spend on other goods and services, which become relatively more attractive because
they are not taxed.

No society can hope to formulate and implement intelligent economic policies
unless its citizens and leaders share an understanding of basic economic principles.
Our aim in this chapter is to explore how careful application of these principles can
help us design policies that both expand the economic pie and make everyone’s slice
larger. Specifically, we examine the economics of health care delivery, environmen-
tal regulation, and public health and safety regulation. The unifying thread running
through these issues is the problem of scarcity. In each case, we will explore how the
Cost-Benefit Principle can help to resolve the resulting trade-offs.

THE ECONOMICS OF HEALTH CARE DELIVERY

In the United States, real health care expenditures per capita have grown more
rapidly than real income per capita for as long as the relevant data have been avail-
able. As a share of national income, health care costs have risen from only 4 percent
in 1940 to roughly 16 percent in 2005. Part of this increase is the result of costly
new health care technologies and procedures. Diagnostic tests have grown more
expensive and sophisticated, and procedures like coronary bypass surgery and or-
gan transplantation have grown far more common. Yet a great deal of medical ex-
penditure inflation has nothing to do with these high-tech developments. Rather, it
is the result of fundamental changes in the way we pay for medical services.

The most important change has been the emergence of the so-called third-party
payment system. Earlier in this century, many people insured themselves against
catastrophic illness but purchased routine medical care out of their own pockets,
just as they did food, clothing, and other consumer goods. Starting after World War
II, and increasingly since the mid-1960s, people have come to depend on insurance
for even routine medical services. Some of this insurance is provided privately by
employers; some, by the government. In the latter category, Medicaid covers the
medical expenses of the poor and Medicare covers those of the elderly and disabled.

The spread of medical insurance, especially government-financed medical in-
surance, owes much to the belief that an inability to pay should not prevent people
from receiving medical care they need. Indeed, medical insurance has surely done
much to shelter people from financial hardship. The difficulty is that in its most
common form, it also has spawned literally hundreds of billions of dollars of waste
each year.

APPLYING THE COST-BENEFIT CRITERION

To understand the nature of this waste, we must recognize that although medical
services differ from other services in many ways, they are in one fundamental re-
spect the same: The cost-benefit test is the only sensible criterion for deciding which
services ought to be performed. The fact that a medical procedure has some benefit
does not, by itself, imply that the procedure should be performed. Rather, it should
be performed only if its marginal benefit, broadly construed, exceeds its marginal cost.

The costs of medical procedures are relatively easy to measure, using the same
methods applied to other goods and services. But the usual measure of the benefit
of a good or service, a person’s willingness to pay, may not be acceptable in the case
of many medical services. For example, most of us would not conclude that a life-
saving appendectomy is unjustified merely because the person who needs it can af-
ford to pay only half of its $2,000 cost. When someone lacks the resources to pay
for what most of us would consider an essential medical service, society has at least
some responsibility to help. Hence the proliferation of government-sponsored
medical insurance.

Scarcity

Cost-Benefit

Cost-Benefit



Many other medical expenditures are not as pressing as an emergency appen-
dectomy, however. Following such surgery, for example, the patient requires a pe-
riod of recuperation in the hospital. How long should that period last—2 days? 5?
10? The Cost-Benefit Principle is critically important to thinking intelligently about
such questions. But as the following example illustrates, the third-party payment
system has virtually eliminated cost-benefit thinking from the medical domain.

How long should David stay in the hospital?

To eliminate recurrent sore throats, David plans to have his tonsils removed. His
surgeon tells him that the average hospital stay after this procedure is two days
(some people stay only one day, while others stay three, four, or even five days).
Hospital rooms cost $300 per day. If David’s demand curve for days in the hospital
is as shown in Figure 14.1, how many days will he stay if he must pay for his
hospital room himself? How many days will he stay if his medical insurance fully
covers the cost of his hospital room?
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If David must pay for his hospital room himself, his best option will be to stay for
just one day. But if the cost of his hospital room is completely covered by insurance,
the marginal cost to him will be zero. In that case, he will stay for three days. ◆

EXERCISE 14.1

In the example above, how long would David choose to stay in the hospital

if his health insurance covered 50 percent of the cost of his hospital room?

Should we be concerned that people choose longer hospital stays when their ex-
penses are fully insured? The Cost-Benefit Principle tells us that a hospital stay
should be extended another day only if the benefit of doing so would be at least as
great as the cost of the resources required to extend the stay. But when hospital
costs are fully covered by insurance, the decision maker sees a marginal cost of zero,
when in fact the marginal cost is several hundred dollars. According to the cost-
benefit criterion, then, full insurance coverage leads to wastefully long hospital
stays. This is not to say that the additional days in the hospital do no good at all.
Rather, their benefit is less than their cost. As the next example illustrates, a shorter
hospital stay would increase total economic surplus.

How much waste does full insurance coverage cause?

Using the demand and cost information from the hospital stay example, how much
waste results from full insurance coverage of David’s hospital room?

Cost-Benefit

Cost-Benefit



If the marginal cost of an additional day in the hospital is $300, the supply
curve of hospital room days in an open market would be horizontal at $300. If
David had to pay that price, he would choose a one-day stay, which would result in
the largest possible economic surplus. If he extends his stay past one day, cost con-
tinues to accumulate at the rate of $300 per day, but the benefit of additional care—
as measured by his demand curve—falls below $300. If he stays three days, as he
will if he has full insurance coverage, the two extra days cost society $600 but ben-
efit David by only $300 (the area of the lower shaded triangle under David’s de-
mand curve in Figure 14.2). The amount by which the extra cost exceeds the extra
benefit will thus be $300 (the area of the upper shaded triangle).
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EXERCISE 14.2

In the last example, how much waste would be caused by an insurance policy

that reimbursed hospital room expenses at the rate of $150 per day?

DESIGNING A SOLUTION

In circumstances in which economic surplus has not been maximized, a transaction
can always be found that will make both the patient and the insurance company
better off. Suppose, for instance, that the insurance company in the previous exam-
ple gives David a cash payment of $700 toward hospital expenses and lets him de-
cide for himself how long to stay in the hospital. Confronted with a price of $300
per day, David would choose to stay only a single day. The $400 cash he would
have left after paying his hospital bill is $100 more than enough to compensate him
for the benefit he would lose by not staying an extra two days. (Again, that benefit
is $300, the area of the lower shaded triangle in Figure 14.2.) A $700 cash payment
also would leave his insurance company better off by $200 than if it had provided
unlimited hospital coverage at no extra charge (since David would have stayed
three days in that case, at a cost of $900 to his insurance company). And since no
one else is harmed by this transaction, it represents a Pareto improvement over un-
limited coverage, meaning a change that makes some people better off without
harming others (see Chapter 7).

The amount of waste caused by full insurance coverage depends on the price
elasticity of demand for medical services—the more elastic the demand, the
greater the waste. Proponents of full coverage believe that the demand for medical
services is almost completely inelastic with respect to price and that the resulting
waste is therefore negligible. Critics of full coverage argue that the demand for

◆



medical services is actually quite sensitive to price and that the resulting waste is
significant.

Who is right? One way to determine this is to examine whether people who
lack full insurance coverage spend significantly less than those who have it. The
economist W. G. Manning and several co-authors did so by performing an experi-
ment in which they assigned subjects randomly to one of two different kinds of
medical insurance policy.1 The first group of subjects received first-dollar coverage,
meaning that 100 percent of their medical expenses was covered by insurance. The
second group got “$1,000-deductible” coverage, meaning that only expenses be-
yond the first $1,000 a year were covered. (For example, someone with $1,200 of
medical bills would receive $1,200 from his insurance company if he belonged to
the first group, but only $200 if he belonged to the second.) In effect, since most
people incur less than $1,000 a year in medical expenses, most subjects in the sec-
ond group effectively paid full price for their medical services, while subjects in the
first group paid nothing. Manning and his colleagues found that people with
$1,000-deductible policies spent between 40 and 50 percent less on health care than
subjects with first-dollar coverage. More important, there were no measurable dif-
ferences in health outcomes between the two groups.

Taken at face value, the results of the Manning study suggest that a large share
of the inflation in medical expenditures since World War II has been caused by
growth in first-dollar medical insurance. The problem with first dollar coverage is
that it completely ignores the Incentive Principle. Why not simply abandon first-
dollar coverage in favor of high deductibles? People would still be protected against
financial catastrophe but would have a strong incentive to avoid medical services
whose benefit does not exceed their cost.

Some would say that Medicaid and Medicare should not carry high deductibles
because the resulting out-of-pocket payments would impose too great a burden on
poor families. But as in other instances in which concern for the poor is offered in de-
fense of an inefficient policy, an alternative can be designed that is better for rich and
poor alike. For example, all health insurance could be written to include high de-
ductibles, and the poor could be given an annual stipend to defray the initial medical
expenses not covered by insurance. At year’s end, any unspent stipend would be
theirs to keep. Here again, concern for the well-being of the poor is no reason for not
adopting the most efficient policy. As the Efficiency Principle reminds us, when the
economic pie grows larger, it is possible for everyone to have a larger slice.

THE HMO REVOLUTION

During the 1990s, the high cost of conventional health insurance led many people
to switch to health maintenance organizations (HMOs). An HMO is a group of
physicians that provides its patients with medical services in return for a fixed an-
nual fee. As the next example illustrates, the incentive to provide any given medical
service is weaker under the standard HMO contract than under conventional health
insurance.

Why is a patient with a sore knee more likely to receive an MRI exam if he has

conventional health insurance than if he belongs to a health maintenance

organization?

When a patient visits his physician complaining of a sore knee, the physician has several

options. After hearing the patient describe his symptoms and examining the knee manu-

ally, the physician may prescribe anti-inflammatory drugs and advise the patient to abstain

from vigorous physical activity for a period; or she may advise the patient to undergo a
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Efficiency

Incentive

first-dollar insurance coverage

insurance that pays all expenses

generated by the insured activity

health maintenance 

organization (HMO) a group

of physicians that provides

health services to individuals and

families for a fixed annual fee

1W. G. Manning, J. P. Newhouse, E. B. Keeler, A. Liebowitz, and M. S. Marquis, “Health Insurance and
the Demand for Medical Care,” American Economic Review 77 (June 1987), pp. 251–77.

Example 14.1
The Economic Naturalist



magnetic resonance imaging (MRI) exam, a costly diagnostic procedure that generates im-

ages of the inner workings of the injured joint. The physician in an HMO receives no ad-

ditional revenue if she orders the MRI because all services are covered by the patient’s

fixed annual fee. Under conventional health insurance, in contrast, the physician will be

reimbursed at a fixed rate, usually well above her marginal cost, for each additional ser-

vice performed.
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In many instances, the most prudent course of treatment is unambiguous, and in such

cases physicians will make the same recommendation despite this striking difference in in-

centives. But in many other cases, it may not be obvious which decision is best. And in

these cases, HMO physicians are less likely to order expensive tests. •

People who switch to HMOs pay less for their health plans than those who
stick with conventional health insurance since the HMO contract provides a strong
incentive for doctors not to prescribe nonessential services. Many people fear, how-
ever, that the very same incentive may sometimes result in their not receiving valu-
able care. These concerns have led to proposed legislation granting patients rights
of appeal when they are denied care by an HMO.

PAYING FOR HEALTH INSURANCE

It is troubling, but perhaps not surprising, that access to medical care is extremely
limited in many of the world’s poorest nations. After all, citizens of those nations
lack enough income to buy adequate food, shelter, and many other basic goods and
services. What is surprising, however, is that despite the movement to less expensive
HMO plans, some 47 million Americans had no health coverage of any kind in
2007. Politicians in both parties agree that something must be done to expand
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health coverage. But before an intelligent solution to this problem can be imple-
mented, we must first understand why so many are without coverage in the first
place.

In the richest country on Earth, why do so many people lack basic health

insurance?

Although the incomes of most Americans are higher than ever, millions of American

families continue to experience day-to-day financial distress. For example, at the

height of the economic boom in 1998, one of every 68 families filed for bankruptcy,

more than the number of families with children graduating from college that year. Un-

der the circumstances, it is easy to see why many families in generally good health

might be tempted to press their luck. After all, health coverage for a family of four

with no preexisting medical conditions costs upwards of $5,000 a year, which is almost

always far more than what such a family spends on medical services. The extra cash

could help pay for a move into a better school district, for example, or at least keep

creditors at bay.

As more people cancel their health coverage, going without insurance becomes

more socially acceptable. Parents who didn’t buy health insurance for their families were

once viewed as irresponsible, but this stigma loses some of its sting as the number of

uninsured grows. Making matters worse is the changing composition of the pool of the in-

sured. As more healthy families forgo coverage, those left tend to be sicker and more

costly to treat, forcing up premiums (an example of adverse selection, discussed in Chap-

ter 12). In short, our health insurance system is in a long-term downward spiral. And as

more people become uninsured, the problem will get worse because the costs borne by

those who remain insured will continue to escalate. •

Government could eliminate the downward spiral by simply reimbursing each
family up to $5,000 a year for health insurance. Government bureaucrats would
not need to prescribe which doctors we see or micromanage any of the other details.
They would simply process insurance receipts and send out reimbursement checks.
This plan sounds expensive but would actually be less costly than the current
system. The principal savings would come from delivering more cost-effective care
to those who are now uninsured.

As it stands now, the untreated minor illnesses of the uninsured often develop
into major illnesses, which are far more costly to treat. And when such illnesses be-
fall the uninsured, we almost always treat them, often in costly emergency rooms.
The resulting burden on hospitals leads to higher fees and increased government
support—both of which now come largely out of the pockets of high-income tax-
payers with health insurance.

The total budget needed to finance a $5,000 health insurance reimbursement
for every American family—some $350 billion a year—would obviously require
higher taxes. But for those whose employers currently provide health insurance,
these taxes would be offset by an increase in salaries. After all, companies offer
insurance not because they are charitable, but because they find doing so an effec-
tive way to compete for workers. Any company that did not offer higher salaries to
previously insured workers would risk losing them to a company that did.

A universal reimbursement program would impose no net burden on taxpayers
because of both salary adjustments and reductions in the high cost of care for the
uninsured. And by providing a powerful incentive for all families to buy insurance,
it would reverse the current downward spiral.

Critics of health care reform may say that if some people want to save money
by going without health insurance, that’s their problem or their choice. Perhaps, but
it’s a problem for the rest of society as well, one that if left untended will grow
steadily worse.
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Example 14.2
The Economic Naturalist

Why do 47 million Americans
have no health insurance?



USING PRICE INCENTIVES IN ENVIRONMENTAL

REGULATION

As we saw in Chapter 11, goods whose production generates negative externali-
ties, such as atmospheric pollution, tend to be overproduced whenever negotia-
tion among private parties is costly. Suppose we decide, as a society, that the best
attainable outcome would be to have half as much pollution as would occur
under completely unregulated conditions. In that case, how should the cleanup
effort be distributed among those firms that currently discharge pollution into the
environment?

The most efficient—and hence best—distribution of effort is the one for which
each polluter’s marginal cost of abatement is exactly the same. To see why, imagine
that under current arrangements, the cost to one firm of removing a ton of pollu-
tion from the air is larger than the cost to another firm. Society could then achieve
the same total reduction in pollution at lower cost by having the first firm discharge
1 ton more into the air and the second firm 1 ton less.

Unfortunately, government regulators seldom have detailed information on
how the cost of reducing pollution varies from one firm to another. Many pollution
laws therefore require all polluters simply to cut back their emissions by the same
proportion or to meet the same absolute emissions standards. If different polluters
have different marginal costs of pollution abatement, however, these approaches
will not be efficient.

TAXING POLLUTION

Fortunately, alternative policies can distribute the cleanup more efficiently, even if
the government lacks detailed information about how much it costs different firms
to curtail pollution. One method is to tax pollution and allow firms to decide for
themselves how much pollution to emit. The following example illustrates the logic
of this approach.

What is the least costly way to cut pollution by half?

Two firms, Sludge Oil and Northwest Lumber, each has access to five production
processes, each of which has a different cost and produces a different amount of
pollution. The daily costs of the processes and the number of tons of smoke emitted
are as shown in Table 14.1. Pollution is currently unregulated, and negotiation
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RECAP THE ECONOMICS OF HEALTH CARE DELIVERY

The rapid escalation in medical expenditures since World War II is attribut-
able in large part to the spread of first-dollar insurance coverage, which en-
courages people to behave as if medical services were free of charge. Total
economic surplus would be larger if we switched to insurance coverage with
high deductibles because such policies provide an incentive to use only those
services whose benefit exceeds their cost.

The switch to HMOs addresses this problem because the standard HMO
contract provides a strong incentive for physicians not to prescribe nonessen-
tial services. Some voice concern, however, that HMO contracts may lead
physicians to withhold services that satisfy the cost-benefit test.

Mounting insurance premiums have caused many people in good health to
do without health coverage, resulting in higher premiums for those who re-
main insured. Government reimbursement for health coverage is one way to
stop the downward spiral in health coverage.



between the firms and those who are harmed by pollution is impossible, which
means that each firm uses process A, the least costly of the five. Each firm emits 4
tons of pollution per day, for a total of 8 tons of pollution per day.

The government is considering two options for reducing total emissions by
half. One is to require each firm to curtail its emissions by half. The other is to set
a tax of $T per ton of smoke emitted each day. How large must T be to curtail emis-
sions by half? What would be the total cost to society under each alternative?

If each firm is required to cut pollution by half, each must switch from process
A to process C. The result will be 2 tons per day of pollution for each firm. The cost
of the switch for Sludge Oil will be $600 per day  $100 per day  $500 per day.
The cost to Northwest Lumber will be $380 per day  $300 per day  $80 per
day, for a total cost of $580 per day.

Consider now how each firm would react to a tax of $T per ton of pollution. If
a firm can cut pollution by 1 ton per day, it will save $T per day in tax payments.
Whenever the cost of cutting a ton of pollution is less than $T, then, each firm has
an incentive to switch to a cleaner process. For example, if the tax were set at $40
per ton, Sludge Oil would stick with process A because switching to process B
would cost $100 per day extra but would save only $40 per day in taxes. North-
west Lumber, however, would switch to process B because the $40 saving in taxes
would be more than enough to cover the $20 cost of switching.

The problem is that a $40 per day tax on each ton of pollution results in a re-
duction of only 1 ton per day, 3 short of the 4-ton target. Suppose instead that the
government imposed a tax of $101 per ton. Sludge Oil would then adopt process B
because the $100 extra daily cost of doing so would be less than the $101 saved in
taxes. Northwest Lumber would adopt process D because, for every process up to
and including C, the cost of switching to the next process would be less than the re-
sulting tax saving.

Overall, then, a tax of $101 per ton would result in the desired pollution reduc-
tion of 4 tons per day. The total cost of the reduction would be only $280 per day
($100 per day for Sludge Oil and $180 per day for Northwest Lumber), or $300 per
day less than when each firm was required to cut its pollution by half. (The taxes paid
by the firms do not constitute a cost of pollution reduction because the money can be
used to reduce whatever taxes would otherwise need to be levied on citizens.) ◆

EXERCISE 14.3

In the example above, if the tax were $61 per ton of pollution emitted each

day, which production processes would the two firms adopt?

The advantage of the tax approach is that it concentrates pollution reduction in
the hands of the firms that can accomplish it at least cost. Requiring each firm to
cut emissions by the same proportion ignores the fact that some firms can reduce
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TABLE 14.1

Costs and Emissions for Different Production Processes

Process A B C D E

(smoke) (4 tons/day) (3 tons/day) (2 tons/day) (1 ton/day) (0 tons/day)

Cost to Sludge Oil 100 200 600 1,300 2,300

($/day)

Cost to Northwest 300 320 380 480 700

Lumber ($/day)



pollution much more cheaply than others. Note that under the tax approach, the
cost of the last ton of smoke removed is the same for each firm, so the efficiency
condition is satisfied.

One problem with the tax approach is that unless the government has detailed
knowledge about each firm’s cost of reducing pollution, it cannot know how high
to set the pollution tax. A tax that is too low will result in too much pollution,
while a tax that is too high will result in too little. Of course, the government could
start by setting a low tax rate and gradually increase the rate until pollution is re-
duced to the target level. But because firms often incur substantial sunk costs when
they switch from one process to another, that approach might be even more waste-
ful than requiring all firms to cut their emissions by the same proportion.

AUCTIONING POLLUTION PERMITS

Another alternative is to establish a target level for pollution and then auction off
permits to emit that level. The virtues of this approach are illustrated in the follow-
ing example.

How much will pollution permits sell for?

Two firms, Sludge Oil and Northwest Lumber, again have access to the production
processes described earlier (which are reproduced in Table 14.2). The government’s
goal is to cut the current level of pollution, 8 tons per day, by half. To do so, the
government auctions off four permits, each of which entitles the bearer to emit 1
ton of smoke per day. No smoke may be emitted without a permit. What price will
the pollution permits fetch at auction, how many permits will each firm buy, and
what will be the total cost of the resulting pollution reduction?
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TABLE 14.2

Costs and Emissions for Different Production Processes

Process A B C D E

(smoke) (4 tons/day) (3 tons/day) (2 tons/day) (1 ton/day) (0 tons/day)

Cost to Sludge Oil 100 200 600 1,300 2,300

($/day)

Cost to Northwest 300 320 380 480 700

Lumber ($/day)

If Sludge Oil has no permits, it must use process E, which costs $2,300 per day
to operate. If it had one permit, it could use process D, which would save it $1,000
per day. Thus, the most Sludge Oil would be willing to pay for a single 1-ton pollution
permit is $1,000 per day. With a second permit, Sludge Oil could switch to process
C and save another $700 per day; with a third permit, it could switch to process B
and save another $400; and with a fourth permit, it could switch to process A and
save another $100. Using similar reasoning, we can see that Northwest Lumber
would pay up to $220 for one permit, up to $100 for a second, up to $60 for a
third, and up to $20 for a fourth.

Suppose the government starts the auction at a price of $90. Sludge Oil will
then demand four permits and Northwest Lumber will demand two, for a total de-
mand of six permits. Since the government wishes to sell only four permits, it will
keep raising the price until the two firms together demand a total of only four per-
mits. Once the price reaches $101, Sludge Oil will demand three permits and
Northwest Lumber will demand only one, for a total quantity demanded of four
permits. Compared to the unregulated alternative, in which each firm used process



A, the daily cost of the auction solution is $280: Sludge Oil spends $100 switching
from process A to process B, and Northwest Lumber spends $180 switching from
A to D. This total is $300 less than the cost of requiring each firm to reduce its
emissions by half. (Again, the permit fees paid by the firms do not constitute a cost
of cleanup because the money can be used to reduce taxes that would otherwise
have to be collected.) ◆

The auction method has the same virtue as the tax method: It concentrates pol-
lution reduction in the hands of those firms that can accomplish it at the lowest
cost. But the auction method has other attractive features that the tax approach
does not. First, it does not induce firms to commit themselves to costly investments
that they will have to abandon if the cleanup falls short of the target level. And sec-
ond, it allows private citizens a direct voice in determining where the emission level
will be set. For example, any group that believes the pollution target is too lenient
could raise money to buy permits at auction. By keeping those permits locked away
in a safe, the group could ensure that they will not be used to emit pollution.

Several decades ago, when economists first proposed the auctioning of pollu-
tion permits, reactions of outrage were widely reported in the press. Most of those
reactions amounted to the charge that the proposal would “permit rich firms to
pollute to their hearts’ content.” Such an assertion betrays a total misunderstanding
of the forces that generate pollution. Firms pollute not because they want to pollute
but because dirty production processes are cheaper than clean ones. Society’s only
real interest is in keeping the total amount of pollution from becoming excessive,
not in who actually does the polluting. And in any event, the firms that do most of
the polluting under an auction system will not be rich firms, but those for whom
pollution reduction is most costly.

Economists have argued patiently against these misinformed objections to the
auction system, and their efforts have finally borne fruit. The sale of pollution per-
mits is now common in several parts of the United States, and there is growing in-
terest in the approach in other countries.
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RECAP USING PRICE INCENTIVES IN ENVIRONMENTAL

REGULATION

An efficient program for reducing pollution is one for which the marginal cost
of abatement is the same for all polluters. Taxing pollution has this desirable
property, as does the auction of pollution permits. The auction method has the
advantage that regulators can achieve a desired abatement target without hav-
ing detailed knowledge of the abatement technologies available to polluters.

WORKPLACE SAFETY REGULATION

Most industrialized countries have laws that attempt to limit the extent to which
workers are exposed to health and safety risks on the job. These laws often are de-
scribed as necessary to protect workers against exploitation by employers with mar-
ket power. Given the working conditions we saw in the early stages of the industrial
revolution, the idea that such exploitation pervades unregulated private markets
has intuitive appeal. Witness Upton Sinclair’s vivid account of life in the Chicago
meat-packing factories at the turn of the twentieth century:

Some worked at the stamping machines, and it was very seldom that
one could work long there at the pace that was set, and not give out
and forget himself, and have a part of his hand chopped off. There
were the “hoisters,” as they were called, whose task it was to press
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the lever which lifted the dead cattle off the floor. They ran along a
rafter, peering down through the damp and the steam; and as old
Durham’s architects had not built the killing room for the conve-
nience of the hoisters, at every few feet they would have to stoop un-
der a beam, say four feet above the one they ran on; which got them
into the habit of stooping, so that in a few years they would be walk-
ing like chimpanzees. Worst of any, however, were the fertilizer men,
and those who served in the cooking rooms. These people could not
be shown to the visitors—for the odor of the fertilizer-man would
scare any ordinary visitor at a hundred yards, and as for the other
men, who worked in tank-rooms full of steam, and in which there
were open vats near the level of the floor, their peculiar trouble was
that they fell into the vats; and when they were fished out, there was
never enough of them left to be worth exhibiting—sometimes they
would be overlooked for days, till all but the bones of them had gone
out to the world as Durham’s Pure Leaf Lard.2

The miserable conditions of factory workers, juxtaposed with the often opulent
lifestyle enjoyed by factory owners, seemed to affirm the idea that owners were ex-
ploiting workers. But if conditions in the factories were in fact too dangerous, how
much safer should they have been?

Consider the question of whether to install a specific safety device—say, a
guard rail on a lathe. Many people are reluctant to employ the Cost-Benefit Princi-
ple to answer such a question. To them, safety is an absolute priority, so the guard
rail should be installed regardless of its cost. Yet most of us do not make personal
decisions about our own health and safety that way. No one you know, for exam-
ple, gets the brakes on his car checked every day, even though doing so would re-
duce the likelihood of being killed in an accident. The reason, obviously, is that
daily brake inspections would be very costly and would not reduce the probability
of an accident significantly compared to annual or semiannual inspections.

The same logic can be applied to installing a guard rail on a lathe. If the
amount one is willing to pay to reduce the likelihood of an accident exceeds the cost
of the guard rail, it should be installed; otherwise, it should not be. And no matter
how highly we value reducing the odds of an accident, we will almost surely settle
for less than perfect safety. After all, to reduce the risk of an accident to nearly zero,
one would have to enclose the lathe in a thick Plexiglas case and operate it with
remote-controlled mechanical arms. Faced with the prohibitive cost of such an alter-
native, most of us would decide that the best approach is to add safety equipment
whose benefit exceeds its cost and then use caution while operating the machine.

But will unregulated employers offer the level of work-
place safety suggested by the cost-benefit principle? Most
nations appear to have decided that they will not. As noted,
virtually every industrial country now has comprehensive
legislation mandating minimum safety standards in the
workplace—laws usually described as safeguards against
exploitation of workers.

Yet explaining safety regulation as an antidote for ex-
ploitation raises troubling questions. One difficulty stems
from the economist’s argument that competition for workers
prods firms to provide the socially optimal level of ameni-
ties. For example, if an amenity—say, a guard rail on a
lathe—costs $50 per month to install and maintain, and
workers value it at $100 per month, then the firm must
install the device or risk losing workers to a competitor

2Upton Sinclair, The Jungle (New York: Doubleday, Page, and Co., 1906), p. 106.

Cost-Benefit
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that does. After all, if a competing firm were to pay workers $60 per month less
than they currently earn, it could cover the cost of the device with $10 to spare,
while providing a compensation package that is $40 per month more attractive
than the first employer’s.

To this argument, critics respond that in practice there is very little competition
in the labor market. They argue that incomplete information, worker immobility,
and other frictions create situations in which workers have little choice but to ac-
cept whatever conditions employers offer. But even if a firm were the only employer
in the market, it would still have an incentive to install a $50 safety device that is
worth $100 to the worker. Failure to do so would be to leave cash on the table.

Other defenders of regulation suggest that workers may not know about safety
devices they lack. But that explanation, too, is troubling because competing firms
would have a strong incentive to call the devices to workers’ attention. If the prob-
lem is that workers cannot move to the competing firm’s location, then the firm can
set up a branch near the exploited workers. Collusive agreements to restrain such
competition should prove difficult to maintain because each firm can increase its
profit by cheating on the agreement.

In fact, worker mobility between firms is high, as is entry by new firms into ex-
isting markets; as noted in Chapter 10, cartel agreements have always been notori-
ously unstable. Information may not be perfect, but if a new employer in town is
offering a better deal, sooner or later word gets around.

Finally, if, despite these checks, some firms still manage to exploit their work-
ers, we should expect those firms to earn a relatively high profit. But in fact we ob-
serve just the opposite. Year in and year out, firms that pay the highest wages are
the most profitable. And so we are left with a puzzle. The fear of exploitation by
employers with market power has led governments to adopt sweeping and costly
safety regulations; yet the evidence suggests that exploitation cannot be a major
problem. As the following example suggests, however, safety regulation might prove
useful even in a perfectly competitive environment with complete information.

Will Don and Michael choose the optimal amount of safety?

Suppose Don and Michael are the only two members of a hypothetical community.
They get satisfaction from three things: their income, safety on the job, and their
position on the economic ladder. Suppose Don and Michael must both choose be-
tween two jobs, a safe job that pays $50 per week and a risky job that pays $80 per
week. The value of safety to each is $40 per week. Having more income than one’s
neighbor is worth $40 per week to each; having less income than one’s neighbor
means a $40 per week reduction in satisfaction. (Having the same income as one’s
neighbor means no change in satisfaction.) Will Don and Michael make the best job
choices possible in this situation?

Viewed in isolation, each person’s decision should be to take the safe job.
Granted, it pays $30 per week less than the risky job, but the extra safety it offers
is worth $40 per week. So aside from the issue of relative income, the value of the
safe job is $90 per week (its $50 salary plus $40 worth of safety), or $10 per week
more than the risky job.

Once we incorporate concerns about relative income, however, the logic of the
decision changes in a fundamental way. Now the attractiveness of each job depends
on the job chosen by the other. The four possible combinations of choices and their
corresponding levels of satisfaction are shown in Table 14.3. If each man chooses a
safe job, he will get $50 of income, $40 worth of satisfaction from safety, and—
because each will have the same income—zero satisfaction from relative income. So
if each man chooses the safe job, each will get a total of $90 worth of satisfaction.
If instead each man chooses the risky job, each will get $80 of income, zero satisfac-
tion from safety, and because each has the same income as the other, zero satisfaction
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from relative income. If we compare the upper-left cell of the table to the lower-
right cell, then, we can say unequivocally that Don and Michael would be happier if
each took a safe job at lower income than if each chose a risky job with more income.

But consider how the choice plays out once the two men recognize their inter-
dependency. Suppose, for example, that Michael chooses the safe job. If Don then
chooses the unsafe job, he ends up with a total of $120 of satisfaction—$80 in
salary plus $40 from having more income than Michael. Michael, for his part, ends
up with only $50 worth of satisfaction—$50 in salary plus $40 from safety, minus
$40 from having lower income than Don. Alternatively, suppose Michael chooses
the risky job. Then Don will again do better to accept the risky job, for by doing so
he gets $80 worth of satisfaction rather than $50.

In short, no matter which job Michael chooses, Don will get more satisfaction
by choosing the risky job. Likewise, no matter which job Don chooses, Michael will
do better by choosing the risky job. Yet when each follows his dominant strategy,
they end up in the lower-right cell of the table, which provides only $80 per week
of satisfaction to each—$10 less than if each had chosen the safe job. Thus their
job-safety choice confronts them with a prisoner’s dilemma (see Chapter 10). As in
all such situations, when the players choose independently, they fail to make the
most of their opportunities. ◆

EXERCISE 14.4

How would your answer to the question posed in the above example have

differed if the value of safety had been not $40 per week, but $20?

This example suggests an alternative explanation for safety regulation, one that
is not based on the need to protect workers from exploitation. If Don and Michael
could choose collectively, they would pick the safe job and maximize their com-
bined satisfaction. Thus, each might support legislation that establishes safety stan-
dards in the workplace.

We stress that concern about relative income need not mean that people care
only about having more or better goods than their neighbors. In our society, a per-
son’s relative income is important for reasons that everyone recognizes. For exam-
ple, if you want to send your child to a good school, in most cases you must buy a
house in a good school district. But who gets a house in a good school district?
Those who have high relative income. Similarly, if everyone wants a house with a
view, and only 10 percent of home sites have views, who gets them? The people in
the top 10 percent of the income distribution, of course, and only those people.
Many important outcomes in life depend on where a person stands on the economic
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TABLE 14.3

The Effect of Concern about Relative Income on Worker Choices

Regarding Safety

Michael

Safe job @ $50/week Risky job @ $80/week

$90 for Don $50 for Don

Don

$90 for Michael $120 for Michael

$120 for Don $80 for Don

$50 for Michael $80 for Michael

Safe job
@ $50/week

Risky job
@ $80/week



ladder. And when people care about their relative income, rational, self-interested
actions will not always lead to efficient outcomes in the labor market.

Regulation, however, does not always improve matters. The labor market may
not be perfect, but government regulators aren’t perfect either. Safety in the work-
place is overseen by the Occupational Safety and Health Administration (OSHA),
an agency that has drawn considerable criticism, much of it justified. Consider, for
example, the following passage on safety requirements for ladders, taken verbatim
from an early OSHA manual:

The general slope of grain in flat steps of minimum dimension shall

not be steeper than 1 in 12, except that for ladders under 10 feet in

length the slope shall not be steeper than 1 in 10. The slope of grain

in areas of local deviation shall not be steeper than 1 in 12 or 1 in 10

as specified above. For all ladders, cross grain not steeper than 1 in 10

are permitted in lieu of 1 in 12, provided the size is increased to

afford at least 15 percent greater strength than for ladders built to

minimum dimensions. Local deviations of grain associated with

otherwise permissible irregularities are permitted.3

This befogged passage appears in a section devoted to ladders that is 30 pages long,
two columns to the page. One can easily imagine the managers of a firm deciding
that their best course of action is simply to abandon any activities requiring ladders.

As an alternative to OSHA-style prescriptive safety regulation, many econo-
mists favor programs that increase employers’ financial incentives to reduce work-
place injuries. The workers’ compensation system provides a mechanism through
which such a change might be achieved. Workers’ compensation is a government in-
surance system that provides benefits to workers who are injured in the workplace.
As currently administered, the program does not adjust each individual employer’s
premiums fully to reflect the claims generated by its workers. Employers with low
injury rates thus pay premiums higher than needed to cover the claims generated by
their workers, while those with high injury rates pay premiums too small to cover
the claims generated by their workers.

Economists argue that revising insurance premiums to reflect the full social cost
of the injuries sustained by each employer’s workers would provide the optimal in-
centive to curtail injuries in the workplace. In effect, premiums set at this level
would be an optimal tax on injuries, and this would be efficient for the same reason
that a properly chosen tax on pollution is efficient. An injury tax set at the marginal
cost of injury would encourage employers to adopt all safety measures whose ben-
efits exceed their costs.

As in other domains, we are far more likely to achieve optimal safety levels in
the workplace if we choose among policies on practical cost-benefit grounds rather
than on the basis of slogans about the merits or flaws of the free market.

As the following example illustrates, costs and benefits play a pivotal role in de-
cisions about whether the government chooses to constrain individual choice in the
safety domain and, if so, how.

Why does the government require safety seats for infants who travel in cars

but not for infants who travel in airplanes?

A mother cannot legally drive her six-month-old son to a nearby grocery store without

first strapping him into a government-approved safety seat. Yet she can fly with him from

Miami to Seattle with no restraining device at all. Why this difference?

In case of an accident—whether in a car or an airplane—an infant who is strapped

into a safety seat is more likely to escape injury or death than one who is unrestrained.
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workers’ compensation a 

government insurance system

that provides benefits to workers

who are injured on the job

3Quoted by Robert S. Smith, “Compensating Wage Differentials and Public Policy: A Review,” Industrial

and Labor Relations Review 32 (1977), pp. 339–52.
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But the probability of being involved in a serious accident is hundreds of times higher

when traveling by car than when traveling by air, so the benefit of having safety seats is

greater for trips made by car. Using safety seats is also far more costly on plane trips than

on car trips. Whereas most cars have plenty of extra room for a safety seat, parents

might need to purchase an extra ticket to use one on an airplane. Most parents appear

unwilling to pay $600 more per trip for a small increment in safety, for either themselves

or their children. The difference in regulations is thus a straightforward consequence of

the Cost-Benefit Principle. •
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RECAP WORKPLACE SAFETY REGULATION

Most countries regulate safety in the workplace, a practice often defended as
needed to protect workers from being exploited by employers with market
power. Yet safety regulation might be attractive even in perfectly competitive
labor markets because the social payoff from investment in safety often ex-
ceeds the private payoff. An injury tax set at the marginal cost of injury would
encourage optimal investment in workplace safety.

Why are child safety seats
required in cars but not in
airplanes?

Cost-Benefit

PUBLIC HEALTH AND SECURITY

Because public health and law enforcement officials are charged with protecting our
health and safety, political leaders are often reluctant to discuss expenditures on
public health and law enforcement in cost-benefit terms. But because we live in a
world of scarcity, we cannot escape the fact that spending more in these areas
means spending less on other things of value.

Illnesses, like accidents, are costly to prevent. The socially optimal expenditure
on a health measure that reduces a specific illness is that amount for which the
marginal benefit to society of the measure exactly equals its marginal cost. For ex-
ample, in deciding how much to spend on vaccinating against measles, a rational
public health policy would expand the proportion of the population vaccinated un-
til the marginal cost of an additional vaccination was exactly equal to the marginal
value of the illnesses thus prevented.

As the following example illustrates, however, the decision of whether to be-
come vaccinated looks very different from each individual’s perspective.

Why do many states have laws requiring students to be vaccinated against

childhood illnesses?

Proof of immunization against diphtheria, measles, poliomyelitis, and rubella is now uni-

versally required for entry into American public schools. Most states also require immu-

nization against tetanus (49 states), pertussis (44 states), mumps (43 states), and hepatitis

B (26 states). Why these requirements?

Being vaccinated against a childhood illness entails a small but potentially serious risk.

The vaccine against pertussis (whooping cough), for example, is believed to cause some

form of permanent brain damage in 1 out of every 110,000 children vaccinated. Con-

tracting the disease itself also poses serious health risks, and in an environment in which

infections were sufficiently likely to occur, individuals would have a compelling reason to

bear the risk of being vaccinated in order to reduce the even larger risk from infection.

The problem is that in an environment in which most children were vaccinated, infection

rates would be low, making the risk of vaccination loom understandably large in the eyes

of individual families. The ideal situation from the perspective of any individual family

would be to remain unvaccinated in an environment in which all other families were vac-

cinated. But as more and more families decided to forgo vaccination, infection rates

would mount. Eventually the vaccination rate would stabilize at the point at which the

Example 14.4
The Economic Naturalist
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Why are vaccinations against
many childhood illnesses
required by law?

Cost-Benefit

Example 14.5
The Economic Naturalist

4Colorado Department of Public Health and Environment, Vaccine Preventable Diseases in Colorado

(http://www.cdphe.state.co.us/de/Epidemiology/vaccinepreventable2000.pdf).
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additional risk to the individual family of becoming vaccinated would be exactly equal to

the risk from remaining unvaccinated. But this calculation ignores the fact that a decision

to remain unvaccinated poses risk not just to the individual decision maker, but also to

others who have decided to become vaccinated (since no vaccine affords 100 percent

protection against infection).

Relegating the vaccination decision to individuals results in a suboptimally low vacci-

nation rate because individual decision makers fail to take adequate account of the cost

that their becoming infected will impose on others. It is for this reason that most states

require vaccinations against specific childhood illnesses.

Even these laws, however, allow parents to apply for exemptions on religious or

philosophical grounds. Communities vary in the extent to which parents avail themselves

of these exemptions. In Colorado, for example, Boulder County heads the list of parents

who opt to exempt their children from taking the pertussis vaccine (with an exemption

rate of 8.4 percent, more than four times the rate statewide). Not surprisingly, the inci-

dence of whooping cough is much higher in Boulder (34.7 cases per year per 100,000

people) than in the state as a whole (9.4 cases per year per 100,000 people).4 •

Crimes, like childhood illnesses, are also costly to prevent. The socially optimal
amount to spend on avoiding any specific type of crime is that amount for which
the marginal benefit of reducing that crime exactly equals its marginal cost. As the
next example illustrates, the Cost-Benefit Principle helps to explain why society in-
vests so much more heavily in preventing some crimes than in preventing others.

Why do more Secret Service agents guard the president than the vice presi-

dent, and why do no Secret Service agents guard college professors?

When the president of the United States flies to Cleveland to give a speech, hundreds of

federal agents are assigned to protect him against attack by an assassin. But when the vice

president flies to Cleveland to give a speech, many fewer agents are assigned, and when a

college professor goes to Cleveland for the same purpose, no agents are assigned at all.

Why this difference?

According to the cost-benefit principle, the government should keep assigning agents

in each case until the cost of an additional agent equals the value of the extra protection

provided. In each of the three cases, the marginal cost of assigning agents is essentially the

same. As shown in Figure 14.3, marginal cost (MC) is likely to be upward-sloping because

of the Low-Hanging-Fruit Principle, according to which the most effective agents should

be assigned first.



The important difference among these three cases lies in the value of assigning addi-

tional agents. The marginal benefit of an agent assigned to the president [MB
P
, part (a)] is

much higher than the marginal benefit of an agent assigned to the vice president [MB
VP
,

part (b)], for at least two reasons. First, opponents of the government have a stronger

motive to attack the president than the vice president because the president’s role is so

much more important than the vice president’s. Thus, assigning an additional agent to the

president is more likely to prevent an attack. And second, the benefit of preventing an at-

tack against the president is much higher than that of preventing an attack against the vice

president—again, because the president’s role is so much more important. These obser-

vations imply that the optimal number of agents to assign to the president [N
P
, part (a)]

is much greater than the optimal number of agents to assign to the vice president [N
VP
,

part (b)]. Finally, the optimal number of agents to assign to a traveling professor is zero

[part (c)] because the marginal benefit of such an assignment (MB
CP

) is so small. After all,

few people have any reason to attack a professor, and in the unlikely event of an attack,

the consequences would be far less serious than if a prominent government leader were

attacked. •

Many critics of the cost-benefit approach complain that when applied in ex-
amples like the one just discussed, it gives short shrift to the dignity of human life.
On closer inspection, however, this complaint is difficult to support. The recom-
mendation to assign no Secret Service agents to protect a traveling college professor
does not imply that the lives of ordinary citizens are not to be cherished. Rather, it
simply acknowledges that even without Secret Service protection, not even a single
traveling professor is likely to be assassinated in the course of the next 100 years.
For the same money that we would spend to send agents on largely pointless as-
signments, we could install guard rails on dangerous mountain roads, purchase ad-
ditional mobile coronary care units, or make any number of other investments that
would save thousands of lives. The logic of the Scarcity Principle does not cease to
apply whenever the choices we must make involve human health or safety.
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Should college professors receive
Secret Service protection when
they give out-of-town lectures?
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RECAP PUBLIC HEALTH AND SECURITY

The cost-benefit principle applies to public health and safety measures just as
in other areas of public policy. Society’s efforts to promote security should
be expanded only to the point at which their marginal benefits equal their
marginal costs.

Scarcity

■ S U M M A R Y ■

• Basic microeconomic principles can be applied to a
variety of government policy questions. These princi-
ples help to show how different methods of paying
for health care affect the efficiency with which med-
ical services are delivered. In the case of health care,
the gains from marginal cost pricing can often be
achieved through insurance policies with large de-
ductibles. LO1

• An understanding of the forces that give rise to envi-
ronmental pollution can help to identify those policy
measures that will achieve a desired reduction in pol-
lution at the lowest possible cost. Both the taxing of

pollution and the sale of transferable pollution rights
promote this goal. Each distributes the cost of the envi-
ronmental cleanup effort so that the marginal cost of
pollution abatement is the same for all polluters. LO2

• A perennially controversial topic is the application of
the cost-benefit principle to policies involving public
health, safety, and security. Many critics feel that the
use of cost-benefit analysis in this domain is not
morally legitimate because it involves putting a mon-
etary price on human life. Yet the fundamental princi-
ple of scarcity applies to human health and safety, just
as it does to other issues. Spending more on public
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health and safety necessarily means spending less on
other things of value. Failure to weigh the relevant

costs and benefits means that society will be less likely
to achieve its stated goals. LO3, LO4

■ K E Y  T E R M S ■

first-dollar insurance 
coverage (379)

health maintenance 
organization (HMO) (379)

workers’ compensation (389)

■ R E V I E W  Q U E S T I O N S ■

1. Why is vaccination against many childhood ill-
nesses a legal requirement for entry into public
schools? LO4

2. Why do economists believe that pollution taxes and
effluent permits are a more efficient way to curb
pollution than laws mandating across-the-board
cutbacks? LO2

3. Why is first-dollar health care coverage ineffi-
cient? LO1

4. How would you explain to a skeptical bank man-
ager why the socially optimal number of bank rob-
beries is not zero? LO4

5. Does it make sense for the Federal Aviation Admin-
istration to require more sophisticated and expen-
sive safety equipment in large commercial passenger
jets than in small private planes? LO4

■ P R O B L E M S ■

1. In the event he requires an appendectomy, David’s demand for hospital accom-
modations is as shown in the diagram. David’s current insurance policy fully
covers the cost of hospital stays. The marginal cost of providing a hospital
room is $150 per day. If David’s only illness this year results in an appendec-
tomy, how many days will he choose to stay in the hospital? LO1
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2. Refer to problem 1. By how much would total economic surplus have been
higher this year if David’s hospital insurance covered only the cost of hospital
stays that exceed $1,000 per illness? LO1

3. Refer to problems 1 and 2. Suppose David’s employer adopts a new health care
plan that pays 50 percent of all medical expenses up to $1,000 per illness, with
full coverage thereafter. How will economic surplus under this plan compare
with economic surplus with the policy in problem 2? LO1

4. In Los Angeles, the demand for Botox injections (a procedure that removes
wrinkles and smoothes the skin) is as shown in the diagram. The marginal cost
of a Botox injection is $1,000 and the procedure is not currently covered by
health insurance. By how much will total economic surplus change if the city
council passes a law requiring employers to include full reimbursement for
Botox injections in their employees’ health coverage? LO1



5. Refer to problem 4. How would the change in total economic surplus be
affected if the law instead required health insurance to pay only $500 per
procedure? LO1

6. Two firms, Sludge Oil and Northwest Lumber, have access to five production
processes, each one of which has a different cost and gives off a different
amount of pollution. The daily costs of the processes and the corresponding
number of tons of smoke emitted are as shown in the following table: LO2
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a. If pollution is unregulated, which process will each firm use, and what will
be the daily smoke emission?

b. The City Council wants to curb smoke emissions by 50 percent. To accom-
plish this, it requires each firm to curb its emissions by 50 percent. What will
be the total cost to society of this policy?

7. The City Council in the previous problem again wants to curb emissions by
half. This time, it sets a tax of $T per day on each ton of smoke emitted. How
large will T have to be to effect the desired reduction? What is the total cost to
society of this policy? LO2

8. Refer to problem 7. Instead of taxing pollution, the city council decides to auc-
tion off four permits, each of which entitles the bearer to emit 1 ton of smoke
per day. No smoke may be emitted without a permit. Suppose the government
conducts the auction by starting at $1 and asking how many permits each firm
wants to buy at that price. If the total is more than four, it then raises the price
by $1 and asks again, and so on, until the total quantity of demanded permits
falls to four. How much will each permit sell for in this auction? How many
permits will each firm buy? What will be the total cost to society of this reduc-
tion in pollution? LO2

9. Tom and Al are the only two members of a household. Each gets satisfaction
from three things: his income, his safety at work, and his income relative to his
roommate’s income. Suppose Tom and Al must each choose between two jobs:
a safe job that pays $100 per week and a risky job that pays $130 per week.
The value of safety to each is $40 per week. Each person evaluates relative in-
come as follows: Having more income than his roommate provides the equiva-
lent of $30 per week worth of satisfaction; having less implies a reduction of

Process A B C D E

(smoke) (4 tons/day) (3 tons/day) (2 tons/day) (1 ton/day) (0 tons/day)

Cost to Sludge Oil 50 70 120 200 500

($/day)

Cost to Northwest 100 180 500 1,000 2,000

Lumber ($/day)



$30 per week worth of satisfaction; and earning the same income as his room-
mate means no change in satisfaction. Will Tom and Al choose optimally
between the two jobs? LO3

10. Refer to problem 9. If Tom and Al could negotiate binding agreements with one
another at no cost, which job would each choose? Suppose negotiation is im-
practical, and that the only way Tom and Al can achieve greater workplace
safety is for the government to adopt safety regulations. If enforcement of the
regulations costs $25 per week, would Tom and Al favor their adoption? LO3
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

14.1 With 50 percent coverage, David would have to pay $150 for each additional
day in the hospital, so he would choose to stay for two days. LO1

14.2 The optimal stay is still one day. If insurance reimburses $150 per day, then
the marginal charge seen by David will be the remaining $150 per day, so he
will stay two days. The cost to society of the additional day is $300 and the
benefit to David of the extra day is only $225 (the area of the lower shaded
figure). The loss in surplus from the additional day’s stay is thus $75. LO1
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14.3 With a tax of $61 per ton each day, Sludge Oil would adopt process A and
Northwest Lumber would adopt process C. LO2

Process A B C D E

(smoke) (4 tons/day) (3 tons/day) (2 tons/day) (1 ton/day) (0 tons/day)

Cost to Sludge Oil 100 200 600 1,300 2,300

($/day)

Cost to Northwest 300 320 380 480 700

Lumber ($/day)



14.4 The payoff matrix would now be as shown below, and the best choice, both
individually and collectively, would be the risky job. LO3
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Michael

Safe job @ $50/week Risky job @ $80/week

$70 for Don $30 for Don

Don

$70 for Michael $120 for Michael

$120 for Don $80 for Don

$30 for Michael $80 for Michael

Safe job
@ $50/week

Risky job
@ $80/week
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Pub l i c  Good s  and 

Ta x  Po l i c y
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Use the concepts of rivalry and excludability to distinguish among private
goods, public goods, collective goods, and commons goods.

2. Show how economic concepts can be used to find the optimal quantity of
a public good.

3. Describe the ways in which private firms can supply public goods.

4. Analyze the types of efficiencies and inefficiencies that are associated with
the provision of public goods.

5. Discuss the criteria that should be applied to taxation in order to promote
efficiency.

overnment has the power to tax. Unlike a private business, which can
get our money only if we voluntarily buy its product, the government
can take our money even if we don’t want the particular mix of goods

and services provided.
Government also has a monopoly on the legitimate use of force. If people

break the law, government has the power to restrain them, using force if neces-
sary. It also has the power to deprive lawbreakers of their liberty for extended
periods, and, in some places, even to execute them. Government can draft law-
abiding citizens into the armed forces and send them into situations in which
they must kill others and risk being killed themselves.

These are awesome powers. And although they are often used in the pursuit
of noble ends, the historical record abounds with illustrations of their abuse.
Voters and politicians of both parties are keenly aware of these abuses. Indeed,
contemporary political rhetoric almost invariably entails criticism of bloated,
out-of-control government bureaucracy. Even mainstream Democrats—ostensibly
the party of activist government in the United States—have conceded the need to

G
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curb government’s role. For example, former president Clinton remarked in his
1996 State of the Union Message, “the era of big government is over.”

Others advocate even more radical retrenchment. For instance, Harry Browne,
the 1996 Libertarian Party presidential candidate, called for abolition of the Inter-
nal Revenue Service, the agency responsible for collecting the federal income tax.
This step would be tantamount to abolishing the federal government itself, for
without tax revenues, there would be no way to pay for public goods and services.

Browne is right, of course, that a sure way to prevent government abuse of power
is simply to have no government. But since virtually no society on earth lacks a gov-
ernment, we may suspect that governments, on balance, do more good than harm.

But how big, exactly, should government be? What goods and services should
it provide? How should it raise the revenue to pay for them? What other powers
should it have to constrain the behavior of its citizens? And how should the various
powers we assign to government be apportioned among local, state, and federal lev-
els? Our goal in this chapter will be to employ the principles of microeconomics in
an attempt to answer these pragmatic questions.

GOVERNMENT PROVISION OF PUBLIC GOODS

One of the primary tasks of government is to provide what economists call public
goods such as national defense and the criminal justice system.

PUBLIC GOODS VERSUS PRIVATE GOODS

Public goods are those goods or services that are, in varying degrees, nonrival and
nonexcludable. A nonrival good is one whose consumption by one person does not
diminish its availability for others. For example, if the military prevents a hostile
nation from invading your city, your enjoyment of that protection does not dimin-
ish its value to your neighbors. A good is nonexcludable if it is difficult to exclude
nonpayers from consuming it. For instance, even if your neighbors don’t pay their
share of the cost of maintaining an army, they will still enjoy its protection.

Another example of a nonrival and nonexcludable good is an over-the-air
broadcast of The Late Show with David Letterman. The fact that you tune in one
evening does not make the program any less available to others, and once the
broadcast has been beamed out over the airwaves, it is difficult to prevent anyone
from tuning in. Similarly, if the City of New York puts on a fireworks display in
New York harbor to celebrate a special occasion, it cannot charge admission be-
cause the harbor may be viewed from many different locations in the city. And the
fact that additional persons view the display does not in any way diminish its value
to other potential viewers.

In contrast, the typical private good is diminished one-for-one by any individ-
ual’s consumption of it. For instance, when you eat a cheeseburger, it is no longer
available for anyone else. Moreover, people can be easily prevented from consum-
ing cheeseburgers they don’t pay for.

EXERCISE 15.1

Which of the following, if any, is nonrival?

a. The Web site of the Bureau of Labor Statistics at 3 a.m.

b. The World Cup soccer championship game watched in person.

c. The World Cup soccer championship game watched on television.

Goods that are both highly nonexcludable and nonrival are often called pure
public goods. Two reasons favor government provision of such goods. First,

public good a good or service

that, to at least some degree, is

both nonrival and nonexcludable

nonrival good a good whose

consumption by one person

does not diminish its availability

for others

nonexcludable good a good

that is difficult, or costly, to 

exclude nonpayers from 

consuming

pure public good a good or

service that, to a high degree, is

both nonrival and nonexcludable



for-profit private companies would have obvious difficulty recovering their cost of
production. Many people might be willing to pay enough to cover the cost of pro-
ducing the good, but if it is nonexcludable, the company cannot easily charge for it
(an example of the free-rider problem discussed in Chapter 12). And second, if the
marginal cost of serving additional users is zero once the good has been produced,
then charging for the good would be inefficient, even if there were some practical
way to do so. This inefficiency often characterizes the provision of collective goods—
nonrival goods for which it is possible to exclude nonpayers. Pay-per-view cable
television is an example. People who don’t pay to get HBO don’t get to watch pro-
grams shown only on HBO, a restriction that excludes many viewers who would
have benefited from watching. Since the marginal cost to society of their tuning in
is literally zero, excluding these viewers is wasteful.

A pure private good is one from which nonpayers can easily be excluded and for
which one person’s consumption creates a one-for-one reduction in the good’s avail-
ability for others. The theory of perfectly competitive supply developed in Chapter 6
applies to pure private goods, of which basic agricultural products are perhaps the
best examples. A pure commons good is a rival good that is also nonexcludable, so-
called because goods with this combination of properties almost always result in a
tragedy of the commons (see Chapter 11). Fish in ocean waters are an example.

The classification scheme defined by the nonrival and nonexcludable properties
is summarized in Table 15.1. The columns of the table indicate the extent to which
one person’s consumption of a good fails to diminish its availability for others.
Goods in the right column are nonrival and those in the left column are not. The
rows of the table indicate the difficulty of excluding nonpayers from consuming the
good. Goods in the top row are nonexcludable; those in the bottom row, exclud-
able. Private goods (lower-left cell) are rival and excludable. Public goods (upper-
right cell) are nonrival and nonexcludable. The two hybrid categories are commons
goods (upper-left cell), which are rival but nonexcludable, and collective goods
(lower-right cell), which are excludable but nonrival.
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Collective goods are provided sometimes by government, sometimes by private
companies. Most pure public goods are provided by government, but even private
companies can sometimes find profitable ways of producing goods that are both
nonrival and nonexcludable. An example is broadcast radio and television, which
covers its costs by selling airtime to advertisers.

The mere fact that a good is a pure public good does not necessarily mean that
government ought to provide it. On the contrary, the only public goods the govern-
ment should even consider providing are those whose benefits exceed their costs.
The cost of a public good is simply the sum of all explicit and implicit costs incurred
to provide it. The benefit of a public good is measured by asking how much people
would be willing to pay for it. Although that sounds similar to the way we measure

TABLE 15.1

Private, Public, and Hybrid Goods

Nonrival

Low High

High
Commons good Public good

Nonexcludable

(fish in the ocean) (national defense)

Low
Private good Collective good

(wheat) (pay-per-view TV)

collective good a good or 

service that, to at least some

degree, is nonrival but 

excludable

pure private good one for

which nonpayers can easily be

excluded and for which each

unit consumed by one person

means one less unit available 

for others

pure commons good one for

which nonpayers cannot easily

be excluded and for which each

unit consumed by one person

means one less unit available 

for others

Cost-Benefit



the benefit of a private good, an important distinction exists. The benefit of an ad-
ditional unit of a private good such as a cheeseburger is the highest sum that any in-
dividual buyer would be willing to pay for it. In contrast, the benefit of an
additional unit of a public good such as an additional broadcast episode of Sesame
Street is the sum of the reservation prices of all people who will watch that episode.

Even if the amount that all beneficiaries of a public good would be willing to
pay exceeds its cost, government provision of that good makes sense only if there is
no other less costly way of providing it. For example, whereas city governments of-
ten pay for fireworks displays, they almost invariably hire private companies to put
on these events. Finally, if the benefit of a public good does not exceed its cost, we
are better off without it.

PAYING FOR PUBLIC GOODS

Not everyone benefits equally from the provision of a given public good. For exam-
ple, some people find fireworks displays highly entertaining, but others simply don’t
care about them, and still others actively dislike them. Ideally, it might seem that the
most equitable method of financing a given public good would be to tax people in
proportion to their willingness to pay for the good. To illustrate this approach, sup-
pose Jones values a public good at $100, Smith values the same good at $200, and
the cost of the good is $240. Jones would then be taxed $80 and Smith would be
taxed $160. The good would be provided, and each taxpayer in this example would
reap a surplus equal to 25 percent of his tax payment: $20 for Jones, $40 for Smith.

In practice, however, government officials usually lack the information they
would need to tax people in proportion to their willingness to pay for specific pub-
lic goods. (Think about it: If an IRS agent asked you how much you would be will-
ing to pay to have a new freeway and you knew you would be taxed in proportion
to the amount you responded, what would you say?) The following three examples
illustrate some of the problems that arise in financing public goods and suggests
possible solutions to these problems.

Will Prentice and Wilson buy a water filter?

Prentice and Wilson own adjacent summer cottages along an isolated stretch of
shoreline on Cayuga Lake. Because of a recent invasion of zebra mussels, each must
add chlorine to his water intake valve each week to prevent it from becoming
clogged by the tiny mollusks. A manufacturer has introduced a new filtration device
that eliminates the nuisance of weekly chlorination. The cost of the device, which
has the capacity to serve both houses, is $1,000. Both owners feel equally strongly
about having the filter. But because Wilson earns twice as much as Prentice, Wilson
is willing to pay up to $800 to have the filter, whereas its value to Prentice, a retired
schoolteacher, is only $400. Would either person be willing to purchase the device
individually? Is it efficient for them to share its purchase?

Neither will purchase the filter individually because each has a reservation price
that is below its selling price. But because the two together value the filter at
$1,200, sharing its use would be socially efficient. If they were to do so, total
economic surplus would be $200 higher than if they did not buy the filter. ◆

Since sharing the filter is the efficient outcome, we might expect that Prentice
and Wilson would quickly reach agreement to purchase it. Unfortunately, however,
the joint purchase and sharing of facilities is often easier proposed than accom-
plished. One hurdle is that people must incur costs merely to get together to discuss
joint purchases. With only two people involved, those costs might not be significant.
But if hundreds or thousands of people were involved, communication costs could
be prohibitive.
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With large numbers of people, the free-rider problem also emerges (see Chap-
ter 12). After all, everyone knows that the project will either succeed or fail inde-
pendently of any one person’s contribution to it. Everyone thus has an incentive to
withhold contributions—or get a free ride—in the hope that others will give.
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Finally, even when only a few people are involved, reaching agreement on a fair
sharing of the total expense may be difficult. For example, Prentice and Wilson
might be reluctant to disclose their true reservation prices to one another for the
same reason that you might be reluctant to disclose your reservation price for a
public good to an IRS agent.

These practical concerns may lead us to empower government to buy public goods
on our behalf. But as the next example makes clear, this approach does not eliminate
the need to reach political agreement on how public purchases are to be financed.

Will government buy the water filter if there is an “equal tax” rule?

Suppose Prentice and Wilson could ask the government to help broker the water fil-
ter purchase. And suppose that the government’s tax policy must follow a “nondis-
crimination” rule that prohibits charging any citizen more for a public good than it
charges his or her neighbor. Another rule is that public goods can be provided only
if a majority of citizens approve of them. Will a government bound by these rules
provide the filter that Prentice and Wilson want?

A tax that collects the same amount from every citizen is called a head tax. If
the government must rely on a head tax, it must raise $500 from Prentice and $500
from Wilson. But since the device is worth only $400 to Prentice, he will vote
against the project, thus denying it a majority. So a democratic government cannot
provide the water filter if it must rely on a head tax. ◆

A head tax is a regressive tax, one for which the proportion of a taxpayer’s in-
come that is paid in taxes declines as the taxpayer’s income rises.

The point illustrated by this example is not confined to the specific public good
considered. It applies whenever taxpayers place significantly different valuations on
public goods, as will almost always happen whenever people earn significantly dif-
ferent incomes. An equal-tax rule under these circumstances will almost invariably
rule out the provision of many worthwhile public goods.

head tax a tax that collects 

the same amount from every

taxpayer

regressive tax a tax under

which the proportion of income

paid in taxes declines as income

rises



As our third example suggests, one solution to this problem is to allow taxes to
vary by income.

Will the government buy the filter if there is a proportional tax on income?

Suppose that Prentice proposes that the government raise revenue by imposing a
proportional tax on income to finance the provision of the water filter. Will Wilson,
who earns twice as much as Prentice, support this proposal?

A proportional income tax is one under which all taxpayers pay the same per-
centage of their incomes in taxes. Under such a tax, Wilson would support Pren-
tice’s proposal because if he didn’t, each would fail to enjoy a public good whose
benefit exceeds his share of its cost. Under the proportional tax on income, Prentice
would contribute $333 toward the $1,000 purchase price of the filter and Wilson
would contribute $667. The government would buy the filter, resulting in addi-
tional surpluses of $67 for Prentice and $133 for Wilson. ◆

The following example makes the point that just as equal contributions are of-
ten a poor way to pay for public goods, they are also often a poor way to share ex-
penses within the household.

Why don’t most married couples contribute equally to joint purchases?

Suppose Hillary earns $2,000,000 per year while her husband Bill earns only $20,000.

Given her income, Hillary as an individual would want to spend much more than Bill

would on housing, travel, entertainment, education for their children, and the many other

items they consume jointly. What will happen if the couple adopts a rule that each must

contribute an equal amount toward the purchase of such items?

This rule would constrain the couple to live in a small house, take only inexpensive

vacations, and skimp on entertainment, dining out, and their children’s education. It is

therefore easy to see why Hillary might find it attractive to pay considerably more than

50 percent for jointly consumed goods because doing so would enable both of them to

consume in the manner their combined income permits. •

Public goods and jointly consumed private goods are different from individu-
ally consumed private goods in the following important way: Different individuals
are free to consume whatever quantity and quality of most private goods they
choose to buy, but jointly consumed goods must be provided in the same quantity
and quality for all persons.

As in the case of private goods, people’s willingness to pay for public goods is
generally an increasing function of income. Wealthy individuals tend to assign
greater value to public goods than low-income people do, not because the wealthy
have different tastes but because they have more money. A head tax would result in
high-income persons getting smaller amounts of public goods than they want. By
increasing the total economic surplus available for all to share, a tax system that as-
signs a larger share of the tax burden to people with higher incomes makes possible
a better outcome for both rich and poor alike. Indeed, virtually all industrialized na-
tions have tax systems that are at least mildly progressive, which means that the
proportion of income paid in taxes actually rises with a family’s income.

Progressive taxation and even proportional taxation often have been criticized
as being unfair to the wealthy, who are forced to pay more than others for public
goods that all consume in common. The irony in this charge, however, is that ex-
clusive reliance on head taxes, or even proportional taxes, would curtail the provi-
sion of public goods and services that are of greatest value to high-income families.
Studies have shown, for instance, that the income elasticity of demand for public
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proportional income tax one

under which all taxpayers pay

the same proportion of their 

incomes in taxes

progressive tax one in which

the proportion of income paid in

taxes rises as income rises

Why do married couples usually
pool their incomes?

Example 15.1
The Economic Naturalist



goods such as parks and recreation facilities, clean air and water, public safety, un-
congested roads, and aesthetically pleasing public spaces is substantially greater
than 1. Failure to rely on progressive taxation would result in gross underprovision
of such public goods and services.
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FIGURE 15.1

Generating the Market

Demand Curve for a

Private Good.

To construct the market

demand curve for a private

good (c), we add the

individual demand curves (a)

and (b) horizontally.

RECAP PUBLIC GOODS

A public good is both nonrival and nonexcludable. Private firms typically can-
not recover the costs of producing such goods because they cannot exclude
nonpayers from consuming them. Nor would charging for a public good pro-
mote efficiency, since one person’s consumption of the good does not dimin-
ish its availability for others.

Both obstacles can be overcome by creating a government with the power
to levy taxes. Even high-income citizens often favor progressive taxes because
proportional or regressive taxes may generate insufficient revenue to pay for
the public goods those taxpayers favor.

THE OPTIMAL QUANTITY OF A PUBLIC GOOD

In the examples considered thus far, the question was whether to provide a partic-
ular public good and, if so, how to pay for it. In practice, we often confront addi-
tional questions about what level and quality of a public good to provide.

Standard cost-benefit logic also applies to these questions. For example, New
York City should add another rocket to a fireworks display if and only if the
amount that citizens would collectively be willing to pay to see the rocket is at least
as great as its cost.

THE DEMAND CURVE FOR A PUBLIC GOOD

To calculate the socially optimal quantity of a public good, we must first construct
the demand curve for that public good. The process for doing so differs in an im-
portant way from the one we use to generate the market demand curve for a private
good.

For a private good, all buyers face the same price and each chooses the quan-
tity he or she wishes to purchase at that price. Recall from Chapter 5 to construct
the demand curve for a private good from the demand curves for individual con-
sumers, we place the individual demand curves side by side and add them horizon-
tally. That is, for each of a series of fixed prices, we add the resulting quantities
demanded on the individual demand curves. In Figure 15.1, for example, we add
the individual demand curves for a private good, D

1
and D

2
[parts (a) and (b)],

horizontally to obtain the market demand curve for the good D [part (c)].

Cost-Benefit



For a public good, all buyers necessarily consume the same quantity, although
each may differ in terms of willingness to pay for additional units of the good. Con-
structing the demand curve for a public good thus entails not horizontal summation
of the individual demand curves but vertical summation. That is, for each of a se-
ries of quantity values, we must add the prices that individuals are willing to pay for
an additional unit of the good. The curves D

1
and D

2
in Figure 15.2(b) and (c)

show individual demand curves for a public good by two different people. At each
quantity, these curves tell how much the individual would be willing to pay for an
additional unit of the public good. If we add D

1
and D

2
vertically, we obtain the

total demand curve D for the public good [part (a)].
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EXERCISE 15.2

Bill and Tom are the only demanders of a public good. If Bill’s demand

curve is P
B
 6  0.5Q and Tom’s is P

T
 12  Q, construct the demand

curve for this public good.

In the following example, we see how the demand curve for a public good
might be used in conjunction with information about costs to determine the opti-
mal level of parkland in a city.

What is the optimal quantity of urban parkland?

The city government of a new planned community must decide how much parkland
to provide. The marginal cost curve and the public demand curve for urban park-



land are as shown in Figure 15.3. Why is the marginal cost curve upward-sloping
and the demand curve downward-sloping? Given these curves, what is the optimal
quantity of parkland?

The marginal cost schedule for urban parkland is upward-sloping because of
the Low-Hanging-Fruit Principle: The city acquires the cheapest parcels of land
first, and only then turns to more expensive parcels. Likewise, the marginal will-
ingness-to-pay curve is downward-sloping because of the law of diminishing mar-
ginal utility. Just as people are generally willing to pay less for their fifth hot dog
than for their first, they are also willing to pay less for the 101st acre of parkland
than for the 100th acre. Given these curves, A* is the optimal quantity of parkland.
For any quantity less than A*, the benefit of additional parkland exceeds its cost,
which means that total economic surplus can be made larger by expanding the
amount of parkland. For example, at A

0
, the community would be willing to pay

$200,000 for an additional acre of urban parkland, but its cost is only $80,000.
Similarly, for any quantity of parkland in excess of A*, the community would gain
more than it would lose by selling off some parkland.
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◆

PRIVATE PROVISION OF PUBLIC GOODS

One advantage of using the government to provide public goods is that once a tax
collection agency has been established to finance a single public good, it can be ex-
panded at relatively low cost to generate revenue for additional public goods. An-
other advantage is that because government has the power to tax, it can summarily
assign responsibility for the cost of a public good without endless haggling over
who bears what share of the burden. And in the case of goods for which nonpayers
cannot be excluded, the government may be the only feasible provider.

But exclusive reliance on government also entails disadvantages. Most funda-
mentally, the government’s one-size-fits-all approach invariably requires many people
to pay for public goods they don’t want, while others end up having to do without
public goods they want desperately. For example, many people vehemently oppose
the provision of any sex education in the public schools, while others fervently believe
that far more such instruction should be provided than is currently offered in most
current public school curriculums. Mandatory taxation strikes many people as coer-
cive, even if they approve of the particular public goods being provided.

It is no surprise, then, that governments are not the exclusive providers of pub-
lic goods in any society. Indeed, many public goods are routinely provided through
private channels. The challenge, in each case, is to devise a scheme for raising the
required revenues. Here are some methods that seem to work.

Funding by donation In 2001 Americans gave more than $200 billion to pri-
vate charities, many of which provide public goods to their communities. People

Increasing 

Opportunity Cost

Equilibrium



also volunteer their time on behalf of organizations that provide public goods.
When you paint your house, mow your lawn, or plant a flower garden, you are en-
hancing the quality of life in your neighborhood, and in that sense you are volun-
tarily providing a public good to your neighbors.

Development of new means to exclude nonpayers New electronic technol-
ogy makes it possible to exclude nonpayers from many goods that in the past could
not be thus restricted. For instance, broadcast television stations now have the abil-
ity to scramble their signals, making them available only to those consumers who
purchase descrambling devices.

Private contracting More than 8 million Americans now live in gated private
communities—private homeowners’ associations that wall off contiguous proper-
ties and provide various services to residents. Many of these associations provide
security services, schools, and fire protection and in other ways function much like
ordinary local governments. Recognizing that individual incentives may not be
strong enough to assure socially optimal levels of maintenance and landscaping,
these associations often bill homeowners for those services directly. Many of the
rules imposed by these associations are even more restrictive than those imposed by
local governments, a distinction that is defended on the grounds that people are al-
ways free to choose some other neighborhood if they don’t like the rules of any par-
ticular homeowners’ association. Many people would be reluctant to tolerate a
municipal ordinance that prevents people from painting their houses purple, yet
such restrictions are common in the bylaws of homeowners’ associations.

Sale of by-products Many public goods are financed by the sale of rights or
services that are generated as by-products of the public goods. For instance, as
noted earlier, radio and television programming is a public good that is paid for in
many cases by the sale of advertising messages. Internet services are also under-
written in part by commercial messages that pop up or appear in the headers or
margins of Web pages.

Given the quintessentially voluntary nature of privately provided public goods,
it might seem that reliance on private provision might be preferred whenever it
proved feasible. But as the following example makes clear, private provision often
entails problems of its own.

Why do television networks favor Jerry Springer over Masterpiece Theater?

In a given time slot, a television network faces the alternative of broadcasting either the

Jerry Springer Show or Masterpiece Theater. If it chooses Springer, it will win 20 percent of the

viewing audience, but only 18 percent if it chooses Masterpiece Theater. Suppose those who

would choose Springer would collectively be willing to pay $10 million for the right to see

that program, while those who choose Masterpiece Theater would be willing to pay $30 mil-

lion. And suppose, finally, that the time slot is to be financed by a detergent company.

Which program will the network choose? Which program would be socially optimal?

A detergent maker cares primarily about the number of people who will see its ad-

vertisements and will thus choose the program that will attract the largest audience—

here, the Springer Show. The fact that those who prefer Masterpiece Theater would be

willing to pay a lot more to see it is of little concern to the sponsor. But to identify the

optimal result from society’s point of view, we must take this difference into account. Be-

cause the people who prefer Masterpiece Theater could pay the Springer viewers more than

enough to compensate them for relinquishing the time slot, Masterpiece Theater is the ef-

ficient outcome. But unless its supporters happen to buy more soap in total than the

Springer viewers, the latter will prevail. In short, reliance on advertising and other indirect

mechanisms for financing public goods provides no assurance that the goods chosen will

maximize economic surplus. •
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Of course, the fact that the programs that best suit advertisers’ needs may not
be socially optimal does not mean that government decisions would necessarily be
better. One can imagine, for example, a cultural affairs ministry that would choose
television programming that would be “good for us” but that few of us would want
to watch.

One way to avoid the inefficiency that arises when advertisers choose pro-
gramming is to employ pay-per-view methods of paying for television program-
ming. These methods allow viewers to register not just which programs they prefer
but also the strength of their preferences, as measured by how much they are willing
to pay.

But although pay-per-view TV is more likely to select the programs the public
most values, it is also less efficient than broadcast TV in one important respect. As
noted earlier, charging each household a fee for viewing discourages some house-
holds from tuning in. And since the marginal social cost of serving an additional
household is exactly zero, limiting the audience in this way is inefficient. Which of
the two inefficiencies is more important—free TV’s inefficiency in choosing among
programs or pay TV’s inefficiency in excluding potential beneficiaries—is an em-
pirical question.

In any event, the mix between private and public provision of public goods and
services differs substantially from society to society and from arena to arena within
any given society. These differences depend on the nature of available technologies
for delivering and paying for public goods, and also on people’s preferences.

By how much is economic surplus reduced by a pay-per-view charge?

If Mystery Theater is shown on pay-per-view television at 10 p.m. on Thursdays,
the demand curve for each episode is as given in Figure 15.4. If the regulated pay-
per-view charge is $10 per household, by how much would economic surplus rise if
the same episode were shown instead on “free” broadcast public TV?

With a fee of $10 per episode, 10 million households will watch (see Figure 15.4).
But if the same episode were shown instead on broadcast public TV, 20 million
households would watch. The additional economic surplus reaped by the extra
10 million households is the area of the blue triangle, which is $50 million. The
marginal cost of permitting these additional households to watch the episode is
zero, so the total gain in surplus is $50 million.
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Why do detergent companies
care more about audience size
than about how much people
would be willing to pay to see
the programs they sponsor?
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◆

In general, charging a positive price for a good whose marginal cost is zero will
result in a loss in surplus. As we saw in Chapter 7, the size of the loss that results
when price is set above marginal cost depends on the price elasticity of demand.
When demand is more elastic, the loss in surplus is greater. Exercise 15.3 provides
an opportunity to see that principle at work.



EXERCISE 15.3

How would your answer to the previous example have been different if the

demand curve had instead been as shown below?
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RECAP THE OPTIMAL QUANTITY OF A PUBLIC GOOD

Because the quantity of a public good must be the same for every consumer, the
total demand curve for a public good is constructed by adding individual demand
curves vertically. Optimal production of a public good occurs at the quantity for
which the demand curve intersects the marginal cost curve for the public good.

Government need not always be the best way to provide public goods.
Such goods can be provided by private organizations that rely on charitable
contributions or the sale of by-products. Private for-profit companies also can
become providers when new technologies such as pay-per-view television con-
vert public goods into collective goods.

ADDITIONAL FUNCTIONS OF GOVERNMENT

The provision of public goods is not the only rationale for the existence of govern-
ment. Government also creates and enforces the rules without which the efficient
production of private goods would not be possible.

EXTERNALITIES AND PROPERTY RIGHTS

As we saw in Chapter 11, externalities often stand in the way of socially optimal re-
source allocation in private activities. We saw, too, that optimal allocations are un-
likely to result whenever property rights are poorly defined (for example, the
tragedy of the commons). These observations suggest the existence of two addi-
tional important roles for government: the regulation of activities that generate
externalities and the definition and enforcement of property rights.

These rationales for government action explain why most governments regulate
activities that generate pollution, subsidize education (on the grounds that an edu-
cated public creates positive externalities), control access to fishing waters and
public timber lands, and enforce zoning laws. Most laws, in fact, represent attempts
to define property rights or to control externalities. The law requiring motorists to
drive on the right, for example, is an attempt to prevent the activities of one
motorist from causing harm to others.

Proponents of minimalist government often object that the government un-
justly curtails our freedom when it uses zoning laws to limit the size of the houses
we build or imposes fines on motorists who violate highway speed limits. Yet the
justification for such regulations is precisely the same as for the laws that prohibit



your fist from occupying the same physical space as your neighbor’s nose. You are
free to swing your fists as you please, provided you cause no harm to others. But if
your fist strikes your neighbor’s nose, you become a violator of the law and subject
to punishment. If the proponents of minimalist government approve of restricting
behavior in this way, why do they disapprove of other attempts to discourage be-
haviors that cause harm to others?

Perhaps their fear is that because externalities are so pervasive, governments
that were empowered to regulate them might quickly get out of control. This is by
no means an idle fear, and we emphasize that the mere fact that an externality ex-
ists does not necessarily mean that the best outcome is for the government to regu-
late it. As we will see in the next section, regulation entails costs of its own. The
ultimate question is therefore a practical one: Will government regulation of the ex-
ternality in question do more good than harm? Slogans about being free to live
without government interference provide little help in answering such questions.

LOCAL, STATE, OR FEDERAL?

Framers of the U.S. Constitution were deeply skeptical of centralized government
power. In drafting the Constitution, therefore, they explicitly tried to limit the powers
of the federal government as much as possible, delegating most important powers
to the states, who in turn delegated many of their powers to governments at the
local level.

It is no surprise that the dangers of remote, centralized government ranked high
among the founding fathers’ concerns. After all, fresh in their memories was the au-
tocratic treatment received by the American colonies at the hands of the monarchy
in England. The founding fathers recognized that government will be more respon-
sive the shorter the distance between officeholders and the voters who elect them.

Another obvious advantage of giving as much authority to local governments
as possible is that different communities often have markedly different preferences
about how much to spend on public goods, and even on what kinds of public goods
to provide. When such decisions are made at the local level, people can shop for a
community whose voters’ preferences largely coincide with their own. Those who
like high levels of public goods and services can band together and authorize high
taxes to pay for them. Others who place less value on public services can choose
communities in which both services and taxes are lower.

Why, given the many attractions of decisions made at the local level, did the
founding fathers create federal and state governments at all? One reason is economies
of scale in defense. For a country to survive politically, it must be able to deter aggres-
sion by hostile governments. A country consisting only of, say, Concord, New Hamp-
shire, would be ill-equipped to do that. Large, well-equipped armies and navies cost a
lot of money, and countries without sufficient population simply cannot afford them.

Defense, however, is not the only reason to empower governments beyond the
local or state level. The problem of pollution, for example, is difficult to solve when
the various sources of pollution are not subject to regulatory control by a single
government. Much of the acid rain experienced in Canada, for instance, is the re-
sult of sulfur dioxide emissions from industrial sources in the upper Midwest of the
United States. These emissions are beyond the reach of Canadian environmental
regulations. In many instances, as with the discharge of greenhouse gases, not even
a coalition of all the governments in North, Central, and South America would
have power to take effective action. Carbon dioxide emitted anywhere on the planet
disperses to uniform concentrations around the globe in a matter of months.

The choice between different levels of government, then, often confronts us
with difficult trade-offs. Ceding the power of taxation to a federal government of-
ten entails painful compromises for voters in individual states. But the loss of polit-
ical autonomy is an even less attractive option. Similarly, nations are understandably
reluctant to cede any of their sovereign powers to a higher authority, but failure to
take such steps may entail unacceptable environmental costs in the long run.
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SOURCES OF INEFFICIENCY IN THE 

POLITICAL PROCESS

In most countries, expenditures on public goods, tax policy, and laws regulating be-
havior are determined in large part by the votes of democratically elected represen-
tatives. This process is far from perfect. (Winston Churchill called democracy “the
worst form of government, except for any other.”) Inefficiencies often arise in the
public sphere not because of incompetent or ignorant legislators but because of
structural incentive problems.

PORK BARREL LEGISLATION

The following example, drawn not from the public sector but from everyday private
life, illustrates one of the important incentive gaps.

Why does check-splitting make the total restaurant bill higher?

Sven Torvaldsen and nine friends are having dinner at La Maison de La Casa House, a

four-star restaurant in Minneapolis. To simplify the task of paying for their meal, they

have agreed in advance to split the cost of their meal equally, with each paying one-tenth

of the total check. Having cleared the entree dishes, the waiter arrives with the dessert

menu, on which Sven’s two favorite items are pumpkin bread pudding ($10) and choco-

late mousse ($6). Sven’s reservation prices for these items are $4 and $3, respectively.

Will he order dessert, and, if so, which one? Would he order dessert if he were dining

by himself?

When Sven and his friends split the total check equally, Sven’s payment goes up by

one-tenth of the menu price of any dessert he orders. Thus, the prices—to him—of the

bread pudding and chocolate mousse are $1 and 60 cents, respectively. Because he gets

$4  $1  $3 of consumer surplus from the bread pudding and only $3  $0.60  $2.40

from the chocolate mousse, he will order the bread pudding. If Sven were dining alone,

however, his bill would increase dollar for dollar with the menu price of any dessert he

ordered. And since the menu prices exceed his corresponding reservation prices, he

would not order dessert at all.

The irony, of course, is that if Sven’s nine friends have the same preferences regard-

ing dessert, each will order bread pudding and each person’s share of the total bill will rise

not by $1 but by the full $10. Compared to the alternative of no one having dessert, each

diner suffers a $6 loss in consumer surplus. Still, it made sense for each to order bread

pudding, since failure to do so would have reduced each diner’s bill by only $1. •
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Government creates economic surplus not only by providing public goods but
also by regulating activities that generate externalities and by defining and en-
forcing property rights. These rationales explain why most governments reg-
ulate pollution, subsidize education, control access to fishing waters and
public timber lands, and enforce zoning laws.

Although the framers of the Constitution disliked centralized government
power, they recognized that some government functions are not best per-
formed at the local or even state level. Economies of scale argue for pro-
vision of defense at the national level. Externalities that transcend local
boundaries provide an additional rationale for national or even international
government.

Example 15.3
The Economic Naturalist
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EXERCISE 15.4

In the preceding example, would Sven have ordered dessert if there had

been only 5 people splitting the check instead of 10?

Alert readers will have noticed the similarity between the problem posed in the
preceding example and the one posed in Chapter 11, Example 11.7, in which iden-
tical twins had a single milkshake to share with two straws. The same incentive
problem leads to the inefficient outcome in both cases.

The following example illustrates how the very same incentive problem rears its
head in the legislative process.

Why do legislators often support one another’s pork barrel spending programs?

Pork barrel programs are government programs that benefit local areas but are of ques-

tionable value from a national perspective. Why do voters seem to support legislators

who initiate such projects even when the total effect of all such projects on local tax bills

far exceeds the local benefits?

Consider a voter in a congressional district that contains one one-hundredth of the

country’s taxpayers. Suppose that voter’s representative is able to deliver a public project

that generates benefits of $100 million for the district but that costs the federal govern-

ment $150 million. Since the district’s share of the tax bill for the project will be only

$150 million/100 $1.5 million, residents of the district are $98.5 million better off with

the project than without it. And that explains why so many voters favor legislators with a

successful record of “bringing home the bacon.”

But why would legislator A support such a project in legislator B’s home district? Af-

ter all, B’s project will cause A’s constituents’ taxes to rise—albeit by a small amount—

yet they will get no direct benefit from the project. The answer is that if A does not

support B’s project, then B will not support A’s. The practice whereby legislators support

one another’s pet projects is known as logrolling. This practice creates a bias toward

excessive spending, much like the bias created when a dinner check is split equally. •

RENT-SEEKING

A related source of inefficiency in the public sphere occurs because the gains from
government projects are often concentrated in the hands of a few beneficiaries,
while the costs are spread among many. This means that beneficiaries often have a
powerful incentive to organize and lobby in favor of public projects. Individual tax-
payers, by contrast, have little at stake in any public project and therefore have little
incentive to incur the cost of mobilizing themselves in opposition.

Suppose, for example, that a price support bill for sugar will raise the price of
sugar by 10 cents per pound and that the average American family currently con-
sumes 100 pounds of sugar per year. How will this legislation affect the average
family’s consumption of sugar? Recall from the chapter on demand that a good
such as salt or sugar whose share in most family budgets is small is likely to have a
low price elasticity of demand. Hence, each family’s sugar consumption will decline
only slightly as a result of the 10-cent price hike. The resulting increase in each fam-
ily’s annual expenditures on sugar—slightly less than $10—is scarcely a noticeable
burden, and surely not enough to induce many people to complain to their repre-
sentatives. The same legislation, however, will raise sugar industry revenues by
nearly $1 billion annually. With a sum that large at stake, it is certain that the in-
dustry will lobby vigorously in its favor.

Why don’t citizens vote against those legislators who support such bills? One
reason is the problem of rational ignorance, discussed in Chapter 12. Most voters
have no idea that a price support bill for sugar and other special-interest bills even
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exist, much less how individual legislators vote on them. If all voters became well-
informed about such bills, the resulting increase in the quality of legislation might
well be sufficient to compensate each voter for the cost of becoming informed. But
because of the free-rider problem, each voter knows that the outcome of votes in
Congress will not be much affected by whether he or she becomes well-informed.

Still other sources of inefficiency arise even in the case of projects whose bene-
fits exceed their costs. In the 1980s, for example, the federal government an-
nounced its decision to build a $25 billion high-energy physics research facility (the
“superconducting supercollider”), which ignited an intense competition among
more than 20 states vying to be chosen as the site for this facility. Hundreds of mil-
lions of dollars were spent on proposal preparation, consultants’ fees, and various
other lobbying activities. Such investments are known as rent-seeking, and they
tend to be inefficient for the same reason that investments by contestants in other
positional arms races are inefficient (see Chapter 11).

Efforts devoted to rent-seeking are socially unproductive because of the simple
incentive problem illustrated in the following example.

Why would anyone pay $50 for a $20 bill?

Suppose a $20 bill is to be auctioned off to the highest bidder. The rules of this par-
ticular auction require an initial bid of at least 50 cents, and succeeding bids must
exceed the previous high bid by at least 50 cents. When the bidding ceases, both the
highest bidder and the second-highest bidder must give the amounts they bid to the
auctioneer. The highest bidder then receives the $20, and the second-highest bidder
gets nothing. For example, if the highest bid is $11 and the second-highest bid is
$10.50, the winner earns a net payment of $20  $11  $9, and the runner-up
loses $10.50. How high will the winning bid be, on average?

Auctions like this one have been extensively studied in the laboratory. And al-
though subjects in these experiments have ranged from business executives to col-
lege undergraduates, the pattern of bidding is almost always the same. Following
the opening bid, offers proceed quickly to $10, or half the amount being auctioned.
A pause then occurs as the subjects appear to digest the fact that with the next bid
the sum of the two highest bids will exceed $20, thus taking the auctioneer off the
hook. At this point, the second-highest bidder, whose bid stands at $9.50, invariably
offers $10.50, apparently preferring a shot at winning $9.50 to a sure loss of $9.50.

In most cases, all but the top two bidders drop out at this point, and the top two
quickly escalate their bids. As the bidding approaches $20, a second pause occurs, this
time as the bidders appear to recognize that even the highest bidder is likely to come
out behind. The second-highest bidder, at $19.50, is understandably reluctant to offer
$20.50. But consider the alternative. If he drops out, he will lose $19.50 for sure. But
if he offers $20.50 and wins, he will lose only 50 cents. So as long as he thinks there
is even a small chance that the other bidder will drop out, it makes sense to continue.
Once the $20 threshold has been crossed, the pace of the bidding quickens again, and
from then on it is a war of nerves between the two remaining bidders. It is common
for the bidding to reach $50 before someone finally yields in frustration. ◆

One might be tempted to think that any intelligent, well-informed person
would know better than to become involved in an auction whose incentives so
strongly favor costly escalation. But many of the subjects in these auctions have
been experienced business professionals; many others have had formal training in
the theory of games and strategic interaction. For example, psychologist Max
Bazerman reports that during a recent 10-year period, he earned more than
$17,000 by auctioning $20 bills to his MBA students at Northwestern University’s
Kellogg Graduate School of Management, which is consistently among the top-rated
MBA programs in the world. In the course of almost 200 of his auctions, the top
two bids never totaled less than $39, and in one instance they totaled $407.
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The incentives that confront participants in the $20 bill auction are strikingly
similar to those that confront companies that are vying for lucrative government
contracts. Consider the following example.

How much will cellular phone companies bid for an exclusive license?

The State of Wyoming has announced its intention to grant an exclusive license to
provide cellular phone services within its borders. Two firms have met the deadline
for applying for this license. The franchise lasts for exactly one year, during which
time the franchisee can expect to make an economic profit of $20 million. The state
legislature will choose the applicant that spends the most money lobbying legisla-
tors. If the applicants cannot collude, how much will each spend on lobbying?

If both spend the same, each will have a 50-50 chance at the $20 million prize,
which means an expected profit of $10 million minus the amount spent lobbying.
If the lobbyists could collude, each would agree to spend the same small, token
amount on lobbying. But in the absence of a binding agreement, each will be
strongly tempted to try to outspend the other. Once each firm’s spending reaches
$10 million, each will have an expected profit of zero (a 50-50 chance to earn $20
million, minus the $10 million spent on lobbying).

Further bidding would guarantee an expected loss. And yet, if one firm spent
$10,000,001 while the other stayed at $10 million, the first firm would get the fran-
chise for sure and earn an economic profit of $9,999,999. The other firm would
have an economic loss of $10 million. Rather than face a sure loss of $10 million,
it may be tempted to bid $10,000,002. But then, of course, its rival would face a
similar incentive to respond to that bid. No matter where the escalation stops, it is
sure to dissipate much of the gains that could have been had from the project. And
perhaps, as in the $20 bill auction, the total amount dissipated will be even more
than the value of the franchise itself. ◆

From the individual perspective, it is easy to see why firms might lobby in this
fashion for a chance to win government benefits. From society’s perspective, however,
this activity is almost purely wasteful. Lobbyists are typically intelligent, well-educated,
and socially skilled. The opportunity cost of their time is high. If they were not lobby-
ing government officials on behalf of their clients, they could be producing other
goods or services of value. Governments can discourage such waste by selecting con-
tractors not according to the amount they spend lobbying but on the basis of the price
they promise to charge for their services. Society will be more successful the more its
institutions encourage citizens to pursue activities that create wealth rather than ac-
tivities that merely transfer existing wealth from one person or company to another.

STARVE THE GOVERNMENT?

Nobel laureate Milton Friedman said that no bureaucrat spends taxpayers’ money
as carefully as those taxpayers themselves would have. And indeed, there can be little
doubt that many government expenditures are wasteful. Beyond the fact that log-
rolling often results in pork barrel programs that would not satisfy the cost-benefit
test, we must worry that government employees may not always face strong incentives
to get the most for what they spend. The Pentagon, for example, once purchased
a coffeemaker for $7,600 and on another occasion paid $600 for a toilet seat. Such
expenditures may have been aberrations, but there seems little doubt that private
contractors often deliver comparable services at substantially lower costs than their
public counterparts.

In their understandable outrage over government waste, many critics have
urged major cutbacks in the volume of public goods and services. These critics rea-
son that if we let the government spend more money, there will be more waste. This
is true, of course, but only in the trivial sense that there would be more of every-
thing the government does—good and bad—if public spending were higher.
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One of our most extensive experiences with the consequences of major reduc-
tions in government spending comes from the Proposition 13 movement in Califor-
nia. This movement began with the passage of State Proposition 13 in 1978, which
mandated large reductions in property taxes. As Californians have belatedly recog-
nized, this remedy for government waste is like trying to starve a tapeworm by not
eating. Fasting does harm the tapeworm, sure enough, but it harms the host even
more. Residents of the Golden State, who once proudly sent their children to the
nation’s best schools, are now sending them to some of its worst.

The physician treats an infected patient by prescribing drugs that are toxic to the
parasite but not to the host. A similar strategy should guide our attack on government
waste. For example, we might consider the adoption of campaign-finance reform laws
that would prevent legislators from accepting campaign contributions from the to-
bacco industry and other special interests whose government subsidies they support.

The question, then, isn’t whether bureaucrats know best how to spend our
money. Rather, it’s “How much of our money do we want to spend on public ser-
vices?” Although we must remain vigilant against government waste, we also must
remember that many public services deliver good value for our money.
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Government does much to help the economy function more efficiently, but it also
can be a source of waste. For example, legislators may support pork barrel proj-
ects, which do not satisfy the cost-benefit criterion but which benefit constituents
by more than their share of the extra taxes required to pay for the projects.

Rent-seeking, a second important source of inefficiency, occurs when individ-
uals or firms use real resources in an effort to win favors from the government.
Voters often fail to discipline legislators who abet rent-seeking because the free-
rider problem gives rise to rational ignorance on the part of many voters.

Concern about government waste has led many to conclude that the best
government is necessarily the smallest one. The solution favored by these crit-
ics is to starve government by reducing the amount of money it can collect in
taxes. Yet starving the government reduces one kind of waste only to increase
another by curtailing public services whose benefit exceeds their cost.

WHAT SHOULD WE TAX?

Although the primary purpose of the tax system is to generate the revenue needed
to fund public goods and other government expenditures, taxes also have many
other consequences, some intended, others not. For example, taxes alter the relative
costs and benefits of engaging in different activities. They also affect the distribu-
tion of real purchasing power in the economy. The best tax system is one that raises
the needed revenues while at the same time having the most beneficial, or least dele-
terious, side effects.

On the first criterion, the federal tax system has not performed particularly
well. Although the federal budget began to show a modest surplus in the late 1990s,
until then it had been in continuous deficit since 1969, during which time the federal
government had to borrow trillions of dollars to pay its bills. And now, early in the
twenty-first century, the federal budget is again in deficit.

The fact that governments and private corporations borrow money in the same
capital market explains the phenomenon economists call crowding out. When
government increases its demand in the market for borrowed funds, interest rates
rise, causing firms to cancel some of their planned investment projects. When the

crowding out government 

borrowing that leads to higher

interest rates, causing private

firms to cancel planned 

investment projects



government fails to raise enough revenue from taxes to cover the amount it spends
on public goods and services, it thus diverts funds from investments that would
have helped the economy to grow.

What about the effect of taxes on incentives? As discussed in Chapter 7, taxes
will hold production and consumption below socially optimal levels in markets in
which the private costs and benefits coincide exactly with all relevant social costs
and benefits. Suppose, for example, that the long-run private marginal cost of pro-
ducing cars is $20,000 per unit and that the demand curve for cars is as shown in
Figure 15.5. The equilibrium quantity and price will be 6 million per year and
$20,000, respectively. If no externalities accompany the production or consumption
of cars, these will be the socially optimal levels for quantity and price. But if we
now add a tax of $2,000 per car, the new equilibrium price and quantity will be
$22,000 and 4 million, respectively. The loss in economic surplus will be equal to
the area of the blue triangle ($2 billion per year), which is the cumulative sum of the
differences between what excluded buyers would have been willing to pay for extra
cars and the marginal cost of producing those cars.

Economists who write for the popular press have long focused on the loss in
surplus caused by taxes like the one shown in Figure 15.5. These economists argue
that the economy would perform better if taxes were lower and total government
expenditures were smaller.

But arguments for that claim are far from compelling. As discussed in Chapter 7,
for example, even if a tax in a market like the one shown in Figure 15.5 did produce
a loss in surplus for participants in that market, it might nonetheless be justified if
it led to an even larger gain in surplus from the public expenditures it financed. We
also saw in Chapter 7 that the deadweight loss from taxing a good (or activity) will
be smaller the smaller is the elasticity of demand or supply for the good. This prin-
ciple suggests that deadweight losses could be minimized by concentrating taxes on
goods with highly inelastic supply or demand curves.

Another difficulty with the argument that taxes harm the economy is more fun-
damental—namely, that taxes need not cause any loss in surplus at all, even in the
markets in which they are directly applied. Suppose, for example, that in the mar-
ket for cars considered earlier, private marginal cost is again $20,000 but that the
production and use of cars now generates air pollution and congestion, negative
externalities that sum to $2,000 per car each year. The socially optimal quantity of
cars would then be not 6 million per year but only 4 million (see Figure 15.5). With-
out a tax on cars, the market would reach equilibrium at a price of $20,000 and a
quantity of 6 million per year. But with a tax of $2,000 per car, the equilibrium
quantity would shrink to 4 million per year, precisely the socially optimal number.
Here, the direct effect of the tax is not only to reduce total economic surplus but ac-
tually to augment it by $2 billion per day.
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Could we raise enough tax revenue to run the government if we limited our-
selves to taxing only those activities that generate negative externalities? No one
knows for sure, but it might be possible, for the list of such activities is a long one.

For instance, when someone enters a congested freeway, he creates additional
delays for the motorists already there. Existing technology would enable us to levy
road-use taxes that reflect these congestion externalities. Each time fossil fuels are
burned, they emit greenhouse gases into the atmosphere, which will accelerate the
trend toward global warming. A tax on carbon would increase economic surplus by
causing decision makers to take this external cost into account. Taxes on other
forms of air and water pollution would have similarly benign effects on resource al-
location. Recent experience with refundable taxes on food and beverage containers
demonstrates that taxes like these can raise needed revenue while at the same time
contributing to a cleaner environment.
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■ S U M M A R Y ■

• Our aim in this chapter was to apply principles of mi-
croeconomics to the study of the government’s role in
modern society. One of government’s principal tasks
is to provide public goods such as national defense and
the criminal justice system. Such goods are, in varying
degrees, nonrival and nonexcludable. The first prop-
erty describes goods for which one person’s consump-
tion does not diminish the amount available for others,
while the second refers to the difficulty of preventing
nonpayers from consuming certain goods. LO1

• Goods that are both highly nonexcludable and nonri-
val are often called pure public goods. A collective
good—such as pay-per-view cable television—is non-
rival but excludable. Commons goods are goods that
are rival but nonexcludable. LO1

• Because not everyone benefits equally from the provi-
sion of any given public good, charging all taxpayers
equal amounts for the provision of public goods will
generally not be either feasible or desirable. As in the
case of private goods, people’s willingness to pay for
public goods generally increases with income, and
most governments therefore levy higher taxes on the
rich than on the poor. Tax systems with this property
have been criticized on the grounds that they are un-
fair to the wealthy, but this criticism ignores the fact
that alternative tax schemes generally lead to worse
outcomes for both rich and poor alike. LO2

• The criterion for providing the optimal quantity or
quality of a public good is to keep increasing quantity
or quality as long as the marginal benefit of doing so
exceeds the marginal cost. One advantage of using
the government to provide public goods is that once a
tax collection agency has been established to finance
a single public good, it can be expanded at relatively
low cost to generate revenue to finance additional
public goods. A second advantage is that because

government has the power to tax, it can easily assign
responsibility for the cost of a public good. And in the
case of goods for which nonpayers simply cannot be
excluded, the government may be the only feasible
provider. LO2

• One disadvantage to exclusive reliance on govern-
ment for public goods provision is the element of co-
ercion inherent in the tax system, which makes some
people pay for public goods they don’t want, while
others do without public goods they do want. Many
public goods are provided through private channels,
with the necessary funding provided by donations, by
sale of by-products, by development of new means to
exclude nonpayers, and in many cases by private con-
tract. A loss in surplus results, however, whenever
monetary charges are levied for the consumption of a
nonrival good. LO3

• In addition to providing public goods, government
serves two other important roles: the regulation of
activities that generate externalities and the defini-
tion and enforcement of property rights. Despite a
general view that government is more responsive the
shorter the distance between citizens and their elected
representatives, factors such as economies of scale in
the provision of public goods and externalities with
broad reach often dictate the assignment of important
functions to state or national governments. LO4

• Although history has shown that democracy is the
best form of government, it is far from perfect. For
example, practices such as logrolling and rent-seeking,
common in most democracies, often result in the adop-
tion of laws and public projects whose costs exceed
their benefits. LO4

• To finance public goods and services, governments at
all levels must tax. But a tax on any activity not only



PROBLEMS 417

generates revenue, it also creates an incentive to reduce
the activity. If the activity would have been pursued at
the optimal level in the absence of a tax, taxing it will
result in too little of the activity. This observation has
led many critics to denounce all taxes as harmful to the
economy. Yet the negative effects of taxes on incentives

must be weighed against the benefits of the public
goods and services financed by tax revenue. Further-
more, taxes on inelastically supplied or demanded ac-
tivities may generate only small deadweight losses,
while taxes on activities that create negative externali-
ties may actually increase economic efficiency. LO5

■ K E Y  T E R M S ■

collective good (399)
crowding out (414)
head tax (401)
logrolling (411)
nonexcludable good (398)

nonrival good (398)
pork barrel spending (411)
progressive tax (402)
proportional income tax (402)
public good (398)

pure commons good (399)
pure private good (399)
pure public good (398)
regressive tax (401)
rent-seeking (412)

■ R E V I E W  Q U E S T I O N S ■

1. a. Which of the following goods are nonrival? LO1

Apples
Stephen King novels
Street lighting on campus
NPR radio broadcasts

b. Which of these goods are nonexcludable?

2. Give examples of goods that are, for the most
part: LO1

a. Rival but nonexcludable
b. Nonrival but excludable
c. Both nonrival and nonexcludable

3. Why might even a wealthy person prefer a propor-
tional income tax to a head tax? LO2

4. True or false: A tax on an activity that generates
negative externalities will improve resource alloca-
tion in the private sector and also generate revenue
that could be used to pay for useful public goods.
Explain. LO2, LO5

5. Consider a good that would be provided efficiently
by private market forces. Why is the direct loss in
surplus that would result from a tax on this good
an overstatement of the loss in surplus caused by
the tax? LO2, LO5

■ P R O B L E M S ■

1. Jack and Jill are the only two residents in a neighborhood, and they would like
to hire a security guard. The value of a security guard is $50 per month to Jack
and $150 per month to Jill. Irrespective of who pays the guard, the guard will
protect the entire neighborhood. LO2, LO5

a. What is the most a guard can charge per month and still be assured of being
hired by at least one of them?

b. Suppose the competitive wage for a security guard is $120 per month. The
local government proposes a plan whereby Jack and Jill each pays 50 per-
cent of this monthly fee, and asks them to vote on this plan. Will the plan be
voted in? Would economic surplus be higher if the neighborhood had a guard?

2. Refer to problem 1. Suppose Jack earns $1,000 per month and Jill earns
$11,000 per month. LO2, LO5

a. Suggest a proportional tax on income that would be accepted by majority
vote and would pay for the security guard.

b. Suppose instead that Jack proposes a tax scheme under which Jack and Jill
would each receive the same net benefit from hiring the guard. How much
would Jack and Jill pay now? Would Jill agree to this scheme?

c. What is the practical problem that prevents ideas like the one in part b from
working in real-life situations?



3. The following table shows all the marginal benefits for each voter in a small
town whose town council is considering a new swimming pool with capacity for
at least three citizens. The cost of the pool would be $18 per week and would
not depend on the number of people who actually used it. LO2, LO5
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a. If the pool must be financed by a weekly head tax levied on all voters, will the
pool be approved by majority vote? Is this outcome socially efficient? Explain.

b. The town council instead decides to auction a franchise off to a private mo-
nopoly to build and maintain the pool. If it cannot find such a firm willing
to operate the pool, then the pool project will be scrapped. If all such mo-
nopolies are constrained by law to charge a single price to users, will the
franchise be sold, and if so, how much will it sell for? Is this outcome so-
cially efficient? Explain.

4. Refer to problem 3. Suppose now that all such monopolies can perfectly price-
discriminate. LO2, LO5

a. Will the franchise be sold, and if so, how much will it sell for? Is this out-
come socially efficient? Explain.

b. The town council decides that, rather than auction off the franchise, it will
give it away to the firm that spends the most money lobbying council mem-
bers. If there are four identical firms in the bidding and they cannot collude,
what will happen?

5. Two consumers, Smith and Jones, have the following demand curves for Podunk
Public Radio broadcasts of recorded opera on Saturdays:

Smith: P
S
 12  Q

Jones: P
J
 12  2Q,

where P
S

and P
J

represent marginal willingness-to-pay values for Smith and
Jones, respectively, and Q represents the number of hours of opera broadcast
each Saturday. LO2

a. If Smith and Jones are the only public radio listeners in Podunk, construct
the demand curve for opera broadcasts.

b. If the marginal cost of opera broadcasts is $15 per hour, what is the socially
optimal number of hours of broadcast opera?

6. Suppose the demand curves for hour-long episodes of the Jerry Springer Show
and Masterpiece Theater are as shown in the following diagram. A television
network is considering whether to add one or both programs to its upcoming
fall lineup. The only two time slots remaining are sponsored by Colgate, which
is under contract to pay the network 10 cents for each viewer who watches the
program, out of which the network would have to cover its production costs of
$400,000 per episode. (Viewership can be estimated accurately with telephone
surveys.) Any time slot the network does not fill with Springer or Masterpiece
Theater will be filled by infomercials for a weight-loss program, for which the
network incurs no production costs and for which it receives a fee of $500,000.
Viewers will receive $5 million in economic surplus from watching each in-
stallment of the infomercial. LO2

Voter Marginal benefit ($/week)

A 12

B 5

C 2



PROBLEMS 419

Millions of viewers per episode
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a. How will the network fill the two remaining slots in its fall lineup?
b. Is this outcome socially efficient?

7. Refer to problem 6. By how much would total economic surplus be higher if
each episode of Masterpiece Theater were shown on PBS free of charge than if
it were shown by a profit-maximizing pay-per-view network? LO2

8. When a TV company chooses a pay-per-view scheme to pay for programming,
which of the following statements is true? Explain. LO2, LO3

a. The outcome is socially efficient.
b. The programs selected will maximize advertising revenue.
c. The marginal cost to an additional viewer of watching the programs is lower

than when advertising is used to finance programming.
d. The outcome is always more socially efficient than when advertising is used

to finance programming.
e. The variety of programs provided is likely to rise.

9. When a group of people must decide whether to buy a shared public good or
service, the free-rider problem frequently occurs because LO4

a. People have an incentive to understate how much the facility is really worth
to them if they have to pay taxes to finance it.

b. Each individual’s needed contribution is an insignificant amount of the total
required.

c. People have an incentive to overstate how much the facility is worth to them
if they don’t have to pay taxes to finance it.

d. People hope that others will value the facility enough to pay for it entirely.
e. Only one of the above statements is not a reason for the existence of the free-

ride problem.

10. The town of Smallsville is considering building a museum. The interest on the
money Smallsville will have to borrow to build the museum will be $1,000 per
year. Each citizen’s marginal benefit from the museum is shown in the following
table, and this marginal benefit schedule is public information. LO2, LO4

a. Assuming each citizen voted his or her private interests, would a referendum
to build the museum and raise each citizen’s annual taxes by $200 pass?

b. A citizen proposes that the city let a private company build the museum and
charge the citizens a lump-sum fee each year to view it as much as they like.
Only citizens who paid the fee would be allowed to view the museum. If the
private company were allowed to set a single fee, would any company offer
to build the museum?

c. A second citizen proposes allowing the private company to charge different
prices to different citizens and auctioning the right to build the museum to



the highest bidding company. Again, only the citizens who pay the fee may
view the museum. What is the highest bid a private company would make to
supply the museum to Smallsville?
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

15.1 a. The BLS Web site at 3 in the morning has the capacity to serve far more
users than it attracts, so an additional user calling up the site does not pre-
vent some other user from doing so. Other Web sites, however, do not
show the nonrival property, at least during certain hours, because they at-
tract more users than their servers can accommodate. LO1

b. The stadium at the championship game is always full, so anyone who
watches the game in person prevents someone else from doing so.

c. Additional people can watch the game on television without diminishing
the availability of the telecast for others.

15.2 To construct the demand curve (a), we first graph Bill’s demand curve (c) and
Tom’s demand curve (b) and then add the two individual demand curves
vertically. The equation for the demand curve is P  18  1.5Q. LO2

12

12

12

(a)

Q

PB   PT

18

D   DB   DT

(b)

PT

12

DT

(c)

Q

Q

PB

6
DB

0

0

0

Marginal benefit from
Citizen museum ($/year)

Anita 340

Brandon 290

Carlena 240

Dallas 190

Eloise 140



15.3 Whereas elasticity of demand was 1 at a price of $10 on the original demand
curve, it is 2 on the new demand curve. As a result, the $10 fee now excludes
20 million viewers, and the resulting loss in surplus (again the area of the blue
triangle) is now $100 million. LO2, LO4
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15.4 If Sven orders bread pudding, his share of the bill would now go up by $2
instead of $1. If he orders chocolate mousse, his share of the bill would go
up by $1.20 instead of $0.60. So he would still order the bread pudding
(surplus  $4  $2  $2) rather than the chocolate mousse (surplus  $3  
$1.20  $1.80). LO4
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M A C R O E CO N O M I C S :

D A T A  A N D  I S S U E S
■

Physical scientists study the world at many different scales, ranging from

the inner workings of the atom to the vast dimensions of the cosmos,

and may apply different tools depending on the level of analysis. Similarly,

an economic naturalist finds it very useful to be able to move back and

forth between the small-scale, or “micro-” level, and the large-scale, or

“macro-” level.

In Chapter 1, we discussed the differences between microeconomics,

which is the study of individual choices and of group behavior in individ-

ual markets, and macroeconomics, which is the study of the performance

of national economies and the policies that governments use to try to im-

prove that performance. The chapters in this section begin our discussion

of macroeconomics by introducing you to the central concepts and mea-

surements used in the field. We begin in Chapter 16 with a discussion of

gross domestic product (GDP), probably the most well-known but often

misunderstood concept in macroeconomics. In addition to describing how

GDP is constructed, we examine how U.S. GDP has grown over time and

the ways in which it is (or is not) related to the economic well-being of

the typical person.

Chapter 17 explains how economists measure the general level of

prices in an economy, what we call the price level, and inflation. We also

discuss the costs imposed on an economy by inflation, including the ef-

fects of inflation on interest rates. Chapter 18 studies long-term trends in

the labor market from two perspectives. First, we analyze five significant

labor market trends in real wages and employment opportunities around

the world. Second, we carefully work through how economists measure

employment and unemployment in real-world economies.

Throughout this section and those that follow, we will connect the

concepts and measurements we develop with some key macroeconomic

issues and questions. These include the search for the factors that cause



productivity to improve and living standards to rise over long periods of time in many

countries while stagnating and even declining in others. Macroeconomists also study

shorter-term fluctuations in the economy (called recessions and expansions), the causes

of unemployment and inflation, and the consequences of economic interdependence

among nations, among other topics. Finally, we will begin to consider macroeconomic

policies—government actions to improve the performance of the economy—since these

are of particular concern to macroeconomists. As you will learn in the sections to come,

the quality of macroeconomic policymaking is an important determinant of a nation’s

economic health.
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C H A P T E R

16
S p end i n g , I n c ome ,

a nd GDP
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Explain how economists define and measure an economy’s output.

2. Use the expenditure method for measuring GDP to analyze economic

activity.

3. Define and compute nominal GDP and real GDP.

4. Discuss the relationships between real GDP and economic well-being.

onfarm payrolls grew at a 2 percent rate in the third quarter . . .”
“The Dow Jones Industrial Average closed up 93 points yesterday

in moderate trading . . .”
“Inflation appears subdued as the consumer price index registered an

increase of only 0.2 percent last month . . .”
“The unemployment rate last month rose to 5.8 percent, its highest level

since . . .”
News reports like these fill the airwaves—some TV and radio stations carry

nothing else. In fact, all kinds of people are interested in economic data. The
average person hopes to learn something that will be useful in a business deci-
sion, a financial investment, or a career move. The professional economist de-
pends on economic data in much the same way that a doctor depends on a
patient’s vital signs—pulse, blood pressure, and temperature—to make an accu-
rate diagnosis. To understand economic developments and to be able to give use-
ful advice to policymakers, businesspeople, and financial investors, an economist
simply must have up-to-date, accurate data. Political leaders and policymakers
also need economic data to help them in their decisions and planning.

Interest in measuring the economy, and attempts to do so, date back as far as
the mid-seventeenth century, when Sir William Petty (1623–1687) conducted a de-
tailed survey of the land and wealth of Ireland. Not until the twentieth century,

“N
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though, did economic measurement come into its own. World War II was an impor-
tant catalyst for the development of accurate economic statistics since its very out-
come was thought to depend on the mobilization of economic resources. Two
economists—Simon Kuznets in the United States and Richard Stone in the United
Kingdom—developed comprehensive systems for measuring a nation’s output of
goods and services, which were of great help to Allied leaders in their wartime plan-
ning. Kuznets and Stone each received a Nobel Prize in economics for their work,
which became the basis for the economic accounts used today by almost all the
world’s countries. The governments of the United States and many other countries
now collect and publish a wealth of statistics covering all aspects of their economies.

Beginning with this chapter, we will discuss how economists measure three
basic macroeconomic variables that arise frequently in analyses of the state of the
economy: gross domestic product, or GDP; the rate of inflation; and the rate of un-
employment. The focus of this chapter is on GDP, which measures the overall level
of economic activity in a country. The next two chapters spotlight inflation and
unemployment, respectively.

Measuring economic activity might sound like a straightforward and uncon-
troversial task, but that is not the case. Indeed, GDP has been criticized on many
grounds. Some critics have complained that GDP does not adequately reflect factors
such as the effect of economic growth on the environment or the rate of resource
depletion. Because of problems like these, they charge, policies based on GDP sta-
tistics are likely to be flawed. By the end of this chapter, you will understand how
official measures of output are constructed and used and will have gained some in-
sight into these debates over their accuracy. Understanding the strengths and limi-
tations of economic data is the first critical step toward becoming an intelligent user
of economic statistics, as well as a necessary background for the economic analysis
in the chapters to come.

GROSS DOMESTIC PRODUCT: MEASURING 

THE NATION’S OUTPUT

The most frequently used measure of an economy’s output is called the gross do-
mestic product, or GDP. GDP is intended to measure how much an economy pro-
duces in a given period, such as a quarter (three months) or a year. More precisely,
gross domestic product (GDP) is the market value of the final goods and services
produced in a country during a given period. To understand this definition, let’s
take it apart and examine each of its parts separately. The first key phrase in the
definition is “market value.”

MARKET VALUE

A modern economy produces many different goods and services, from dental floss (a
good) to acupuncture (a service). Macroeconomists are not interested in this kind of
detail, however; rather, their goal is to understand the behavior of the economy as a
whole. For example, a macroeconomist might ask, Has the overall capacity of the
economy to produce goods and services increased over time? If so, by how much?

To be able to talk about concepts like the “total output” or “total production”—
as opposed to the production of specific items like dental floss—economists need to
aggregate the quantities of the many different goods and services into a single num-
ber. They do so by adding up the market values of the different goods and services
the economy produces. A simple example will illustrate the process. In the imagi-
nary economy of Orchardia, total production is 4 apples and 6 bananas. To find the
total output of Orchardia, we could add the number of apples to the number of
bananas and conclude that total output is 10 pieces of fruit. But what if this economy

gross domestic product (GDP)

the market value of the final

goods and services produced in

a country during a given period



also produced 3 pairs of shoes? There really is no sensible way to add apples and
bananas to shoes.

Suppose, though, that we know that apples sell for $0.25 each, bananas for
$0.50 each, and shoes for $20.00 a pair. Then the market value of this economy’s
production, or its GDP, is equal to

(4 apples $0.25/apple)  (6 bananas $0.50/banana)
 (3 pairs of shoes $20.00/pair)  $64.00.

Notice that when we calculate total output this way, the more expensive items (the
shoes) receive a higher weighting than the cheaper items (the apples and bananas).
In general, the amount people are willing to pay for an item is an indication of the
economic benefit they expect to receive from it (see Chapter 3). For this reason,
higher-priced items should count for more in a measure of aggregate output.

Orchardia’s GDP

Suppose Orchardia were to produce 3 apples, 3 bananas, and 4 pairs of shoes at the
same prices as in the preceding text. What is its GDP now?

Now the Orchardian GDP is equal to

(3 apples $0.25/apple)  (3 bananas $0.50/banana)
 (4 pairs of shoes $20.00/pair)  $82.25.

Notice that Orchardian GDP is higher in this case even though two of the three
goods (apples and bananas) are being produced in smaller quantities than before.
The reason is that the good whose production has increased (shoes) is much more
valuable than the goods whose production has decreased (apples and bananas). ◆

EXERCISE 16.1

Suppose Orchardia produces the original quantities of the three goods at

the same prices as above. In addition, it produces 5 oranges at $0.30 each.

What is the GDP of Orchardia now?

EXERCISE 16.2

Following are data for May 2008 on U.S. sales of passenger cars and other

light vehicles (a category that includes minivans, light trucks, and sports

utility vehicles). The data are broken down into two categories: U.S. auto

producers (GM, Ford, and Chrysler) and foreign-owned plants (such as

Honda, Toyota, and BMW). Suppose the average selling price is $25,000 for

passenger cars and $30,000 for other light vehicles.
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Passenger cars Other light vehicles

U.S. producers 247,269 365,400

Foreign-owned plants 270,130 115,347

Compare the output of U.S. producers to that of foreign-owned plants

in terms of both the total number of vehicles produced and their market

values (contribution to GDP). Explain why the two measures give different

impressions of the relative importance of production by U.S.-owned and

foreign-owned plants.



Market values provide a convenient way to add together, or aggregate, the
many different goods and services produced in a modern economy. A drawback of
using market values, however, is that not all economically valuable goods and ser-
vices are bought and sold in markets. For example, the unpaid work of a home-
maker, although it is of economic value, is not sold in markets and so isn’t counted
in GDP. But paid housekeeping and child care services, which are sold in markets,
do count. This distinction can create some pitfalls, as the next example illustrates.

Women’s labor force participation and GDP measurement

The percentage of adult American women working outside the home has increased
dramatically in the past four decades, from less than 40 percent in 1960 to about
60 percent today (see Figure 16.1). This trend has led to a substantial increase in the
demand for paid day care and housekeeping services, as working wives and moth-
ers require more help at home. How have these changes affected measured GDP?

The entry of many women into the labor market has raised measured GDP in
two ways. First, the goods and services that women produce in their new jobs
have contributed directly to increasing GDP. Second, the fact that paid workers
took over previously unpaid housework and child care duties has increased
measured GDP by the amount paid to those workers. The first of these two
changes represents a genuine increase in economic activity, but the second reflects
a transfer of existing economic activities from the unpaid sector to the market sec-
tor. Overall, then, the increase in measured GDP associated with increased partic-
ipation in the labor force by women probably overstates the actual increase in
economic activity. ◆

Why has female participation in the labor market increased by so much?

What explains the trends illustrated in Figure 16.1?

In a world governed only by economic principles—without social conventions, customs,

or traditions—homemaking tasks like cleaning, cooking, and child rearing would be jobs

like any other. As such, they would be subject to the principle of comparative advantage:

Those people (either men or women) whose comparative advantage lay in performing

homemaking tasks would specialize in them, freeing people whose comparative advantage
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FIGURE 16.1

Percentages of American

Men and Women over

Age 16 Working Outside

the Home, 1960–2006.

The fraction of American

women working outside the

home has risen by about 

20 percentage points since

1960, while the fraction of

men working outside the

home has declined slightly.
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The Economic Naturalist



lies elsewhere to work outside the home. In other words, homemaking tasks would be

done by those with the lowest opportunity cost in those tasks. In such a world, to see a

woman with a medical degree doing housework would be very unusual—her opportunity

cost of doing housework would be too high.

But, of course, we don’t live in a world driven only by economic considerations.

Traditionally, social custom has severely limited the economic opportunities of women

(and in some societies still does). However, social restrictions on women have weakened

considerably over the past century, particularly in the industrialized countries, as a result

of the increased educational attainment of women, the rise of the feminist movement,

and other factors. As traditional social restraints on women have loosened, domestic

arrangements have moved in the direction dictated by comparative advantage—to an

increasing degree, homemaking tasks are now performed by paid specialists, while the

majority of women (and men) work outside the home. •

Although homemaking activities are excluded from measured GDP, in a few
cases goods and services that are not sold in markets are included in GDP. By far
the most important are the goods and services provided by federal, state, and lo-
cal governments. The protection provided by the army and navy, the transporta-
tion convenience of the interstate highway system, and the education provided
by public school systems are examples of publicly provided goods and services
that are not sold in markets. As market prices for publicly provided goods and
services do not exist, economic statisticians add to the GDP the costs of provid-
ing those goods and services as rough measures of their economic value. For in-
stance, to include public education in the GDP, the statisticians add to GDP the
salaries of teachers and administrators, the costs of textbooks and supplies, and
the like. Similarly, the economic value of the national defense establishment is
approximated, for the purposes of measuring GDP, by the costs of defense: the
pay earned by soldiers and sailors, the costs of acquiring and maintaining
weapons, and so on.

With a few exceptions, like publicly provided goods and services, GDP is cal-
culated by adding up market values. However, not all goods and services that have
a market value are counted in GDP. As we will see next, GDP includes only those
goods and services that are the end products of the production process, called final
goods and services. Goods and services that are used up in the production process
are not counted in GDP.

FINAL GOODS AND SERVICES

Many goods are used in the production process. Before a baker can produce a
loaf of bread, grain must be grown and harvested, then the grain must be ground
into flour, and, together with other ingredients, baked into bread. Of the three
major goods that are produced during this process—the grain, the flour, and the
bread—only the bread is used by consumers. Because producing the bread is the
ultimate purpose of the process, the bread is called a final good. In general, a
final good or service is the end product of a process, the product or service that
consumers actually use. The goods or services produced on the way toward mak-
ing the final product—here, the grain and the flour—are called intermediate
goods or services.

Since we are interested in measuring only those items that are of direct
economic value, only final goods and services are included in GDP. Intermediate
goods and services are not included. To illustrate, suppose that the grain from the
previous example has a market value of $0.50 (the price the milling company
paid for the grain). The grain is then ground into flour, which has a market value
of $1.20 (the price the baker paid for the flour). Finally, the flour is made into a
loaf of fine French bread, worth $2.00 at the local store. In calculating the
contribution of these activities to GDP, would we want to add together the values

GROSS DOMESTIC PRODUCT: MEASURING THE NATION’S OUTPUT 429

final goods or services goods

or services consumed by the

ultimate user; because they are

the end products of the

production process, they are

counted as part of GDP

intermediate goods or services

goods or services used up in the

production of final goods and

services and therefore not

counted as part of GDP

Why is the female labor force
participation rate now more
than 50 percent greater than in
the 1960s?

Comparative Advantage



of the grain, the flour, and the bread? No. This would incorrectly measure GDP as
$.50  $1.20  $2.00  $3.70. The value of the grain would then be counted
three times: once as grain, then as part of the value of the flour, and finally as part
of the value of the bread. The grain and flour are valuable only because they are in-
termediate goods that can be used to make bread. Since their value is included in
the $2.00 value of the final product, the loaf of bread, the total contribution to
GDP is $2.00.

The following example illustrates the same distinction but this time with a fo-
cus on services.

The barber and his assistant

Your barber charges $10 for a haircut. In turn, the barber pays his assistant $2 per
haircut in return for sharpening the scissors, sweeping the floor, and other chores.
For each haircut given, what is the total contribution of the barber and his assistant,
taken together, to GDP?

The answer to this problem is $10, the price, or market value, of the haircut.
The haircut is counted in GDP because it is the final service, the one that actually
has value to the final user. The services provided by the assistant have value only be-
cause they contribute to the production of the haircut. Their $2 value is included in
the $10 price of the haircut. ◆

Our next example demonstrates that the same good can be either intermediate
or final, depending on how it is used.

A good that can be either intermediate or final

Farmer Brown produces $100 worth of milk. He sells $40 worth of milk to his
neighbors and uses the rest to feed his pigs, which he sells to his neighbors for $120.
What is Farmer Brown’s contribution to the GDP?

The final goods in this example are the $40 worth of milk and the $120
worth of pigs sold to the neighbors. Adding $40 and $120, we get $160, which is
Farmer Brown’s contribution to the GDP. Note that part of the milk Farmer
Brown produced serves as an intermediate good and part as a final good. The $60
worth of milk that is fed to the pigs is an intermediate good, and so it is not
counted in GDP. The $40 worth of milk sold to the neighbors is a final good, and
so it is counted. ◆

A special type of good that is difficult to classify as intermediate or final is a
capital good. A capital good is a long-lived good that is used in the production of
other goods or services. Factories and machines are examples of capital goods.
Houses and apartment buildings, which produce dwelling services, are also a form
of capital good. Capital goods do not fit the definition of final goods since their
purpose is to produce other goods. On the other hand, they are not used up dur-
ing the production process, except over a very long period, so they are not exactly
intermediate goods either. For purposes of measuring GDP, economists have
agreed to classify newly produced capital goods as final goods even though they
are not consumed by the ultimate user. Otherwise, a country that invested in its fu-
ture by building modern factories and buying new machines would be counted as
having a lower GDP than a country that devoted all its resources to producing
consumer goods.

We have established the rule that only final goods and services (including newly
produced capital goods) are counted in GDP. Intermediate goods and services,
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that is used in the production of
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which are used up in the production of final goods and services, are not counted. In
practice, however, this rule is not easy to apply because the production process of-
ten stretches over several periods. To illustrate, recall the earlier example of the
grain that was milled into flour, which in turn was baked into a loaf of French
bread. The contribution of the whole process to GDP is $2, the value of the bread
(the final product). Suppose, though, that the grain and the flour were produced
near the end of the year 2008 and the bread was baked early the next year in 2009.
In this case, should we attribute the $2 value of the bread to the GDP for the year
2008 or to the GDP for the year 2009?

Neither choice seems quite right since part of the bread’s production process
occurred in each year. Part of the value of the bread should probably be counted
in the year 2008 GDP and part in the year 2009 GDP. But how should we make
the split? To deal with this problem, economists determine the market value of
final goods and services indirectly, by adding up the value added by each firm in
the production process. The value added by any firm equals the market value of
its product or service minus the cost of inputs purchased from other firms. As
we’ll see, summing the value added by all firms (including producers of both
intermediate and final goods and services) gives the same answer as simply adding
together the value of final goods and services. But the value-added method elim-
inates the problem of dividing the value of a final good or service between two
periods.

To illustrate this method, let’s revisit the example of the French bread, which is
the result of multiple stages of production. We have already determined that the to-
tal contribution of this production process to GDP is $2, the value of the bread.
Let’s show now that we can get the same answer by summing value added. Suppose
that the bread is the ultimate product of three corporations: ABC Grain Company,
Inc., produces grain; General Flour produces flour; and Hot’n’Fresh Baking pro-
duces the bread. If we make the same assumptions as before about the market value
of the grain, the flour, and the bread, what is the value added by each of these three
companies?

ABC Grain Company produces $0.50 worth of grain, with no inputs from
other companies, so ABC’s value added is $0.50. General Flour uses $0.50 worth of
grain from ABC to produce $1.20 worth of flour. The value added by General Flour
is thus the value of its product ($1.20) less the cost of purchased inputs ($0.50), or
$0.70. Finally, Hot’n’Fresh Baking buys $1.20 worth of flour from General Flour
and uses it to produce $2.00 worth of bread. So the value added by Hot’n’Fresh is
$0.80. These calculations are summarized in Table 16.1.

You can see that summing the value added by each company gives the same
contribution to GDP, $2.00, as the method based on counting final goods and ser-
vices only. Basically, the value added by each firm represents the portion of the
value of the final good or service that the firm creates in its stage of production.
Summing the value added by all firms in the economy yields the total value of final
goods and services, or GDP.
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TABLE 16.1

Value Added in Bread Production

Company Revenues  Cost of purchased inputs  Value added

ABC Grain $0.50 $0.00 $0.50

General Flour $1.20 $0.50 $0.70

Hot’n’Fresh $2.00 $1.20 $0.80

Total $2.00

value added for any firm, the

market value of its product or

service minus the cost of inputs

purchased from other firms



You also can see now how the value-added method solves the problem of pro-
duction processes that bridge two or more periods. Suppose that the grain and flour
are produced during the year 2008, but the bread is not baked until 2009. Using the
value-added method, the contribution of this production process to the year 2008
GDP is the value added by the grain company plus the value added by the flour
company, or $1.20. The contribution of the production process to the year 2009
GDP is the value added by the baker, which is $0.80. Thus, part of the value of the
final product, the bread, is counted in the GDP for each year, reflecting the fact that
part of the production of the bread took place in each year.

EXERCISE 16.3

Amy’s card shop receives a shipment of Valentine’s Day cards in December

2008. Amy pays the wholesale distributor of the cards a total of $500. In

February 2009 she sells the cards for a total of $700. What are the contri-

butions of these transactions to GDP in the years 2008 and 2009?

We have now established that GDP is equal to the market value of final goods
and services. Let’s look at the last part of the definition, “produced within a coun-
try during a given period.”

PRODUCED WITHIN A COUNTRY DURING 

A GIVEN PERIOD

The word domestic in the term gross domestic product tells us that GDP is a mea-
sure of economic activity within a given country. Thus, only production that takes
place within the country’s borders is counted. For example, the GDP of the United
States includes the market value of all cars produced within U.S. borders, even if
they are made in foreign-owned plants (recall Exercise 16.2). However, cars pro-
duced in Mexico by a U.S.-based company like General Motors are not counted.

We have seen that GDP is intended to measure the amount of production that
occurs during a given period such as the calendar year. For this reason, only
goods and services that are actually produced during a particular year are in-
cluded in the GDP for that year. The example and exercise below demonstrate
this point.

The sale of a house and GDP

A 20-year-old house is sold to a young family for $200,000. The family pays the
real estate agent a 6 percent commission, or $12,000. What is the contribution of
this transaction to GDP?

Because the house was not produced during the current year, its value is not
counted in this year’s GDP. (The value of the house was included in the GDP 20
years earlier, the year the house was built.) In general, purchases and sales of exist-
ing assets such as old houses or used cars do not contribute to the current year’s
GDP. However, the $12,000 fee paid to the real estate agent represents the market
value of the agent’s services in helping the family find the house and make the pur-
chase. Since those services were provided during the current year, the agent’s fee is
counted in current-year GDP. ◆

EXERCISE 16.4

Lotta Doe sells 100 shares of stock in Benson Buggywhip for $50 per share.

She pays her broker a 2 percent commission for executing the sale. How

does Lotta’s transaction affect the current-year GDP?
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THE EXPENDITURE METHOD FOR 

MEASURING GDP

GDP is a measure of the quantity of goods and services produced by an economy.
But any good or service that is produced also will be purchased and used by some
economic agent—a consumer buying Christmas gifts or a firm investing in new ma-
chinery, for example. For many purposes, knowing not only how much is produced,
but who uses it and how, is important.

Economic statisticians divide the users of the final goods and services that make
up the GDP for any given year into four categories: households, firms, govern-
ments, and the foreign sector (that is, foreign purchasers of domestic products).
They assume that all the final goods and services that are produced in a country in
a given year will be purchased and used by members of one or more of these four
groups. Furthermore, the amounts that purchasers spend on various goods and ser-
vices should be equal to the market values of those goods and services. As a result,
GDP can be measured with equal accuracy by either of two methods: (1) adding up
the market values of all the final goods and services that are produced domestically
or (2) adding up the total amount spent by each of the four groups on final goods
and services and subtracting spending on imported goods and services. The values
obtained by the two methods will be the same.

Corresponding to the four groups of final users are four components of expen-
diture: consumption, investment, government purchases, and net exports. That is,
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RECAP MEASURING GDP

Gross domestic product (GDP) equals

the market value
GDP is an aggregate of the market values of the many goods and services

produced in the economy.
Goods and services that are not sold in markets, such as unpaid house-

work, are not counted in GDP. An important exception is goods and services
provided by the government, which are included in GDP at the government’s
cost of providing them.

of final goods and services
Final goods and services—goods and services consumed by the ultimate

user—are counted in GDP. By convention, newly produced capital goods,
such as factories and machines, also are treated as final goods and are counted
in GDP. Intermediate goods and services, which are used up in the production
of final goods and services, are not counted.

In practice, the value of final goods and services is determined by the value-
added method. The value added by any firm equals the firm’s revenue from
selling its product minus the cost of inputs purchased from other firms. Sum-
ming the value added by all firms in the production process yields the value of
the final good or service.

produced within a country during a given period.
Only goods and services produced within a nation’s borders are included

in GDP.
Only goods and services produced during the current year (or the portion

of the value produced during the current year) are counted as part of the
current-year GDP.



households consume, firms invest, governments make government purchases, and
the foreign sector buys the nation’s exports. Table 16.2 gives the dollar values for
each of these components for the U.S. economy in 2007. As the table shows, GDP
for the United States in 2007 was about $13.8 trillion, roughly $45,000 per person.
Detailed definitions of the components of expenditure, and their principal subcom-
ponents, follow. As you read through them, refer to Table 16.2 to get a sense of the
relative importance of each type of spending.

Consumption expenditure, or simply consumption, is spending by households
on goods and services such as food, clothing, and entertainment. Consumption ex-
penditure is subdivided into three subcategories:

■ Consumer durables are long-lived consumer goods such as cars and furniture.
Note that new houses are not treated as consumer durables but as part of
investment.

■ Consumer nondurables are shorter-lived goods like food and clothing.

■ Services, the largest single component of consumer spending, include everything
from haircuts and taxi rides to legal, financial, and educational services.

Investment is spending by firms on final goods and services, primarily capital
goods. Investment is divided into three subcategories:

■ Business fixed investment is the purchase by firms of new capital goods such as
machinery, factories, and office buildings. (Remember that for the purposes of
calculating GDP, long-lived capital goods are treated as final goods rather than
as intermediate goods.) Firms buy capital goods to increase their capacity to
produce.

■ Residential investment is construction of new homes and apartment buildings.
Recall that homes and apartment buildings, sometimes called residential capi-
tal, are also capital goods. For GDP accounting purposes, residential invest-
ment is treated as an investment by the business sector, which then sells the
homes to households.
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TABLE 16.2

Expenditure Components of U.S. GDP, 2007 (billions of dollars)

Consumption 9,732.0

Durable goods 1,079.6

Nondurable goods 2,833.0

Services 5,819.4

Investment 2,132.3

Business fixed investment 1,483.2

Residential investment 641.5

Inventory investment 7.6

Government purchases 2,691.4

Net exports  712.7

Exports 1,640.3

Imports 2,353.0

Total: Gross domestic product 13,843.0

SOURCE: http://www.bea.gov.

investment spending by firms

on final goods and services,

primarily capital goods

consumption expenditure, or

consumption spending by

households on goods and

services such as food, clothing,

and entertainment



■ Inventory investment is the addition of unsold goods to company inventories.
In other words, the goods that a firm produces but doesn’t sell during the
current period are treated, for accounting purposes, as if the firm had bought
those goods from itself. (This convention guarantees that production equals
expenditure.) Inventory investment can be positive or negative, depending on
whether the value of inventories rises or falls over the course of the year.

People often refer to purchases of financial assets, such as stocks or bonds, as
“investments.” That use of the term is different from the definition we give here. A
person who buys a share of a company’s stock acquires partial ownership of the ex-
isting physical and financial assets controlled by the company. A stock purchase
does not usually correspond to the creation of new physical capital, however, and
so is not investment in the sense we are using the term in this chapter. We will gen-
erally refer to purchases of financial assets, such as stocks and bonds, as “financial
investments,” to distinguish them from a firm’s investment in new capital goods
such as factories and machines. (We discuss financial investments in Chapter 21.)

Government purchases are purchases by federal, state, and local governments
of final goods, such as fighter planes, and services, such as teaching in public
schools. Government purchases do not include transfer payments, which are pay-
ments made by the government in return for which no current goods or services are
received. Examples of transfer payments (which, again, are not included in govern-
ment purchases) are Social Security benefits, unemployment benefits, pensions paid
to government workers, and welfare payments. Interest paid on the government
debt is also excluded from government purchases.

Net exports equal exports minus imports.

■ Exports are domestically produced final goods and services that are sold
abroad.

■ Imports are purchases by domestic buyers of goods and services that were pro-
duced abroad. Since imports are included in consumption, investment, and gov-
ernment purchases but do not represent spending on domestic production, they
must be subtracted. A shorthand way of adding exports and subtracting im-
ports is to add net exports, which equal exports minus imports.
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government purchases

purchases by federal, state, and

local governments of final goods

and services; government

purchases do not include transfer

payments, which are payments

made by the government in

return for which no current

goods or services are received,

nor do they include interest paid

on the government debt

net exports exports minus 

imports

A country’s net exports reflect the net demand by the rest of the world for its
goods and services. Net exports can be negative, since imports can exceed exports
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in any given year. As Table 16.2 shows, the United States had significantly greater
imports than exports in 2007.

The relationship between GDP and expenditures on goods and services can be
summarized by an equation. Let

Using these symbols, we can write that GDP equals the sum of the four types of
expenditure algebraically as

Y  C  I  G  NX.

Measuring GDP by production and by expenditure

An economy produces 1,000,000 automobiles valued at $15,000 each. Of these,
700,000 are sold to consumers, 200,000 are sold to businesses, 50,000 are sold to
the government, and 25,000 are sold abroad. No automobiles are imported. The
automobiles left unsold at the end of the year are held in inventory by the auto
producers. 

The market value of the production of final goods and services in this economy
is 1,000,000 autos times $15,000 per auto, or $15 billion.

To measure GDP in terms of expenditure, we must add spending on con-
sumption, investment, government purchases, and net exports. Consumption is
700,000 autos times $15,000, or $10.5 billion. Government purchases are
50,000 autos times $15,000, or $0.75 billion. Net exports are equal to exports
(25,000 autos at $15,000, or $0.375 billion) minus imports (zero), so net exports
are $0.375 billion.

But what about investment? Here we must be careful. The 200,000 autos
that are sold to businesses, worth $3 billion, count as investment. But notice too
that the auto companies produced 1,000,000 automobiles but sold only 975,000
(700,000  200,000  50,000  25,000). Hence, 25,000 autos were unsold at
the end of the year and were added to the automobile producers’ inventories. This
addition to producer inventories (25,000 autos at $15,000, or $0.375 billion)
counts as inventory investment, which is part of total investment. Thus, total
investment spending equals the $3 billion worth of autos sold to businesses plus
the $0.375 billion in inventory investment, or $3.375 billion.

Recapitulating, in this economy, consumption is $10.5 billion, investment (in-
cluding inventory investment) is $3.375 billion, government purchases equal $0.75
billion, and net exports are $0.375 billion. Summing these four components of ex-
penditure yields $15 billion—the same value for GDP that we got by calculating the
market value of production. ◆

EXERCISE 16.5

Extending the previous example, suppose that 25,000 of the automobiles

purchased by households are imported rather than domestically produced.

Domestic production remains at 1,000,000 autos valued at $15,000 each.

Once again, find GDP in terms of (a) the market value of production and

(b) the components of expenditure.

 NX  net exports.

 G  government purchases

 I  investment

 C  consumption expenditure

 Y  gross domestic product, or output
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GDP AND THE INCOMES OF CAPITAL 

AND LABOR

GDP can be thought of equally well as a measure of total production or as a mea-
sure of total expenditure—either method of calculating GDP gives the same final
answer. There is yet a third way to think of GDP, which is as the incomes of capital
and labor.

Whenever a good or service is produced or sold, the revenue from the sale is
distributed to the workers and the owners of the capital involved in the production
of the good or service. Thus, except for some technical adjustments that we will ig-
nore, GDP also equals labor income plus capital income. Labor income (equal to
about two-thirds of GDP) comprises wages, salaries, and the incomes of the self-
employed. Capital income (about one-third of GDP) is made up of payments to
owners of physical capital (such as factories, machines, and office buildings) and
intangible capital (such as copyrights and patents). The components of capital in-
come include items such as profits earned by businessowners, the rents paid to
owners of land or buildings, interest received by bondholders, and the royalties re-
ceived by the holders of copyrights or patents. Both labor income and capital in-
come are to be understood as measured prior to payment of taxes; ultimately, of
course, a portion of both types of income is captured by the government in the
form of tax collections.

Figure 16.2 may help you visualize the three equivalent ways of thinking about
GDP: the market value of production, the total value of expenditure, and the sum
of labor income and capital income. The figure also roughly captures the relative
importance of the expenditure and income components. About 70 percent of ex-
penditure is consumption spending, about 20 percent is government purchases, and
the rest is investment spending and net exports. (Actually, as Table 16.2 shows, net
exports have been negative in recent years, reflecting the U.S. trade deficit.) As we
mentioned, labor income is about two-thirds of total income, with capital income
making up the rest.
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RECAP EXPENDITURE COMPONENTS OF GDP

GDP can be expressed as the sum of expenditures on domestically produced
final goods and services. The four types of expenditure that are counted in the
GDP, and the economic groups that make each type of expenditure, are as
follows:

Type of Who makes the
expenditure? expenditure? Examples

Consumption Households Food, clothes, haircuts, new cars

Investment Business firms New factories and equipment,

new houses, increases in

inventory stocks

Governments Government New school buildings, new

purchases military hardware, salaries of

soldiers and government officials

Net exports, or Foreign sector Exported manufactured goods,

exports minus legal or financial services 

imports provided by domestic residents

to foreigners



NOMINAL GDP VERSUS REAL GDP

As a measure of the total production of an economy over a given period, such as a
particular year, GDP is useful in comparisons of economic activity in different
places. For example, GDP data for the year 2007, broken down state by state, could
be used to compare aggregate production in New York and California during that
year. However, economists are interested in comparing levels of economic activity
not only in different locations but over time as well. For instance, a president who
is running for reelection on the basis of successful economic policies might want to
know by how much output in the U.S. economy had increased during his term.

Using GDP to compare economic activity at two different points in time may
give misleading answers, however, as the following example shows. Suppose, for
the sake of illustration, that the economy produces only pizzas and calzones. The
prices and quantities of the two goods in the years 2009 and 2013, the beginning
and end of the president’s term, are shown in Table 16.3. If we calculate GDP in
each year as the market value of production, we find that the GDP for 2009 is
(10 pizzas $10/pizza) (15 calzones $5/calzone) $175. The GDP for 2013
is (20 pizzas  $12/pizza)  (30 calzones  $6/calzone)  $420. Comparing the
GDP for the year 2009 to the GDP for the year 2013, we might conclude that it is
2.4 times greater ($420/$175).
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FIGURE 16.2

The Three Faces of GDP.

The GDP can be expressed

equally well as (1) the market

value of production, (2) total

expenditure (consumption,

investment, government

purchases, net exports), or

(3) total income (labor

income and capital income).

(1) Production

  

(2) Expenditure (3) Income

Market

value of

final

goods and

services

Consumption

Investment

Government

purchases

Net exports

Labor income

Capital income

TABLE 16.3

Prices and Quantities in 2009 and 2013

Quantity of Price of Quantity of Price of
pizzas pizzas calzones calzones

2009 10 $10 15 $5

2013 20 $12 30 $6



But look more closely at the data given in Table 16.3. Can you see what is
wrong with this conclusion? The quantities of both pizzas and calzones produced in
the year 2013 are exactly twice the quantities produced in the year 2009. If eco-
nomic activity, as measured by actual production of both goods, exactly doubled
over the four years, why do the calculated values of GDP show a greater increase?

The answer, as you also can see from the table, is that prices as well as quantities
rose between 2009 and 2013. Because of the increase in prices, the market value of
production grew more over those four years than the physical volume of production.
So in this case, GDP is a misleading gauge of economic growth during the president’s
term, since the physical quantities of the goods and services produced in any given
year, not the dollar values, are what determine people’s economic well-being. Indeed,
if the prices of pizzas and calzones had risen 2.4 times between 2009 and 2013 with
no changes in the quantities of pizza and calzones produced, GDP would have risen
2.4 times as well, with no increase in physical production! In that case, the claim that
the economy’s (physical) output had more than doubled during the president’s term
would obviously be wrong.

As this example shows, if we want to use GDP to compare economic activity at
different points in time, we need some method of excluding the effects of price
changes. In other words, we need to adjust for inflation. To do so, economists use
a common set of prices to value quantities produced in different years. The stan-
dard approach is to pick a particular year, called the base year, and use the prices
from that year to calculate the market value of output. There is no particular rule
about which year to choose as the base year, but it is usually some recent year.
When GDP is calculated using the prices from a base year, rather than the current
year’s prices, it is called real GDP, to indicate that it is a measure of real physical
production. Real GDP is GDP adjusted for inflation. To distinguish real GDP, in
which quantities produced are valued at base-year prices, from GDP valued at cur-
rent-year prices, economists refer to the latter measure as nominal GDP.

Calculating the change in real GDP over the president’s term

Using data from Table 16.3 and assuming that 2009 is the base year, find real GDP for
the years 2013 and 2009. By how much did real output grow between 2009 and 2013?

To find real GDP for the year 2013, we must value the quantities produced that
year using the prices in the base year, 2009. Using the data in Table 16.3:

The real GDP of this economy in the year 2013 is $350. What is the real GDP for
2009?

By definition, the real GDP for 2009 equals 2009 quantities valued at base-year
prices. The base year in this example happens to be 2009, so real GDP for 2009
equals 2009 quantities valued at 2009 prices, which is the same as nominal GDP
for 2009. In general, in the base year, real GDP and nominal GDP are the same. We
already found nominal GDP for 2009, $175, so that is also the real GDP for 2009.

We can now determine how much real production has actually grown over the
four-year period. Since real GDP was $175 in 2009 and $350 in 2013, the physical
volume of production doubled between 2009 and 2013. This conclusion makes
good sense, since Table 16.3 shows that the production of both pizzas and calzones
exactly doubled over the period. By using real GDP, we have eliminated the effects
of price changes and obtained a reasonable measure of the actual change in physi-
cal production over the four-year span. ◆

  $350.

  120  $102  130  $52

2009 price of calzones2
pizzas2  1year 2013 quantity of calzones  year

 Year 2013 real GDP  1year 2013 quantity of pizzas  year 2009 price of 

NOMINAL GDP VERSUS REAL GDP 439

real GDP a measure of GDP in

which the quantities produced

are valued at the prices in a base

year rather than at current

prices; real GDP measures 

the actual physical volume of 

production

nominal GDP a measure of

GDP in which the quantities

produced are valued at 

current-year prices; nominal

GDP measures the current dollar

value of production



Of course, the production of all goods will not necessarily grow in equal pro-
portion, as in the previous example. Exercise 16.6 asks you to find real GDP when
pizza and calzone production grow at different rates.

EXERCISE 16.6

Suppose production and prices of pizza and calzones in 2009 and 2013 are

as follows:
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These data are the same as those in Table 16.3, except that pizza produc-

tion has tripled rather than doubled between 2009 and 2013. Find real GDP

in 2013 and 2009, and calculate the growth in real output over the four-year

period. (Continue to assume that 2009 is the base year.)

If you complete Exercise 16.6, you will find that the growth in real GDP be-
tween 2009 and 2013 reflects a sort of average of the growth in physical produc-
tion of pizzas and calzones. Real GDP therefore remains a useful measure of overall
physical production, even when the production of different goods and services
grows at different rates.

The method of calculating real GDP just described was followed for many
decades by the Bureau of Economic Analysis (BEA), the U.S. government agency
responsible for GDP statistics. However, in recent years the BEA has adopted a
more complicated procedure of determining real GDP, called chain weighting. The
new procedure makes the official real GDP data less sensitive to the particular base
year chosen. However, the chain-weighting and traditional approaches share the
basic idea of valuing output in terms of base-year prices, and the results obtained
by the two methods are generally similar. Box 16.1 discusses chain weighting in
more detail.

Can nominal and real GDP ever move in different directions?

In most countries, both nominal and real GDP increase in almost every year. It is quite

possible, however, for them to move in opposite directions. The last time this happened

in the United States was 1990–1991. In that period real GDP using the year 2000 as a

base year fell by 0.2 percent, from $7,113 billion to $7,101 billion. This reflected an over-

all reduction in the physical quantities of goods and services produced. Nominal GDP,

however, rose by 3.3 percent, from $5,803 billion to $5,996 billion, during the same pe-

riod because prices rose by more than quantities fell.

The preceding example also illustrates the fact that nominal GDP will be less than real

GDP if prices during the current year are less than prices during the base year. This will

generally be the case when the current year is earlier than the base year.

Could real GDP ever rise during a year in which nominal GDP fell? Once again, the

answer is yes. This may occur in some (but not all) instances in which a country is expe-

riencing economic growth and deflation (falling prices) at the same time. If the rate at

which prices are falling (indicating deflation) is greater than the rate at which the produc-

tion of physical quantities is rising, real GDP will rise and nominal GDP will decrease. This

actually happened in Japan during several years in the 1990s. •

Example 16.2
The Economic Naturalist

Quantity of Price of Quantity of Price of
pizzas pizzas calzones calzones

2009 10 $10 15 $5

2013 30 $12 30 $6
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RECAP NOMINAL GDP VERSUS REAL GDP

Real GDP is calculated using the prices of goods and services that prevailed in
a base year rather than in the current year. Nominal GDP is calculated using
current-year prices. Real GDP is GDP adjusted for inflation; it may be
thought of as measuring the physical volume of production. Comparisons of
economic activity at different times should always be done using real GDP,
not nominal GDP.

BOX 16.1: CHAIN WEIGHTING

Students who are comfortable with square roots may find it interesting to see
how chain weighting actually works. As the name implies, annual data are
“linked” with data from adjacent years using what is called a geometric aver-
age. The ratio of real GDP in 2008 relative to real GDP in 2007 is calculated
using prices from both 2007 and 2008 as follows:

Ratio of real GDP in 2008 relative to real GDP in 2007

The first term, the ratio of real GDPs using 2007 prices, is equal to

Recall that this calculation would first use 2007 prices to value the quantities
produced in 2008. It would then divide this sum by the value of the quantities
produced in 2007 using 2007 prices once again. (This, of course, also will
equal nominal GDP in year 2007.) Suppose this ratio were 1.06.

The ratio of real GDPs using 2008 prices, on the other hand, is equal to

This second calculation would first use 2008 prices to value the quantities
produced in 2008. (This would also equal nominal GDP in 2008.) It would
then divide this sum by the value of the quantities produced in 2007 using
2008 prices. Suppose this ratio were 1.03.

The chain-weighted ratio of real GDP between 2008 and 2007 would
then equal the geometric average of these two ratios. In our example, this
would equal

This would imply that real GDP grew by 4.49 percent between 2007
and 2008. (Note that this is very close to the simple arithmetic average of
4.5 percent.)

Recall that real GDP in the base year is equal to nominal GDP in that same
year. Consequently, we can use the chain-weighted growth rates of real GDP
in each successive year to compute the level of real GDP in each year.

21.0621.03  1.0449.

Year 2008 real GDP using 2008 prices

Year 2007 real GDP using 2008 prices 
.

Year 2008 real GDP using 2007 prices

Year 2007 real GDP using 2007 prices 
.

21Ratio of real GDPs using 2008 prices2.  21Ratio of real GDPs using 2007 prices2



REAL GDP IS NOT THE SAME AS ECONOMIC

WELL-BEING

Figure 16.3 shows the level of real GDP in the United States from 1900 to 2007.
Government policymakers pay close attention to these data, often behaving as if the
higher the real GDP, the better. At best, it is an imperfect measure of economic well-
being because, for the most part, it captures only those goods and services that are
priced and sold in markets. Many factors that contribute to people’s economic well-
being are not priced and sold in markets and thus are largely or even entirely omit-
ted from GDP. Maximizing real GDP is not, therefore, always the right goal for
government policymakers. Whether or not policies that increase GDP will also
make people better off has to be determined on a case-by-case basis.
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FIGURE 16.3
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To understand why an increase in real GDP does not always promote economic
well-being, let’s look at some factors that are not included in GDP but do affect
whether people are better off.

LEISURE TIME

Most Americans (and most people in other industrialized countries as well) work
many fewer hours than their great-grandparents did 100 years ago. Early in the
twentieth century, some industrial workers—steelworkers, for example—worked as
many as 12 hours a day, 7 days a week. Today, the 40-hour workweek is typical.
Today, Americans also tend to start working later in life (after college or graduate
school), and, in many cases, they are able to retire earlier. The increased leisure time
available to workers in the United States and other industrialized countries—which
allows them to pursue many worthwhile activities, including being with family and
friends, participating in sports and hobbies, and pursuing cultural and educational
activities—is a major benefit of living in a wealthy society. These extra hours of
leisure are not priced in markets, however, and therefore are not reflected in GDP.

Why do people work fewer hours today than their great-grandparents did?

Americans start work later in life, retire earlier, and in many cases work fewer hours per

week than people of 50 or 100 years ago.

The opportunity cost of working less—retiring earlier, for example, or working fewer

hours per week—is the earnings you forgo by not working. If you can, say, make $400 per

week at a summer job in a department store, then leaving the job two weeks early to take

Example 16.3
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a trip with some friends has an opportunity cost of $800. The fact that people are work-

ing fewer hours today suggests that their opportunity cost of forgone earnings is lower

than their grandparents’ and great-grandparents’ opportunity cost. Why this difference?

We can use the Cost-Benefit Principle to help us understand this phenomenon. Over

the past century, rapid economic growth in the United States and other industrialized

countries has greatly increased the purchasing power of the average worker’s wages (see

Chapter 18 for data on real wages). In other words, the typical worker today can buy

more goods and services with his or her hourly earnings than ever before. This fact would

seem to suggest that the opportunity cost of forgone earnings (measured in terms of

what those earnings can buy) is greater, not smaller, today than in earlier times. But be-

cause the buying power of wages is so much higher today than in the past, Americans can

achieve a reasonable standard of living by working fewer hours than they did in the past.

Thus, while your grandparents may have had to work long hours to pay the rent or put

food on the table, today the extra income from working long hours is more likely to buy

relative luxuries, like nicer clothes or a fancier car. Because such discretionary purchases

are easier to give up than basic food and shelter, the true opportunity cost of forgone

earnings is lower today than it was 50 years ago. As the opportunity cost of leisure has

fallen, Americans have chosen to enjoy more of it. •

NONMARKET ECONOMIC ACTIVITIES

Not all economically important activities are bought and sold in markets; with a
few exceptions, such as government services, nonmarket economic activities are
omitted from GDP. We mentioned earlier the example of unpaid housekeeping ser-
vices. Another example is volunteer services, such as the volunteer fire and rescue
squads that serve many small towns. The fact that these unpaid services are left out
of GDP does not mean that they are unimportant. The problem is that, because
there are no market prices and quantities for unpaid services, estimating their mar-
ket values is very difficult.

How far do economists go wrong by leaving nonmarket economic activities out
of GDP? The answer depends on the type of economy being studied. Although
nonmarket economic activities exist in all economies, they are particularly impor-
tant in poor economies. For example, in rural villages of developing countries, peo-
ple commonly trade services with each other or cooperate on various tasks without
exchanging any money. Families in these communities also tend to be relatively self-
sufficient, growing their own food and providing many of their own basic services
(recall the many skills of the Nepalese cook Birkhaman, described in Chapter 2).
Because such nonmarket economic activities are not counted in official statistics,
GDP data may substantially understate the true amount of economic activity in the
poorest countries. In 2005, according to the World Bank,1 the official GDP per per-
son in Nepal was about $340, an amount that seems impossibly low. Part of the ex-
planation for this figure is that because the Nepalese seldom use formal markets,
many economic activities that would ordinarily be included in GDP are excluded
from it in Nepal.

Closely related to nonmarket activities is what is called the underground econ-
omy, which includes transactions that are never reported to government officials
and data collectors. The underground economy encompasses both legal and illegal
activities, from informal babysitting jobs to organized crime. For instance, some
people pay temporary or part-time workers like housecleaners and painters in cash,
which allows these workers to avoid paying taxes on their income. Economists who
have tried to estimate the value of such services by studying how much cash the
public holds have concluded that these sorts of transactions make up an important
share of overall economic activity, even in advanced industrial economies.
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ENVIRONMENTAL QUALITY AND RESOURCE DEPLETION

China has recently experienced tremendous growth in real GDP. But in expanding
its manufacturing base, it also has suffered a severe decline in air and water quality.
Increased pollution certainly detracts from the quality of life, but because air and
water quality are not bought and sold in markets, the Chinese GDP does not reflect
this downside of their economic growth.

The exploitation of finite natural resources also tends to be overlooked in GDP.
When an oil company pumps and sells a barrel of oil, GDP increases by the value
of the oil. But the fact that there is one less barrel of oil in the ground, waiting to be
pumped sometime in the future, is not reflected in GDP.

A number of efforts have been made to incorporate factors like air quality and
resource depletion into a comprehensive measure of GDP. Doing so is difficult,
since it often involves placing a dollar value on intangibles, like having a clean river
to swim in instead of a dirty one. But the fact that the benefits of environmental
quality and resource conservation are hard to measure in dollars and cents does not
mean that they are unimportant.

QUALITY OF LIFE

What makes a particular town or city an attractive place to live? Some desirable
features you might think of are reflected in GDP: spacious, well-constructed homes,
good restaurants and stores; a variety of entertainment; and high-quality medical
services. However, other indicators of the good life are not sold in markets and so
may be omitted from GDP. Examples include a low crime rate, minimal traffic con-
gestion, active civic organizations, and open space. Thus, while some citizens of a
community may oppose the construction of a new Wal-Mart because they believe it
may have a negative effect on the quality of life, others may support it because Wal-
Mart sells goods at lower prices and may increase local GDP.

POVERTY AND ECONOMIC INEQUALITY

GDP measures the total quantity of goods and services produced and sold in an
economy, but it conveys no information about who gets to enjoy those goods and
services. Two countries may have identical GDPs but differ radically in the distrib-
ution of economic welfare across the population. Suppose, for example, that in one
country—call it Equalia—most people have a comfortable middle-class existence;
both extreme poverty and extreme wealth are rare. But in another country, In-
equalia—which has the same real GDP as Equalia—a few wealthy families control
the economy, and the majority of the population lives in poverty. While most peo-
ple would say that Equalia has a better economic situation overall, that judgment
would not be reflected in the GDPs of the two countries, which are the same.

In the United States, absolute poverty has been declining. Today, many families
whose income is below today’s official “poverty line” (in 2008, $21,200 for a fam-
ily of four) own a television, a car, and in some cases their own home. Some econ-
omists have argued that people who are considered poor today live as well as many
middle-class people did in the 1950s.

But, though absolute poverty seems to be decreasing in the United States, in-
equality of income has generally been rising. The chief executive officer of a large
U.S. corporation may earn hundreds of times what the typical worker in the same
firm receives. Psychologists tell us that people’s economic satisfaction depends not
only on their absolute economic position—the quantity and quality of food, cloth-
ing, and shelter they have—but on what they have compared to what others have.
If you own an old, beat-up car but are the only person in your neighborhood to
have a car, you may feel privileged. But if everyone else in the neighborhood owns
a luxury car, you are likely to be less satisfied. To the extent that such comparisons
affect people’s well-being, inequality matters as well as absolute poverty. Again,
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because GDP focuses on total production rather than on the distribution of output,
it does not capture the effects of inequality.

BUT GDP IS RELATED TO ECONOMIC WELL-BEING

You might conclude from the list of important factors omitted from the official fig-
ures that GDP is useless as a measure of economic welfare. Indeed, numerous crit-
ics have made that claim. Clearly, in evaluating the effects of a proposed economic
policy, considering only the likely effects on GDP is not sufficient. Planners must
also ask whether the policy will affect aspects of economic well-being that are not
captured in GDP. Environmental regulations may reduce production of steel, for ex-
ample, which reduces the GDP. But that fact is not a sufficient basis on which to de-
cide whether such regulations are good or bad. The right way to decide such
questions is to apply the Cost-Benefit Principle: are the benefits of cleaner air worth
more to people than the costs the regulations impose in terms of lost output and
lost jobs? If so, then the regulations should be adopted; otherwise, they should not.

Although looking at the effects of a proposed policy on real GDP is not the
only basis on which to evaluate a policy, real GDP per person does tend to be pos-
itively associated with many things people value, including a high material standard
of living, better health and life expectancies, and better education. We discuss next
some of the ways in which a higher real GDP implies greater economic well-being.

AVAILABILITY OF GOODS AND SERVICES

Obviously, citizens of a country with a high GDP are likely to possess more and bet-
ter goods and services (after all, that is what GDP measures). On average, people in
high-GDP countries enjoy larger, better-constructed, and more comfortable homes;
higher-quality food and clothing; a greater variety of entertainment and cultural op-
portunities; better access to transportation and travel; better communications and
sanitation; and other advantages. While social commentators may question the
value of material consumption—and we agree that riches do not necessarily bring
happiness or peace of mind—the majority of people in the world place great im-
portance on achieving material prosperity. Throughout history people have made
tremendous sacrifices and taken great risks to secure a higher standard of living for
themselves and their families. In fact, to a great extent the United States was built
by people who were willing to leave their native lands, often at great personal hard-
ship, in hopes of bettering their economic condition.

HEALTH AND EDUCATION

Beyond an abundance of consumer goods, a high GDP brings other more basic ad-
vantages. Table 16.4 shows the differences between rich and poor countries with
regard to some important indicators of well-being, including life expectancy, infant
and child mortality rates, number of doctors, measures of nutrition, and educa-
tional opportunity. Three groups of countries are compared: (1) developing coun-
tries as a group (total population, 5.2 billion); (2) the least developed countries
(50 countries with a total population of about 765 million); and (3) the industrial-
ized countries (24 countries, including the United States, Canada, the western
European countries, and Japan, with a total population of about 930 million). As
the first row of Table 16.4 shows, these three groups of countries have radically dif-
ferent levels of GDP per person. Most notably, GDP per person in the industrialized
countries is more than 20 times that of the least developed countries.2

BUT GDP IS RELATED TO ECONOMIC WELL-BEING 445

Cost-Benefit

2The GDP data in Table 16.4 use U.S. prices to value goods and services in developing nations. Since basic
goods and services tend to be cheaper in poor countries, this adjustment significantly increases measured
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How do these large differences in GDP relate to other measures of well-being?
Table 16.4 shows that on some of the most basic measures of human welfare, the
developing countries fare much worse than the industrial countries. A child born in
one of the least developed countries has roughly a 10 percent (97 1,000) chance of
dying before its first birthday and about a 15 percent (153 1,000) chance of dying
before its fifth birthday. The corresponding figures for the industrialized countries
are 0.5 percent (5 1,000) and 0.6 percent (6 1,000), respectively. A child born in
an industrialized country has a life expectancy of about 79 years, compared to
about 55 years for a child born in one of the least developed countries. Superior nu-
trition, sanitation, and medical services in the richer countries account for these
large discrepancies in basic welfare. Skilled health personnel assist in the delivery of
99 percent of births in industrialized countries but only 35 percent of births in the
least developed countries.

On another important dimension of human well-being, literacy and educa-
tion rates, high-GDP countries also have the advantage. Table 16.4 shows that in
the industrialized countries, the percentage of adults who can read and write is
virtually 100 percent, almost twice the percentage (54 percent) in the poorest de-
veloping countries. The percentage of children enrolled in primary, secondary,
and tertiary schools is 93 percent in industrialized countries, compared to 48 per-
cent in the least developed countries. Furthermore, enrollment rates do not
capture important differences in the quality of education available in rich and
poor countries, as measured by indicators such as the educational backgrounds
of teachers and student–teacher ratios. Once again, the average person in an
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TABLE 16.4

GDP and Basic Indicators of Well-Being

All developing Least developed Industrialized
Indicator countries countries countries

GDP per person 5,282 1,499 33,831

(U.S. dollars)

Life expectancy at 66.1 54.5 79.4

birth (years)

Infant mortality rate 57 97 5

(per 1,000 live births)

Under-5 mortality rate 83 153 6

(per 1,000 live births)

Births attended by skilled 60 35 99

health personnel (%)

Undernourished people (%) 17 35 Negligible

Combined gross enrollment 64.1 47.8 93.5

rate for primary, secondary,

and tertiary schools (%)

Adult literacy rate (%) 76.6 53.9 99

Total population in group 5,215.0 765.7 931.5

of countries (millions)

SOURCE: United Nations, Human Development Report 2007, available at http://hdr.undp.org/.
All data are for 2005, except births attended by skilled health personnel (1997–2005), under-
nourished people (average for 2002–2004), and adult literacy rate (1995–2005). Data for high-in-
come OECD countries is used for all data in the “Industrialized countries” column. GDP data
are adjusted to account for local differences in prices of basic commodities and services (i.e., they
are adjusted for purchasing power parity).

A child born in one of the least
developed countries has a 
16 percent chance of dying
before its fifth birthday.
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industrialized country seems to be better off than the average person in a poor
developing country.

Why do far fewer children complete high school in poor countries than in rich

countries?

One possible explanation is that people in poor countries place a lower priority on get-

ting an education than people in rich countries. But immigrants from poor countries of-

ten put a heavy emphasis on education—though it may be that people who emigrate from

poor countries are unrepresentative of the population as a whole.

An economic naturalist’s explanation for the lower schooling rates in poor countries

would rely not on cultural differences but on differences in opportunity costs. In poor so-

cieties, most of which are heavily agricultural, children are an important source of labor.

Beyond a certain age, sending children to school imposes a high opportunity cost on the

family. Children who are in school are not available to help with planting, harvesting, and

other tasks that must be done if the family is to survive. In addition, the cost of books and

school supplies imposes a major hardship on poor families. The Cost-Benefit Principle

thus implies that children will stay at home rather than go to school. In rich, nonagricul-

tural countries, school-age children have few work opportunities, and their potential

earnings are small relative to other sources of family income. The low opportunity cost

of sending children to school in rich countries is an important reason for the higher en-

rollment rates in those countries. •

In Chapter 19, we will discuss the costs and benefits of economic growth—
which in practice means growth in real GDP per person—in greater depth. In that
context we will return to the question of whether a growing real GDP is necessarily
equated with greater economic well-being.
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RECAP REAL GDP AND ECONOMIC WELL-BEING

Real GDP is at best an imperfect measure of economic well-being. Among the
factors affecting well-being omitted from real GDP are the availability of
leisure time, nonmarket services such as unpaid homemaking and volunteer
services, environmental quality and resource conservation, and quality-of-life
indicators such as a low crime rate. The GDP also does not reflect the degree
of economic inequality in a country. Because real GDP is not the same as eco-
nomic well-being, proposed policies should not be evaluated strictly in terms
of whether or not they increase the GDP.

Although GDP is not the same as economic well-being, it is positively as-
sociated with many things that people value, including a higher material stan-
dard of living, better health, longer life expectancies, and higher rates of
literacy and educational attainment. This relationship between real GDP and
economic well-being has led many people to emigrate from poor nations in
search of a better life and has motivated policymakers in developing countries
to try to increase their nations’ rates of economic growth.

■ S U M M A R Y ■

• The basic measure of an economy’s output is gross
domestic product (GDP), the market value of the fi-
nal goods and services produced in a country during
a given period. Expressing output in terms of mar-

ket values allows economists to aggregate the mil-
lions of goods and services produced in a modern
economy. LO1



448 CHAPTER 16 SPENDING, INCOME, AND GDP

• Only final goods and services (which include capital
goods) are counted in GDP, since they are the only
goods and services that directly benefit final users. In-
termediate goods and services, which are used up in
the production of final goods and services, are not
counted in GDP, nor are sales of existing assets. Sum-
ming the value added by each firm in the production
process is a useful method of determining the value of
final goods and services. LO1

• GDP also can be expressed as the sum of four types of
expenditure: consumption, investment, government
purchases, and net exports. These four types of
expenditure correspond to the spending of house-
holds, firms, the government, and the foreign sector,
respectively. LO2

• To compare levels of GDP over time, economists must
eliminate the effects of inflation. They do so by mea-
suring the market value of goods and services in terms
of the prices in a base year. GDP measured in this way
is called real GDP, while GDP measured in terms of

current-year prices is called nominal GDP. Real GDP
should always be used in making comparisons of eco-
nomic activity over time. LO3

• Real GDP per person is an imperfect measure of eco-
nomic well-being. With a few exceptions, notably
government purchases of goods and services (which
are included in GDP at their cost of production), GDP
includes only those goods and services sold in mar-
kets. It excludes important factors that affect people’s
well-being, such as the amount of leisure time avail-
able to them, the value of unpaid or volunteer ser-
vices, the quality of the environment, the quality of
life indicators such as the crime rate, and the degree
of economic inequality. LO4

• Real GDP is still a useful indicator of economic well-
being, however. Countries with a high real GDP per
person not only enjoy high average standards of liv-
ing; they also tend to have higher life expectancies,
low rates of infant and child mortality, and high rates
of school enrollment and literacy. LO4

■ K E Y  T E R M S ■

capital good (430)
consumption expenditure (434)
final goods or services (429)
government purchases (435)

gross domestic product 
(GDP) (426)

intermediate goods or services (429)
investment (434)

net exports (435)
nominal GDP (439)
real GDP (438)
value added (431)

■ R E V I E W  Q U E S T I O N S ■

1. Why do economists use market values when calcu-
lating GDP? What is the economic rationale for giv-
ing high-value items more weight in GDP than
low-value items? LO1

2. A large part of the agricultural sector in developing
countries is subsistence farming, in which much of
the food that is produced is consumed by the
farmer and the farmer’s family. Discuss the implica-
tions of this fact for the measurement of GDP in
poor countries. LO1

3. Give examples of each of the four types of aggre-
gate expenditure. Which of the four represents
the largest share of GDP in the United States?

Can an expenditure component be negative?
Explain. LO2

4. Al’s Shoeshine Stand shined 1,000 pairs of shoes
last year and 1,200 pairs this year. He charged $4
for a shine last year and $5 this year. If last year is
taken as the base year, find Al’s contribution to
both nominal GDP and real GDP in both years.
Which measure would be better to use if you were
trying to measure the change in Al’s productivity
over the past year? Why? LO3

5. Would you say that real GDP per person is a useful
measure of economic well-being? Defend your
answer. LO4

■ P R O B L E M S ■

1. George and John, stranded on an island, use clamshells for money. Last year
George caught 300 fish and 5 wild boars. John grew 200 bunches of bananas.
In the two-person economy that George and John set up, fish sell for 1



clamshell each, boars sell for 10 clamshells each, and bananas go for 5
clamshells a bunch. George paid John a total of 30 clamshells for helping him
to dig bait for fishing, and he also purchased five of John’s mature banana trees
for 30 clamshells each. What is the GDP of George’s and John’s island in terms
of clamshells? LO1

2. How would each of the following transactions affect the GDP of the United
States? LO1

a. The U.S. government pays $1 billion in salaries for government workers.
b. The U.S. government pays $1 billion to Social Security recipients.
c. The U.S. government pays a U.S. firm $1 billion for newly produced airplane

parts.
d. The U.S. government pays $1 billion in interest to holders of U.S. govern-

ment bonds.
e. The U.S. government pays $1 billion to Saudi Arabia for crude oil to add to

U.S. government-owned oil reserves.

3. Intelligence Incorporated produces 100 computer chips and sells them for $200
each to Bell Computers. Using the chips and other labor and materials, Bell pro-
duces 100 personal computers. Bell sells the computers, bundled with software
that Bell licenses from Macrosoft at $50 per computer, to PC Charlie’s for $800
each. PC Charlie’s sells the computers to the public for $1,000 each. Calculate the
total contribution to GDP using the value-added method. Do you get the same
answer by summing up the market values of final goods and services? LO1

4. MNLogs harvested logs (with no inputs from other companies) from their
property in northern Minnesota. They sold these logs to MNLumber for
$1,500 and MNLumber cut and planed the logs into lumber. MNLumber then
sold the lumber for $4,000 to MNFurniture. MNFurniture used the lumber to
produce 100 tables that they sold to customers for $70 each. LO1

a. Complete the table below to calculate the value added by each firm.
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b. Suppose that all of these transactions took place in 2007. By how much did
GDP increase because of these transactions?

c. Suppose that MNLogs harvested the logs in October 2007 and sold them to
MNLumber in December 2007. MNLumber then sold the finished lumber
to MNFurniture in April 2008 and MNFurniture sold all 100 tables during
the rest of 2008. By how much did GDP increase in 2007 and 2008 because
of these transactions?

5. For each of the following transactions, state the effect both on U.S. GDP and
on the four components of aggregate expenditure. LO2

a. Your mother buys a new car from a U.S. producer.
b. Your mother buys a new car imported from Sweden.
c. Your mother’s car rental business buys a new car from a U.S. producer.
d. Your mother’s car rental business buys a new car imported from Sweden.
e. The U.S. government buys a new, domestically produced car for the use of

your mother, who has been appointed the ambassador to Sweden.

6. Here are some data for an economy. Find its GDP. Explain your calcula-
tion. LO2

Company Revenues Cost of purchased inputs Value added

MNLogs

MNLumber

MNFurniture



7. The nation of Potchatoonie produces hockey pucks, cases of root beer, and
back rubs. Here are data on prices and quantities of the three goods in the years
2000 and 2007.
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Assume that 2000 is the base year. Find nominal GDP and real GDP for both
years. LO3

8. Data on U.S. GDP is available from the Bureau of Economic Analysis (www.bea.
gov). Download NIPA Table 1.1.6. (Real Gross Domestic Product, Chained
Dollars) and do the following: LO2

a. Make a table like Table 16.2 for the most recent year available.
b. Discuss how, if at all, the sizes of consumption, investment, government pur-

chases, and net exports relative to GDP have changed compared to the data
in Table 16.2.

c. Use the data you downloaded to make a graph of the shares of consumption,
investment, government purchases, and next exports in GDP (i.e., each cat-
egory’s percentage of GDP) for 1929 to the present. Discuss the main points
you see in this graph.

9. The government is considering a policy to reduce air pollution by restricting the
use of “dirty” fuels by factories. In deciding whether to implement the policy,
how, if at all, should the likely effects of the policy on real GDP be taken into
account? Discuss. LO4

10. We discussed how the opportunity cost of sending children to school affects the
level of school enrollment across countries. The United Nations Human Devel-
opment Report 2007 reports the following data for per capita income in 2005
(in the equivalent of U.S. dollars): LO4

Canada 33,375

Denmark 33,973

Greece 23,381

Lesotho 3,335

Ethiopia 1,055

Consumption expenditures $600

Exports 75

Government purchases of goods and services 200

Construction of new homes and apartments 100

Sales of existing homes and apartments 200

Imports 50

Beginning-of-year inventory stocks 100

End-of-year inventory stocks 125

Business fixed investment 100

Government payments to retirees 100

Household purchases of durable goods 150

Pucks Root beer Back rubs

Year Quantity Price Quantity Price Quantity Price

2000 100 $5 300 $20 100 $20

2007 125 $7 250 $20 110 $25



a. Which country would you expect to have the highest school enrollment rate?
The lowest rate?

b. Discuss what other factors besides GDP per capita a family might consider
when applying the cost-benefit principle to the decision of whether or not to
send a child to school.
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

16.1 In the text, GDP was calculated to be $64.00. If, in addition, Orchardia pro-
duces 5 oranges at $0.30 each, GDP is increased by $1.50 to $65.50. LO1

16.2 Plants owned by U.S. companies produced a total of 612,669 vehicles, or
1.6 times the 385,477 vehicles produced by foreign-owned plants. In market
value terms, with passenger cars valued at $25,000 and other light vehicles
at $30,000 plants owned by U.S. companies produced (247,269  
$25,000) (365,400 $30,000) $17.14 billion worth of vehicles. Foreign-
owned plants produced (270,130  $25,000)  (115,347  $30,000)  
$10.21 billion worth of vehicles. In market value terms, U.S.-owned plants
outproduced the foreign-owned plants by a ratio of 1.68 to 1. The U.S. pro-
ducers have a slight advantage when output is compared in market value
terms instead of in terms of number of vehicles because the U.S. companies
produce relatively more of the higher-value types of vehicles than the foreign
companies do. LO1

16.3 The value added of the wholesale distributor together with the ultimate pro-
ducers of the cards is $500. Amy’s value added—her revenue less her pay-
ments to other firms—is $200. Since the cards were produced and purchased
by Amy during the year 2008 (we assume), the $500 counts toward year 2008
GDP. The $200 in value added originating in Amy’s card shop counts in year
2009 GDP, since Amy actually sold the cards in that year. LO1

16.4 The sale of stock represents a transfer of ownership of part of the assets of
Benson Buggywhip, not the production of new goods or services. Hence, the
stock sale itself does not contribute to GDP. However, the broker’s commis-
sion of $100 (2 percent of the stock sale proceeds) represents payment for a
current service and is counted in GDP. LO1

16.5 As in the original example, the market value of domestic production is
1,000,000 autos times $15,000 per auto, or $15 billion.

Also as in the original example, consumption is $10.5 billion and govern-
ment purchases are $0.75 billion. However, because 25,000 of the autos that
are purchased are imported rather than domestic, the domestic producers
have unsold inventories at the end of the year of 50,000 (rather than 25,000
as in the original example). Thus, inventory investment is 50,000 autos times
$15,000, or $0.75 billion, and total investment (autos purchased by busi-
nesses plus inventory investment) is $3.75 billion. Since exports and imports
are equal (both are 25,000 autos), net exports (equal to exports minus im-
ports) are zero. Notice that since we subtract imports to get net exports, it is
unnecessary also to subtract imports from consumption. Consumption is de-
fined as total purchases by households, not just purchases of domestically pro-
duced goods.

Total expenditure is C  I  G  NX  $10.5 billion  $3.75 billion  
$0.75 billion  0  $15 billion, the same as the market value of produc-
tion. LO2

16.6 Real GDP in the year 2013 equals the quantities of pizzas and calzones pro-
duced in the year 2013, valued at the market prices that prevailed in the base



year 2009. So real GDP in 2013  (30 pizzas $10 pizza) (30 calzones 
$5 calzone) $450.

Real GDP in 2009 equals the quantities of pizzas and calzones produced in
2009, valued at 2009 prices, which is $175. Notice that since 2009 is the base
year, real GDP and nominal GDP are the same for that year.

The real GDP in the year 2013 is $450/$175, or about 2.6 times what it
was in 2009. Hence the expansion of real GDP lies between the threefold
increase in pizza production and the doubling in calzone production that
occurred between 2009 and 2013. LO3
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C H A P T E R

17
I n f l a t i o n  and t h e  

P r i c e  L e v e l
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Explain how the Consumer Price Index (CPI) is constructed and use it

to calculate the inflation rate.

2. Show how the CPI is used to adjust economic data to eliminate the

effects of inflation.

3. Discuss the two most important biases in the CPI.

4. Distinguish between inflation and relative price changes in order to find

the true costs of inflation.

5. Understand the connections among inflation, nominal interest rates, and

real interest rates.

n 1930 the great baseball player Babe Ruth earned a salary of $80,000.
When it was pointed out to him that he had earned more than Presi-
dent Hoover, Ruth replied, with some justification, “I had a better year

than he did.” In 2001 Barry Bonds broke the major league home run record by
hitting 73 home runs and earned $10.3 million. Which baseball player was bet-
ter off? Was Barry Bonds able to buy more goods and services in 2001 with his
$10.3 million or was Babe Ruth better off with his $80,000 in 1930? The answer
is not obvious because the price of just about everything increased dramatically
between 1930 and 2001, reflecting the inflation that occurred in the United
States over that time period. The question then is whether the salaries of baseball
stars “kept up” with the increases in prices.

Inflation can make a comparison of economic conditions at different points
in time quite difficult. Your grandparents remember being able to buy both a
comic book and a chocolate sundae for a quarter. Today the same two items
might cost $4 or $5. You might conclude from this fact that kids were much bet-
ter off in “the good old days,” but were they really? Without more information,

I
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we can’t tell, for though the prices of comic books and sundaes have gone up, so
have allowances. The real question is whether young people’s spending money has
increased as much as or more than the prices of the things they want to buy. If so,
then they are no worse off today than their grandparents were when they were
young and candy bars cost a nickel.

Inflation also creates uncertainty when we try to look into the future, to ask
questions such as, “How much should I plan to save for retirement?” The answer
to this question depends on how much inflation is likely to occur before one retires
(and thus how much heating oil, food, and clothing will cost). Inflation can pose
similar problems for policymakers. For example, to plan long-term government
spending programs, they must estimate how much the government’s purchases will
cost several years in the future.

An important benefit of studying macroeconomics is learning how to avoid the
confusion inflation interjects into comparisons of economic conditions over time or
projections for the future. In this chapter, we will see how both prices and inflation are
measured and how dollar amounts, such as the price of a comic book, can be “ad-
justed” to eliminate the effects of inflation. Quantities that are measured in dollars (or
other currency units) and then adjusted for inflation are called real quantities (recall,
for example, the concept of real GDP in the last chapter). By working with real quan-
tities, economists can compare the real incomes of Babe Ruth and Barry Bonds.

More important than the complications inflation creates for economic mea-
surement are the costs that it imposes on the economy. In this chapter we will see
why high inflation can significantly impair an economy’s performance, to the extent
that economic policymakers claim a low and stable rate of inflation as one of their
chief objectives. We will conclude the chapter by showing how inflation is linked to
another key economic variable, the rate of interest on financial assets.

THE CONSUMER PRICE INDEX: MEASURING 

THE PRICE LEVEL

The basic tool economists use to measure the price level and inflation in the U.S.
economy is the consumer price index, or CPI for short. The CPI is a measure of the
“cost of living” during a particular period. Specifically, the consumer price index
(CPI) for any period measures the cost in that period of a standard set, or basket, of
goods and services relative to the cost of the same basket of goods and services in a
fixed year, called the base year.

To illustrate how the CPI is constructed, suppose the government has desig-
nated 2000 as the base year. Assume for the sake of simplicity that in 2000 a typi-
cal American family’s monthly household budget consisted of spending on just three
items: rent on a two-bedroom apartment, hamburgers, and movie tickets. In reality,
of course, families purchase hundreds of different items each month, but the basic
principles of constructing the CPI are the same no matter how many items are in-
cluded. Suppose too that the family’s average monthly expenditures in 2000, the
base year, were as shown in Table 17.1.

TABLE 17.1

Monthly Household Budget of the Typical Family in 2000 (Base Year)

Item Cost (in 2000)

Rent, two-bedroom apartment $500

Hamburgers (60 at $2.00 each) 120

Movie tickets (10 at $6.00 each) 60

Total expenditure $680

consumer price index (CPI)

for any period, measures the

cost in that period of a standard

basket of goods and services 

relative to the cost of the same

basket of goods and services in a

fixed year, called the base year



Now let’s fast-forward to the year 2008. Over that period, the prices of various
goods and services are likely to have changed; some will have risen and some fallen.
Let’s suppose that by the year 2008 the rent that our family pays for their two-
bedroom apartment has risen to $630. Hamburgers now cost $2.50 each, and the
price of movie tickets has risen to $7.00 each. So, in general, prices have been rising.

By how much did the family’s cost of living increase between 2000 and 2008?
Table 17.2 shows that if the typical family wanted to consume the same basket of
goods and services in the year 2008 as they did in the year 2000, they would have to
spend $850 per month, or $170 more than the $680 per month they spent in 2000. In
other words, to live the same way in the year 2008 as they did in the year 2000, the
family would have to spend 25 percent more ($170/$680) each month. So, in this ex-
ample, the cost of living for the typical family rose 25 percent between 2000 and 2008.
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The Bureau of Labor Statistics (BLS) calculates the official consumer price in-
dex (CPI) using essentially the same method. The first step in deriving the CPI is to
pick a base year and determine the basket of goods and services that were con-
sumed by the typical family during that year. In practice, the government learns
how consumers allocate their spending through a detailed survey, called the Con-
sumer Expenditure Survey, in which randomly selected families record every pur-
chase they make and the price they paid over a given month. (Quite a task!) Let’s
call the basket of goods and services that results the base-year basket. Then, each
month BLS employees visit thousands of stores and conduct numerous interviews
to determine the current prices of the goods and services in the base-year basket.1

The CPI in any given year is computed using this formula:

Returning to the example of the typical family that consumes three goods, we can
calculate the CPI in the year 2008 as

In other words, in this example, the cost of living in the year 2008 is 25 percent
higher than it was in 2000, the base year. Notice that the base-year CPI is always
equal to 1.00, since in that year the numerator and the denominator of the CPI
formula are the same. The CPI for a given period (such as a month or year) mea-
sures the cost of living in that period relative to what it was in the base year.

The BLS multiplies the CPI by 100 to get rid of the decimal point. If we were to
do that here, the year 2008 CPI would be expressed as 125 rather than 1.25, and
the base-year CPI would be expressed as 100 rather than 1.00. However, many
calculations are simplified if the CPI is stated in decimal form, so we will not adopt
the convention of multiplying it by 100.

CPI in year 2008  
$850

$680
 1.25.

CPI  
Cost of base-year basket of goods and services in current year

Cost of base-year basket of goods and services in base year
.

TABLE 17.2

Cost of Reproducing the 2000 (Base-Year) Basket of Goods and

Services in Year 2008

Item Cost (in 2008) Cost (in 2000)

Rent, two-bedroom apartment $630 $500

Hamburgers (60 at $2.50 each) 150 120

Movie tickets (10 at $7.00 each) 70 60

Total expenditure $850 $680

1More details on how the BLS constructs the CPI are available at www.bls.gov/cpi/cpifaq.htm.



Measuring the typical family’s cost of living

Suppose that in addition to the three goods and services the typical family con-
sumed in 2000 they also bought four sweaters at $30 each. In the year 2008 the
same sweaters cost $50 each. The prices of the other goods and services in 2000
and 2008 were the same as in Table 17.2. With this additional item, what was the
change in the family’s cost of living between 2000 and 2008?

In the example in the text, the cost of the base-year (2000) basket was $680.
Adding four sweaters at $30 each raises the cost of the base-year basket to $800.
What does this same basket (including the four sweaters) cost in 2008? The cost of
the apartment, the hamburgers, and the movie tickets is $850, as before. Adding the
cost of the four sweaters at $50 each raises the total cost of the basket to $1,050.
The CPI equals the cost of the basket in 2008 divided by the cost of the basket in
2000 (the base year), or $1,050 $800 1.31. We conclude that the family’s cost of
living rose 31 percent between 2000 and 2008. ◆

EXERCISE 17.1

Returning to the three-good example in Tables 17.1 and 17.2, find the year

2008 CPI if the rent on the apartment falls from $500 in 2000 to $400 in

2008. The prices for hamburgers and movie tickets in the two years remain

the same as in the two tables.

The CPI is not itself the price of a specific good or service. Indeed, it has no
units of measurement at all since the dollars in the numerator of the fraction cancel
with the dollars in the denominator. Rather, the CPI is an index. The value of an
index in a particular year has meaning only in comparison with the value of that
index in another year. Thus, a price index measures the average price of a class of
goods or services relative to the price of those same goods or services in a base year.
The CPI is an especially well-known price index, one of many economists use to as-
sess economic trends. For example, because manufacturers tend to pass on increases
in the prices of raw materials to their customers, economists use indexes of raw ma-
terials’ prices to try to forecast changes in the prices of manufactured goods. Other
indexes are used to study the rate of price change in energy, food, health care, and
other major sectors.

EXERCISE 17.2

The consumer price index captures the cost of living for the “typical” or

average family. Suppose you were to construct a personal price index to

measure changes in your own cost of living over time. In general, how

would you go about constructing such an index? Why might changes in

your personal price index differ from changes in the CPI?

INFLATION

The CPI provides a measure of the average level of prices relative to prices in the
base year. Inflation, in contrast, is a measure of how fast the average price level is
changing over time. The rate of inflation is defined as the annual percentage rate of
change in the price level, as measured, for example, by the CPI. Suppose, for example,
that the CPI has a value of 1.25 in the year 2008 and a value of 1.30 in the year
2009. The rate of inflation between 2008 and 2009 is the percentage increase in the
price level, or the increase in the price level (0.05) divided by the initial price level
(1.25), which is equal to 4 percent.

Calculating inflation rates: 2003–2007

CPI values for the years 2003 through 2007 are shown below.
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price index a measure of the

average price of a given class of

goods or services relative to the

price of the same goods and 
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rate of inflation the annual 
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example, by the CPI
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The inflation rate between 2003 and 2004 is the percentage increase in the
price level between those years, or (1.889 1.840) 1.840 0.049 1.840 0.027 
2.7 percent. Do the calculations on your own to confirm that inflation during each
of the next three years was 3.4, 3.2, and 2.8 percent. ◆

EXERCISE 17.3

Below are CPI values for the years 1929 through 1933. Find the rates of

inflation between 1929 and 1930, 1930 and 1931, 1931 and 1932, and 1932

and 1933.

deflation a situation in which

the prices of most goods and

services are falling over time so

that inflation is negative

How did inflation rates in the 1930s differ from those since 2003?

The results of the calculations for Exercise 17.3 include some examples of neg-
ative inflation rates. A situation in which the prices of most goods and services are
falling over time so that inflation is negative is called deflation. The early 1930s was
the last time the United States experienced significant deflation. Japan experienced
relatively mild deflation during the past decade.

Figure 17.1 puts the previous examples in context by showing the inflation rate
in the United States for 1900 to 2007.
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FIGURE 17.1

The U.S. Inflation Rate,

1900–2007.

The U.S. Inflation rate has

fluctuated over time. Inflation

was high in the 1970s but has

been quite low recently.

SOURCE: 1900–1959: www.measuringworth.com; 1960–2007: Economic Report of the
President, February 2008, Table B-60 (http://www.gpoaccess.gov/eop/).

Year CPI

2003 1.840

2004 1.889

2005 1.953

2006 2.016

2007 2.073

Year CPI

1929 0.171

1930 0.167

1931 0.152

1932 0.137

1933 0.130



ADJUSTING FOR INFLATION

The CPI is an extremely useful tool. Not only does it allow us to measure changes
in the cost of living; it also can be used to adjust economic data to eliminate the ef-
fects of inflation. In this section we will see how the CPI can be used to convert
quantities measured at current dollar values into real terms, a process called deflat-
ing. We also will see that the CPI can be used to convert real quantities into current-
dollar terms, a procedure called indexing. Both procedures are useful not only to
economists but to anyone who needs to adjust payments, accounting measures, or
other economic quantities for the effects of inflation.

DEFLATING A NOMINAL QUANTITY

An important use of the CPI is to adjust nominal quantities—quantities measured
at their current dollar values—for the effects of inflation. To illustrate, suppose we
know that the typical family in a certain metropolitan area had a total income of
$20,000 in 2000 and $22,000 in the year 2008. Was this family economically bet-
ter off in the year 2008 than in 2000?

Without any more information than this, we might be tempted to say yes. Af-
ter all, their income rose by 10 percent over the eight-year period. But prices also
might have been rising, as fast or faster than the family’s income. Suppose the prices
of the goods and services the family consumes rose 25 percent over the same period.
Since the family’s income rose only 10 percent, we would have to conclude that the
family is worse off, in terms of the goods and services they can afford to buy,
despite the increase in their nominal, or current-dollar, income.

We can make a more precise comparison of the family’s purchasing power in
2000 and 2008 by calculating their incomes in those years in real terms. In general,
a real quantity is one that is measured in physical terms—for example, in terms of
quantities of goods and services. To convert a nominal quantity into a real quantity,
we must divide the nominal quantity by a price index for the period, as shown in
Table 17.3. The calculations in the table show that in real or purchasing power
terms, the family’s income actually decreased by $2,400, or 12 percent of their ini-
tial real income of $20,000, between 2000 and 2008.
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nominal quantity a quantity

that is measured in terms of its

current dollar value

real quantity a quantity that is

measured in physical terms—for

example, in terms of quantities

of goods and services

TABLE 17.3

Comparing the Real Values of a Family’s Income in 2000 and 2008

Nominal family Real family income  
Year income CPI Nominal family income CPI

2000 $20,000 1.00 $20,000 1.00  $20,000

2008 $22,000 1.25 $22,000 1.25  $17,600

The problem for this family is that though their income has been rising in nominal
(dollar) terms, it has not kept up with inflation. Dividing a nominal quantity by a
price index to express the quantity in real terms is called deflating the nominal
quantity. (Be careful not to confuse the idea of deflating a nominal quantity with
deflation, or negative inflation. The two concepts are different.)

Dividing a nominal quantity by the current value of a price index to measure it
in real or purchasing power terms is a very useful tool. It can be used to eliminate
the effects of inflation from comparisons of any nominal quantity—workers’ wages,
health care expenditures, the components of the federal budget—over time. Why
does this method work? In general, if you know both how many dollars you have
spent on a given item and the item’s price, you can figure out how many of the item

deflating (a nominal quantity)

the process of dividing a nominal

quantity by a price index (such

as the CPI) to express the 

quantity in real terms



you bought (by dividing your expenditures by the price). For example, if you spent
$100 on hamburgers last month and hamburgers cost $2.50 each, you can deter-
mine that you purchased 40 hamburgers. Similarly, if you divide a family’s dollar
income or expenditures by a price index, which is a measure of the average price of
the goods and services they buy, you will obtain a measure of the real quantity of
goods and services they purchased. Such real quantities are sometimes referred to as
inflation-adjusted quantities.

Babe Ruth vs. Barry Bonds: who earned more?

Let’s return to the question posed at the beginning of this chapter. When Barry
Bonds earned $10.3 million in 2001, was he better or worse off than Babe Ruth
was in 1930 earning $80,000?

To answer this question, we need to convert both men’s earnings into real
terms. The CPI (using the average of 1982–1984 as the base year since an extensive
survey of consumer purchases was made in this period) was 0.167 in 1930 and 1.78
in 2001. Dividing Babe Ruth’s salary by 0.167, we obtain approximately $479,000,
which is Ruth’s salary “in 1982–1984 dollars.” In other words someone would
need $479,000 in the 1982–1984 period to buy the same amount of goods and ser-
vices as Babe Ruth could in 1930 with his $80,000 salary. Dividing Barry Bonds’
2001 salary by the 2001 CPI, 1.78, yields a salary of $5.79 million in 1982–1984
dollars. Thus, someone would need $5.79 million in the 1982–1984 period to buy
the same amount of goods and services as Barry Bonds could in 2001 with his
$10.3 million salary. We can now compare the real earnings of the two power hit-
ters in 1982–1984 dollars: $479,000 and $5.79 million. Although adjusting for in-
flation brings the two figures closer together (since part of Bonds’ higher salary
compensates for the increase in prices between 1930 and 2001), in real terms Bonds
still earned more than 12 times Ruth’s salary. Incidentally, Bonds also earned about
25 times what President Bush earned in 2001. ◆

Clearly, in comparing wages or earnings at two different points in time, we
must adjust for changes in the price level. Doing so yields the real wage—the wage
measured in terms of real purchasing power. The real wage for any given period is
calculated by dividing the nominal (dollar) wage by the CPI for that period.

EXERCISE 17.4

In 2007 Alex Rodriguez of the New York Yankees earned $22.7 million. In

that year the CPI was 2.07. How did Rodriguez’s 2007 real earnings com-

pare to Bond’s 2001 real earnings?

Real wages of U.S. production workers

Production workers are nonsupervisory workers, such as those who work on fac-
tory assembly lines. The average U.S. production worker earned $3.40 per hour in
1970 and $17.41 per hour in 2007.2 Compare the real wages for this group of
workers in these years.

To find the real wage in 1970 and 2004, we need to know that the CPI was
0.388 in 1970 and 2.073 in 2007 (again using the 1982–1984 average as the base
period). Dividing $3.40 by 0.388, we find that the real wage in 1970 was $8.76.
Dividing $17.41 by 2.073, we find that the real wage in 2007 was only $8.40. In
real or purchasing power terms, production workers’ wages actually fell between
1970 and 2007, despite the fact that the nominal or dollar wage almost quintupled.
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real wage the wage paid to

workers measured in terms of

purchasing power; the real wage

for any given period is calculated

by dividing the nominal (dollar)

wage by the CPI for that period

2Economic Report of the President, February 2008, Table B-47, www.gpoaccess.gov/eop/2008/B47.xls.



Figure 17.2 shows nominal wages and real wages for U.S. production workers
for the period 1960–2007. Notice the dramatic difference between the two trends.
Looking only at nominal wages, one might conclude that production-line workers
were much better paid in 2007 than in 1960. But once wages are adjusted for in-
flation, we see that, in terms of buying power, production-line workers’ wages have
stagnated since the early 1970s. This example illustrates the crucial importance of
adjusting for inflation when comparing dollar values over time.
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FIGURE 17.2

Nominal and Real Wages

for Production Workers,

1960–2007.

Though nominal wages of

production workers have

risen dramatically since 1960,

real wages have stagnated.

SOURCE: Economic Report of the President, February 2008, Table B-47 (http://www.gpoaccess.
gov/eop/).

EXERCISE 17.5

In 1950 the minimum wage prescribed by federal law was $0.75 per hour.

In 2007 it was $5.85 per hour. How does the real minimum wage in 2007

compare to that of 1950? The CPI was 0.241 in 1950 and 2.073 in 2007.

INDEXING TO MAINTAIN BUYING POWER

The consumer price index also can be used to convert real quantities to nominal
quantities. Suppose, for example, that in the year 2000 the government paid certain
Social Security recipients $1,000 per month in benefits. Let’s assume that Congress
would like the buying power of these benefits to remain constant over time so that
the recipients’ standard of living is unaffected by inflation. To achieve that goal, at
what level should Congress set the monthly Social Security benefit in the year 2008?

The nominal, or dollar, benefit Congress should pay in the year 2008 to maintain
the purchasing power of retired people depends on how much inflation has taken
place between 2000 and 2008. Suppose that the CPI has risen 20 percent between
2000 and 2008. That is, on average the prices of the goods and services consumers
buy have risen 20 percent over that period. For Social Security recipients to “keep
up” with inflation, their benefit in the year 2008 must be $1,000  .20($1,000) 
$1,200 per month, or 20 percent more than it was in 2000. In general, to keep
purchasing power constant, the dollar benefit must be increased each year by the
percentage increase in the CPI.

The practice of increasing a nominal quantity according to changes in a price
index to prevent inflation from eroding purchasing power is called indexing. In the
case of Social Security, federal law provides for the automatic indexing of benefits.
Each year, without any action by Congress, benefits increase by an amount equal to
the percentage increase in the CPI. Some labor contracts are indexed as well so that
wages are adjusted fully or partially for changes in inflation.

indexing the practice of 

increasing a nominal quantity

each period by an amount equal

to the percentage increase in a

specified price index. Indexing

prevents the purchasing power

of the nominal quantity from 

being eroded by inflation



An indexed labor contract

A labor contract provides for a first-year wage of $12.00 per hour and specifies that
the real wage will rise by 2 percent in the second year of the contract and by an-
other 2 percent in the third year. The CPI is 1.00 in the first year, 1.05 in the second
year, and 1.10 in the third year. What are the dollar wages that must be paid in the
second and third years of the contract?

Because the CPI is 1.00 in the first year, both the nominal wage and the real
wage are $12.00. Let W

2
stand for the nominal wage in the second year. Deflating

by the CPI in the second year, we can express the real wage in the second year as
W

2
 1.05. The contract says that the second-year real wage must be 2 percent higher

than the real wage in the first year, so W
2
 1.05 $12.00 1.02 $12.24. Multiply-

ing through by 1.05 to solve for W
2
, we get W

2
 $12.85, the nominal wage required

by the contract in the second year. In the third year the nominal wage W
3

must satisfy
the equation W

3
 1.10 $12.24 1.02 $12.48. (Why?) Solving this equation for

W
3

yields $13.73 as the nominal wage that must be paid in the third year. ◆

EXERCISE 17.6

The minimum wage is not indexed to inflation, but suppose it had been

starting in 1950. What would the nominal minimum wage have been in

2007? See Exercise 17.5 for the data necessary to answer this question.

Because the minimum wage is not indexed to inflation, its purchasing power
falls as prices rise. Congress must therefore raise the nominal minimum wage period-
ically to keep the real value of the minimum wage from eroding. Ironically, despite
the public’s impression that Congress has raised the nominal minimum wage steeply
over the years, the real minimum wage has fallen about one-third since 1970.

Why doesn’t Congress index the minimum wage to the CPI and eliminate the
need to reconsider it so often? Evidently, some members of Congress prefer to hold
a highly publicized debate on the issue every few years—perhaps because it mobi-
lizes both advocates and opponents of the minimum wage to make campaign do-
nations to those members who represent their views.

DOES THE CPI MEASURE “TRUE” INFLATION? 461

RECAP METHODS TO ADJUST FOR INFLATION

Deflating. To correct a nominal quantity, such as a family’s dollar income, for
changes in the price level, divide it by a price index such as the CPI. This
process, called deflating the nominal quantity, expresses the nominal quantity
in terms of real purchasing power. If nominal quantities from two different
years are deflated by a price index with the same base year, the purchasing
power of the two deflated quantities can be compared.

Indexing. To ensure that a nominal payment, such as a Social Security ben-
efit, represents a constant level of real purchasing power, increase the nominal
quantity each year by a percentage equal to the rate of inflation for that year
(a procedure known as indexing).

DOES THE CPI MEASURE “TRUE” INFLATION?

You may have concluded that measuring inflation is straightforward, but as with
GDP the issue is not free from controversy. Because the CPI is one of the most im-
portant U.S. economic statistics, the issue is far from academic. Policymakers pay
close attention to the latest inflation numbers when deciding what actions to



take. Furthermore, because of the widespread use of indexing, changes in the CPI
directly impact the government’s budget. For example, if the CPI rises by 3 per-
cent during a given year, by law Social Security benefits—which are a significant
part of the federal budget—increase automatically by 3 percent. Many other gov-
ernment payments and private contracts, such as union labor contracts, are in-
dexed to the CPI as well.

When a 1996 report concluded that changes in the CPI are a poor measure of
“true” inflation, therefore, a major controversy ensued. The report, prepared by a
commission headed by Michael Boskin, formerly the chief economic adviser to
President George H. W. Bush, concluded that the official CPI inflation rate over-
states the true inflation rate by as much as one to two percentage points a year. In
other words, if the official CPI inflation rate is reported to be 3 percent, the “true”
inflation rate might be 2 percent, or even 1 percent.

If this assessment is in fact correct, the indexing of Social Security and other
government benefits to the CPI could be costing the federal government billions of
dollars more than necessary every year. In addition, an overstated rate of inflation
would lead to an underestimation of the true improvement in living standards over
time. If the typical family’s nominal income increases by 3 percent per year, and
inflation is reported to be 3 percent per year, economists would conclude that
American families are experiencing no increase in their real income. But if the
“true” inflation rate is really 2 percent per year, then the family’s real income is
actually rising by 1 percent per year (the 3 percent increase in nominal income minus
2 percent inflation).

The Boskin Commission gave a number of reasons why the official inflation
rate, based on the CPI, may overestimate the true rate of inflation. Two are partic-
ularly important. First, in practice, government statisticians cannot always adjust
adequately for changes in the quality of goods and services. Suppose a new personal
computer has 20 percent more memory, computational speed, and data storage ca-
pacity than last year’s model. Suppose too for the sake of illustration that its price
is 20 percent higher. Has there been inflation in computer prices? Economists would
say no; although consumers are paying 20 percent more for a computer, they are
getting a 20 percent better machine. The situation is really no different from paying
20 percent more for a pizza that is 20 percent bigger. However, because quality
change is difficult to measure precisely and because they have many thousands of
goods and services to consider, government statisticians often miss or understate
changes in quality. In general, whenever statisticians fail to adjust adequately for
improvements in the quality of goods or services, they will tend to overstate infla-
tion. This type of overstatement is called quality adjustment bias.3

An extreme example of quality adjustment bias can occur whenever a totally
new good becomes available. For instance, the introduction of the first effective
AIDS drugs significantly increased the quality of medical care received by AIDS pa-
tients. In practice, however, quality improvements that arise from totally new prod-
ucts are likely to be poorly captured by the CPI, if at all. The problem is that since
the new good was not produced in the base year, there is no base-year price with
which to compare the current price of the good. Government statisticians use vari-
ous approaches to correct for this problem, such as comparing the cost of the new
drug to the cost of the next-best therapies. But such methods are necessarily impre-
cise and open to criticism.

The second problem emphasized by the Boskin Commission arises from the
fact that the CPI is calculated for a fixed basket of goods and services. This proce-
dure does not allow for the possibility that consumers can switch from products
whose prices are rising to those whose prices are stable or falling. Ignoring the fact
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3There are many hard-working employees at the Bureau of Labor Statistics trying to measure quality
changes. Some improvements, such as increases in computer speeds and memory, are relatively easy to
measure. But many others are much harder to quantify.

EN 17



that consumers can switch from more expensive to less expensive goods leads sta-
tisticians to overestimate the true increase in the cost of living.

Suppose, for instance, that people like coffee and tea equally well and in the
base year consumed equal amounts of each. But then a frost hits a major coffee-
producing nation, causing the price of coffee to double. The increase in coffee prices
encourages consumers to forgo coffee and drink tea instead—a switch that doesn’t
make them worse off, since they like coffee and tea equally well. However, the CPI,
which measures the cost of buying the base-year basket of goods and services, will
rise significantly when the price of coffee doubles. This rise in the CPI, which ig-
nores the fact that people can substitute tea for coffee without being made worse
off, exaggerates the true increase in the cost of living. This type of overstatement of
inflation is called substitution bias.

Substitution bias

Suppose the CPI basket for 2000, the base year, is as follows:
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Assume that consumers are equally happy to drink coffee or tea with their scones.
In 2000, coffee and tea cost the same, and the average person drinks equal amounts
of coffee and tea.

In the year 2008, coffee has doubled in price to $2 per cup. Tea remains at $1
per cup, and scones are $1.50 each. What has happened to the cost of living as mea-
sured by the CPI? How does this result compare to the true cost of living?

To calculate the value of the CPI for the year 2008, we must first find the cost
of consuming the 2000 basket of goods in that year. At year 2008 prices, 50 cups
each of coffee and tea and 100 scones cost (50 $2) (50 $1) (100 $1.50) 
$300. Since consuming the same basket of goods cost $200 in 2000, the base year,
the CPI in 2008 is $300/$200, or 1.50. This calculation leads us to conclude that
the cost of living has increased 50 percent between 2000 and 2008.

However, we have overlooked the possibility that consumers can substitute a
cheaper good (tea) for the more expensive one (coffee). Indeed, since consumers like
coffee and tea equally well, when the price of coffee doubles they will shift entirely
to tea. Their new consumption basket—100 cups of tea and 100 scones—is just
as enjoyable to them as their original basket. If we allow for the substitution of
less expensive goods, how much has the cost of living really increased? The cost of
100 cups of tea and 100 scones in the year 2008 is only $250, not $300. From the
consumer’s point of view, the true cost of living has risen by only $50, or 25 per-
cent. The 50 percent increase in the CPI therefore overstates the increase in the cost
of living as the result of substitution bias. ◆

The Boskin Commission’s findings have been controversial. While quality
adjustment bias and substitution bias undoubtedly distort the measurement of in-
flation, estimating precisely how much of an overstatement they create is difficult.
(If economists knew exactly how big these biases were, they could simply correct
the data.) But the Bureau of Labor Statistics has recently made significant efforts to
improve the quality of its data as a result of the Commission’s report.

Item Expenditure

Coffee (50 cups at $1/cup) $ 50.00

Tea (50 cups at $1/cup) 50.00

Scones (100 at $1 each) 100.00

Total $200.00



THE COSTS OF INFLATION: NOT WHAT 

YOU THINK

In the late 1970s, when inflation was considerably higher than it is now, the public
told poll takers that they viewed it as “public enemy number one”—that is, as the
nation’s most serious problem. Although U.S. inflation rates have not been very
high in recent years, today many Americans remain concerned about inflation or
the threat of inflation. Why do people worry so much about inflation? Detailed
opinion surveys often find that many people are confused about the meaning of in-
flation and its economic effects. When people complain about inflation, they are of-
ten concerned primarily about relative price changes. Before describing the true
economic costs of inflation, which are real and serious, let’s examine this confusion
people experience about inflation and its costs.

We need first to distinguish between the price level and the relative price of a
good or service. The price level is a measure of the overall level of prices at a par-
ticular point in time as measured by a price index such as the CPI. Recall that the
inflation rate is the percentage change in the price level from year to year. In
contrast, a relative price is the price of a specific good or service in comparison
to the prices of other goods and services. For example, if the price of oil were to rise
by 10 percent while the prices of other goods and services were rising on average by
3 percent, the relative price of oil would increase. But if oil prices rise by 3 percent
while other prices rise by 10 percent, the relative price of oil would decrease. That
is, oil would become cheaper relative to other goods and services, even though it
has not become cheaper in absolute terms.

Public opinion surveys suggest that many people are confused about the dis-
tinction between inflation, which is an increase in the overall price level, and an in-
crease in a specific relative price. Suppose that supply disruptions in the Middle East
were to double the price of gas at the pump, leaving other prices unaffected. Ap-
palled by the increase in gasoline prices, people might demand that the government
do something about “this inflation.” But while the increase in gas prices hurts con-
sumers, is it an example of inflation? Gasoline is only one item in a consumer’s bud-
get, one of the thousands of goods and services that people buy every day. Thus, the
increase in the price of gasoline might affect the overall price level, and hence the in-
flation rate, only slightly. In this example, inflation is not the real problem. What
upsets consumers is the change in the relative price of oil, particularly compared to the
price of labor (wages). By increasing the cost of using a car, the increase in the rela-
tive price of oil reduces the income people have left over to spend on other things.

Again, changes in relative prices do not necessarily imply a significant amount
of inflation. For example, increases in the prices of some goods could well be coun-
terbalanced by decreases in the prices of other goods, in which case the price level
and the inflation rate would be largely unaffected. Conversely, inflation can be high
without affecting relative prices. Imagine, for instance, that all prices in the econ-
omy, including wages and salaries, go up exactly 10 percent each year. The inflation
rate is 10 percent, but relative prices are not changing. Indeed, because wages (the
price of labor) are increasing by 10 percent per year, people’s ability to buy goods
and services is unaffected by the inflation.

These examples show that changes in the price level and changes in the relative
prices of specific goods are two quite different issues. The public’s tendency to
confuse the two is important because the remedies for the two problems are differ-
ent. To counteract changes in relative prices, the government would need to imple-
ment policies that affect the supply and demand for specific goods. In the case of an
increase in oil prices, for example, the government could try to encourage the de-
velopment of alternative sources of energy. To counteract inflation, however, the
government must resort (as we will see) to changes in macroeconomic policies such
as monetary or fiscal policies. If, in confusion, the public forces the government to
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adopt anti-inflationary policies when the real problem is a relative price change, the
economy could actually be hurt by the effort. This is an important example of why
economic literacy is important, to both policymakers and the general public.

The price level, relative prices, and inflation

Suppose the value of the CPI is 1.20 in the year 2006, 1.32 in 2007, and 1.40 in
2008. Assume also that the price of oil increases 8 percent between 2006 and 2007
and another 8 percent between 2007 and 2008. What is happening to the price
level, the inflation rate, and the relative price of oil?

The price level can be measured by the CPI. Since the CPI is higher in 2007
than in 2006 and higher still in 2008 than in 2007, the price level is rising through-
out the period. Since the CPI increases by 10 percent between 2006 and 2007, the
inflation rate between those years is 10 percent. However, the CPI increases only
about 6 percent between 2007 and 2008 (1.40 1.32  1.06), so the inflation rate
decreases to about 6 percent between those years. The decline in the inflation rate
implies that although the price level is still rising, it is doing so at a slower pace than
the year before.

The price of oil rises 8 percent between 2006 and 2007. But because the gen-
eral inflation over that period is 10 percent, the relative price of oil—that is, its
price relative to all other goods and services—falls by about 2 percent (8%  

10%  2%). Between 2007 and 2008 the price of oil rises by another 8 percent,
while the general inflation rate is about 6 percent. Hence the relative price of oil
rises between 2007 and 2008 by about 2 percent (8% 6%). ◆

EXERCISE 17.7

In April 1991, unleaded regular gasoline cost $1.08 per gallon and the CPI

was 1.35. In April 2008, unleaded regular gas cost $3.46 per gallon and the

CPI was 2.15. Did the price of gasoline relative to the other items in the

CPI rise or fall between these two years?

EXERCISE 17.8

In 1980, when the CPI was 0.824, the average cost of attending a private

university was $5,013, including tuition, room, board, and fees. In 2006,

when the CPI was 2.016, the average cost was $27,317. By how much did

the average cost rise relative to other items in the CPI?

THE TRUE COSTS OF INFLATION

Having dispelled the common confusion between inflation and relative price
changes, we are now free to address the true economic costs of inflation. There are
a variety of such costs, each of which tends to reduce the efficiency of the economy.
Five of the most important are discussed here.

“NOISE” IN THE PRICE SYSTEM

In Chapter 3 we described the remarkable economic coordination that is necessary to
provide the right amount and the right kinds of food to New Yorkers every day. This
feat is not orchestrated by some Food Distribution Ministry staffed by bureaucrats.
It is done much better than a Ministry ever could by the workings of free markets,
operating without central guidance.
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How do free markets transmit the enormous amounts of information necessary
to accomplish complex tasks like the provisioning of New York City? The answer,
as we saw in Chapter 3, is through the price system. When the owners of French
restaurants in Manhattan cannot find sufficient quantities of chanterelles, a partic-
ularly rare and desirable mushroom, they bid up its market price. Specialty food
suppliers notice the higher price for chanterelles and realize that they can make a
profit by supplying more chanterelles to the market. At the same time, price-
conscious diners will shift to cheaper, more available mushrooms. The market for
chanterelles will reach equilibrium only when there are no more unexploited op-
portunities for profit, and both suppliers and demanders are satisfied at the market
price (the Equilibrium Principle). Multiply this example a million times, and you
will gain a sense of how the price system achieves a truly remarkable degree of eco-
nomic coordination.

When inflation is high, however, the subtle signals that are transmitted through
the price system become more difficult to interpret, much in the way that static, or
“noise,” makes a radio message harder to interpret. In an economy with little or no
inflation, the supplier of specialty foodstuffs will immediately recognize the increase
in chanterelle prices as a signal to bring more to market. If inflation is high, how-
ever, the supplier must ask whether a price increase represents a true increase in the
demand for chanterelles or is just a result of the general inflation, which causes all
food prices to rise. If the price rise reflects only inflation, the price of chanterelles
relative to other goods and services has not really changed. The supplier therefore
should not change the quantity of mushrooms he brings to market.

In an inflationary environment, to discern whether the increase in chanterelle
prices is a true signal of increased demand, the supplier needs to know not only the
price of chanterelles but also what is happening to the prices of other goods and ser-
vices. Since this information takes time and effort to collect, the supplier’s response
to the change in chanterelle prices is likely to be slower and more tentative.

In summary, price changes are the market’s way of communicating information
to suppliers and demanders. An increase in the price of a good or service, for ex-
ample, tells demanders to economize on their use of the good or service and suppli-
ers to bring more of it to market. But in the presence of inflation, prices are affected
not only by changes in the supply and demand for a product but by changes in the
general price level. Inflation creates static, or “noise,” in the price system, obscur-
ing the information transmitted by prices and reducing the efficiency of the market
system. This reduction in efficiency imposes real economic costs.

DISTORTIONS OF THE TAX SYSTEM

Just as some government expenditures, such as Social Security benefits, are indexed
to inflation, many taxes are also indexed. In the United States, people with higher
incomes pay a higher percentage of their income in taxes. Without indexing, an in-
flation that raises people’s nominal incomes would force them to pay an increasing
percentage of their income in taxes, even though their real incomes may not have
increased. To avoid this phenomenon, which is known as bracket creep, Congress
has indexed income tax brackets to the CPI. The effect of this indexation is that a
family whose nominal income is rising at the same rate as inflation does not have to
pay a higher percentage of income in taxes.

Although indexing has solved the problem of bracket creep, many provisions of
the tax code have not been indexed, either because of lack of political support or
because of the complexity of the task. As a result, inflation can produce unintended
changes in the taxes people pay, which in turn may cause them to change their be-
havior in economically undesirable ways.

To illustrate, an important provision in the business tax code for which infla-
tion poses problems is the capital depreciation allowance, which works as follows.
Suppose a firm buys a machine for $1,000, expecting it to last for 10 years. Under
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U.S. tax law, the firm can take one-tenth of the purchase price, or $100, as a de-
duction from its taxable profits in each of the 10 years. By deducting a fraction of
the purchase price from its taxable profits, the firm reduces its taxes. The exact
amount of the yearly tax reduction is the tax rate on corporate profits times $100.

The idea behind this provision of the tax code is that the wearing out of the ma-
chine is a cost of doing business that should be deducted from the firm’s profit. Also,
in giving firms a tax break for investing in new machinery, Congress intended to en-
courage firms to modernize their plants. Yet capital depreciation allowances are not
indexed to inflation. Suppose that, at a time when the inflation rate is high, a firm is
considering purchasing a $1,000 machine. The managers know that the purchase
will allow them to deduct $100 per year from taxable profits for the next 10 years.
But that $100 is a fixed amount that is not indexed to inflation. Looking forward,
managers will recognize that 5, 6, or 10 years into the future, the real value of the
$100 tax deduction will be much lower than at present because of inflation. They will
have less incentive to buy the machine and may decide not to make the investment at
all. Indeed, many studies have found that a high rate of inflation can significantly
reduce the rate at which firms invest in new factories and equipment.

Because the complex U.S. tax code contains hundreds of provisions and tax
rates that are not indexed, inflation can seriously distort the incentives provided by
the tax system for people to work, save, and invest. The resulting adverse effects on
economic efficiency and economic growth represent a real cost of inflation.

“SHOE-LEATHER” COSTS

As all shoppers know, cash is convenient. Unlike checks, which are not accepted
everywhere, and credit cards, for which a minimum purchase is often required, cash
can be used in almost any routine transaction. Businesses, too, find cash convenient
to hold. Having plenty of cash on hand facilitates transactions with customers and
reduces the need for frequent deposits and withdrawals from the bank.

Inflation raises the cost of holding cash to consumers and businesses. Consider
a miser with $10,000 in $20 bills under his mattress. What happens to the buying
power of his hoard over time? If inflation is zero so that on average the prices of
goods and services are not changing, the buying power of the $10,000 does not
change over time. At the end of a year, the miser’s purchasing power is the same as
it was at the beginning of the year. But suppose the inflation rate is 10 percent. In
that case, the purchasing power of the miser’s hoard will fall by 10 percent each
year. After a year, he will have only $9,000 in purchasing power. In general, the
higher the rate of inflation, the less people will want to hold cash because of the loss
of purchasing power that they will suffer.

Technically, currency is a debt owed by the government to the currency holder.
So when currency loses value, the losses to holders of cash are offset by gains to the
government, which now owes less in real terms to currency holders. Thus, from the
point of view of society as a whole, the loss of purchasing power is not in itself a
cost of inflation because it does not involve wasted resources. (Indeed, no real
goods or services were used up when the miser’s currency hoard lost part of its
value.) However, when faced with inflation, people are not likely to accept a loss in
purchasing power but instead will take actions to try to “economize” on their cash
holdings. For example, instead of drawing out enough cash for a month the next
time they visit the bank, they will draw out only enough to last a week. The incon-
venience of visiting the bank more often to minimize one’s cash holdings is a real
cost of inflation. Similarly, businesses will reduce their cash holdings by sending
employees to the bank more frequently, or by installing computerized systems to
monitor cash usage. To deal with the increase in bank transactions required by
consumers and businesses trying to use less cash, banks will need to hire more em-
ployees and expand their operations.
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The costs of more frequent trips to the bank, new cash management systems, and
expanded employment in banks are real costs. They use up resources, including time
and effort, that could be used for other purposes. Traditionally, the costs of econo-
mizing on cash have been called shoe-leather costs—the idea being that shoe leather
is worn out during extra trips to the bank. Shoe-leather costs probably are not a sig-
nificant problem in the United States today, where inflation is only 2 to 3 percent per
year. But in economies with high rates of inflation, they can become quite significant.

Shoe-leather costs at Woodrow’s Hardware

Woodrow’s Hardware needs $5,000 cash per day for customer transactions.
Woodrow has a choice between going to the bank first thing on Monday morning
to withdraw $25,000—enough cash for the whole week—or going to the bank first
thing every morning for $5,000 each time. Woodrow puts the cost of going to the
bank, in terms of inconvenience and lost time, at $4 per trip. Assume that funds left
in the bank earn precisely enough interest to keep their purchasing power unaf-
fected by inflation.

If inflation is zero, how often will Woodrow go to the bank? If it is 10 percent?
In this example, what are the shoe-leather costs of a 10 percent inflation rate?

If inflation is zero, there is no cost to holding cash. Woodrow will go to the
bank only once a week, incurring a shoe-leather cost of $4 per week. But if inflation
is 10 percent, Woodrow may need to change his banking habits. If he continues to
go to the bank only on Monday mornings, withdrawing $25,000 for the week,
what will be Woodrow’s average cash holding over the week? At the beginning of
each day, his cash holding will be as follows:
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Averaging the holdings on those five days, we can calculate that Woodrow’s aver-
age cash holding at the beginning of each day is $75,000 5  $15,000. If inflation
is 10 percent a year, over the course of a year the cost to Woodrow of holding an
average of $15,000 in cash equals 10 percent of $15,000, or $1,500.

On the other hand, if Woodrow goes to the bank every day, his average cash
holding at the beginning of the day will be only $5,000. In that case, his losses from
inflation will be $500 (10 percent of $5,000) a year. Will Woodrow start going to
the bank every day when inflation reaches 10 percent? The benefit of changing his
banking behavior is a loss of only $500 per year to inflation, rather than $1,500,
or $1,000 saved. The cost of going to the bank every day is $4 per trip. Assuming
Woodrow’s store is open 50 weeks a year, going to the bank 5 days a week instead
of 1 day a week adds 200 trips per year, at a total cost of $800. Since the $800 cost
is less than the $1,000 benefit, Woodrow will begin going to the bank more often.

To repeat, the shoe-leather costs of a high inflation rate are the extra costs in-
curred to avoid holding cash. In this example, they are the additional $800 per year
associated with Woodrow’s daily trips to the bank. ◆

UNEXPECTED REDISTRIBUTION OF WEALTH

When inflation is unexpected, it may arbitrarily redistribute wealth from one group
to another. Consider a group of union workers who signed a contract setting their
wages for the next three years. If those wages are not indexed to inflation, then the
workers will be vulnerable to upsurges in the price level. Suppose, for example, that

Cost-Benefit

Monday $25,000

Tuesday 20,000

Wednesday 15,000

Thursday 10,000

Friday 5,000



inflation is much higher than expected over the three years of the contract. In that
case, the buying power of the workers’ wages—their real wages—will be less than
anticipated when they signed the contract.

From society’s point of view, is the buying power that workers lose to inflation
really “lost”? The answer is no; the loss in their buying power is exactly matched
by an unanticipated gain in the employer’s buying power because the real cost of
paying the workers is less than anticipated. In other words, the effect of the infla-
tion is not to destroy purchasing power but to redistribute it, in this case from the
workers to the employer. If inflation had been lower than expected, the workers
would have enjoyed greater purchasing power than they anticipated and the
employer would have been the loser.

Another example of the redistribution caused by inflation takes place between
borrowers (debtors) and lenders (creditors). Suppose one of the authors of this
book wants to buy a house on a lake and borrows $150,000 from the bank to pay
for it. Shortly after signing the mortgage agreement, he learns that inflation is likely
to be much higher than expected. How should he react to the news? Perhaps as a
public-spirited macroeconomist, the author should be saddened to hear that infla-
tion is rising, but as a consumer he should be pleased. In real terms, the dollars with
which he will repay his loan in the future will be worth much less than expected.
The loan officer should be distraught because the dollars the bank will receive from
the author will be worth less, in purchasing power terms, than expected at contract
signing. Once again, no real wealth is “lost” to the inflation; rather, the borrower’s
gain is just offset by the lender’s loss. In general, unexpectedly high inflation rates
help borrowers at the expense of lenders because borrowers are able to repay their
loans in less-valuable dollars. Unexpectedly low inflation rates, in contrast, help
lenders and hurt borrowers by forcing borrowers to repay in dollars that are worth
more than expected when the loan was made.

Although redistributions caused by inflation do not directly destroy wealth, but
only transfer it from one group to another, they are still bad for the economy. Our
economic system is based on incentives. For it to work well, people must know that
if they work hard, save some of their income, and make wise financial investments,
they will be rewarded in the long run with greater real wealth and a better standard
of living. Some observers have compared a high-inflation economy to a casino, in
which wealth is distributed largely by luck—that is, by random fluctuations in the
inflation rate. In the long run, a “casino economy” is likely to perform poorly, as its
unpredictability discourages people from working and saving. (Why bother if infla-
tion can take away your savings overnight?) Rather, a high-inflation economy en-
courages people to use up resources in trying to anticipate inflation and protect
themselves against it.

INTERFERENCE WITH LONG-RUN PLANNING

The fifth and final cost of inflation we will examine is its tendency to interfere with
the long-run planning of households and firms. Many economic decisions take
place within a long time horizon. Planning for retirement, for example, may begin
when workers are in their twenties or thirties. And firms develop long-run invest-
ment and business strategies that look decades into the future.

Clearly, high and erratic inflation can make long-term planning difficult. Sup-
pose, for example, that you want to enjoy a certain standard of living when you re-
tire. How much of your income do you need to save to make your dreams a reality?
That depends on what the goods and services you plan to buy will cost 30 or 40
years from now. With high and erratic inflation, even guessing what your chosen
lifestyle will cost by the time you retire is extremely difficult. You may end up sav-
ing too little and having to compromise on your retirement plans; or you may save
too much, sacrificing more than you need to during your working years. Either way,
inflation will have proved costly.
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In summary, inflation damages the economy in a variety of ways. Some of its
effects are difficult to quantify and are therefore controversial. But most economists
agree that a low and stable inflation rate is instrumental in maintaining a healthy
economy.
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HYPERINFLATION

Although there is some disagreement about whether an inflation rate of, say, 5 per-
cent per year imposes important costs on an economy, few economists would ques-
tion the fact that an inflation rate of 500 percent or 1,000 percent per year disrupts
economic performance. A situation in which the inflation rate is extremely high is
called hyperinflation. Although there is no official threshold above which inflation
becomes hyperinflation, inflation rates in the range of 500 to 1,000 percent per year
would surely qualify. In the past few decades, episodes of hyperinflation have oc-
curred in Israel (400 percent inflation in 1985), several South American countries
(including Bolivia, Argentina, and Brazil), Nicaragua (33,000 percent inflation
in 1988), Zimbabwe (officially 24,470 percent inflation in 2007, unofficially
150,000 percent), and several countries attempting to make the transition from
communism to capitalism, including Russia. Perhaps the most well-known episode

RECAP THE TRUE COSTS OF INFLATION

The public sometimes confuses changes in relative prices (such as the price of
oil) with inflation, which is a change in the overall level of prices. This confu-
sion can cause problems because the remedies for undesired changes in rela-
tive prices and for inflation are different.

There are a number of true costs of inflation, which together tend to reduce
economic growth and efficiency. These include

■ “Noise” in the price system, which occurs when general inflation makes
it difficult for market participants to interpret the information conveyed
by prices.

■ Distortions of the tax system, for example, when provisions of the tax
code are not indexed.

■ Shoe-leather costs, or the costs of economizing on cash (for example, by
making more frequent trips to the bank or installing a computerized cash
management system).

■ Unexpected redistributions of wealth, as when higher-than-expected in-
flation hurts wage earners to the benefit of employers or hurts creditors
to the benefit of debtors.

■ Interference with long-term planning, arising because people find it diffi-
cult to forecast prices over long periods.

hyperinflation a situation in

which the inflation rate is 

extremely high



occurred in Germany in 1923 when inflation was 102,000,000 percent. In the
German hyperinflation, prices rose so rapidly that for a time workers were paid
twice each day so their families could buy food before the afternoon price increases,
and many people’s life savings became worthless. But the most extreme hyperinfla-
tion ever recorded was in Hungary in 1945, at the end of the Second World War,
when inflation peaked at 3.8  1027 percent. The United States has never experi-
enced hyperinflation, although the short-lived Confederate States of America suf-
fered severe inflation during the Civil War. Between 1861 and 1865, prices in the
Confederacy rose to 92 times their prewar levels.

Hyperinflation greatly magnifies the costs of inflation. For example, shoe-
leather costs—a relatively minor consideration in times of low inflation—become
quite important during hyperinflation, when people may visit the bank two or three
times per day to hold money for as short a time as possible. With prices changing
daily or even hourly, markets work quite poorly, slowing economic growth. Mas-
sive redistributions of wealth take place, impoverishing many. Not surprisingly,
episodes of hyperinflation rarely last more than a few years; they are so disruptive
that they quickly lead to public outcry for relief.

How costly is high inflation?

Economic theory suggests that high inflation rates, especially those associated with
hyperinflation, reduce economic efficiency and growth. Most economists believe
that the economic costs associated with high inflation outweigh the perceived ben-
efits, yet we continue to see episodes of high inflation throughout the world. In re-
ality, how costly are high inflation rates?

Economists Stanley Fischer, Ratna Sahay, and Carlos A. Végh4 examined the
economic performance of 133 market economies over the period 1960–96 and un-
covered 45 episodes of high inflation (12-month inflation rates greater than 100 per-
cent) among 25 different countries. They found that, while uncommon, episodes of
high inflation impose significant economic costs on the countries experiencing them.
During periods of high inflation, these countries saw real GDP per person fall by an
average of 1.6 percent per year, real consumption per person fall by an average of
1.3 percent per year, and real investment per person fall by an average of 3.3 percent
per year. During low inflation years, these same countries experienced positive growth
in each of these variables. In addition, during periods of high inflation, these countries’
trade and government budget deficits were larger than during low inflation years.

Falling output and consumption levels caused by high inflation reduce the eco-
nomic well-being of households and firms, and have a disproportionate effect on
poor workers, who are least likely to have their wages indexed to the inflation rate
and thus avoid a real loss in purchasing power. As pointed out in the last section,
high inflation rates also distort relative prices in the marketplace, leading to a mis-
allocation of resources that can have long-term economic consequences. Falling in-
vestment in new capital caused by high inflation, for example, leads not only to a
slowdown in current economic activity but also to reduced growth rates of future
output. Because of these adverse economic effects, policymakers have an incentive
to keep inflation rates low. ◆

INFLATION AND INTEREST RATES

So far we have focused on the measurement and economic costs of inflation. An-
other important aspect of inflation is its close relationship to other key macroeco-
nomic variables. For example, economists have long realized that during periods of
high inflation, interest rates tend to be high as well. We will close this chapter with
a look at the relationship between inflation and interest rates, which will provide a
useful background in the chapters to come.
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INFLATION AND THE REAL INTEREST RATE

Earlier in our discussion of the ways in which inflation redistributes wealth, we saw
that inflation tends to hurt creditors and help debtors by reducing the value of the
dollars with which debts are repaid. The effect of inflation on debtors and creditors
can be explained more precisely using an economic concept called the real interest
rate. An example will illustrate.

Suppose that there are two neighboring countries, Alpha and Beta. In Alpha,
whose currency is called the alphan, the inflation rate is zero and is expected to re-
main at zero. In Beta, where the currency is the betan, the inflation rate is 10 per-
cent and is expected to remain at that level. Bank deposits pay 2 percent annual
interest in Alpha and 10 percent annual interest in Beta. In which countries are
bank depositors getting a better deal?

You may answer “Beta,” since interest rates on deposits are higher in that
country. But if you think about the effects of inflation, you will recognize that Al-
pha, not Beta, offers the better deal to depositors. To see why, think about the
change over a year in the real purchasing power of deposits in the two countries.
In Alpha, someone who deposits 100 alphans in the bank on January 1 will have
102 alphans on December 31. Because there is no inflation in Alpha, on average
prices are the same at the end of the year as they were at the beginning. Thus, the
102 alphans the depositor can withdraw represent a 2 percent increase in buying
power.

In Beta, the depositor who deposits 100 betans on January 1 will have 110 be-
tans by the end of the year—10 percent more than she started with. But the prices
of goods and services in Beta, we have assumed, also will rise by 10 percent. Thus,
the Beta depositor can afford to buy precisely the same amount of goods and ser-
vices at the end of the year as she could at the beginning; she gets no increase in
buying power. So the Alpha depositor has the better deal, after all.

Economists refer to the annual percentage increase in the real purchasing
power of a financial asset as the real interest rate, or the real rate of return, on that
asset. In our example, the real purchasing power of deposits rises by 2 percent per
year in Alpha and by 0 percent per year in Beta. So the real interest rate on deposits
is 2 percent in Alpha and 0 percent in Beta. The real interest rate should be distin-
guished from the more familiar market interest rate, also called the nominal inter-
est rate. The nominal interest rate is the annual percentage increase in the nominal,
or dollar, value of an asset.

As the example of Alpha and Beta illustrates, we can calculate the real interest
rate for any financial asset, from a checking account to a government bond, by sub-
tracting the rate of inflation from the market or nominal interest rate on that asset.
So in Alpha, the real interest rate on deposits equals the nominal interest rate
(2 percent) minus the inflation rate (0 percent), or 2 percent. Likewise in Beta, the
real interest rate equals the nominal interest rate (10 percent) minus the inflation
rate (10 percent), or 0 percent.

We can write this definition of the real interest rate in mathematical terms:

where

Note that the real interest rate is not equal to the nominal interest rate divided by
the price level. The reason is that the nominal interest rate is a rate of return, mea-
sured in percent, not a nominal quantity measured in dollars.

 p  the inflation rate.

 i  the nominal, or market, interest rate,

 r  the real interest rate,

r  i  p,
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Real interest rates in the 1970s, 1980s, and 1990s

Following are interest rates on government bonds for selected years since 1970. In
which of these years did the financial investors who bought government bonds get
the best deal? The worst deal?
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FIGURE 17.3

The Real Interest Rate in

the United States,

1960–2007.

The real interest rate is the

nominal interest rate—here

the interest rate on funds

borrowed by the federal

government for a term of

three months—minus the

rate of inflation. In the

United States, the real

interest rate was negative in

the 1970s and in 2003–2004

but reached historically high

levels in the mid-1980s.

SOURCE: Economic Report of the President, February 2008, Tables B-73 and B-64 (http://
www.gpoaccess.gov/eop/) and authors’ calculations.

Financial investors and lenders do best when the real (not the nominal) interest
rate is high since the real interest rate measures the increase in their purchasing
power. We can calculate the real interest rate for each year by subtracting the in-
flation rate from the nominal interest rate. The results are 0.8 percent for 1970,
 3.3 percent for 1975,  2.0 percent for 1980, 3.9 percent for 1985, 2.1 percent
for 1990, 2.7 percent for 1995, 2.5 percent for 2000, and  0.2 percent for 2005.
For purchasers of government bonds, the best of these years was 1985, when they
enjoyed a real return of 3.9 percent. The worst year was 1975, when their real re-
turn was actually negative. In other words, despite receiving 5.8 percent nominal in-
terest, financial investors ended up losing buying power in 1975, as the inflation
rate exceeded the interest rate earned by their investments.

Figure 17.3 shows the real interest rate in the United States since 1960 as mea-
sured by the nominal interest rate paid on the federal government’s debt minus the
inflation rate. Note that the real interest rate was negative in the 1970s and in
2003–2004 but reached historically high levels in the mid-1980s.

◆

Year Interest rate (%) Inflation rate (%)

1970 6.5 5.7

1975 5.8 9.1

1980 11.5 13.5

1985 7.5 3.6

1990 7.5 5.4

1995 5.5 2.8

2000 5.9 3.4

2005 3.2 3.4



EXERCISE 17.9

You have some funds to invest but are unimpressed with the low interest

rates your bank offers. You consult a broker, who suggests a bond issued by

the government of a small island nation. The broker points out that these

bonds pay 25 percent interest—much more than your bank—and that the

island’s government has never failed to repay its debts. What should be

your next question?

The concept of the real interest rate helps to explain more precisely why an un-
expected surge in inflation is bad for lenders and good for borrowers. For any given
nominal interest rate that the lender charges the borrower, the higher the inflation
rate, the lower the real interest rate the lender actually receives. So unexpectedly
high inflation leaves the lender worse off. Borrowers, on the other hand, are better
off when inflation is unexpectedly high because their real interest rate is lower than
anticipated.

Although unexpectedly high inflation hurts lenders and helps borrowers, a high
rate of inflation that is expected may not redistribute wealth at all because expected
inflation can be built into the nominal interest rate. Suppose, for example, that the
lender requires a real interest rate of 2 percent on new loans. If the inflation rate is
confidently expected to be zero, the lender can get a 2 percent real interest rate by
charging a nominal interest rate of 2 percent. But if the inflation rate is expected to
be 10 percent, the lender can still ensure a real interest rate of 2 percent by charg-
ing a nominal interest rate of 12 percent. Thus, high inflation, if it is expected, need
not hurt lenders—as long as the lenders can adjust the nominal interest they charge
to reflect the expected inflation rate.

In response to people’s concerns about unexpected inflation, in 1997 the United
States Treasury introduced inflation-protected bonds, which pay a fixed real inter-
est rate. People who buy these bonds receive a nominal interest rate each year equal
to a fixed real rate plus the actual rate of inflation during that year. Owners of
inflation-protected bonds suffer no loss in real wealth even if inflation is unexpectedly
high.

EXERCISE 17.10

In May 2008, the annual real rate of return on a 10-year inflation-protected

bond was 1.8 percent. The annual nominal rate of return on a 10-year bond

without inflation protection was about 4.0 percent. Who made the better

financial investment if inflation averages 2 percent over the next 10 years?

What if inflation averages 3 percent per year? What inflation rate will make

holders of inflation-protected bonds and holders of bonds without inflation

protection equally well off?

EXERCISE 17.11

What is the real rate of return to holding cash? (Hint: Does cash pay inter-

est?) Does this real rate of return depend on whether the rate of inflation

is correctly anticipated? How does your answer relate to the idea of shoe-

leather costs?

THE FISHER EFFECT

Earlier we mentioned the observation that interest rates tend to be high when in-
flation is high and low when inflation is low. This relationship can be seen in
Figure 17.4, which shows both the U.S. inflation rate and a nominal interest rate
(the rate at which the government borrows for short periods) from 1960 to the
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inflation-protected bonds
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that year



present. Notice that nominal interest rates have tended to be high in periods of high
inflation, such as the late 1970s, and relatively low in periods of low inflation, such
as the early 1960s and the late 1990s.

Why do interest rates tend to be high when inflation is high? Our discussion of
real interest rates provides the answer. Suppose inflation has recently been high, so
borrowers and lenders anticipate that it will be high in the near future. We would
expect lenders to raise their nominal interest rate so that their real rate of return will
be unaffected. For their part, borrowers are willing to pay higher nominal interest
rates when inflation is high because they understand that the higher nominal inter-
est rate only serves to compensate the lender for the fact that the loan will be repaid
in dollars of reduced real value—in real terms, their cost of borrowing is unaffected
by an equal increase in the nominal interest rate and the inflation rate. Conversely,
when inflation is low, lenders do not need to charge so high a nominal interest rate
to ensure a given real return. Thus, nominal interest rates will be high when infla-
tion is high and low when inflation is low. This tendency for nominal interest rates
to follow inflation rates is called the Fisher effect, after the early twentieth-century
American economist Irving Fisher, who first pointed out the relationship.
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FIGURE 17.4

Inflation and Interest

Rates in the United

States, 1960–2007.

Nominal interest rates tend

to be high when inflation is

high and low when inflation is

low, a phenomenon called

the Fisher effect.

SOURCE: Economic Report of the President, February 2008, Tables B-73 and B-64 (http://
www.gpoaccess.gov/eop/).

Fisher effect the tendency for

nominal interest rates to be high

when inflation is high and low

when inflation is low

■ S U M M A R Y ■

• The basic tool for measuring inflation is the consumer
price index, or CPI. The CPI measures the cost of pur-
chasing a fixed basket of goods and services in any
period relative to the cost of the same basket of goods
and services in a base year. The inflation rate is the
annual percentage rate of change in the price level as
measured by a price index such as the CPI. LO1

• A nominal quantity is a quantity that is measured in
terms of its current dollar value. Dividing a nominal
quantity such as a family’s income or a worker’s
wage in dollars by a price index such as the CPI

expresses that quantity in terms of real purchasing
power. This procedure is called deflating the nominal
quantity. If nominal quantities from two different
years are deflated by a common price index, the pur-
chasing power of the two quantities can be com-
pared. To ensure that a nominal payment such as a
Social Security benefit represents a constant level of
real purchasing power, the nominal payment should
be increased each year by a percentage equal to the
inflation rate. This method of adjusting nominal
payments to maintain their purchasing power is
called indexing. LO2



• The official U.S. inflation rate, based on the CPI, may
overstate the true inflation rate for two reasons: First,
it may not adequately reflect improvements in the
quality of goods and services. Second, the method of
calculating the CPI ignores the fact that consumers
can substitute cheaper goods and services for more
expensive ones. LO3

• The public sometimes confuses increases in the rela-
tive prices for specific goods or services with inflation,
which is an increase in the general price level. Since
the remedies for a change in relative prices are differ-
ent from the remedies for inflation, this confusion can
cause problems. LO4

• Inflation imposes a number of true costs on the econ-
omy, including “noise” in the price system; distor-
tions of the tax system; “shoe-leather” costs, which
are the real resources that are wasted as people try to
economize on cash holdings; unexpected redistribu-
tions of wealth; and interference with long-run plan-

ning. Because of these costs, most economists agree
that sustained economic growth is more likely if in-
flation is low and stable. Hyperinflation, a situation
in which the inflation rate is extremely high, greatly
magnifies the costs of inflation and is highly disrup-
tive to the economy. LO4

• The real interest rate is the annual percentage in-
crease in the purchasing power of a financial asset. It
is equal to the nominal, or market, interest rate mi-
nus the inflation rate. When inflation is unexpectedly
high, the real interest rate is lower than anticipated,
which hurts lenders but benefits borrowers. When
inflation is unexpectedly low, lenders benefit and
borrowers are hurt. To obtain a given real rate of re-
turn, lenders must charge a high nominal interest
rate when inflation is high and a low nominal inter-
est rate when inflation is low. The tendency for nom-
inal interest rates to be high when inflation is high
and low when inflation is low is called the Fisher
effect. LO5
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■ K E Y  T E R M S ■

consumer price index (CPI) (454)
deflating (a nominal 

quantity) (458)
deflation (457)
Fisher effect (475)
hyperinflation (470)

indexing (460)
inflation-protected bonds (474)
nominal interest rate (472)
nominal quantity (458)
price index (456)
price level (464)

rate of inflation (456)
real interest rate (472)
real quantity (458)
real wage (459)
relative price (464)

■ R E V I E W  Q U E S T I O N S ■

1. Explain why changes in the cost of living for any par-
ticular individual or family may differ from changes
in the official cost-of-living index, the CPI. LO1

2. What is the difference between the price level and
the rate of inflation in an economy? LO1

3. Why is it important to adjust for inflation when
comparing nominal quantities (for example, work-
ers’ average wages) at different points in time?
What is the basic method for adjusting for infla-
tion? LO2

4. Describe how indexation might be used to guaran-
tee that the purchasing power of the wage agreed to
in a multiyear labor contract will not be eroded by
inflation. LO2

5. Give two reasons why the official inflation rate may
understate the “true” rate of inflation. Illustrate by
examples. LO3

6. “It’s true that unexpected inflation redistributes
wealth, from creditors to debtors, for example.
But what one side of the bargain loses, the other
side gains. So from the perspective of the society
as a whole, there is no real cost.” Do you agree?
Discuss. LO4

7. How does inflation affect the real return on holding
cash? LO5

8. True or false: If both the potential lender and the
potential borrower correctly anticipate the rate of
inflation, inflation will not redistribute wealth from
the creditor to the debtor. Explain. LO5
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■ P R O B L E M S ■

1. Government survey takers determine that typical family expenditures each
month in the year designated as the base year are as follows:

20 pizzas at $10 each
Rent of apartment, $600 per month
Gasoline and car maintenance, $100
Phone service (basic service plus 10 long-distance calls), $50

In the year following the base year, the survey takers determine that pizzas have
risen to $11 each, apartment rent is $640, gasoline and maintenance have risen
to $120, and phone service has dropped in price to $40. LO1

a. Find the CPI in the subsequent year and the rate of inflation between the
base year and the subsequent year.

b. The family’s nominal income rose by 5 percent between the base year and
the subsequent year. Are they worse off or better off in terms of what their
income is able to buy?

2. Here are values of the CPI (multiplied by 100) for each year from 1990 to
2000. For each year beginning with 1991, calculate the rate of inflation from
the previous year. What happened to inflation rates over the 1990s? LO1

3. According to the U.S. Census Bureau (http://www.census.gov/), nominal in-
come for the typical family of four in the United States (median income) was
$24,332 in 1980, $32,777 in 1985, $41,451 in 1990, and $62,228 in 2000. In
purchasing power terms, how did family income compare in each of those four
years? You will need to know that the CPI (multiplied by 100, 1982–1984  
100) was 82.4 in 1980, 107.6 in 1985, 130.7 in 1990, and 172.2 in 2000. In
general terms, how would your answer be affected if the Boskin Commission’s
conclusions about the CPI were confirmed? LO2, LO3

4. A report found that the real entry-level wage for college graduates declined by
8 percent between 1990 and 1997. The nominal entry-level wage in 1997 was
$13.65 per hour. Assuming that the findings are correct, what was the nominal
entry-level wage in 1990? You will need to use data from Problem 2. LO2

5. Here is a hypothetical income tax schedule, expressed in nominal terms, for the
year 2008:

1990 130.7

1991 136.2

1992 140.3

1993 144.5

1994 148.2

1995 152.4

1996 156.9

1997 160.5

1998 163.0

1999 166.6

2000 172.2



The legislature wants to ensure that families with a given real income are not
pushed up into higher tax brackets by inflation. The CPI (times 100) is 175 in
2008 and 185 in 2010. How should the income tax schedule above be adjusted
for the year 2010 to meet the legislature’s goal? LO2

6. The typical consumer’s food basket in the base year 2008 is as follows:

30 chickens at $3.00 each
10 hams at $6.00 each
10 steaks at $8.00 each

A chicken feed shortage causes the price of chickens to rise to $5.00 each in the
year 2009. Hams rise to $7.00 each, and the price of steaks is unchanged. LO1,

LO3

a. Calculate the change in the “cost-of-eating” index between 2008 and 2009.
b. Suppose that consumers are completely indifferent between two chickens

and one ham. For this example, how large is the substitution bias in the of-
ficial “cost-of-eating” index?

7. Here are the actual per-gallon prices for unleaded regular gasoline for June of
each year between 1978 and 1986, together with the values of the CPIs for
those years. For each year from 1979 to 1986, find the CPI inflation rate and
the change in the relative price of gasoline, both from the previous year. Would
it be fair to say that most of the changes in gas prices during this period were
due to general inflation, or were factors specific to the oil market playing a role
as well? LO1, LO4
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8. Let’s revisit the problem of calculating the shoe-leather costs of inflation at
Woodrow’s Hardware. Calculate shoe-leather costs (relative to the original sit-
uation, in which Woodrow goes to the bank once a week) assuming that LO4

a. Inflation is 5 percent rather than 10 percent.
b. Inflation is 5 percent and Woodrow’s trips to the banks cost $2 each.
c. Inflation remains at 10 percent and a trip to the bank costs $4, but Woodrow

needs $10,000 per day to transact with customers.

Family income Taxes due (percent of income)

 $20,000 10

$20,001–$30,000 12

$30,001–$50,000 15

$50,001–$80,000 20

 $80,000 25

Year Gasoline price ($/gallon) CPI (1982–1984  1.00)

1978 0.663 0.652

1979 0.901 0.726

1980 1.269 0.824

1981 1.391 0.909

1982 1.309 0.965

1983 1.277 0.996

1984 1.229 1.039

1985 1.241 1.076

1986 0.955 1.136



9. On January 1, 2009, Albert invested $1,000 at 6 percent interest per year for
three years. The CPI on January 1, 2009, stood at 100. On January 1, 2010, the
CPI (times 100) was 105; on January 1, 2011, it was 110; and on January 1,
2012, the day Albert’s investment matured, the CPI was 118. Find the real rate
of interest earned by Albert in each of the three years and his total real return
over the three-year period. Assume that interest earnings are reinvested each
year and themselves earn interest. LO5

10. Frank is lending $1,000 to Sarah for two years. Frank and Sarah agree that
Frank should earn a 2 percent real return per year. LO5

a. The CPI (times 100) is 100 at the time that Frank makes the loan. It is ex-
pected to be 110 in one year and 121 in two years. What nominal rate of in-
terest should Frank charge Sarah?

b. Suppose Frank and Sarah are unsure about what the CPI will be in two
years. Show how Frank and Sarah could index Sarah’s annual repayments to
ensure that Frank gets an annual 2 percent real rate of return.

ANSWERS TO IN-CHAPTER EXERCISES 479

■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

17.1 The cost of the family’s basket in 2000 remains at $680, as in Table 17.1. If
the rent on their apartment falls to $400 in 2008, the cost of reproducing the
2000 basket of goods and services in 2008 is $620 ($400 for rent $150 for
hamburgers  $70 for movie tickets). The CPI for 2008 is accordingly
$620/$680, or 0.912. So in this example, the cost of living fell nearly 9 per-
cent between 2000 and 2008. LO1

17.2 To construct your own personal price index, you would need to determine
the basket of goods and services that you personally purchased in the base
year. Your personal price index in each period would then be defined as the
cost of your personal basket in that period relative to its cost in the base
year. To the extent that your mix of purchases differs from that of the typi-
cal American consumer, your cost-of-living index will differ from the official
CPI. For example, if in the base year you spent a higher share of your bud-
get than the typical American on goods and services that have risen rela-
tively rapidly in price, your personal inflation rate will be higher than the
CPI inflation rate. LO1

17.3 The percentage changes in the CPI in each year from the previous year are as
follows:

Negative inflation is called deflation. The experience of the 1930s, when
prices were falling, contrasts sharply with inflation since 2003. LO1

17.4 Rodriguez’s real earnings, in 1982–1984 dollars, were $22.7 million/2.07, or
$10.97 million. In real terms, Rodriguez earned about 89 percent more in
2007 than Bonds did in 2001. LO2

17.5 The real minimum wage in 1950 is $0.75/0.241, or $3.11 in 1982–1984 dol-
lars. The real minimum wage in 2007 is $5.85/2.073, or $2.82 in 1982–1984
dollars. So the real minimum wage in 2007 was almost 9 percent less than
what it was in 1950. LO2

1930  2.3%  (0.167  0.171)/0.171

1931  9.0%

1932  9.9%

1933  5.1%



17.6 The increase in the cost of living between 1950 and 2007 is reflected in the
ratio of the 2007 CPI to the 1950 CPI, or 2.073 0.241  8.60. That is, the
cost of living in 2007 was 8.60 times what it was in 1950. If the minimum
wage were indexed to preserve its purchasing power, it would have been
8.60 times higher in 2007 than in 1950, or 8.60 $0.75 $6.45. LO2

17.7 Between April 1991 and April 2008, the price of gasoline increased from
$1.08 per gallon to $3.46 per gallon, or by 220.4 percent. During this same
period, the CPI increased from 1.35 to 2.15, or by 59.3 percent. Gasoline
prices rose more rapidly than the prices of the other goods and services in the
CPI. Thus, the relative price of gas rose during this period. LO4

17.8 The real average cost of attending a private university in 1980 was
$5,013 0.824  $6084 in 1982–1984 dollars. In 2006, the real average cost
was $27,317 2.016 $13,550. Consequently, the average cost rose relative
to other items in the CPI by 122.7 percent between 1980 and 2006. LO4

17.9 You should be concerned about the real return on your investment, not your
nominal return. To calculate your likely real return, you need to know not
only the nominal interest paid on the bonds of the island nation but also the
prevailing inflation rate in that country. So your next question should be,
“What is the rate of inflation in this country likely to be over the period that
I am holding these bonds?” LO5

17.10 The owner of the bond with inflation protection earns a 1.8 percent real in-
terest rate regardless of the level of inflation. If inflation averages 2 percent
per year over the next decade, the real rate of return on the bond without in-
flation protection will be 4.0  2.0  2.0 percent. In this case, the person
who bought the bond without inflation protection will be better off. If in-
flation averages 3 percent per year, the real rate of return on the bond with-
out inflation protection will be 4.0  3.0  1.0 percent. In this case, the
person who bought the inflation-protected bond will be better off. The two
bonds will have the same real interest rate (and the two bondholders will be
equally well off) if the real interest rate on the bond without inflation pro-
tection equals 1.8 percent. This will occur when inflation is 2.2 percent,
since 4.0 2.2   1.8 percent. LO5

17.11 The real rate of return to cash, as with any asset, is the nominal interest rate
less the inflation rate. But cash pays no interest; that is, the nominal interest
rate on cash is zero. Therefore, the real rate of return on cash is just minus
the inflation rate. In other words, cash loses buying power at a rate equal to
the rate of inflation. This rate of return depends on the actual rate of infla-
tion and does not depend on whether the rate of inflation is correctly
anticipated.

If inflation is high so that the real rate of return on cash is very negative,
people will take actions to try to reduce their holdings of cash, such as going
to the bank more often. The costs associated with trying to reduce holdings
of cash are what economists call shoe-leather costs. LO5
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LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Discuss the five important trends that have characterized labor markets

in the United States and Europe since 1960.

2. Use a supply-and-demand model to understand the labor market.

3. Explain how changes in the supply of and the demand for labor explain

trends in real wages and employment since 1960.

4. Define and calculate the unemployment rate and the participation rate.

5. Differentiate among the three types of unemployment defined by econo-

mists and the costs associated with each.

n 1999, New York Times columnist Thomas L. Friedman published a
best-selling book about the changing global economy, The Lexus and

the Olive Tree.1 The theme of Friedman’s book is that one of the most
striking features of the modern world is the close juxtaposition of rapid economic
and technological change (represented by the Lexus automobile) with traditional
values and customs (represented by the olive tree, a tree with deep roots that
cannot be easily  transplanted). Friedman notes that, in many countries, the con-
flicting pulls of modernization and traditional ways of life have created enormous
social conflicts. Further, the powerful forces of modernization have widened the
gap between the “haves”—those who can take advantage of rapid technological
and economic change—and the “have-nots”—those who are unable or unwilling
to do so.

I

1New York: Farrar, Straus, & Giroux, 1999.
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To understand how economic growth and change affect different groups, we
must turn to the labor market. Except for retirees and others receiving government
support, most people rely almost entirely on wages and salaries to pay their bills
and put something away for the future. Hence, it is in the labor market that most
people will see the benefits of economic growth. This chapter describes and ex-
plains some important trends in the labor markets of industrial countries. We will
see that two key factors contributing to recent trends in wages, employment, and
unemployment are the globalization of the economy, as reflected in the increasing
importance of international trade, and ongoing technological change. To see this,
we focus first on several important trends in real wages and employment and then
develop and apply a supply and demand model of the labor market. We then turn
to the problem of unemployment and explain how the unemployment rate and
some related statistics are defined and measured. We close with a discussion of dif-
ferent types of unemployment and the costs of unemployment, both to the unem-
ployed and to the economy as a whole.

FIVE IMPORTANT LABOR MARKET TRENDS

In recent decades, five trends have characterized the labor markets of the indus-
trialized world. We divide these trends into two groups: those affecting real wages
and those affecting employment and unemployment.

TRENDS IN REAL WAGES

1. Over the twentieth century, all industrial countries have enjoyed substantial
growth in real wages.

In the United States in 2007, the average worker’s yearly earnings could com-
mand twice as many goods and services as in 1960 and nearly five times as much as
in 1929, just prior to the Great Depression. Similar trends have prevailed in other
industrialized countries.

2. Since the early 1970s, however, the rate of real wage growth has slowed.

Though the post–World War II period has seen impressive increases in real
wages, the fastest rates of increase occurred during the 1960s and early 1970s.
In the 13 years between 1960 and 1973, the buying power of workers’ incomes
rose at a rate of 2.5 percent per year, a strong rate of increase. But from 1973 to
1996, real yearly earnings fell by 1.1 percent per year. The good news is that,
from 1996 to 2004, real earnings grew at about 1 percent per year, despite a
recession in 2001. Annual earnings growth for the whole 1973 to 2007 period
was roughly zero.

3. Furthermore, recent decades have brought a pronounced increase in wage in-
equality in the United States.

A growing gap in real wages between skilled and unskilled workers has been of
particular concern. Although real GDP per capita doubled between 1960 and 2007,
the average real weekly earnings among production workers actually fell, and the
real wages of the least-skilled, least-educated workers have declined by as much as
25 to 30 percent according to some studies. At the same time, the best-educated,
highest-skilled workers have enjoyed continuing gains in real wages. Data for a re-
cent year showed that, in the United States, the typical worker with an advanced de-
gree beyond college earned almost three times the income of a high school graduate,
and four times the income of a worker with less than a high school degree. Many



observers worry that the United States is developing a “two-tier” labor market:
plenty of good jobs at good wages for the well-educated and highly skilled, but less
and less opportunity for those without schooling or skills.

Outside the United States, particularly in western Europe, real wages have grown
more rapidly and the trend toward wage inequality has been much less pronounced.
But, as we will see, employment trends in Europe have not been as encouraging as in
the United States. Let’s turn now to the trends in employment and unemployment.

TRENDS IN EMPLOYMENT AND UNEMPLOYMENT

4. In the United States, the number of people with jobs has grown substantially in
recent decades.

In 1970, about 57 percent of the over-16 population in the United States had
jobs. By 2007, total U.S. employment exceeded 146 million people, more than 63 per-
cent of the over-16 population. Between 1980 and 2007, the U.S. economy created
46 million new jobs—an increase in total employment of 46 percent—while the
over-16 population grew only 38 percent. Similar job growth has not occurred in
most other industrialized countries, however. In particular:

5. Western European countries have been suffering high rates of unemployment
for almost two decades.

In France, for example, an average of 10 percent of the workforce was unem-
ployed over the period 1990–2007, compared to just 5.5 percent in the United
States. Consistent with the high rates of unemployment, rates of job creation in
western Europe have been exceptionally weak.

Given the trend toward increasing wage inequality in the United States and the
persistence of high unemployment in Europe, a significant fraction of the industrial
world’s labor force has not been sharing in the recent economic growth and pros-
perity. Whereas in the United States the problem takes the form of low and falling
real wages for unskilled workers, in Europe work is often simply unavailable for the
unskilled and sometimes even for the skilled.

What explains these trends in employment and wages? In the next two sections,
we will show that a supply and demand analysis of the labor market can help to
explain these important developments.
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RECAP FIVE IMPORTANT LABOR MARKET TRENDS

■ Over a long period, average real wages have risen substantially both in
the United States and in other industrialized countries.

■ Despite the long-term upward trend in real wages, real wage growth has
slowed significantly in the United States since the early 1970s.

■ In the United States, wage inequality has increased dramatically in recent
decades. The real wages of most unskilled workers have actually declined,
while the real wages of skilled and educated workers have continued to rise.

■ Employment has grown substantially—indeed, much faster than the
working-age population—in the United States in recent decades.

■ Since about 1980, western European nations have experienced very high
rates of unemployment and low rates of job creation.



SUPPLY AND DEMAND IN THE LABOR MARKET

In Chapter 3 we saw how supply and demand analysis can be used to determine
equilibrium prices and quantities for individual goods and services. The same
approach is equally useful for studying labor market conditions. In the market for
labor, the “price” is the real wage paid to workers in exchange for their services.
The wage is expressed per unit of time, for example, per hour or per year. The
“quantity” is the amount of labor firms use, which in this book we will generally
measure by number of workers employed. Alternatively, we could state the quantity
of labor in terms of the number of hours worked; the choice of units is a matter of
convenience.

Who are the demanders and suppliers in the labor market? Firms and other
employers demand labor in order to produce goods and services. Virtually all of us
supply labor during some phase of our lives. Whenever people work for pay, they
are supplying labor services at a price equal to the wage they receive. In this chap-
ter, we will discuss both the supply of and demand for labor, with an emphasis on
the demand side of the labor market. Changes in the demand for labor turn out to
be key in explaining the aggregate trends in wages and employment described in
the preceding section.

The labor market is studied by microeconomists as well as macroeconomists,
and both use the tools of supply and demand. However, microeconomists focus on
issues such as the determination of wages for specific types of jobs or workers. In
this chapter we take the macroeconomic approach and examine factors that affect
aggregate, or economywide, trends in employment and wages.

WAGES AND THE DEMAND FOR LABOR

Let’s start by thinking about what determines the number of workers employers
want to hire at any given wage, that is, the demand for labor. As we will see, the
demand for labor depends on both the productivity of labor and the price that the
market sets on workers’ output. The more productive workers are, or the more
valuable the goods and services they produce, the greater the number of workers an
employer will want to hire at any given wage.

Table 18.1 shows the relationship between output and the number of workers
employed at the Banana Computer Company (BCC), which builds and sells com-
puters. Column 1 of the table shows some different possibilities for the number of
technicians BCC could employ in its plant. Column 2 shows how many computers
the company can produce each year, depending on the number of workers em-
ployed. The more workers, the greater the number of computers BCC can produce.
For the sake of simplicity, we will assume that the plant, equipment, and materials
the workers use to build computers are fixed quantities.

Column 3 of Table 18.1 shows the marginal product of each worker, the extra
production that is gained by adding one more worker. Note that each additional
worker adds less to total production than the previous worker did. The tendency
for marginal product to decline as more and more workers are added is called
diminishing returns to labor. Specifically, if the amount of capital and other inputs
in use is held constant, then the greater the quantity of labor already employed, the
less each additional worker adds to production.

The economic basis of diminishing returns to labor is the Principle of In-
creasing Opportunity Cost, also known as the Low-Hanging-Fruit Principle. A
firm’s managers want to use their available inputs in the most productive way
possible. Hence, an employer who has one worker will assign that worker to the
most productive job. If she hires a second worker, she will assign that worker to
the second most productive job. The third worker will be given the third most
productive job available, and so on. The greater the number of workers already
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employed, the lower the marginal product of adding another worker, as shown in
Table 18.1.

If BCC computers sell for $3,000 each, then column 4 of Table 18.1 shows the
value of the marginal product of each worker. The value of a worker’s marginal
product is the amount of extra revenue that the worker generates for the firm.
Specifically, the value of the marginal product of each BCC worker is that worker’s
marginal product, stated in terms of the number of additional computers produced,
multiplied by the price of output, here $3,000 per computer. We now have all the
information necessary to find BCC’s demand for workers.

BCC’s demand for labor

Suppose that the going wage for computer technicians is $60,000 per year. BCC
managers know that this is the wage being offered by all their competitors, so they
cannot hire qualified workers for less. How many technicians will BCC hire? What
would the answer be if the wage were $50,000 per year?

BCC will hire an extra worker if and only if the value of that worker’s marginal
product (which equals the extra revenue the worker creates for the firm) exceeds the
wage BCC must pay. The going wage for computer technicians, which BCC takes as
given, is $60,000 per year. Table 18.1 shows that the value of the marginal product of
the first, second, and third workers each exceeds $60,000. Hiring these workers will
be profitable for BCC because the extra revenue each generates exceeds the wage that
BCC must pay. However, the fourth worker’s marginal product is worth only $57,000.
If BCC’s managers hired a fourth worker, they would be paying $60,000 in extra wages
for additional output that is worth only $57,000. Since hiring the fourth worker is a
money-losing proposition, BCC will hire only three workers. Thus, the quantity of
labor BCC demands when the going wage is $60,000 per year is three technicians.

If the market wage for computer technicians were $50,000 per year instead of
$60,000, the fourth technician would be worth hiring, since the value of his marginal
product, $57,000, would be $7,000 more than his wages. The fifth technician also
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TABLE 18.1

Production and Marginal Product for Banana Computers

(1) (2) (3) (4)
Value of

Number of Computers Marginal marginal product
workers produced per year product (at $3,000/computer)

0 0

1 25
25 $75,000

2 48
23 69,000

3 69
21 63,000

4 88
19 57,000

5 105
17 51,000

6 120
15 45,000

7 133
13 39,000

8 144
11 33,000



would be worth hiring, since the fifth worker’s marginal product is worth $51,000—
$1,000 more than the going wage. The value of the marginal product of a sixth tech-
nician, however, is only $45,000, so hiring a sixth worker would not be profitable.
When wages are $50,000 per year, then BCC’s labor demand is five technicians. ◆

EXERCISE 18.1

How many workers will BCC hire if the going wage for technicians is

$35,000 per year?

The lower the wage a firm must pay, the more workers it will hire. Thus, the
demand for labor is like the demand for other goods or services in that the quantity
demanded rises as the price (in this case, the wage) falls. Figure 18.1 shows a hypo-
thetical labor demand curve for a firm or industry, with the wage on the vertical
axis and employment on the horizontal axis. All else being equal, the higher the
wage, the fewer workers a firm or industry will demand.

In our example thus far, we have discussed how labor demand depends on the
nominal, or dollar, wage. As we explained in Chapter 17, it is generally more illu-
minating to examine the real wage, which is the wage expressed in terms of its pur-
chasing power. We shall temporarily hold the general price level constant so that
changes in the nominal wage also reflect changes in the real wage.
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SHIFTS IN THE DEMAND FOR LABOR

The number of workers that BCC will employ at any given real wage depends on
the value of their marginal product, as shown in column 4 of Table 18.1. Changes
in the economy that increase the value of workers’ marginal product will increase
the value of extra workers to BCC, and thus BCC’s demand for labor at any given
real wage. In other words, any factor that raises the value of the marginal product
of BCC’s workers will shift BCC’s labor demand curve to the right.

Two main factors could increase BCC’s labor demand: (1) an increase in the
price of the company’s output (computers) and (2) an increase in the productivity of
BCC’s workers. The next two examples illustrate both of these possibilities.

The price of computers and BCC’s demand for labor

Suppose an increase in the demand for BCC’s computers raises the price of its com-
puters to $5,000 each. How many technicians will BCC hire now if the real wage is
$60,000 per year? If the real wage is $50,000?



The effect of the increase in computer prices is shown in Table 18.2. Columns 1 to 3
of the table are the same as in Table 18.1. The number of computers a given number
of technicians can build (column 2) has not changed; hence, the marginal product of
particular technicians (column 3) is the same. But because computers can now be sold
for $5,000 each instead of $3,000, the value of each worker’s marginal product has in-
creased by two-thirds (compare column 4 of Table 18.2 with column 4 of Table 18.1).
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TABLE 18.2

Production and Marginal Product for Banana Computers after an

Increase in Computer Prices

(1) (2) (3) (4)
Value of

Number of Computers Marginal marginal product
workers produced per year product (at $5,000/computer)

0 0

1 25
25 $125,000

2 48
23 115,000

3 69
21 105,000

4 88
19 95,000

5 105
17 85,000

6 120
15 75,000

7 133
13 65,000

8 144
11 55,000

How does the increase in the price of computers affect BCC’s demand for la-
bor? Recall from our first example that when the price of computers was $3,000
and the going wage for technicians was $60,000, BCC’s demand for labor was three
workers. But now, with computers selling for $5,000 each, the value of the mar-
ginal product of each of the first seven workers exceeds $60,000 (Table 18.2). So,
if the real wage of computer technicians is still $60,000, BCC would increase its
demand from three workers to seven.

Suppose instead that the going real wage for technicians is $50,000. In the ex-
ample above, when the price of computers was $3,000 and the wage was $50,000,
BCC demanded five workers. But if computers sell for $5,000, we can see from col-
umn 4 of Table 18.2 that the value of the marginal product of even the eighth
worker exceeds the wage of $50,000. So if the real wage is $50,000, the increase in
computer prices raises BCC’s demand for labor from five workers to eight. ◆

EXERCISE 18.2

How many workers will BCC hire if the going wage for technicians is

$100,000 per year and the price of computers is $5,000? Compare your an-

swer to the demand for technicians at a wage of $100,000 when the price of

computers is $3,000.

The general conclusion to be drawn from this example is that an increase in the
price of workers’ output increases the demand for labor, shifting the labor demand
curve to the right, as shown in Figure 18.2. A higher price for workers’ output
makes workers more valuable, leading employers to demand more workers at any
given real wage.
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TABLE 18.3

Production and Marginal Product for Banana Computers after an

Increase in Worker Productivity

(1) (2) (3) (4)
Value of

Number of Computers Marginal marginal product
workers produced per year product ($3,000/computer)

0 0

1 37.5
37.5 $112,500

2 72
34.5 103,500

3 103.5
31.5 94,500

4 132
28.5 85,500

5 157.5
25.5 76,500

6 180
22.5 67,500

7 199.5
19.5 58,500

8 216
16.5 49,500

The second factor that affects the demand for labor is worker productivity.
Since an increase in productivity increases the value of a worker’s marginal product,
it also increases the demand for labor, as the next example shows.

Worker productivity and BCC’s demand for labor

Suppose BCC adopts a new technology that reduces the number of components to
be assembled, permitting each technician to build 50 percent more machines per
year. Assume that the price of computers is $3,000 per machine. How many tech-
nicians will BCC hire if the real wage is $60,000 per year?

Table 18.3 shows workers’ marginal products and the value of their marginal
products after the 50 percent increase in productivity, assuming that computers sell
for $3,000 each.



Before the productivity increase, BCC would have demanded three workers at
a wage of $60,000 (see Table 18.1). After the productivity increase, however, the
value of the marginal product of the first six workers exceeds $60,000 (see Table
18.3, column 4). So at a wage of $60,000, BCC’s demand for labor increases from
three workers to six. ◆

EXERCISE 18.3

How many workers will BCC hire after the 50 percent increase in produc-

tivity if the going wage for technicians is $50,000 per year? Compare this

figure to the demand for workers at a $50,000 wage before the increase in

productivity.

In general, an increase in worker productivity increases the demand for labor,
shifting the labor demand curve to the right, as in Figure 18.3.
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2We are still holding the general price level constant, so any increase in the nominal wage also represents
an increase in the real wage.

THE SUPPLY OF LABOR

We have discussed the demand for labor by employers; to complete the story, we
need to consider the supply of labor. The suppliers of labor are workers and poten-
tial workers. At any given real wage, potential suppliers of labor must decide if they
are willing to work. The total number of people who are willing to work at each
real wage is the supply of labor.2

Will you clean your neighbor’s basement or go to the beach?

You were planning to go to the beach today, but your neighbor asks you to clean
out his basement. You like the beach a lot more than fighting cobwebs. Do you take
the job?

Unless you are motivated primarily by neighborliness, your answer to this job
offer would probably be “It depends on how much my neighbor will pay.” You
probably would not be willing to take the job for $10 or $20, unless you have a se-
vere and immediate need for cash. But if your neighbor were wealthy and eccentric



enough to offer you $500 (to take an extreme example), you would very likely say
yes. Somewhere between $20 and the unrealistic figure of $500 is the minimum
payment you would be willing to accept to tackle the dirty basement. This mini-
mum payment, the reservation price you set for your labor, is the compensation
level that leaves you just indifferent between working and not working.

In economic terms, deciding whether to work at any given wage is a straight-
forward application of the Cost-Benefit Principle. The cost to you of cleaning out
the basement is the opportunity cost of your time (you would rather be surfing) plus
the cost you place on having to work in unpleasant conditions. You can measure this
total cost in dollars simply by asking yourself, “What is the minimum amount of
money I would take to clean out the basement instead of going to the beach?” The
minimum payment that you would accept is the same as your reservation price. The
benefit of taking the job is measured by the pay you receive, which will go toward
that new DVD player you want. You should take the job only if the promised pay
(the benefit of working) exceeds your reservation price (the cost of working). ◆

In this example, your willingness to supply labor is greater the higher the wage.
In general, the same is true for the population as a whole. Certainly people work for
many reasons, including personal satisfaction, the opportunity to develop skills and
talents, and the chance to socialize with co-workers. Still, for most people, income
is one of the principal benefits of working, so the higher the real wage, the more
willing they are to sacrifice other possible uses of their time. The fact that people are
more willing to work when the wage they are offered is higher is captured in the up-
ward slope of the supply curve of labor (see Figure 18.4).
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EXERCISE 18.4

You want a career in broadcasting. The local radio station is offering an un-

paid summer internship that would give you valuable experience.Your alter-

native to the internship is to earn $3,000 working in a car wash. How would

you decide which job to take? Would a decision to take the internship con-

tradict the conclusion that the labor supply curve is upward-sloping?

SHIFTS IN THE SUPPLY OF LABOR

Any factor that affects the quantity of labor offered at a given real wage will shift
the labor supply curve. At the macroeconomic level, the most important factor

Cost-Benefit
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RECAP SUPPLY AND DEMAND IN THE LABOR MARKET

The demand for labor
The extra production gained by adding one more worker is the marginal
product of that worker. The value of the marginal product of a worker is that
worker’s marginal product times the price of the firm’s output. A firm will em-
ploy a worker only if the worker’s value of marginal product, which is the
same as the extra revenue the worker generates for the firm, exceeds the real
wage that the firm must pay. The lower the real wage, the more workers the
firm will find it profitable to employ. Thus, the labor demand curve, like most
demand curves, is downward-sloping.

For a given real wage, any change that increases the value of workers’ mar-
ginal products will increase the demand for labor and shift the labor demand
curve to the right. Examples of factors that increase labor demand are an in-
crease in the price of workers’ output and an increase in productivity.

The supply of labor
An individual is willing to supply labor if the real wage that is offered is
greater than the opportunity cost of the individual’s time. Generally, the
higher the real wage, the more people are willing to work. Thus, the labor
supply curve, like most supply curves, is upward-sloping.

For a given real wage, any factor that increases the number of people avail-
able and willing to work increases the supply of labor and shifts the labor sup-
ply curve to the right. Examples of facts that increase labor supply include an
increase in the working-age population or an increase in the share of the
working-age population seeking employment.

EXPLAINING THE TRENDS IN REAL WAGES 

AND EMPLOYMENT

We are now ready to analyze the important trends in real wages and employment
discussed earlier in the chapter.

affecting the supply of labor is the size of the working-age population, which is
influenced by factors such as the domestic birthrate, immigration and emigration
rates, and the ages at which people normally first enter the workforce and retire. All
else being equal, an increase in the working-age population raises the quantity of la-
bor supplied at each real wage, shifting the labor supply curve to the right. Changes
in the percentage of people of working age who seek employment—for example, as
a result of social changes that encourage women to work outside the home—also
can affect the supply of labor.

Now that we have discussed both the demand for and supply of labor, we
are ready to apply supply and demand analysis to real-world labor markets. But
first, try your hand at using supply and demand analysis to answer the following
question.

EXERCISE 18.5

Labor unions typically favor tough restrictions on immigration, while

employers tend to favor more liberal rules. Why? (Hint: How is an influx of

potential workers likely to affect real wages?)



WHY HAVE REAL WAGES INCREASED BY SO MUCH IN 

THE INDUSTRIALIZED COUNTRIES?

As we discussed, real annual earnings in the United States have quintupled since
1929, and other industrialized countries have experienced similar gains. These in-
creases have greatly improved the standard of living of workers in these countries.
Why have real wages increased by so much in the United States and other industri-
alized countries?

The large increase in real wages results from the sustained growth in produc-
tivity experienced by the industrialized countries during the twentieth century. (We
discuss the sources of this growth in productivity in the next chapter.) As illustrated
by Figure 18.5, increased productivity raises the demand for labor, increasing
employment and the real wage.
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Of the factors contributing to productivity growth in the industrialized coun-
tries, two of the most important were (1) the dramatic technological progress that
occurred during the twentieth century and (2) large increases in capital, which pro-
vided workers with more and better tools with which to work. Labor supply in-
creased during the century as well, of course (not shown in the diagram). However,
the increases in labor demand, driven by rapidly expanding productivity, have been
so great as to overwhelm the depressing effect on real wages of increased labor
supply.

SINCE THE 1970S, REAL WAGE GROWTH IN THE UNITED

STATES HAS SLOWED, WHILE EMPLOYMENT HAS

EXPANDED RAPIDLY

With the exception of the period since the late 1990s, rates of real wage growth af-
ter 1973 in the United States have been significantly lower than in previous decades.
But over much of the recent period, the economy has created new jobs at a record
rate. What accounts for these trends?

Let’s begin with the slowdown in real wage growth since the early 1970s. Sup-
ply and demand analysis tells us that a slowdown in real wage growth must result
from slower growth in the demand for labor, more rapid growth in the supply of la-
bor, or both. On the demand side, since the early 1970s the United States and other



industrialized nations have experienced a slowdown in productivity growth. (We
discuss this slowdown in the next chapter.) Thus, one possible explanation for the
slowdown in the growth of real wages since the early 1970s is the decline in the
pace of productivity gains.

Some evidence for a relationship between productivity and real wages is given
in Table 18.4, which shows the average annual growth rates in labor productivity
and real annual earnings for each decade since 1960. You can see that the growth
in productivity decade by decade corresponds closely to the growth in real earnings.
Particularly striking is the rapid growth of both productivity and wages during
the 1960s. Since the 1970s, growth in both productivity and real wages has been
significantly slower, although some improvement is apparent after 1990.
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TABLE 18.4

Growth Rates in Productivity and Real Earnings

Annual Growth Rate (%)

Productivity Real earnings

1960–1970 2.74 2.27

1970–1980 1.71 1.23

1980–1990 1.60 0.71

1990–2000 2.04 1.50

2000–2007 2.49 1.27

SOURCE: 1960–2000: Economic Report of the President, 2007 (http//www.gpoaccess.gov/eop/
index.html), 2000–2007: Bureau of Labor Statistics (http://nmc.bls.gov). Productivity is output
per hour in the nonfarm business sector; real earnings equal real compensation per hour in the
nonfarm business sector.

While the effects of the slowdown in productivity on the demand for labor are
an important reason for declining real wage growth, they can’t be the whole story.
We know this because, with labor supply held constant, slower growth in labor de-
mand would lead to reduced rates of employment growth, as well as reduced
growth in real wages. But job growth in the United States has been rapid in recent
decades. Large increases in employment in the face of slow growth of labor demand
can be explained only by simultaneous increases in the supply of labor (see the next
exercise).

Labor supply in the United States does appear to have grown rapidly recently.
As we saw in Chapter 16, for example, increased participation in the labor market
by women has increased the U.S. supply of labor since the mid-1970s. Other fac-
tors, including the coming of age of the baby boomers and high rates of immigra-
tion, also help to explain the increase in the supply of labor. The combination of
slower growth in labor demand (the result of the productivity slowdown) and ac-
celerated growth in labor supply (the result of increased participation by women in
the workforce, together with other factors) helps to explain why real wage growth
has been sluggish for many years in the United States, even as employment has
grown rapidly.

What about the future? Labor supply growth is likely to slow in the coming
decades as the baby boomers retire and the percentage of women in the labor force
stabilizes. Productivity has recently grown more quickly, reflecting the benefits of
new technologies, among other factors. Especially if the recent productivity trend
continues, there seems to be a good chance that workers will see healthy gains in
real wages in the years to come.



EXERCISE 18.6

As we just discussed, relatively weak growth in productivity and relatively

strong growth in labor supply after about 1973 can explain (1) the slow-

down in real wage growth and (2) the more rapid expansion in employment

after about 1973. Show this point graphically by drawing two supply and de-

mand diagrams of the labor market, one corresponding to the period

1960–1972 and the other to 1973–2000 (the period ending just before the

2001 recession). Assuming that productivity growth was strong but labor

supply growth was modest during 1960–1972, show that we would expect

to see rapid real wage growth but only moderate growth in employment in

that period. Now apply the same analysis to 1973–2000, assuming that pro-

ductivity growth is weaker but labor supply growth stronger than in

1960–1972. What do you predict for growth in the real wage and employ-

ment in 1973–2000 relative to the earlier period?

INCREASING WAGE INEQUALITY: THE EFFECTS 

OF GLOBALIZATION

Another important trend in U.S. labor markets is increasing inequality in wages.
Specifically, many commentators have blamed the increasing divergence between
the wages of skilled and unskilled workers on the phenomenon of “globalization.”
This popular term refers to the fact that to an increasing extent, the markets for
many goods and services are becoming international, rather than national or
local in scope. While Americans have long been able to buy products from all
over the world, the ease with which goods and services can cross borders is in-
creasing rapidly. In part this trend is the result of international trade agreements
such as the North American Free Trade Agreement (NAFTA), which reduc-
ed taxes on goods and services traded among Canada, the United States, and
Mexico. However, technological advances such as the internet also have promoted
globalization.

The main economic benefit of globalization is increased specialization and the
efficiency that it brings. Instead of each country trying to produce everything its cit-
izens consume, each can concentrate on producing those goods and services at
which it is relatively most efficient. As implied by the Principle of Comparative Ad-
vantage (Chapter 2), the result is that consumers of all countries enjoy a greater va-
riety of goods and services, of better quality and at lower prices, than they would
without international trade.

The effects of globalization on the labor market are mixed, however, which
explains why many politicians oppose free trade agreements. Expanded trade
means that consumers stop buying certain goods and services from domestic pro-
ducers and switch to foreign-made products. Consumers would not make this
switch unless the foreign products were better, cheaper, or both, so expanded
trade clearly makes them better off. But the workers and firm owners in the do-
mestic industries that lose business may well suffer from the increase in foreign
competition.

The effects of increasing trade on the labor market can be analyzed using Fig-
ure 18.6. The figure contrasts the supply and demand for labor in two different in-
dustries: (a) textiles and (b) computer software. Imagine that, initially, there is little
or no international trade in these two goods. Without trade, the demand for work-
ers in each industry is indicated by the curves marked D

textiles
and D

software
, respec-

tively. Wages and employment in each industry are determined by the intersection
of the demand curves and the labor supply curves in each industry. As we have
drawn the figure, initially, the real wage is the same in both industries, equal to w.
Employment is N

textiles
in textiles and N

software
in software.
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What will happen when this economy is opened up to trade, perhaps because
of a free trade agreement? Under the agreement, countries will begin to produce for
export those goods or services at which they are relatively more efficient and to im-
port goods or services that they are relatively less efficient at producing. Suppose
the country in this example is relatively more efficient at producing software than
manufacturing textiles. With the opening of trade, the country gains new foreign
markets for its software and begins to produce for export as well as for domestic
use. Meanwhile, because the country is relatively less efficient at producing textiles,
consumers begin to purchase foreign-made textiles, which are cheaper or of higher
quality, instead of the domestic product. In short, software becomes an exporting
industry and textiles an importing industry.

These changes in the demand for domestic products are translated into changes
in the demand for labor. The opening of export markets increases the demand for
domestic software, raising its price. The higher price for domestic software, in turn,
raises the value of the marginal products of software workers, shifting the labor
demand curve in the software industry to the right, from D

software
to D 

software
in Fig-

ure 18.6(b). Wages in the software industry rise, from w to w 
software

, and employ-
ment in the industry rises as well. In the textile industry the opposite happens.
Demand for domestic textiles falls as consumers switch to imports. The price of do-
mestic textiles falls with demand, reducing the value of the marginal product of tex-
tile workers and hence the demand for their labor, to D 

textiles
in Figure 18.6(a).

Employment in the textile industry falls, and the real wage falls as well, from w
to w 

textiles
.

In sum, Figure 18.6 shows how globalization can contribute to increasing wage
inequality. Initially, we assumed that software workers and textile workers received
the same wage. However, the opening up of trade raised the wages of workers in the
“winning” industry (software) and lowered the wages of workers in the “losing” in-
dustry (textiles), increasing inequality.

In practice, the tendency of trade to increase wage inequality may be even
worse than depicted in the example because the great majority of the world’s work-
ers, particularly those in developing countries, have relatively low skill levels. Thus,
when industrialized countries like the United States open up trade with developing
countries, the domestic industries that are likely to face the toughest international
competition are those that use mostly low-skilled labor. Conversely, the industries
that are likely to do the best in international competition are those that employ
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The Effect of

Globalization on the

Demand for Workers in

Two Industries.

Initially, real wages in the two

industries are equal at w.

After an increase in trade,

(a) demand for workers in

the importing industry
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while (b) demand for
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raising real wages and

employment in that industry.

EN 18



mostly skilled workers. Thus, increased trade may lower the wages of those workers
who are already poorly paid and increase the wages of those who are well paid.

The fact that increasing trade may exacerbate wage inequality explains some of
the political resistance to globalization, but in general it does not justify attempts to
reverse the trend. Increasing trade and specialization is a major source of improve-
ment in living standards, both in the United States and abroad, so trying to stop the
process is counterproductive. Indeed, the economic forces behind globalization—
primarily, the desire of consumers for better and cheaper products and of produc-
ers for new markets—are so powerful that the process would be hard to stop even
if government officials were determined to do so.

Rather than trying to stop globalization, helping the labor market to adjust to
the effects of globalization is probably a better course. To a certain extent, indeed,
the economy will adjust on its own. Figure 18.6 showed that, following the open-
ing to trade, real wages and employment fall in (a) textiles and rise in (b) software.
At that point, wages and job opportunities are much more attractive in the software
industry than in textiles. Will this situation persist? Clearly, there is a strong incen-
tive for workers who are able to do so to leave the textile industry and seek em-
ployment in the software industry.

The movement of workers between jobs, firms, and industries is called worker
mobility. In our example, worker mobility will tend to reduce labor supply in tex-
tiles and increase it in software, as workers move from the contracting industry to
the growing one. This process will reverse some of the increase in wage inequality
by raising wages in textiles and lowering them in software. It also will shift work-
ers from a less competitive sector to a more competitive sector. To some extent,
then, the labor market can adjust on its own to the effects of globalization.

Of course, there are many barriers to a textile worker becoming a software en-
gineer. So there also may be a need for transition aid to workers in the affected sec-
tors. Ideally, such aid helps workers train for and find new jobs. If that is not
possible or desirable—say, because a worker is nearing retirement—transition aid
can take the form of government payments to help the worker maintain his or her
standard of living. The Efficiency Principle reminds us that transition aid and simi-
lar programs are useful because trade and specialization increase the total economic
pie. The “winners” from globalization can afford the taxes necessary to finance aid
and still enjoy a net benefit from increased trade.

INCREASING WAGE INEQUALITY: TECHNOLOGICAL

CHANGE

A second source of increasing wage inequality is ongoing technological change that
favors more highly skilled or educated workers. New scientific knowledge and the
technological advances associated with it are a major source of improved produc-
tivity and economic growth. Increases in worker productivity are in turn a driving
force behind wage increases and higher average living standards. In the long run
and on average, technological progress is undoubtedly the worker’s friend.

This sweeping statement is not true at all times and in all places, however.
Whether a particular technological development is good for a particular worker de-
pends on the effect of that innovation on the worker’s value of marginal product
and, hence, on his or her wage. For example, at one time the ability to add numbers
rapidly and accurately was a valuable skill; a clerk with that skill could expect ad-
vancement and higher wages. However, the invention and mass production of the
electronic calculator has rendered human calculating skills less valuable, to the
detriment of those who have that skill.

History is replete with examples of workers who opposed new technologies out
of fear that their skills would become less valuable. In England in the early nine-
teenth century, rioting workmen destroyed newly introduced labor-saving machin-
ery. The name of the workers’ reputed leader, Ned Ludd, has been preserved in the
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term Luddite, meaning a person who is opposed to the introduction of new tech-
nologies. The same theme appears in American folk history in the tale of John
Henry, the mighty pile-driving man who died in an attempt to show that a human
could tunnel into a rock face more quickly than a steam-powered machine.

How do these observations bear on wage inequality? According to some econ-
omists, many recent technological advances have taken the form of skill-biased
technological change, that is, technological change that affects the marginal prod-
uct of higher-skilled workers differently from that of lower-skilled workers. Specif-
ically, technological developments in recent decades appear to have favored
more-skilled and educated workers. Developments in automobile production are a
case in point. The advent of mass production techniques in the 1920s provided
highly paid work for several generations of relatively low-skilled autoworkers. But
in recent years automobile production, like the automobiles themselves, has become
considerably more sophisticated. The simplest production jobs have been taken
over by robots and computer-controlled machinery, which require skilled operatives
who know how to use and maintain the new equipment. Consumer demands for
luxury features and customized options also have raised the automakers’ demand
for highly skilled craftsmen. Thus, in general, the skill requirements for jobs in
automobile production have risen. Similarly, few office workers today can escape
the need to use computer applications such as word processing and spreadsheets.
And in many places, elementary school teachers are expected to know how to set
up a Web page or use the internet.

Figure 18.7 illustrates the effects of technological change that favors skilled
workers. Figure 18.7(a) shows the market for unskilled workers; Figure 18.7(b)
shows the market for skilled workers. The demand curves labeled D

unskilled
and

D
skilled

show the demand for each type of worker before a skill-biased technological
change. Wages and employment for each type of worker are determined by the in-
tersection of the demand and supply curves in each market. Figure 18.7 shows that,
even before the technological change, unskilled workers received lower real wages
than skilled workers (w

unskilled
 w

skilled
), reflecting the lower marginal products of

the unskilled.
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The Effect of Skill-Biased

Technological Change on

Wage Inequality.

The figure shows the effects

of a skill-biased technological

change that increases the

marginal product of skilled

workers and reduces the

marginal product of unskilled

workers. The resulting

increase in the demand for

skilled workers raises their

wages (b), while the decline

in demand for unskilled

workers reduces their wages

(a). Wage inequality increases.

Now suppose that a new technology—computer-controlled machinery, for
example—is introduced. This technological change is biased toward skilled workers,
which means that it raises their marginal productivity relative to unskilled workers.



We will assume in this example that the new technology also lowers the marginal
productivity of unskilled workers, perhaps because they are unable to use the new
technology, but all that is necessary for our conclusions is that they benefit less than
skilled workers. Figure 18.7 shows the effect of this change in marginal products.
In part (b) the increase in the marginal productivity of skilled workers raises the de-
mand for those workers; the demand curve shifts rightward to D 

skilled
. Accordingly,

the real wages and employment of skilled workers also rise. In contrast, because
they have been made less productive by the technological change, the demand for
unskilled workers shifts leftward to D 

unskilled
[Figure 18.7(a)]. Lower demand for

unskilled workers reduces their real wages and employment.
In summary, this analysis supports the conclusion that technological change

that is biased in favor of skilled workers will tend to increase the wage gap between
the skilled and unskilled. Empirical studies have confirmed the role of skill-biased
technological change in recent increases in wage inequality.

Because new technologies that favor skilled workers increase wage inequality,
should government regulators act to block them? As in the case of globalization,
most economists would argue against trying to block new technologies since tech-
nological advances are necessary for economic growth and improved living stan-
dards. If the Luddites had somehow succeeded in preventing the introduction of
labor-saving machinery in Great Britain, economic growth and development over
the past few centuries might have been greatly reduced.

The remedies for the problem of wage inequalities caused by technological
change are similar to those for wage inequalities caused by globalization. First
among them is worker mobility. As the pay differential between skilled and un-
skilled work increases, unskilled workers will have a stronger incentive to acquire
education and skills, to everyone’s benefit. A second remedy is transition aid. Gov-
ernment policymakers should consider programs that will help workers to retrain if
they are able, or provide income support if they are not.
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■ The long-term increase in real wages enjoyed by workers in industrial
countries results primarily from large productivity gains, which have
raised the demand for labor. Technological progress and an expanded and
modernized capital stock are two important reasons for these long-term
increases in productivity.

■ The slowdown in real wage growth that began in the 1970s resulted in
part from the slowdown in productivity growth (and, hence, the slower
growth in labor demand) that occurred at about the same time. Increased
labor supply, arising from such factors as the increased participation of
women and the coming of age of the baby boom generation, depressed
real wages further while also expanding employment. In the latter part of
the 1990s, resurgence in productivity growth was accompanied by an in-
crease in real wage growth.

■ Both globalization and skill-biased technological change contribute to
wage inequality. Globalization raises the wages of workers in exporting
industries by raising the demand for those workers, while reducing the
wages of workers in importing industries. Technological change that fa-
vors more-skilled workers increases the demand for such workers, and
hence their wages, relative to the wages of less-skilled workers.



UNEMPLOYMENT AND THE 

UNEMPLOYMENT RATE

In assessing the level of economic activity in a country, economists look at a variety
of statistics. A statistic that receives a great deal of attention, both from economists
and from the general public, is the rate of unemployment. The unemployment rate
is a sensitive indicator of conditions in the labor market. When the unemployment
rate is low, jobs are secure and relatively easier to find. Low unemployment is often
associated with improving wages and working conditions as well, as employers
compete to attract and retain workers.

MEASURING UNEMPLOYMENT

In the United States, defining and measuring unemployment is the responsibility of
the Bureau of Labor Statistics, or BLS. Each month the BLS surveys about 60,000
randomly selected households. Each person in those households who is 16 years or
older is placed in one of three categories:

1. Employed. A person is employed if he or she worked full-time or part-time
(even for a few hours) during the past week or is on vacation or sick leave from
a regular job.

2. Unemployed. A person is unemployed if he or she did not work during the pre-
ceding week but made some effort to find work (for example, by going to a job
interview) in the past four weeks.

3. Out of the labor force. A person is considered to be out of the labor force if he
or she did not work in the past week and did not look for work in the past four
weeks. In other words, people who are neither employed nor unemployed (in
the sense of looking for work but not being able to find it) are “out of the la-
bor force.” Full-time students, unpaid homemakers, retirees, and people unable
to work because of disabilities are examples of people who are out of the labor
force.

Based on the results of the survey, the BLS estimates how many people in the whole
country fit into each of the three categories.

To find the unemployment rate, the BLS must first calculate the size of the la-
bor force. The labor force is defined as the total number of employed and unem-
ployed people in the economy (the first two categories of respondents to the BLS
survey). The unemployment rate is then defined as the number of unemployed peo-
ple divided by the labor force. Notice that people who are out of the labor force
(because they are in school, have retired, or are disabled, for example) are not
counted as unemployed and thus do not affect the unemployment rate. In general,
a high rate of unemployment indicates that the economy is performing poorly.

Another useful statistic is the participation rate, or the percentage of the work-
ing-age population in the labor force (that is, the percentage that is either employed
or looking for work). The participation rate is calculated by dividing the labor force
by the working-age (16 ) population.
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Attempting to block either globalization or technological change is not
the best response to the problem of wage inequality. To some extent,
worker mobility (movement of workers from low-wage to high-wage in-
dustries) will offset the inequality created by these forces. Where mobility
is not practical, transition aid—government assistance to workers whose
employment prospects have worsened—may be the best solution.

labor force the total number 

of employed and unemployed

people in the economy

unemployment rate the 

number of unemployed people

divided by the labor force

participation rate the 

percentage of the working-age

population in the labor force

(that is, the percentage that is

either employed or looking 

for work)



Table 18.5 illustrates the calculation of key labor market statistics, using data
based on the BLS survey for January 2008. In that month unemployment was 4.9 per-
cent of the labor force. The participation rate was 66 percent; that is, about two out
of every three adults had a job or were looking for work. Figure 18.8 shows the
U.S. unemployment rate since 1960. Unemployment rates were exceptionally low—
just above 4 percent—in the late 1960s and the late 1990s. By this measure, the lat-
ter part of the 1990s was an exceptionally good time for American workers.
However, unemployment rose in 2001–2003 following a recession in 2001.
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TABLE 18.5

U.S. Employment Data, January 2008 (in millions)

Employed 146.2

Plus:

Unemployed 7.6

Equals: Labor force 153.8

Plus:

Not in labor force 78.8

Equals:

Working-age (over 16) population 232.6

Unemployment rate  unemployed labor force  7.6 153.8  4.9%

Participation rate  labor force working-age population  153.8 232.6  66.1

SOURCE: Bureau of Labor Statistics (http://stats.bls.gov).
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The U.S. Unemployment

Rate, 1960–2007.

The unemployment rate—the

fraction of the U.S. labor force

that is unemployed—was just

above 4 percent in the late

1990s, the lowest recorded

rate since the latter part of

the 1960s. Unemployment

rose above 6 percent in 2003,

following a recession.

EXERCISE 18.7

Following are January 2008 BLS U.S. employment data for African Americans.

SOURCE: Bureau of Labor Statistics (http://www.bls.gov).

Employed 16.090 million

Unemployed 1.623 million

Not in the labor force 9.927 million



Find the labor force, the working-age population, the unemployment rate,

and the participation rate for African Americans and compare your results

to those in Table 18.5.

THE COSTS OF UNEMPLOYMENT

Unemployment imposes economic, psychological, and social costs on a nation.
From an economic perspective, the main cost of unemployment is the output that is
lost because the workforce is not fully utilized. Much of the burden of the reduced
output is borne by the unemployed themselves, whose incomes fall when they are
not working and whose skills may deteriorate from lack of use. However, society at
large also bears part of the economic cost of unemployment. For example, workers
who become unemployed are liable to stop paying taxes and start receiving gov-
ernment support payments such as unemployment benefits. This net drain on the
government’s budget is a cost to all taxpayers.

The psychological costs of unemployment are felt primarily by unemployed
workers and their families. Studies show that lengthy periods of unemployment can
lead to a loss of self-esteem, feelings of loss of control over one’s life, depression,
and even suicidal behavior.3 The unemployed worker’s family is likely to feel in-
creased psychological stress, compounded by the economic difficulties created by
the loss of income.

The social costs of unemployment are a result of the economic and psycholog-
ical effects. People who have been unemployed for a while tend not only to face se-
vere financial difficulties but also to feel anger, frustration, and despair. Not
surprisingly, increases in unemployment tend to be associated with increases in
crime, domestic violence, alcoholism, drug abuse, and other social problems. The
costs created by these problems are borne not only by the unemployed but by society
in general, as more public resources must be spent to counteract these problems—
for example, by hiring more police to control crime or increasing spending on social
services.

THE DURATION OF UNEMPLOYMENT

In assessing the impact of unemployment on jobless people, economists must know
how long individual workers have been without work. Generally, the longer a per-
son has been out of work, the more severe are the economic and psychological costs
that person will face. People who are unemployed for only a few weeks, for exam-
ple, are not likely to suffer a serious reduction in their standard of living, since for
a short period they can draw upon their savings and perhaps on government bene-
fits. Nor would we expect someone who is unemployed for only a short time to ex-
perience psychological problems such as depression or loss of self-esteem, at least
not to the same extent as someone who has been out of work for months or years.

In its surveys, therefore, the BLS asks respondents how long they have been un-
employed. A period during which an individual is continuously unemployed is
called an unemployment spell; it begins when the worker becomes unemployed and
ends when the worker either finds a job or leaves the labor force. (Remember, peo-
ple outside the labor force are not counted as unemployed.) The length of an un-
employment spell is called its duration. The duration of unemployment rises during
recessions, reflecting the greater difficulty of finding work during those periods.

At any given time, a substantial fraction of unemployed workers have been un-
employed for six months or more; we will refer to this group as the long-term un-
employed. Long-term unemployment creates the highest economic, psychological,
and social costs, both for the unemployed themselves and for society as a whole.
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3For a survey of the literature on the psychological effects of unemployment, see William Darity Jr. and
Arthur H. Goldsmith, “Social Psychology, Unemployment and Macroeconomics,” Journal of Economic
Perspectives 10 (Winter 1996), pp. 121–40.

unemployment spell a period
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unemployment spell



Although long-term unemployment is a serious problem, many unemployment
spells are quite short. For example, in January 2008, 35 percent of the unemployed
had been out of work for just 5 weeks or less, another 32 percent had been unem-
ployed for 5 to 14 weeks, and about 33 percent of the unemployed had been with-
out a job for more than 14 weeks (about three months). These statistics are a bit
deceptive, however, because short unemployment spells can arise from two very dif-
ferent patterns of labor-market experience. Some people have short unemployment
spells that end in their finding a stable long-term job. For the most part, these work-
ers, whom we will refer to as the short-term unemployed, do not bear a high cost of
unemployment. But other workers have short unemployment spells that typically
end either in their withdrawal from the labor force or in a short-term or temporary
job that soon leaves the worker unemployed again. Workers whose unemploy-
ment spells are broken up by brief periods of employment or withdrawal from the
labor force are referred to as the chronically unemployed. In terms of the costs of
unemployment, the experience of these workers is similar to that of the long-term
unemployed.

THE UNEMPLOYMENT RATE VERSUS “TRUE”

UNEMPLOYMENT

Like GDP measurement, unemployment measurement has its critics. Most of them
argue that the official unemployment rate understates the true extent of unemploy-
ment. They point in particular to two groups of people who are not counted among
the unemployed: so-called discouraged workers and involuntary part-time workers.

Discouraged workers are people who say they would like to have a job but
have not made an effort to find one in the past four weeks. Often, discouraged
workers tell the survey takers that they have not searched for work because they
have tried without success in the past, or because they are convinced that labor-
market conditions are such that they will not be able to find a job. Because they
have not sought work in the past four weeks, discouraged workers are counted as
being out of the labor force rather than unemployed. Some observers have sug-
gested that treating discouraged workers as unemployed would provide a more ac-
curate picture of the labor market.

Involuntary part-time workers are people who say they would like to work full-
time but are able to find only part-time work. Because they do have jobs, involuntary
part-time workers are counted as employed rather than unemployed. Some econo-
mists have suggested that these workers should be counted as partially unemployed.

In response to these criticisms, in recent years the BLS has released special un-
employment rates that include estimates of the number of discouraged workers and
involuntary part-time workers. In January 2008, when the official unemployment
rate was 4.9 percent (see Table 18.5), the BLS calculated that if both discouraged
workers and involuntary part-time workers were counted as unemployed, the un-
employment rate would have been 9.0 percent. So the problem of discouraged and
underemployed workers appears to be fairly significant.

TYPES OF UNEMPLOYMENT AND THEIR COSTS

Economists have found it useful to think of unemployment as being of three broad
types: frictional unemployment, structural unemployment, and cyclical unemploy-
ment. Each type of unemployment has different causes and imposes different eco-
nomic and social costs.

FRICTIONAL UNEMPLOYMENT

The function of the labor market is to match available jobs with available workers.
If all jobs and workers were the same, or if the set of jobs and workers were static
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and unchanging, this matching process would be quick and easy. But the real world
is more complicated. In practice, both jobs and workers are highly heterogeneous.
Jobs differ in their location, in the skills they require, in their working conditions
and hours, and in many other ways. Workers differ in their career aspirations, their
skills and experience, their preferred working hours, their willingness to travel, and
so on.

The real labor market is also dynamic, or constantly changing and evolving. On
the demand side of the labor market, technological advances, globalization, and
changing consumer tastes spur the creation of new products, new firms, and even
new industries, while outmoded products, firms, and industries disappear. Thus CD
players have replaced record players and word processors have replaced typewrit-
ers. As a result of this upheaval, new jobs are constantly being created, while some
old jobs cease to be viable. The workforce in a modern economy is equally dy-
namic. People move, gain new skills, leave the labor force for a time to rear children
or go back to school, and even change careers.

Because the labor market is heterogeneous and dynamic, the process of
matching jobs with workers often takes time. For example, a software engineer
who loses or quits her job in Silicon Valley may take weeks or even months to find
an appropriate new job. In her search she will probably consider alternative areas
of software development or even totally new challenges. She also may want to
think about different regions of the country in which software companies are lo-
cated, such as North Carolina’s Research Triangle or New York City’s Silicon Al-
ley. During the period in which she is searching for a new job, she is counted as
unemployed.

Short-term unemployment that is associated with the process of matching
workers with jobs is called frictional unemployment. The costs of frictional unem-
ployment are low and may even be negative; that is, frictional unemployment may
be economically beneficial. First, frictional unemployment is short-term, so its psy-
chological effects and direct economic losses are minimal. Second, to the extent
that the search process leads to a better match between worker and job, a period of
frictional unemployment is actually productive, in the sense that it leads to higher
output over the long run. Indeed, a certain amount of frictional unemployment
seems essential to the smooth functioning of a rapidly changing, dynamic economy.

STRUCTURAL UNEMPLOYMENT

A second major type of unemployment is structural unemployment, or the long-
term and chronic unemployment that exists even when the economy is producing at
a normal rate. Several factors contribute to structural unemployment. First, a lack
of skills, language barriers, or discrimination keeps some workers from finding sta-
ble, long-term jobs. Migrant farmworkers and unskilled construction workers who
find short-term or temporary jobs from time to time, but never stay in one job for
very long, fit the definition of chronically unemployed.

Second, economic changes sometimes create a long-term mismatch between the
skills some workers have and the available jobs. The U.S. steel industry, for exam-
ple, has declined over the years, while the computer industry has grown rapidly.
Ideally, steelworkers who lose their jobs would be able to find new jobs in computer
firms (worker mobility), so their unemployment would only be frictional in nature.
In practice, of course, many ex-steelworkers lack the education, ability, or interest
necessary to work in the computer industry. Since their skills are no longer in
demand, these workers may drift into chronic or long-term unemployment.

Finally, structural unemployment can result from structural features of the la-
bor market that act as barriers to employment. Examples of such barriers include
unions and minimum wage laws, both of which may keep wages above their market-
clearing level, creating unemployment. We will discuss some of these structural
features shortly.
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The costs of structural unemployment are much higher than those of frictional
unemployment. Because structurally unemployed workers do little productive work
over long periods, their idleness causes substantial economic losses both to the un-
employed workers and to society. Structurally unemployed workers also lose out on
the opportunity to develop new skills on the job, and their existing skills wither
from disuse. Long spells of unemployment are also much more difficult for work-
ers to handle psychologically than the relatively brief spells associated with fric-
tional unemployment.

CYCLICAL UNEMPLOYMENT

The third type of unemployment occurs during periods of recession (that is, periods
of unusually low production) and is called cyclical unemployment. The sharp peaks
in unemployment shown in Figure 18.8 reflect the cyclical unemployment that oc-
curs during recessions. Increases in cyclical unemployment, although they are rela-
tively short-lived, are associated with significant declines in real GDP and are
therefore quite costly economically. We will study cyclical unemployment in more
detail later in the chapters dealing with booms and recessions.

In principle, frictional, structural, and cyclical unemployment add up to the to-
tal unemployment rate. In practice, sharp distinctions often cannot be made be-
tween the different categories, so any breakdown of the total unemployment rate
into the three types of unemployment is necessarily subjective and approximate.

IMPEDIMENTS TO FULL EMPLOYMENT

In discussing structural unemployment, we mentioned that structural features of the
labor market may contribute to long-term and chronic unemployment. Let’s discuss
a few of those features.
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MINIMUM WAGE LAWS

The federal government and most states have minimum wage laws, which prescribe
the lowest hourly wage that employers may pay to workers. Basic supply and demand
analysis shows that if the minimum wage law has any effect at all, it must raise the un-
employment rate. Figure 18.9 shows why. The figure shows the demand and supply
curves for low-skilled workers, to whom the minimum wage is most relevant. The
market-clearing real wage, at which the quantity of labor demanded equals the quan-
tity of labor supplied, is w, and the corresponding level of employment of low-skilled
workers is N. Now suppose there is a legal minimum wage w

min
that exceeds the

market- clearing wage w, as shown in Figure 18.9. At the minimum wage, the number
of people who want jobs, N

B
, exceeds the number of workers that employers are

willing to hire, N
A
. The result is unemployment in the amount N

B
 N

A
, also equal to

the length of the line segment AB in the figure. If there were no minimum wage, this
unemployment would not exist, since the labor market would clear at wage w.

If minimum wages create unemployment, why are they politically popular?
A minimum wage creates two classes of workers: those who are lucky enough to
find jobs at the minimum wage and those who are shut out because the minimum
wage exceeds the market-clearing wage. Workers who do find jobs at the minimum
wage will earn more than they would have otherwise because the minimum wage is
higher than the market-clearing wage. If the minimum wage were put to a vote, the
number of workers who benefit from the legislation, and who could thus be ex-
pected to support it, might well exceed the number of workers who are hurt by it.
In creating groups of “winners” and “losers,” minimum wage legislation resembles
rent control legislation (see Chapter 3). But like rent controls, minimum wages cre-
ate economic inefficiency. Thus, other methods of attacking poverty, such as direct
grants to the working poor, might prove more effective.

LABOR UNIONS

Labor unions are organizations that negotiate with employers on behalf of workers.
Among the issues that unions negotiate, which are embodied in the contracts they
draw up with employers, are the wages workers earn, rules for hiring and firing, the
duties of different types of workers, working hours and conditions, and procedures
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for resolving disputes between workers and employers. Unions gain negotiating
power by their power to call a strike—that is, to refuse work until a contract agree-
ment has been reached.

Through the threat of a strike, a union can usually get employers to agree to a
wage that is higher than the market-clearing wage. Thus, Figure 18.9 could repre-
sent conditions in a unionized industry if w

min
is interpreted as the union wage in-

stead of the legal minimum wage. As in the case of a minimum wage, a union wage
that is higher than the market-clearing wage leads to unemployment, in the amount
N

B
 N

A
in Figure 18.9. Furthermore, a high union wage creates a trade-off similar

to the one created by a minimum wage. Those workers who are lucky enough to get
jobs as union members will be paid more than they would be otherwise. Unfortu-
nately, their gain comes at the expense of other workers who are unemployed as a
result of the artificially high union wage.

Are labor unions good for the economy? That is a controversial, emotionally
charged question. Early in the twentieth century, some employers who faced little
local competition for workers—coal-mining companies in Appalachia, for example—
exploited their advantage by forcing workers to toil long hours in dangerous condi-
tions for low pay. Through bitter and sometimes bloody confrontations with these
companies, labor organizations succeeded in eliminating many of the worst abuses.
Unions also point with pride to their historic political role in supporting progressive
labor legislation, such as laws that banned child labor. Finally, union leaders often
claim to increase productivity and promote democracy in the workplace by giving
workers some voice in the operations of the firm.

Opponents of unions, while acknowledging that these organizations may have
played a positive role in the past, question their value in a modern economy. Today,
more and more workers are professionals or semiprofessionals, rather than pro-
duction workers, so they can move relatively easily from firm to firm. Indeed, many
labor markets have become national or even international, so today’s workers have
numerous potential employers. Thus, the forces of competition—the fact that em-
ployers must persuade talented workers to work for them—should provide ade-
quate protection for workers. Indeed, opponents would argue that unions are
becoming increasingly self-defeating since firms that must pay artificially high
union wages and abide by inflexible work rules will not be able to compete in a
global economy. The ultimate effect of such handicaps will be the failure of union-
ized firms and the loss of union jobs. Indeed, unions are in decline in the United
States and now represent 12.5 percent of the workforce—a large fraction of which
are government workers such as public school teachers and the police.

UNEMPLOYMENT INSURANCE

Another structural feature of the labor market that may increase the unemployment
rate is the availability of unemployment insurance, or government transfer payments
to unemployed workers. Unemployment insurance provides an important social
benefit in that it helps the unemployed to maintain a decent standard of living while
they are looking for a job. But because its availability allows the unemployed to
search longer or less intensively for a job, it may lengthen the average amount of
time the typical unemployed worker is without a job.

Most economists would argue that unemployment insurance should be gener-
ous enough to provide basic support to the unemployed but not so generous as to
remove the incentive to actively seek work. Thus, unemployment insurance should
last for only a limited time, and its benefits should not be as high as the income a
worker receives when working.

OTHER GOVERNMENT REGULATIONS

Besides minimum wage legislation, many other government regulations bear on the
labor market. They include health and safety regulations, which establish the safety
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standards employers must follow, and rules that prohibit racial or gender-based dis-
crimination in hiring.

Legislators and other policymakers need to keep in mind both the Cost-Benefit
Principle and the Efficiency Principle when considering labor-market regulation.
Many regulations are beneficial; however, in some cases the costs of complying with
them may exceed the benefits they provide. Further, to the extent that regulations
increase employer costs and reduce productivity, they depress the demand for labor,
lowering real wages and contributing to unemployment and reducing the size of the
economic pie.

The points raised in this section can help us to understand one of the important
labor market trends discussed earlier in the chapter, namely, the persistence of high
unemployment in western Europe.

WHY ARE UNEMPLOYMENT RATES SO HIGH IN 

WESTERN EUROPE?

For more than two decades, unemployment has been exceptionally high in the ma-
jor countries of western Europe, as Figure 18.10 shows. In 2007, for example, the
unemployment rate was 6.2 percent in Italy, 8.6 percent in France, 8.7 percent in
Germany, and 5.3 in the United Kingdom, compared with a U.S. unemployment
rate of only 4.6 percent. In the 1950s, 1960s, and 1970s, western Europe consis-
tently enjoyed very low unemployment rates.

One explanation for the high unemployment in major western European coun-
tries is the existence of structural “rigidities” in their labor markets. Relative to the
United States, European labor markets are highly regulated. European governments
set rules in matters ranging from the number of weeks of vacation workers must re-
ceive to the reasons for which a worker can be dismissed. Minimum wages in
Europe are high, and unemployment benefits are much more generous than in the
United States. European unions are also far more powerful than those in the United
States; their wage agreements are often extended by law to all firms in the industry,
whether or not they are unionized. This lack of flexibility in labor markets—which
some observers refer to as Eurosclerosis—causes higher frictional and structural un-
employment.
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■ S U M M A R Y ■

• There are five important trends in wages, employment,
and unemployment that we focused on in this chapter.
First, over a long period, average real wages have risen

substantially both in the United States and in other in-
dustrialized countries. Second, despite the long-term
upward trend in real wages, real wage growth has

If European labor markets are so dysfunctional, why has serious European un-
employment emerged only in the past two decades? One explanation turns on the in-
creasing pace of globalization and skill-biased technological change. As we saw, these
two factors decrease the demand for less-skilled labor relative to the demand for
skilled labor. In the United States, falling demand has depressed the wages of the less
skilled, increasing wage inequality. But in western Europe, high minimum wages, union
contracts, generous unemployment insurance, and other factors may have created a
floor for the wage that firms could pay or that workers would accept. As the marginal
productivity of the less skilled dropped below that floor, firms no longer found it
profitable to employ those workers, swelling the ranks of the unemployed. Thus, the
combination of labor market rigidity and the declining marginal productivity of
low-skilled workers may be responsible for the European unemployment problem.

Evidence for the idea that inflexible labor markets have contributed to European
unemployment comes from the United Kingdom, where the government of Prime
Minister Margaret Thatcher instituted a series of reforms beginning in the early
1980s. Britain has since largely deregulated its labor market so that it functions much
more like that in the United States. Figure 18.10 shows that unemployment in Britain
has gradually declined and is now lower than in other western European countries.
Labor market reforms like those in Britain are examples of structural policies.
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RECAP UNEMPLOYMENT AND THE UNEMPLOYMENT RATE

Defining and measuring unemployment involves distinguishing among the
employed, the unemployed and those not in the labor force. We can then use
these concepts to calculate measures such as the unemployment rate, which is
the number of people unemployed divided by the labor force, and the partic-
ipation rate, which is the labor force divided by the working-age population.

Economists distinguish among three broad types of unemployment. Fric-
tional unemployment is the short-term unemployment that is associated with
the process of matching workers with jobs. Structural unemployment is the
long-term or chronic unemployment that occurs even when the economy is
producing at a normal rate. Cyclical unemployment is the extra unemploy-
ment that occurs during periods of recession. Frictional unemployment may
be economically beneficial, as improved matching of workers and jobs may
increase output in the long run. Structural and cyclical unemployment impose
heavy economic costs on workers and society, as well as psychological costs
on workers and their families.

Structural features of the labor market may cause structural unemploy-
ment. Examples of such features are legal minimum wages or union contracts
that set wages above market-clearing levels; unemployment insurance, which
allows unemployed workers to search longer or less intensively for a job; and
government regulations that impose extra costs on employers. Regulation of
the labor market is not necessarily undesirable, but it should be subject to the
cost-benefit criterion. Heavy labor market regulation and high unionization
rates in western Europe help to explain the persistence of high unemployment
rates in those countries.
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slowed significantly in the United States since the early
1970s. Third, in the United States, wage inequality has
increased dramatically in recent decades. The real wages
of most unskilled workers have actually declined,
while the real wages of skilled and educated workers
have continued to rise. Fourth, employment has grown
substantially in the United States in recent decades and
has exceeded the growth of the working-age popu-
lation. Fifth, since about 1980, western European
nations have experienced very high rates of unemploy-
ment and low rates of job creation. LO1

• Trends in real wages and employment can be studied
using a supply-and-demand model of the labor mar-
ket. At a given price level, the productivity of labor
and the price of workers’ output determine the de-
mand for labor. Employers will hire workers only as
long as the value of the marginal product of the last
worker hired equals or exceeds the wage the firm must
pay. Because of diminishing returns to labor, the more
workers a firm employs, the less additional product
will be obtained by adding yet another worker. The
lower the going wage, the more workers will be hired
and thus the demand-for-labor curve slopes downward.
Factors that increase the value of labor’s marginal
product, such as an increase in the price of workers’
output or an increase in productivity, shift the labor
demand curve to the right. Conversely, changes that
reduce the value of labor’s marginal product shift the
labor demand curve to the left. LO2

• The supply curve for labor shows the number of people
willing to work at any given real wage. The supply
curve slopes downward since more people will generally
work at a higher real wage. An increase in the working-
age population or a social change that promotes labor
market participation (such as the changing role of
women in the labor force) will increase labor supply
and shift the labor supply curve to the right. LO2

• Improvements in productivity, which raise the de-
mand for labor, account for the bulk of the increase in
U.S. real wages over the last century. The slowdown
in real wage growth that has occurred in recent
decades is the result of slower growth in labor de-
mand, which was caused in turn by a slowdown in the
rate of productivity improvement, and of more rapid
growth in labor supply. Rapid growth in labor supply,
caused by such factors as immigration and increased
labor force participation by women, also has con-
tributed to the continued expansion of employment.
Recently, there has been some improvement in the
rate of growth of productivity and real wages. LO3

• Two reasons for the increasing was inequality in the
United States are economic globalization and skill-
biased technological change. Both have increased the

demand for, and hence the real wages of, relatively
skilled and educated workers. Attempting to block
globalization and technological change is counterpro-
ductive, however, since both factors are important in
promoting increased productivity. To some extent, the
movement of workers from lower-paying to higher-
paying jobs or industries will counteract the trend
toward wage inequality. A policy of providing transi-
tion aid and training for workers with obsolete skills
is a more useful response to the problem. LO3

• The unemployment rate is based on surveys con-
ducted by the Bureau of Labor Statistics. The surveys
classify all respondents over age 16 as employed, un-
employed, or not in the labor force. The labor force is
the sum of employed and unemployed workers—that
is, people who have a job or are looking for one. The
unemployment rate is calculated as the number of un-
employed workers divided by the labor force. The
participation rate is the percentage of the working-
age population that is in the labor force. LO4

• The costs of unemployment include the economic cost
of lost output, the psychological costs borne by unem-
ployed workers and their families, and the social costs
associated with problems like increased crime and vi-
olence. The greatest costs are imposed by long unem-
ployment spells (periods of unemployment). Critics
of the official unemployment rate argue that it under-
states “true” unemployment by excluding discouraged
workers and involuntary part-time workers. LO5

• There are three broad types of unemployment: fric-
tional, structural, and cyclical. Frictional unemploy-
ment is the short-term unemployment associated with
the process of matching workers with jobs in a dy-
namic, heterogeneous labor market. Structural unem-
ployment is the long-term and chronic unemployment
the exists even when the economy is producing at a
normal rate. It arises from a variety of factors, includ-
ing language barriers, discrimination, structural fea-
tures of the labor market, lack of skills, or long-term
mismatches between the skills workers have and the
available jobs. Cyclical unemployment is the extra
unemployment that occurs during periods of reces-
sion. The costs of frictional unemployment are low, as
it tends to be brief and to create more productive
matches between workers and jobs. Structural unem-
ployment, which is often long term, and cyclical un-
employment, which is associated with significant
reductions in real GDP, tend to be more costly. LO5

• Structural features of the labor market that may con-
tribute of unemployment include minimum wage
laws, which discourage firms from hiring low-skilled
workers; labor unions, which can set wages above
market-clearing levels; unemployment insurance,



which reduces the incentives of the unemployed to
find work quickly; and other government regulations,
which—although possibly conferring benefits—
increase the costs of employing workers. The labor

market “rigidity” created by government regulations
and union contracts is more of a problem in western
Europe than in the United States, which may account
for Europe’s high unemployment rates. LO5
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■ K E Y  T E R M S ■

cyclical unemployment (504)
diminishing returns to labor (484)
discouraged workers (502)
duration (of an unemployment

spell) (501)

frictional unemployment (503)
labor force (499)
participation rate (499)
skill-biased technological 

change (497)

structural unemployment (503)
unemployment rate (499)
unemployment spell (501)
worker mobility (496)

■ R E V I E W  Q U E S T I O N S ■

1. List and discuss the five important labor market
trends given in the first section of the chapter. LO1

2. Acme Corporation is considering hiring Jane Smith.
Based on her other opportunities in the job market,
Jane has told Acme that she will work for them for
$40,000 per year. How should Acme determine
whether to employ her? LO2

3. Why have real wages risen by so much in the United
States in the past century? Why did real wage growth
slow for 25 years beginning in the early 1970s? What
has been happening to real wages recently? LO3

4. What are two major factors contributing to in-
creased inequality in wages? Briefly, why do these

factors raise wage inequality? Contrast possible
policy responses to increasing inequality in terms of
their effects on economic efficiency. LO3

5. True or false: A high participation rate in an economy
implies a low unemployment rate. Explain. LO4

6. What are the costs of a high unemployment rate?
Do you think providing more generous government
benefits to the unemployed would increase these
costs, reduce these costs, or leave them unchanged?
Discuss. LO5

7. List three types of unemployment and their causes.
Which of these types is economically and socially
the least costly? Explain. LO5

■ P R O B L E M S ■

1. Data on the average earnings of people of different education levels are avail-
able from the Bureau of the Census (try online at www.census.gov/hhes/www/
income/histinc/incpertoc.html). Using these data, prepare a table showing the
earnings of college graduates relative to high school graduates and of college
graduates relative to those with less than a high school degree. Show the data
for the latest year available, for every fifth year going back to the earliest data
available. What are the trends in relative earnings? LO3

2. Production data for Bob’s Bicycle Factory are as follows:

Other than wages, Bob has costs of $100 (for parts and so on) for each bike
assembled. LO2

Number of workers Bikes assembled per day

1 10

2 18

3 24

4 28

5 30
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a. Bikes sell for $130 each. Find the marginal product and the value of the mar-
ginal product for each worker (don’t forget about Bob’s cost of parts).

b. Make a table showing Bob’s demand curve for labor.
c. Repeat part b for the case in which bikes sell for $140 each.
d. Repeat part b for the case in which worker productivity increases by 50 per-

cent. Bikes sell for $130 each.

3. How would each of the following likely affect the real wage and employment
of unskilled workers on an automobile plant assembly line? LO3

a. Demand for the type of car made by the plant increases.
b. A sharp increase in the price of gas causes many commuters to switch to

mass transit.
c. Because of alternative opportunities, people become less willing to do fac-

tory work.
d. The plant management introduces new assembly-line methods that increase the

number of cars unskilled workers can produce per hour while reducing defects.
e. Robots are introduced to do most basic assembly-line tasks.
f. The workers unionize.

4. How would each of the following factors be likely to affect the economywide
supply of labor? LO2

a. The mandatory retirement age is increased.
b. Increased productivity causes real wages to rise.
c. War preparations lead to the institution of a national draft, and many young

people are called up.
d. More people decide to have children (consider both short-run and long-run

effects).
e. Social Security benefits are made more generous.

5. Skilled or unskilled workers can be used to produce a small toy. Initially, as-
sume that the wages paid to both types of workers are equal. LO3

a. Suppose that electronic equipment is introduced that increases the marginal
product of skilled workers (who can use the equipment to produce more
toys per hour worked). The marginal products of unskilled workers are un-
affected. Explain, using words and graphs, what happens to the equilibrium
wages for the two groups.

b. Suppose that unskilled workers find it worthwhile to acquire skills when the
wage differential between skilled and unskilled workers reaches a certain
point. Explain what will happen to the supply of unskilled workers, the sup-
ply of skilled workers, and the equilibrium wage for the two groups. In par-
ticular, what are equilibrium wages for skilled workers relative to unskilled
workers after some unskilled workers acquire training?

6. Here is a report from a not-very-efficient BLS survey taker: “There were 65 peo-
ple in the houses I visited, 10 of them children under 16 and 10 retired; 25 people
had full-time jobs, and 5 had part-time jobs. There ware 5 full-time homemakers,
5 full-time students over age 16, and 2 people who were disabled and cannot
work. The remaining people did not have jobs but all said they would like
one. One of these people had not looked actively for work for three months,
however.” Find the labor force, the working-age population, the number of
employed workers, and the number of unemployed workers. LO4

7. Ellen is downloading labor market data for the most recent month, but her
connection is slow and so far this is all she has been able to get:

Unemployment rate 5.0%

Participation rate 62.5%

Not in the labor force 60 million



Find the labor force, the working-age population, the number of employed
workers, and the number of unemployed workers. LO4

8. For each of the following scenarios, state whether the unemployment is fric-
tional, structural, or cyclical. Justify your answer. LO5

a. Ted lost his job when the steel mill closed down. He lacks the skills to work
in another industry and so has been unemployed over a year.

b. Alice was laid off from her job at the auto plant because the recession re-
duced the demand for cars. She expects to get her job back when the econ-
omy picks up.

c. Lance is an unskilled worker who works for local moving companies during
their busy seasons. The rest of the year he is unemployed.

d. Gwen had a job as a clerk but quit when her husband was transferred to an-
other state. She looked for a month before finding a new job that she liked.

e. Tao looked for a job for six weeks after finishing college. He turned down a
couple of offers because they didn’t let him use the skills he had acquired in
college, but now he has a job in the area that he trained for.

f. Karen, a software engineer, lost her job when the start-up company she was
working for went bankrupt. She interviewed at five companies before ac-
cepting a new job in another firm in the same industry.

9. The towns of Sawyer and Thatcher each has a labor force of 1,200 people. In
Sawyer, 100 people were unemployed for the entire year, while the rest of the
labor force was employed continuously. In Thatcher, every member of the labor
force was unemployed for 1 month and employed for 11 months. LO4, LO5

a. What is the average unemployment rate over the year in each of the two towns?
b. What is the average duration of unemployment spells in each of the two towns?
c. In which town do you think the costs of unemployment are higher? Explain.

10. The Economic Report of the President (ERP), prepared annually by the Presi-
dent’s Council of Economic Advisers, is available in the library or online
(www.gpoaccess.gov/eop). ERP includes both useful articles on recent eco-
nomic developments and a statistical section that provides historical data on
many macro variables. LO5

a. From the ERP or some other source, find data for the nonrecession year
2006 on the percentage of the unemployed who were out of work less than
5 weeks, between 5 and 14 weeks, and over 26 weeks. What do these data
suggest about the relative importance of frictional and structural unemploy-
ment in the economy when the economy is not in recession?

b. Compare the data you found for the most recent year to similar data for the
recession years 1981–1982, 1990–1991, and 2001. How do recessions
change the proportion of unemployment that is short term and long term?
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

18.1 The value of the marginal product of the seventh worker is $39,000, and the
value of the marginal product of the eighth worker is $33,000. So the seventh
but not the eighth worker is profitable to hire at a wage of $35,000. LO2

18.2 With the computer price at $5,000, it is profitable to hire three workers at a
wage of $100,000, since the third worker’s value of marginal product
($105,000) exceeds $100,000, but the fourth worker’s value of marginal
product ($95,000) is less than $100,000. At a computer price of $3,000, we
can refer to Table 18.1 to find that not even the first worker has a value of
marginal product as high as $100,000, so at that computer price, BCC will
hire no workers. In short, at a wage of $100,000, the increase in the computer
price raises the demand for technicians from zero to three. LO2
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18.3 The seventh but not the eighth worker’s value of marginal product exceeds
$50,000 (Table 18.3), so it is profitable to hire seven workers if the going
wage is $50,000. From Table 18.1, before the increase in productivity, the
first five workers have values of marginal product greater than $50,000, so
the demand for labor at a given wage of $50,000 is five workers. Thus, the in-
crease in productivity raises the quantity of labor demanded at a wage of
$50,000 from five workers to seven workers. LO2

18.4 Even though you are receiving no pay, the valuable experience you gain as an
intern is likely to raise the pay you will be able to earn in the future, so it is an
investment in human capital. You also find working in the radio station more
enjoyable than working in a car wash, presumably. To decide which job to
take, you should ask yourself, “Taking into account both the likely increase
in my future earnings and my greater enjoyment from working in the radio
station, would I be willing to pay $3,000 to work in the radio station rather
than in the car wash?” If the answer is yes, then you should work in the radio
station; otherwise, you should go to the car wash.

A decision to work in the radio station does not contradict the idea of an
upward-sloping labor supply curve, if we are willing to think of the total com-
pensation for that job as including not just cash wages but such factors as the
value of the training that you receive. Your labor supply curve is still upward-
sloping in the sense that the greater the value you place on the internship ex-
perience, the more likely you are to accept the job. LO2

18.5 Immigration to a country raises labor supply—indeed, the search for work is one
of the most powerful factors drawing immigrants in the first place. As shown in
the accompanying figure, an increase in labor supply will tend to lower the
wages that employers have to pay (from w to w ), while raising overall employ-
ment (from N to N ). Because of its tendency to reduce real wages, labor unions
generally oppose large-scale immigration, while employers support it.
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Although the figure shows the overall, or aggregate, supply of labor in the
economy, the specific effects of immigration on wages depend on the skills
and occupations of the immigrants. Current U.S. immigration policy makes
the reunification of families the main reason for admitting immigrants, and
for the most part immigrants are not screened by their education or skills. The
United States also has a good deal of illegal immigration, made up largely of



people looking for economic opportunity. These two factors create a tendency
for new immigrants to the United States to be relatively low-skilled. Since im-
migration tends to increase the supply of unskilled labor by relatively more, it
depresses wages of domestic low-skilled workers more than it does the wages
of domestic high-skilled workers. Some economists, such as George Borjas of
Harvard University, have argued that low-skilled immigration is another im-
portant factor reducing the wages of less-skilled workers relative to workers
with greater skills and education. Borjas argues that the United States should
adopt the approach used by Canada and give preference to potential immi-
grants with relatively higher levels of skills and education. LO3

18.6 Part (a) of the accompanying figure shows the labor market in 1960–1972;
part (b) shows the labor market in 1973–2000. For comparability, we set the
initial labor supply (S) and demand (D) curves the same in both parts, implying
the same initial values of the real wage (w) and employment (N). In part (a) we
show the effects of a large increase in labor demand (from D to D ), the result
of rapid productivity growth, and a relatively small increase in labor supply
(from S to S ). The real wage rises to w and employment rises to N . In part
(b) we observe the effects of a somewhat smaller increase in labor demand
(from D to D ) and a larger increase in labor supply (from S to S ). Part (b),
corresponding to the 1973–2000 period, shows a smaller increase in the real
wage and a larger increase in employment than part (a), corresponding to
1960–1972. These results are consistent with actual developments in the U.S.
labor market over these two periods. LO3
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18.7

In January 2008, African Americans represented 11.5 percent of the labor
force and 11.9 percent of the working-age population. The participation rate
for African Americans was slightly lower than that of the population as a
whole while the unemployment rate was 88 percent higher than that of the
population as a whole. LO4
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T H E  E CO N O M Y  

I N  T H E  L O N G  R U N
■

For millennia the great majority of the world’s inhabitants eked out a

spare existence by tilling the soil. Only a small proportion of the popula-

tion lived above the level of subsistence, learned to read and write, or

traveled more than a few miles from their birthplaces. Large cities grew

up, serving as imperial capitals and centers of trade, but the great major-

ity of urban populations lived in dire poverty, subject to malnutrition and

disease.

Then, about three centuries ago, a fundamental change occurred.

Spurred by technological advances and entrepreneurial innovations, a

process of economic growth began. Sustained over many years, this

growth in the economy’s productive capacity has transformed almost

every aspect of how we live—from what we eat and wear to how we

work and play. What caused this economic growth? And why have some

countries enjoyed substantially greater rates of growth than others? As

Nobelist Robert E. Lucas Jr. put it in a classic article on economic devel-

opment, “The consequences for human welfare involved in questions like

these are simply staggering: Once one starts to think about them, it is

hard to think about anything else.” Although most people would attach

less significance to these questions than Lucas did, they are undoubtedly

of very great importance.

The subject of Part 6 is the behavior of the economy in the long run,

including the factors that cause the economy to grow and develop. Chap-

ter 19 begins by tackling directly the causes and consequences of eco-

nomic growth. A key conclusion of the chapter is that improvements in

average labor productivity are the primary source of rising living stan-

dards; hence, policies to improve living standards should focus on stimu-

lating productivity. Capital accumulation is an important determinant of

economic growth, and Chapters 20 and 21 both touch on this subject.

Chapter 20 examines the measurement of national saving, the reasons



why people save, and the reasoning behind firms’ capital formation decisions, and it de-

velops a supply and demand model of financial markets. Chapter 21 looks more closely

at the roles played by banks, bond markets, and stock markets in allocating saving to pro-

ductive uses, then introduces the concept of money and discusses how the actions of the

banking system affect the supply of money. Chapter 21 concludes with an examination of

the relationship between the money supply and inflation in the long run.
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19
E conom i c  G r ow t h

LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Show how small differences in growth rates can lead to large differences
in living standard.

2. Explain why GDP per capita is the product of average labor productivity
and the proportion of the population that is employed and use this de-
composition to discuss the sources of economic growth.

3. Discuss the determinants of average labor productivity within a particular
country and use these concepts to analyze per capita GDP differences
across countries.

4. Compare and contrast the benefits of economic growth with its costs.

5. Discuss and evaluate government policies that promote economic growth.

6. Understand the trade-offs between economic growth and environmental
quality.

ne of us attended a conference on the effects of economic growth and
development at which a speaker posed the following question: “Which
would you rather be? An ordinary, middle-class American living today,

or the richest person in America at the time of George Washington?”
A member of the audience spoke out immediately: “I can answer that ques-

tion in one word. Dentistry.”
The answer drew a laugh, perhaps because it reminded people of George

Washington’s famous wooden teeth. But it was a good answer. Dentistry in early
America—whether the patient was rich or poor—was a primitive affair. Most den-
tists simply pulled a patient’s rotten teeth, with a shot of whiskey for anesthetic.

Other types of medical care were not much better than dentistry. Eighteenth-
century doctors had no effective weapons against tuberculosis, typhoid fever,
diphtheria, influenza, pneumonia, and other communicable diseases. Such ill-
nesses, now quite treatable, were major killers in Washington’s time. Infants and
children were particularly susceptible to deadly infectious diseases, especially

O
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whooping cough and measles. Even a well-to-do family often lost two or three chil-
dren to these illnesses. Washington, an unusually large and vigorous man, lived to
the age of 67, but the average life expectancy during his era was probably not much
more than 40 years.

Medical care is not the only aspect of ordinary life that has changed drastically
over the past two centuries. Author Stephen Ambrose, in his account of the Lewis
and Clark expedition, described the limitations of transportation and communica-
tion in early America:

A critical fact in the world of 1801 was that nothing moved faster
than the speed of a horse. No human being, no manufactured item,
no bushel of wheat, no side of beef (or any beef on the hoof for that
matter), no letter, no information, no idea, order, or instruction of any
kind moved faster, and, as far as Jefferson’s contemporaries were able
to tell, nothing ever would.

And except on a racetrack, no horse moved very fast. Road condi-
tions in the United States ranged from bad to abominable, and there
weren’t very many of them. The best highway in the country ran from
Boston to New York; it took a light stagecoach . . . three full days to
make the 175-mile journey. The hundred miles from New York to
Philadelphia took two full days.1

Today New Yorkers can go to Philadelphia by train in an hour and a half.
What would George Washington have thought of that? And how would nineteenth-
century pioneers, who crossed the continent by wagon train, have reacted to the
idea that their great-grandchildren would be able to have breakfast in New York
and lunch the same day in San Francisco?

No doubt you can think of other enormous changes in the way average people
live, even over the past few decades. Computer technologies and the internet have
changed the ways people work and study in just a few years, for example. Though
these changes are due in large part to scientific advances, such discoveries by them-
selves usually have little effect on most people’s lives. New scientific knowledge
leads to widespread improvements in living standards only when it is commercially
applied. Better understanding of the human immune system, for example, has little
impact unless it leads to new therapies or drugs. And a new drug will do little to
help unless it is affordable to those who need it.

A tragic illustration of this point is the AIDS epidemic in Africa. Although some
new drugs will moderate the effects of the virus that causes AIDS, they are so ex-
pensive that they are of little practical value in poverty-stricken African nations
grappling with the disease. But even if the drugs were affordable, they would have
limited benefit without modern hospitals, trained health professionals, and ade-
quate nutrition and sanitation. In short, most improvements in a nation’s living
standard are the result not just of scientific and technological advances but of an
economic system that makes the benefits of those advances available to the average
person.

In this chapter we will explore the sources of economic growth and rising liv-
ing standards in the modern world. We will begin by reviewing the remarkable eco-
nomic growth in the industrialized countries, as measured by real GDP per person.
Since the mid-nineteenth century (and earlier in some countries), a radical transfor-
mation in living standards has occurred in these countries. What explains this trans-
formation? The key to rising living standards is a continuing increase in average
labor productivity, which depends on several factors, from the skills and motivation
workers bring to their jobs to the legal and social environment in which they work.
We will analyze each of these factors and discuss its implications for government

Would you rather be a rich
person living in the eighteenth
century or a middle-class person
living in the twenty-first century?

1Stephen E. Ambrose, Undaunted Courage: Meriwether Lewis, Thomas Jefferson, and the Opening of
the American West (New York: Touchstone [Simon & Schuster], 1996), p. 52.



policies to promote growth. We also will discuss the costs of rapid economic
growth and consider whether there may be limits to the amount of economic
growth a society can achieve.

THE REMARKABLE RISE IN LIVING STANDARDS:

THE RECORD

The advances in health care and transportation mentioned in the beginning of this
chapter illustrate only a few of the impressive changes that have taken place in peo-
ple’s material well-being over the past two centuries, particularly in industrialized
countries like the United States. To study the factors that affect living standards sys-
tematically, however, we must go beyond anecdotes and adopt a specific measure of
economic well-being in a particular country and time.

In Chapter 16, we introduced the concept of real GDP as a basic measure of the
level of economic activity in a country. Recall that, in essence, real GDP measures
the physical volume of goods and services produced within a country’s borders dur-
ing a specific period, such as a quarter or a year. Consequently, real GDP per per-
son provides a measure of the quantity of goods and services available to the typical
resident of a country at a particular time. Although real GDP per person is certainly
not a perfect indicator of economic well-being, as we saw in Chapter 16, it is posi-
tively related to a number of pertinent variables, such as life expectancy, infant
health, and literacy. Lacking a better alternative, economists have focused on real
GDP per person as a key measure of a country’s living standard and stage of eco-
nomic development.

Figure 19.1 shows the remarkable growth in real GDP per person that occurred
in the United States between 1929 and 2006. For comparison, Table 19.1 shows
real GDP per person in seven countries in selected years from 1870 to 2003. Fig-
ure 19.2 displays the same data graphically for five of the eight countries.

The data in Table 19.1 and Figure 19.2 tell a dramatic story. For example, in the
United States (which was already a relatively wealthy industrialized country in
1870), real GDP per person grew more than 12-fold between 1870 and 2003. In
Japan, real GDP per person grew more than 28 times over the same period.
Underlying these statistics is an amazingly rapid process of economic growth and
transformation, through which in just a few generations relatively poor agrarian
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FIGURE 19.1

Output per Person and

per Worker in the U.S.

Economy, 1929–2006.
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societies became highly industrialized economies—with average standards of liv-
ing that could scarcely have been imagined in 1870. As Figure 19.2 shows, a sig-
nificant part of this growth has occurred since 1950, particularly in Japan and
China.

A note of caution is in order. The farther back in time we go, the less precise are
historical estimates of real GDP. Most governments did not keep official GDP sta-
tistics until after World War II; production records from earlier periods are often in-
complete or of questionable accuracy. Comparing economic output over a century
or more is also problematic because many goods and services that are produced to-
day were unavailable—indeed, inconceivable—in 1870. How many nineteenth-
century horse-drawn wagons, for example, would be the economic equivalent of a
BMW 328i automobile or a Boeing 757 jet? Despite the difficulty of making precise
comparisons, however, we can say with certainty that the variety, quality, and quan-
tity of available goods and services increased enormously in industrialized countries
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TABLE 19.1

Real GDP per Person in Selected Countries, 1870–2003

Annual % Annual % Annual % 
change change change

Country 1870 1913 1950 1979 2003 1870–2003 1950–2003 1979–2003

United States 2,936 6,366 11,484 22,567 34,875 1.9% 2.1% 1.8%

United Kingdom 3,899 6,014 8,481 16,093 26,046 1.4 2.1 2.0

Germany 2,420 4,800 5,106 18,411 25,188 1.8 3.1 1.3

Japan 835 1,571 2,176 14,912 24,037 2.6 4.6 2.0

Brazil 923 1,050 2,165 6,336 7,205 1.6 2.3 0.5

China 548 571 464 1,076 4,970 1.7 4.6 6.6

Ghana 464 826 1,187 1,281 1,440 0.9 0.4 0.5

FIGURE 19.2

Real GDP per Person in a
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during the nineteenth and twentieth centuries, a fact reflected in the data on real
GDP per capita.

WHY “SMALL” DIFFERENCES IN GROWTH 

RATES MATTER

The last three columns of Table 19.1 show the annual growth rates of real GDP per
person, for both the entire 1870–2003 period and two more recent periods. At first
glance, these growth rates don’t seem to differ much from country to country. For
example, for the period 1870–2003, the highest growth rate is 2.6 percent (Japan)
and the lowest is 0.9 percent (Ghana). But consider the long-run effect of this seem-
ingly “small” difference in annual growth rates. In 1870, in terms of output per per-
son, Brazil was twice as rich as Ghana. Yet by 2003 Brazil was five times richer
than Ghana. This widening of the gap between these two countries is the result of
the apparently small difference between a 1.6 percent growth rate and a 0.9 percent
growth rate, maintained over 133 years.

The fact that what seem to be small differences in growth rates can have large
long-run effects results from what is called the power of compounding, which is of-
ten illustrated by compound interest.

Compound interest (1)

In 1800 your great-great-grandfather deposited $10.00 in a checking account at
4 percent interest. Interest is compounded annually (so that interest paid at the end
of each year receives interest itself in later years). Great-Grandpa’s will specified that
the account be turned over to his most direct descendant (you) in the year 2005.
When you withdrew the funds in that year, how much was the account worth?

The account was worth $10.00 in 1800; $10.00  1.04  $10.40 in 1801;
$10.00  1.04  1.04  $10.00  (1.04)2

 $10.82 in 1802; and so on. Since
205 years elapsed between 1800, when the deposit was made, and the year 2005,
when the account was closed, the value of the account in the year 2005 was
$10.00  (1.04)205, or $10.00  1.04 to the 205th power. Using a calculator, you
will find that $10.00 times 1.04 to the 205th power is $31,033.77—a good return
for a $10.00 deposit! ◆

Compound interest—an arrangement in which interest is paid not only on the
original deposit but on all previously accumulated interest—is distinguished from
simple interest, in which interest is paid only on the original deposit. If your great-
grandfather’s account had been deposited at 4 percent simple interest, it would have
accumulated only 40 cents each year (4 percent of the original $10.00 deposit), for
a total value of $10.00 205 $0.40 $92.00 after 205 years. The tremendous
growth in the value of his account came from the compounding of the interest—
hence the phrase “the power of compound interest.”

Compound interest (2)

Continuing with the previous example, what would your great-grandfather’s
$10.00 deposit have been worth after 205 years if the annual interest rate had been
2 percent? 6 percent?

At 2 percent interest, the account would be worth $10.00 in 1800; $10.00  
1.02 $10.20 in 1801; $10.00 (1.02)2

 $10.40 in 1802; and so on. In the year
2005, the value of the account would be $10.00  (1.02)205, or $579.48. If the
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The power of compound interest is that even at relatively low rates of interest, a
small sum, compounded over a long enough period, can greatly increase in value. A
more subtle point, illustrated by this example, is that small differences in interest
rates matter a lot. The difference between a 2 percent and a 4 percent interest rate
doesn’t seem tremendous, but over a long period of time it implies large differences
in the amount of interest accumulated on an account. Likewise, the effect of switch-
ing from a 4 percent to a 6 percent interest rate is enormous, as our calculations
show.2 ◆

Economic growth rates are similar to compound interest rates. Just as the value
of a bank deposit grows each year at a rate equal to the interest rate, so the size of
a nation’s economy expands each year at the rate of economic growth. This analogy
suggests that even a relatively modest rate of growth in output per person—say, 1
to 2 percent per year—will produce tremendous increases in average living standard
over a long period. And relatively small differences in growth rates, as in the case of
Brazil and Ghana, will ultimately produce very different living standards. Over the
long run, then, the rate of economic growth is an extremely important variable.
Hence, government policy changes or other factors that affect the long-term growth
rate even by a small amount will have a major economic impact.

EXERCISE 19.1

Suppose that real GDP per capita in the United States had grown at

2.6 percent per year, as Japan’s did, instead of the actual 1.9 percent per

year, from 1870 to 2003. How much larger would real GDP per person have

been in the United States in 2003?

China as Number One?

When your parents were in school in the 1980s, there was a great deal of discussion
in the United States about the Japanese economy. Japan’s economic growth rate had
greatly exceeded that in the United States and Europe since the 1950s. Pundits pro-
jected this growth rate into the future and predicted that Japan would have the
world’s largest output sometime during the twenty-first century and would much
sooner become the world’s most prosperous economy in terms of output per
worker. Books like one entitled Japan as Number One were best-sellers.

In the latter part of the 1980s, Japan’s torrid growth rate cooled off and Japan
entered a lengthy recession from which it has only recently emerged. Now, however,
attention has been diverted to its neighbor, China. Not so long ago, China was one
of the poorest countries in the world. In recent decades, however, Chinese economic
growth has soared. Now China already produces about half of the entire planet’s
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Interest rate (%) Value of $10 after 205 years

2 $579.48

4 $31,033.77

6 $1,540,644.29

interest rate were 6 percent, after 205 years the account would be worth $10.00 
(1.06)205, or $1,540,644.29. Let’s summarize the results of these two examples:

2Economists employ a useful formula for approximating the number of years it will take for an initial
amount to double at various growth or interest rates. The formula is 72 divided by the growth or inter-
est rate. Thus, if the interest rate is 2 percent per year, it will take 72 2  36 years for the initial sum to
double. If the interest rate is 4 percent, it will take 72 4  18 years. This formula is a good approxi-
mation only for small and moderate interest rates.



output of both clothing and cement, and it is also the world’s largest producer of
coal and steel. It is the world’s largest consumer of copper, aluminum, and cell
phones and the second largest consumer of personal computers.3 Some observers
predict that China will become the world’s largest economy sometime during the
middle of this century.

Because China also has the world’s largest population, its output per person is
still much smaller than that in the United States, western Europe, and Japan:
China’s output per person is only 14 percent as large as that in the United States. In
Table 19.2 we list China’s share of world population in 2003 as well as its share of
world consumption of a variety of items in either 2002 or 2003.

Since China’s share of world population is 20.5 percent, its consumption per
person exceeds that elsewhere in the world wherever its share of world consump-
tion exceeds 20.5 percent. Thus, for example, China consumes more than twice as
much pork per person as the rest of the world, but less than one-fifth as much soda.
Even though it consumes less than one-third as many computers per person as the
rest of the world, its huge population still makes it the world’s second largest con-
sumer of computers.

Will China continue to grow so rapidly? As our compound interest examples
showed, small differences in growth rates have tremendous long-run effects. Will
China overtake the United States as the world’s largest economy? Will it become
the world’s most prosperous nation in terms of output per worker? Or will it fol-
low the path of Japan and experience smaller growth in the future? Perhaps more
important, we should examine how China managed to achieve such extraordi-
nary growth and what other less-developed countries can learn from China’s
experience.
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3“Inside the New China,” Fortune, October 4, 2004.

TABLE 19.2

China’s Share of World Population and Consumption, 2002–2003*

Population 20.5%

Consumption of

Pork 51%

Cigarettes 35

Cotton 33

Fish 32

Steel 27

Televisions 23

Ice cream 19

Washing machines 18

Computers 6

Soda 4

*“Inside the New China,” Fortune, October 4, 2004. Data for fish are for the year 2001.

WHY NATIONS BECOME RICH: THE CRUCIAL

ROLE OF AVERAGE LABOR PRODUCTIVITY

What determines a nation’s economic growth rate? To get some insight into this
vital question, we will find it useful to express real GDP per person as the product
of two terms: average labor productivity and the share of the population that is
working.

◆



To do this, let Y equal total real output (as measured by real GDP, for example),
N equal the number of employed workers, and POP equal the total population.
Then real GDP per person can be written as Y POP; average labor productivity, or
output per employed worker, equals Y N; and the share of the population that is
working is N POP. The relationship between these three variables is

which, as you can see by canceling out N on the right-hand side of the equation,
always holds exactly. In words, this basic relationship is

This expression for real GDP per person tells us something very basic and
intuitive: The quantity of goods and services that each person can consume de-
pends on (1) how much each worker can produce and (2) how many people (as
a fraction of the total population) are working. Furthermore, because real GDP
per person equals average labor productivity times the share of the population
that is employed, real GDP per person can grow only to the extent that there is
growth in worker productivity and/or the fraction of the population that is
employed.

Figures 19.3 and 19.4 show the U.S. figures for the three key variables in the
relationship above for the period 1960–2006. Figure 19.3 shows both real GDP
per person and real GDP per worker (average labor productivity). Figure 19.4
shows the portion of the entire U.S. population (not just the working-age popula-
tion) that was employed during that period. Once again, we see that the expansion
in output per person in the United States has been impressive. Between 1960 and
2006, real GDP per person in the United States grew by 172 percent. Thus, in
2006, the average American enjoyed about 21⁄2 times as many goods and services
as in 1960. Figures 19.3 and 19.4 show that increases in both labor productivity
and the share of the population holding a job contributed to this rise in living
standard.

   Share of population employed.
 Real GDP per person  Average labor productivity

Y

POP
 

Y

N
 

N

POP’
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average labor productivity

output per employed worker
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Let’s look a bit more closely at these two contributing factors, beginning with
the share of the population that is employed. As Figure 19.4 shows, between 1960
and 2006, the number of people employed in the United States rose from 36 to 48 per-
cent of the entire population, a remarkable increase. The growing tendency of
women to work outside the home was the most important reason for this rise in
employment. Another factor leading to higher rates of employment was an increase
in the share of the general population that is of working age (ages 16 to 65). The
coming of age of the “baby boom” generation, born in the years after World War
II, and to a lesser extent the immigration of young workers from other countries,
helped cause this growth in the workforce.

Although the rising share of the U.S. population with jobs contributed signifi-
cantly to the increase in real GDP per person during the past four decades, this
trend almost certainly will not continue in the future. Women’s participation in the
labor force seems unlikely to continue rising at the same rate as in the past four
decades. More important, the baby boom generation, now in its prime years of em-
ployment, will begin to reach retirement age around the year 2010. As more and
more baby boomers retire, the fraction of the population that is employed will be-
gin to drop, probably significantly. In the long run, then, the improvement in living
standards brought about by the rising share of Americans with jobs will likely
prove transitory.

What about the other factor that determines output per person, average labor
productivity? As Figure 19.3 shows, between 1960 and 2006, average labor pro-
ductivity in the United States increased by 110 percent, accounting for a sizable
share of the overall increase in GDP per person. In other periods, the link between
average labor productivity and output per person in the United States has often
been even stronger, since in most earlier periods the share of the population holding
jobs was more stable than it has been recently. (See Figure 19.1 for the behavior of
real GDP per person and average labor productivity in the United States over the
period 1929–2006.)

This quick look at recent data supports a more general conclusion. In the long
run, increases in output per person arise primarily from increases in average labor
productivity. Furthermore, the more people can produce, the more they can con-
sume. To understand why economies grow, then, we must understand the reasons
for increased labor productivity.
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THE DETERMINANTS OF AVERAGE LABOR

PRODUCTIVITY

What determines the productivity of the average worker in a particular country at
a particular time? Popular discussions of this issue often equate worker productiv-
ity with the willingness of workers of a given nationality to work hard. Everything
else being equal, a culture that promotes hard work certainly tends to increase
worker productivity. But intensity of effort alone cannot explain the huge differ-
ences in average labor productivity that we observe around the world. For example,
average labor productivity in the United States is about 24 times what it is in
Indonesia and 100 times what it is in Bangladesh, though there is little doubt that
Indonesians and Bangladeshis work very hard.

In this section we will examine six factors that appear to account for the major
differences in average labor productivity, both between countries and between gen-
erations. Later in the chapter we will discuss how economic policies can influence
these factors to spur productivity and growth.

HUMAN CAPITAL

To illustrate the factors that determine average labor productivity, we introduce two
prototypical assembly line workers, Lucy and Ethel.

Lucy and Ethel on the assembly line

Lucy and Ethel have jobs wrapping chocolate candies and placing them into boxes.
Lucy, a novice wrapper, can wrap only 100 candies per hour. Ethel, who has had
on-the-job training, can wrap 300 candies per hour. Lucy and Ethel each works
40 hours per week. What is average labor productivity, in terms of candies wrapped
per week and candies wrapped per hour, (a) for Lucy, (b) for Ethel, and (c) for Lucy
and Ethel as a team?

We have defined average labor productivity in general terms as output per
worker. Note, though, that the measurement of average labor productivity depends
on the time period that is specified. For example, the data presented in Figure 19.3
tell us how much the average worker produces in a year. In this example we are
concerned with how much Lucy and Ethel can produce per hour of work or per
week of work. Any one of these ways of measuring labor productivity is equally
valid, as long as we are clear about the time unit we are using.

Lucy and Ethel’s hourly productivities are given in the problem: Lucy can wrap
100 candies per hour and Ethel can wrap 300. Lucy’s weekly productivity is
(40 hours/week)  (100 candies wrapped/hour)  4,000 wrapped candies per week.
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RECAP ECONOMIC GROWTH AND PRODUCTIVITY

Real GDP per person, a basic indicator of living standards, has grown dra-
matically in the industrialized countries. This growth reflects the power of
compound interest: Even a modest growth rate, if sustained over a long period
of time, can lead to large increases in the size of the economy.

Output per person equals average labor productivity times the share of the
population that is employed. Since 1960 the share of the U.S. population with
jobs has risen significantly, but this variable is likely to decline in coming
decades. In the long run, increases in output per person and hence living stan-
dards arise primarily from increases in average labor productivity.

How productive are these
workers?
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Ethel’s weekly productivity is (40 hours/week)  (300 candies wrapped/hour), or
12,000 candies per week.

Together Lucy and Ethel can wrap 16,000 candies per week. As a team, their
average weekly productivity is (16,000 candies wrapped)/(2 weeks of work), or
8,000 candies per week. Their average hourly productivity as a team is (16,000
candies wrapped)/(80 hours of work)  200 candies per hour. Notice that, taken
as a team, the two women’s productivity lies midway between their individual
productivities. ◆

Ethel is more productive than Lucy because she has had on-the-job training,
which has allowed her to develop her candy-wrapping skills to a higher level than
Lucy’s. Because of her training, Ethel can produce more than Lucy can in a given
number of hours.

EXERCISE 19.2

Suppose Ethel attends additional classes in candy wrapping and learns how

to wrap 500 candies per hour. Find the output per week and output per

hour for Lucy and Ethel, both individually and as a team.

Economists would explain the difference in the two women’s performance by
saying that Ethel has more human capital than Lucy. Human capital comprises the
talents, education, training, and skills of workers. Workers with a large stock of hu-
man capital are more productive than workers with less training. For example, a
secretary who knows how to use a word processing program will be able to type
more letters than one who doesn’t; an auto mechanic who is familiar with comput-
erized diagnostic equipment will be able to fix engine problems that less-well-
trained mechanics could not.

Why did West Germany and Japan recover so successfully from the devasta-

tion of World War II?

Germany and Japan sustained extensive destruction of their cities and industries
during World War II and entered the postwar period impoverished. Yet within
30 years both countries had not only been rebuilt but had become worldwide
industrial and economic leaders. What accounts for these “economic miracles”?

Many factors contributed to the economic recovery of West Germany and
Japan from World War II, including the substantial aid provided by the United
States to Europe under the Marshall Plan and to Japan during the U.S. occupation.
Most economists agree, however, that high levels of human capital played a crucial
role in both countries.

At the end of the war, Germany’s population was exceptionally well educated,
with a large number of highly qualified scientists and engineers. The country also
had (and still does today) an extensive apprentice system that provided on-the-job
training to young workers. As a result, Germany had a skilled industrial workforce.
In addition, the area that became West Germany benefited substantially from an in-
flux of skilled workers from East Germany and the rest of Soviet-controlled Europe,
including 20,000 trained engineers and technicians. Beginning as early as 1949, this
concentration of human capital contributed to a major expansion of Germany’s
technologically sophisticated, highly productive manufacturing sector. By 1960
West Germany was a leading exporter of high-quality manufactured goods, and its
citizens enjoyed one of the highest standards of living in Europe.

Japan, which probably sustained greater physical destruction in the war than
Germany, also began the postwar period with a skilled and educated labor force. In
addition, occupying American forces restructured the Japanese school system and
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encouraged all Japanese to obtain a good education. Even more so than the
Germans, however, the Japanese emphasized on-the-job training. As part of a life-
time employment system, under which workers were expected to stay with the same
company their entire career, Japanese firms invested extensively in worker training.
The payoff to these investments in human capital was a steady increase in average
labor productivity, particularly in manufacturing. By the 1980s Japanese manufac-
tured goods were among the most advanced in the world and Japan’s workers
among the most skilled.

Although high levels of human capital were instrumental in the rapid economic
growth of West Germany and Japan, human capital alone cannot create a high liv-
ing standard. A case in point is Soviet-dominated East Germany, which had a level
of human capital similar to West Germany’s after the war but did not enjoy the
same economic growth. For reasons we will discuss later in the chapter, the com-
munist system imposed by the Soviets utilized East Germany’s human capital far
less effectively than the economic systems of Japan and West Germany. ◆

Human capital is analogous to physical capital (such as machines and factories)
in that it is acquired primarily through the investment of time, energy, and money.
For example, to learn how to use a word processing program, a secretary might
need to attend a technical school at night. The cost of going to school includes not
only the tuition paid but also the opportunity cost of the secretary’s time spent at-
tending class and studying. The benefit of the schooling is the increase in wages the
secretary will earn when the course has been completed. We know by the Cost-
Benefit Principle that the secretary should learn word processing only if the benefits
exceed the costs, including the opportunity costs. In general, then, we would expect
to see people acquire additional education and skills when the difference in the
wages paid to skilled and unskilled workers is significant.

PHYSICAL CAPITAL

Workers’ productivity depends not only on their skills and effort but on the tools
they have to work with. Even the most skilled surgeon cannot perform open-heart
surgery without sophisticated equipment, and an expert computer programmer is
of limited value without a computer. These examples illustrate the importance of
physical capital such as factories and machines. More and better capital allows
workers to produce more efficiently, as the next example shows.

Lucy and Ethel get automated

Continuing with the earlier example, suppose that Lucy and Ethel’s boss acquired
an electric candy-wrapping machine, which is designed to be operated by one
worker. Using this machine, an untrained worker can wrap 500 candies per hour.
What are Lucy and Ethel’s hourly and weekly outputs now? Will the answer change
if the boss gets a second machine? A third?

Suppose for the sake of simplicity that a candy-wrapping machine must be as-
signed to one worker only. (This assumption rules out sharing arrangements, in
which one worker uses the machine on the day shift and another on the night shift.)
If the boss buys just one machine, she will assign it to Lucy. (Why? See Exercise 19.3.)
Now Lucy will be able to wrap 500 candies per hour, while Ethel can wrap only
300 per hour. Lucy’s weekly output will be 20,000 wrapped candies (40 hours  
500 candies wrapped per hour). Ethel’s weekly output is still 12,000 wrapped can-
dies (40 hours  300 candies wrapped per hour). Together they can now wrap
32,000 candies per week, or 16,000 candies per week each. On an hourly basis, av-
erage labor productivity for the two women taken together is 32,000 candies
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wrapped per 80 hours of work, or 400 candies wrapped per hour—twice their
average labor productivity before the boss bought the machine.

With two candy-wrapping machines available, both Lucy and Ethel could use
a machine. Each could wrap 500 candies per hour, for a total of 40,000 wrapped
candies per week. Average labor productivity for both women taken together would
be 20,000 wrapped candies per week, or 500 wrapped candies per hour.

What would happen if the boss purchased a third machine? With only two
workers, a third machine would be useless: it would add nothing to either total out-
put or average labor productivity. ◆

EXERCISE 19.3

Using the assumptions made in the examples above, explain why the boss

should give the single available candy-wrapping machine to Lucy rather

than Ethel. (Hint: Apply the Principle of Increasing Opportunity Cost.)

The candy-wrapping machine is an example of a capital good, which was de-
fined Chapter 16 as a long-lived good, which is itself produced and used to produce
other goods and services. Capital goods include machines and equipment (such as
computers, earthmovers, or assembly lines) as well as buildings (such as factories or
office buildings).

Capital goods like the candy-wrapping machine enhance workers’ productivity.
Table 19.3 summarizes the results of our Lucy and Ethel examples. For each num-
ber of machines the boss might acquire (column 1), Table 19.3 gives the total weekly
output of Lucy and Ethel taken together (column 2), the total number of hours
worked by the two women (column 3), and average output per hour (column 4),
equal to total weekly output divided by total weekly hours.

Table 19.3 demonstrates two important points about the effect of additional
capital on output. First, for a given number of workers, adding more capital gener-
ally increases both total output and average labor productivity. For example,
adding the first candy-wrapping machine increases weekly output (column 2) by
16,000 candies and average labor productivity (column 4) by 200 candies wrapped
per hour.
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TABLE 19.3

Capital, Output, and Productivity in the Candy-Wrapping Factory

(1) (2) (3) (4)
Number of Total number of Total hours Candies wrapped
machines candies wrapped worked per per hour worked
(capital) each week (output) week (productivity)

0 16,000 80 200

1 32,000 80 400

2 40,000 80 500

3 40,000 80 500

The second point illustrated by Table 19.3 is that the more capital that is al-
ready in place, the smaller the benefits of adding extra capital. Notice that the first
machine adds 16,000 candies to total output, but the second machine adds only
8,000. The third machine, which cannot be used since there are only two workers,
does not increase output or productivity at all. This result illustrates a general prin-
ciple of economics, called diminishing returns to capital: if the amount of labor and
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other inputs employed is held constant, then the greater the amount of capital al-
ready in use, the less an additional unit of capital adds to production. In the case of
the candy-wrapping factory, diminishing returns to capital implies that the first
candy-wrapping machine acquired adds more output than the second, which in
turn adds more output than the third.

Diminishing returns to capital are a natural consequence of firms’ incentive to
use each piece of capital as productively as possible. To maximize output, managers
will assign the first machine that a firm acquires to the most productive use avail-
able, the next machine to the next most productive use, and so on—an illustration
of the Principle of Increasing Opportunity Cost, or Low-Hanging-Fruit Principle.
When many machines are available, all the highly productive ways of using them al-
ready have been exploited. Thus, adding yet another machine will not raise output
or productivity by very much. If Lucy and Ethel are already operating two candy-
wrapping machines, there is little point to buying a third machine, except perhaps
as a replacement or spare.

The implications of Table 19.3 can be applied to the question of how to stimu-
late economic growth. First, increasing the amount of capital available to the work-
force will tend to increase output and average labor productivity. The more
adequately equipped workers are, the more productive they will be. Second, the de-
gree to which productivity can be increased by an expanding stock of capital is lim-
ited. Because of diminishing returns to capital, an economy in which the quantity of
capital available to each worker is already very high will not benefit much from fur-
ther expansion of the capital stock.

Is there empirical evidence that giving workers more capital makes them more
productive? Figure 19.5 shows the relationship between average labor productivity
(real GDP per worker) in 1990 and the amount of capital per worker in 15 coun-
tries. The figure shows a strong relationship between the amounts of capital per
worker and productivity, consistent with the theory. Note, though, that the rela-
tionship between capital and productivity is somewhat weaker for the richest coun-
tries. For example, Germany has more capital per worker than the United States,
but German workers are less productive than American workers on average. Di-
minishing returns to capital may help to explain the weakening of the relationship
between capital and productivity at high levels of capital. In addition, Figure 19.5
does not account for many other differences among countries, such as differences in
economic systems or government policies. Thus, we should not expect to see a per-
fect relationship between the two variables.
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LAND AND OTHER NATURAL RESOURCES

Besides capital goods, other inputs to production help to make workers more pro-
ductive, among them land, energy, and raw materials. Fertile land is essential to
agriculture, and modern manufacturing processes make intensive use of energy and
raw materials.

In general, an abundance of natural resources increases the productivity of
the workers who use them. For example, a farmer can produce a much larger
crop in a land-rich country like the United States or Australia than in a country
where the soil is poor or arable land is limited in supply. With the aid of modern
farm machinery and great expanses of land, today’s American farmers are so pro-
ductive that even though they constitute less than 3 percent of the population,
they provide enough food not only to feed the country but to export to the rest
of the world.

Although there are limits to a country’s supply of arable land, many other nat-
ural resources, such as petroleum and metals, can be obtained through international
markets. Because resources can be obtained through trade, countries need not pos-
sess large quantities of natural resources within their own borders to achieve eco-
nomic growth. Indeed, a number of countries have become rich without substantial
natural resources of their own, including Japan, Hong Kong, Singapore, and
Switzerland. Just as important as possessing natural resources is the ability to use
them productively—for example, by means of advanced technologies.

TECHNOLOGY

Besides human capital, physical capital, and natural resources, a country’s ability to
develop and apply new, more productive technologies will help to determine its pro-
ductivity. Consider just one industry, transportation. Two centuries ago, as sug-
gested by the quote from Stephen Ambrose in the beginning of the chapter, the
horse and wagon were the primary means of transportation—a slow and costly
method indeed. But in the nineteenth century, technological advances such as the
steam engine supported the expansion of riverborne transportation and the devel-
opment of a national rail network. In the twentieth century, the invention of the
internal combustion engine and the development of aviation, supported by the con-
struction of an extensive infrastructure of roads and airports, have produced in-
creasingly rapid, cheap, and reliable transport. Technological change has clearly
been a driving force in the transportation revolution.

New technologies can improve productivity in industries other than the one in
which they are introduced. For instance, in the late 18th century, American farmers
could sell their produce only in local and regional markets. Now the availability of
rapid shipping and refrigerated transport allows American farmers to sell their
products virtually anywhere in the world. With a broader market in which to sell,
farmers can specialize in those products best suited to local land and weather con-
ditions. Similarly, factories can obtain their raw materials wherever they are cheap-
est and most abundant, produce the goods they are most efficient at manufacturing,
and sell their products wherever they will fetch the best price. Both these examples
illustrate the Principle of Comparative Advantage, that overall productivity in-
creases when producers concentrate on those activities at which they are relatively
most efficient.

Numerous other technological developments led to increased productivity,
including advances in communication and medicine and the introduction of
computer technology. All indications are that the internet will have a major im-
pact on the U.S. economy, not just in retailing but in many other sectors. In fact,
most economists would probably agree that new technologies are the single
most important source of productivity improvement, and hence of economic
growth in general.
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However, economic growth does not automatically follow from break-
throughs in basic science. To make the best use of new knowledge, an economy
needs entrepreneurs who can exploit scientific advances commercially, as well as
a legal and political environment that encourages the practical application of new
knowledge.

EXERCISE 19.4

A new kind of wrapping paper has been invented that makes candy-wrapping

quicker and easier. The use of this paper increases the number of candies a

person can wrap by hand by 200 per hour, and the number of candies a per-

son can wrap by machine by 300 per hour. Using the data from our Lucy

and Ethel examples, construct a table like Table 19.3 that shows how this

technological advance affects average labor productivity. Do diminishing

returns to capital still hold?

Why has U.S. labor productivity grown so rapidly since 1995?

During the 1950s and 1960s, most industrialized countries experienced rapid
growth in real GDP and average labor productivity. Between 1947 and 1973, for
example, U.S. labor productivity grew by 2.8 percent per year.4 Between 1973 and
1995, however, labor productivity growth in the United States fell by half, to
1.4 percent per year. Other countries experienced similar productivity slowdowns,
and many articles and books were written trying to uncover the reasons. In recent
years, however, there has been a rebound in productivity growth, particularly in the
United States. Between 1995 and 2007, U.S. labor productivity growth averaged
3 percent per year. What caused this resurgence in productivity growth? Can it be
sustained?

Economists agree that the pickup in productivity growth was the product of
rapid technological progress and increased investment in new information and com-
munication technologies (ICT). Research indicates that productivity has grown
rapidly in both those industries that produce ICT, such as silicon chips and fiber-
optics, and those industries that use ICT. The application of these advances had ripple
effects in areas ranging from automobile production to retail inventory manage-
ment. The rapid growth of the internet, for example, made it possible for con-
sumers to shop and find information online. But it also helped companies improve
their efficiency by improving coordination between manufacturers and their sup-
pliers. On the other hand, there has been no acceleration in labor productivity
growth in those industries that neither produce nor use much ICT.5

Optimists argue that advances in computers, communications, biotechnology,
and other ICT fields will allow productivity growth to continue at this elevated rate.
Others are more cautious, arguing that the increases in productivity growth from
these developments may be temporary rather than permanent. A great deal is riding
on which view will turn out to be correct. ◆

ENTREPRENEURSHIP AND MANAGEMENT

The productivity of workers depends in part on the people who help to decide what
to produce and how to produce it: entrepreneurs and managers. Entrepreneurs are
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people who create new economic enterprises. Because of the new products, ser-
vices, technological processes, and production methods they introduce, entrepre-
neurs are critical to a dynamic, healthy economy. In the late nineteenth and early
twentieth centuries, individuals like Henry Ford and Alfred Sloan (automobiles),
Andrew Carnegie (steel), John D. Rockefeller (oil), and J. P. Morgan (finance)
played central roles in the development of American industry—and, not inciden-
tally, amassed huge personal fortunes in the process. These people and others like
them (including contemporary entrepreneurs like Bill Gates) have been criticized
for some of their business practices, in some cases with justification. Clearly,
though, they and dozens of other prominent business leaders of the past century
have contributed significantly to the growth of the U.S. economy. Henry Ford,
for example, developed the idea of mass production, which lowered costs suffi-
ciently to bring automobiles within reach of the average American family. Ford
began his business in his garage, a tradition that has been maintained by thou-
sands of innovators ever since. Larry Page and Sergey Brin, the co-founders of
Google, revolutionized the way college students and many professionals conduct
research by developing a method to prioritize the list of Web sites obtained in a
search of the internet.

Entrepreneurship, like any form of creativity, is difficult to teach, although
some of the supporting skills, like financial analysis and marketing, can be
learned in college or business school. How, then, does a society encourage entre-
preneurship? History suggests that the entrepreneurial spirit will always exist; the
challenge to society is to channel entrepreneurial energies in economically pro-
ductive ways. For example, economic policymakers need to ensure that taxation
is not so heavy, and regulation not so inflexible, that small businesses—some of
which will eventually become big businesses—cannot get off the ground. Socio-
logical factors may play a role as well. Societies in which business and commerce
are considered to be beneath the dignity of refined, educated people are less likely
to produce successful entrepreneurs. In the United States, for the most part, busi-
ness has been viewed as a respectable activity. Overall, a social and economic mi-
lieu that allows entrepreneurship to flourish appears to promote economic
growth and rising productivity, perhaps especially so in high-technology eras like
our own.

Inventing the Personal Computer

In 1975 Steve Jobs and Steve Wozniak were two 20-year-olds who designed com-
puter games for Atari. They had an idea to make a computer that was smaller and
cheaper than the closet-sized mainframes that were then in use. To set up shop in
Steve Jobs’s parents’ garage and buy their supplies, they sold their two most valu-
able possessions, Jobs’s used Volkswagen van and Wozniak’s Hewlitt-Packard sci-
entific calculator, for a total of $1,300. The result was the first personal computer,
which they named after their new company (and Jobs’s favorite fruit): Apple. The
rest is history. Clearly, Jobs’s and Wozniak’s average labor productivity as the in-
ventors of the personal computer was many times what it was when they designed
computer games. Creative entrepreneurship can increase productivity just like
additional capital or land. ◆

Why did medieval China stagnate economically?

The Sung period in China (A.D. 960–1270) was one of considerable technological sophis-

tication; its inventions included paper, waterwheels, water clocks, gunpowder, and possi-

bly the compass. Yet no significant industrialization occurred, and in subsequent centuries

Europe saw more economic growth and technological innovation than China. Why did

medieval China stagnate economically?
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According to research by economist William Baumol,6 the main impediment to in-

dustrialization during the Sung period was a social system that inhibited entrepreneur-

ship. Commerce and industry were considered low-status activities, not fit for an

educated person. In addition, the emperor had the right to seize his subjects’ property

and to take control of their business enterprises—a right that greatly reduced his sub-

jects’ incentives to undertake business ventures. The most direct path to status and

riches in medieval China was to go through a system of demanding civil service examina-

tions given by the government every three years. The highest scorers on these national

examinations were granted lifetime positions in the imperial bureaucracy, where they

wielded much power and often became wealthy, in part through corruption. Not sur-

prisingly, medieval China did not develop a dynamic entrepreneurial class, and conse-

quently its scientific and technological advantages did not translate into sustained

economic growth. China’s experience shows why scientific advances alone cannot guar-

antee economic growth; to have economic benefits, scientific knowledge must be com-

mercially applied through new products and new, more efficient means of producing

goods and services. •

Although entrepreneurship may be more glamorous, managers—the people
who run businesses on a daily basis—also play an important role in determining
average labor productivity. Managerial jobs span a wide range of positions,
from the supervisor of the loading dock to the CEO (chief executive officer) at
the helm of a Fortune 500 company. Managers work to satisfy customers, deal
with suppliers, organize production, obtain financing, assign workers to jobs,
and motivate them to work hard and effectively. Such activities enhance labor
productivity. For example, in the 1970s and 1980s, Japanese managers intro-
duced new production methods that greatly increased the efficiency of Japanese
manufacturing plants. Among them was the just-in-time inventory system, in
which suppliers deliver production components to the factory just when they are
needed, eliminating the need for factories to stockpile components. Japanese
managers also pioneered the idea of organizing workers into semi-independent
production teams, which allowed workers more flexibility and responsibility
than the traditional assembly line. Managers in the United States and other
countries studied the Japanese managerial techniques closely and adopted many
of them.

THE POLITICAL AND LEGAL ENVIRONMENT

So far we have emphasized the role of the private sector in increasing average labor
productivity. But government too has a role to play in fostering improved produc-
tivity. One of the key contributions government can make is to provide a political
and legal environment that encourages people to behave in economically productive
ways—to work hard, save and invest wisely, acquire useful information and skills,
and provide the goods and services that the public demands.

One specific function of government that appears to be crucial to economic
success is the establishment of well-defined property rights. Property rights are well
defined when the law provides clear rules for determining who owns what re-
sources (through a system of deeds and titles, for example) and how those resources
can be used. Imagine living in a society in which a dictator, backed by the military
and the police, could take whatever he wanted, and regularly did so. In such a
country, what incentive would you have to raise a large crop or to produce other
valuable goods and services? Very little, since much of what you produced would
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likely be taken away from you. Unfortunately, in many countries of the world
today, this situation is far from hypothetical.

Political and legal conditions affect the growth of productivity in other
ways, as well. Political scientists and economists have documented the fact that
political instability can be detrimental to economic growth. This finding is rea-
sonable, since entrepreneurs and savers are unlikely to invest their resources in
a country whose government is unstable, particularly if the struggle for power
involves civil unrest, terrorism, or guerrilla warfare. On the other hand, a polit-
ical system that promotes the free and open exchange of ideas will speed the de-
velopment of new technologies and products. For example, some economic
historians have suggested that the decline of Spain as an economic power was
due in part to the advent of the Spanish Inquisition, which permitted no dissent
from religious orthodoxy. Because of the Inquisition’s persecution of those
whose theories about the natural world contradicted Church doctrine, Spanish
science and technology languished, and Spain fell behind more tolerant nations
like the Netherlands.

EXERCISE 19.5

A Bangladeshi worker who immigrates to America is likely to find that his

average labor productivity is much higher in the United States than it was

at home.The worker is, of course, the same person he was when he lived in

Bangladesh. How can the simple act of moving to the United States

increase the worker’s productivity? What does your answer say about the

incentive to immigrate?

Why did communism fail?

For more than 70 years, from the Russian revolution in 1917 until the collapse of
the Soviet Union in 1991, communism was believed by many to pose a major
challenge to market-based economic systems. Yet, by the time of the Soviet
Union’s breakup, the poor economic record of communism had become appar-
ent. Indeed, low living standards in communist countries, compared to those
achieved in the West, were a major reason for the popular discontent that
brought down the communist system in Europe. Economically speaking, why did
communism fail?

The poor growth records of the Soviet Union and other communist countries
did not reflect a lack of resources or economic potential. The Soviet Union had a
highly educated workforce; a large capital stock; a vast quantity of natural re-
sources, including land and energy; and access to sophisticated technologies. Yet, at
the time of its collapse, output per person in the Soviet Union was probably less
than one-seventh what it was in the United States.

Most observers would agree that the political and legal environment that es-
tablished the structure of the communist economic system was a major cause of its
ultimate failure. The economic system of the Soviet Union and other communist
countries had two main elements: First, the capital stock and other resources were
owned by the government rather than by individuals or private corporations. Sec-
ond, most decisions regarding production and distribution were made and imple-
mented by a government planning agency rather than by individuals and firms
interacting through markets. This system performed poorly, we now understand,
for several reasons.

One major problem was the absence of private property rights. With no ability
to acquire a significant amount of private property, Soviet citizens had little incen-
tive to behave in economically productive ways. The owner of an American or
Japanese firm is strongly motivated to cut costs and to produce goods that are
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highly valued by the public because the owner’s income is determined by the firm’s
profitability. In contrast, the performance of a Soviet firm manager was judged on
whether the manager produced the quantities of goods specified by the govern-
ment’s plan—irrespective of the quality of the goods produced or whether con-
sumers wanted them. Soviet managers had little incentive to reduce costs or
produce better, more highly valued products, as any extra profits would accrue to
the government and not to the manager; nor were there any opportunities for en-
trepreneurs to start new businesses. Likewise, workers had little reason to work
hard or effectively under the communist system, as pay rates were determined by
the government planning agency rather than by the economic value of what the
workers produced.

A second major weakness of the communist system was the absence of free
markets. In centrally planned economies, markets are replaced by detailed govern-
ment plans that specify what should be produced and how. But, as we saw in the
example of New York City’s food supply (Chapter 3), the coordination of even rel-
atively basic economic activities can be extremely complex and require a great deal
of information, much of which is dispersed among many people. In a market sys-
tem, changes in prices both convey information about the goods and services peo-
ple want and provide suppliers the incentives to bring these goods and services to
market. Indeed, as we know from the Equilibrium Principle, a market in equilib-
rium leaves individuals with no unexploited opportunities. Central planners in com-
munist countries proved far less able to deal with this complexity than decentralized
markets. As a result, under communism consumers suffered constant shortages and
shoddy goods.

After the collapse of communism, many formerly communist countries began
the difficult transition to a market-oriented economic system. Changing an entire
economic system (the most extreme example of a structural policy) is a slow and
difficult task, and many countries saw economic conditions worsen at first rather
than improve. Political instability and the absence of a modern legal framework,
particularly laws applying to commercial transactions, have often hampered the
progress of reforms. However, a number of formerly communist countries, includ-
ing Poland, the Czech Republic, and the former East Germany, have succeeded in
implementing Western-style market systems and have begun to achieve significant
economic growth. ◆
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RECAP DETERMINANTS OF AVERAGE LABOR

PRODUCTIVITY

■ Key factors determining average labor productivity in a country include

The skills and training of workers, called human capital.

The quantity and quality of physical capital—machines, equipment,
and buildings.

The availability of land and other natural resources.

The sophistication of the technologies applied in production.

The effectiveness of management and entrepreneurship.

The broad social and legal environment.

■ Labor productivity growth slowed throughout the industrialized world in
the 1970s and 1980s. Since 1995, it has rebounded (especially in the
United States), largely because of advances in information and communi-
cation technology.

Equilibrium



THE COSTS OF ECONOMIC GROWTH

Both this chapter and Chapter 16 emphasized the positive effects of economic
growth on the average person’s living standard. But should societies always strive
for the highest possible rate of economic growth? The answer is no. Even if we ac-
cept for the moment the idea that increased output per person is always desirable,
attaining a higher rate of economic growth does impose costs on society.

What are the costs of increasing economic growth? The most straightforward
is the cost of creating new capital. We know that by expanding the capital stock we
can increase future productivity and output. But, to increase the capital stock, we
must divert resources that could otherwise be used to increase the supply of con-
sumer goods. For example, to add more robot-operated assembly lines, a society
must employ more of its skilled technicians in building industrial robots and fewer
in designing video games. To build new factories, more carpenters and lumber must
be assigned to factory construction and less to finishing basements or renovating
family rooms. In short, high rates of investment in new capital require people to
tighten their belts, consume less, and save more—a real economic cost.
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BOX 19.1: PRODUCTION FUNCTIONS

Economists often use a mathematical expression called a production function
to describe the relationship between the amounts of inputs and outputs. In its
general form, a production function is written as

where

Y  the amount of output or real GDP

K  the amount of physical capital

L  the amount of labor, adjusted for the level of human capital

M  the amount of available land and other natural resources

A  the level of technology and other factors, such as the effectiveness of
management and the social and legal environment

f( ) is some unspecified functional form

In practice, there are a number of specific functional forms that are used to
calculate the level of output. One simple but famous one that involves only Y,
K, and L is

For example, if and L   100, 
This simple production function has several appealing properties, and a slight
variant of it fits the aggregate data reasonably well. First, if all the inputs K
and L double, output also will double; that is, if and 

Secondly, it exhibits diminishing returns
to capital (as well as diminishing returns to labor), so that if we hold the level of
labor constant and keep adding more capital, output will rise by smaller and
smaller increments. Thus, if L remains equal to 100 and K rises from 25 to 26,
output rises from 50 to or by 0.99 unit. If K rises by one
more unit to 27, output rises to or by only 0.97 unit.127  100  51.96,

126  100  50.99,

Y  150  200  110,000  100.
L  200,K  50

Y  125  100  12,500  50.K  25

Y  K1/2L1/2
 1KL

Y  f1K,L,M,A2



Should a country undertake a high rate of investment in capital goods at the
sacrifice of consumer goods? The answer depends on the extent that people are
willing and able to sacrifice consumption today to have a bigger economic pie to-
morrow. In a country that is very poor, or is experiencing an economic crisis, peo-
ple may prefer to keep consumption relatively high and savings and investment
relatively low. The midst of a thunderstorm is not the time to be putting something
aside for a rainy day! But in a society that is relatively well off, people may be more
willing to make sacrifices to achieve higher economic growth in the future.

Consumption sacrificed to capital formation is not the only cost of achieving
higher growth. In the United States in the nineteenth and early twentieth centuries,
periods of rapid economic growth were often times in which many people worked
extremely long hours at dangerous and unpleasant jobs. While those workers
helped to build the economy that Americans enjoy today, the costs were great in
terms of reduced leisure time and, in some cases, workers’ health and safety.

Other costs of growth include the cost of the research and development that is
required to improve technology and the costs of acquiring training and skill (human
capital). The fact that a higher living standard tomorrow must be purchased at the
cost of current sacrifices is an example of the Scarcity Principle, that having more of
one good thing usually means having less of another. Because achieving higher eco-
nomic growth imposes real economic costs, we know from the Cost-Benefit Princi-
ple that higher growth should be pursued only if the benefits outweigh the costs.

PROMOTING ECONOMIC GROWTH

If a society decides to try to raise its rate of economic growth, what are some of the
measures that policymakers might take to achieve this objective? Here is a short list
of suggestions, based on our discussion of the factors that contribute to growth in
average labor productivity and, hence, output per person.

POLICIES TO INCREASE HUMAN CAPITAL

Because skilled and well-educated workers are more productive than unskilled labor,
governments in most countries try to increase the human capital of their citizens by
supporting education and training programs. In the United States, government pro-
vides public education through high school and grants extensive support to post-
secondary schools, including technical schools, colleges, and universities. Publicly
funded early intervention programs like Head Start also attempt to build human
capital by helping disadvantaged children prepare for school. To a lesser degree than
some other countries, the U.S. government also funds job training for unskilled
youths and retraining for workers whose skills have become obsolete.

Why do almost all countries provide free public education?

All industrial countries provide their citizens free public education through high school,

and most subsidize college and other post-secondary schools. Why?

Americans are so used to the idea of free public education that this question may

seem odd. But why should the government provide free education when it does not pro-

vide even more essential goods and services such as food or medical care for free, except

to the most needy? Furthermore, educational services can be, and indeed commonly are,

supplied and demanded on the private market, without the aid of the government.

An important argument for free or at least subsidized education is that the private

demand curve for educational services does not include all the social benefits of educa-

tion. (Recall the Equilibrium Principle, which states in part that a market in equilibrium

may not exploit all gains achievable from collective action.) For example, the democratic

political system relies on an educated citizenry to operate effectively—a factor that an
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individual demander of educational services has little reason to consider. From a nar-

rower economic perspective, we might argue that individuals do not capture the full eco-

nomic returns from their schooling. For example, people with high human capital, and

thus high earnings, pay more taxes—funds that can be used to finance government ser-

vices and aid the less fortunate. Because of income taxation, the private benefit to ac-

quiring human capital is less than the social benefit, and the demand for education on the

private market may be less than optimal from society’s viewpoint. Similarly, educated

people are more likely than others to contribute to technological development, and

hence to general productivity growth, which may benefit many other people besides

themselves. Finally, another argument for public support of education is that poor peo-

ple who would like to invest in human capital may not be able to do so because of insuf-

ficient income.

The Nobel laureate Milton Friedman, among many economists, suggested that these

arguments may justify government grants, called educational vouchers, to help citizens

purchase educational services in the private sector, but they do not justify the government

providing education directly, as through the public school system. Defenders of public ed-

ucation, on the other hand, argue that the government should have some direct control

over education in order to set standards and monitor quality. What do you think? •

POLICIES THAT PROMOTE SAVING AND INVESTMENT

Average labor productivity increases when workers can utilize a sizable and mod-
ern capital stock. To support the creation of new capital, government can encour-
age high rates of saving and investment in the private sector. Many provisions in the
U.S. tax code are designed expressly to stimulate households to save and firms to in-
vest. For example, a household that opens an Individual Retirement Account (IRA)
is able to save for retirement without paying taxes on either the funds deposited in
the IRA or the interest earned on the account. (However, taxes are due when the
funds are withdrawn at retirement.) The intent of IRA legislation is to make saving
more financially attractive to American households. Similarly, at various times Con-
gress has instituted an investment tax credit, which reduces the tax bills of firms
that invest in new capital. (Private-sector saving and investment are discussed in
greater detail in Chapters 20 and 21.)

Government can contribute directly to capital formation through public invest-
ment, or the creation of government-owned capital. Public investment includes the
building of roads, bridges, airports, dams, and, in some countries, energy and com-
munications networks. The construction of the U.S. interstate highway system, be-
gun during the administration of President Eisenhower, is often cited as an example
of successful public investment. The interstate system substantially reduced long-
haul transportation costs in the United States, improving productivity throughout
the economy. Today, the web of computers and communications links we call the
internet is having a similar effect. This project, too, received crucial government
funding in its early stages. Many research studies have confirmed that government
investment in the infrastructure, the public capital that supports private-sector
economic activities, can be a significant source of growth.

POLICIES THAT SUPPORT RESEARCH AND DEVELOPMENT

Productivity is enhanced by technological progress, which in turn requires invest-
ment in research and development (R&D). In many industries, private firms have
adequate incentive to conduct research and development activities. There is no
need, for example, for the government to finance research for developing a better
underarm deodorant. But some types of knowledge, particularly basic scientific
knowledge, may have widespread economic benefits that cannot be captured by a
single private firm. The developers of the silicon computer chip, for example, were
instrumental in creating huge new industries, yet they received only a small portion
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of the profits flowing from their inventions. Because society in general, rather than
the individual inventors, may receive much of the benefit from basic research, gov-
ernment may need to support basic research, as it does through agencies such as the
National Science Foundation. The federal government also sponsors a great deal of
applied research, particularly in military and space applications. To the extent that
national security allows, the government can increase growth by sharing the fruits
of such research with the private sector. For example, the Global Positioning System
(GPS), which was developed originally for military purposes, is now available in
private passenger vehicles, helping drivers find their way.

THE LEGAL AND POLITICAL FRAMEWORK

Although economic growth comes primarily from activities in the private sector, the
government plays an essential role in providing the framework within which the
private sector can operate productively. We have discussed the importance of secure
property rights and a well-functioning legal system, of an economic environment
that encourages entrepreneurship, and of political stability and the free and open
exchange of ideas. Government policymakers also should consider the potential ef-
fects of tax and regulatory policies on activities that increase productivity, such as
investment, innovation, and risk taking.

THE POOREST COUNTRIES: A SPECIAL CASE?

Radical disparities in living standards exist between the richest and poorest coun-
tries of the world (see Table 16.4 for some data). Achieving economic growth in the
poorest countries is thus particularly urgent. Are the policy prescriptions of this sec-
tion relevant to those countries, or are very different types of measures necessary to
spur growth in the poorest nations?

To a significant extent, the same factors and policies that promote growth in
richer countries apply to the poorest countries as well. Increasing human capital by
supporting education and training, increasing rates of saving and investment, in-
vesting in public capital and infrastructure, supporting research and development,
and encouraging entrepreneurship are all measures that will enhance economic
growth in poor countries.

However, to a much greater degree than in richer countries, most poor coun-
tries need to improve the legal and political environment that underpins their
economies. For example, many developing countries have poorly developed or cor-
rupt legal systems, which discourage entrepreneurship and investment by creating
uncertainty about property rights. Taxation and regulation in developing countries
are often heavy-handed and administered by inefficient bureaucracies, to the extent
that it may take months or years to obtain the approvals needed to start a small
business or expand a factory. In many poor countries, excessive government regu-
lation or government ownership of companies prevents markets from operating ef-
ficiently to achieve economic growth. For example, government regulation, rather
than the market, may determine the allocation of bank credit or the prices for agri-
cultural products. Structural policies that aim to ameliorate these problems are im-
portant preconditions for generating growth in the poorest countries. But probably
most important—and most difficult, for some countries—is establishing political
stability and the rule of law. Without political stability, domestic and foreign savers
will be reluctant to invest in the country, and economic growth will be difficult if
not impossible to achieve.

Can rich countries help poor countries to develop? Historically, richer nations
have tried to help by providing financial aid through loans or grants from individ-
ual countries (foreign aid) or by loans made by international agencies such as the
World Bank. Experience has shown, however, that financial aid to countries that do
not undertake structural reforms, such as reducing excessive regulation or improving
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the legal system, is of limited value. To make their foreign aid most effective, rich
countries should help poor countries achieve political stability and undertake the
necessary reforms to the structure of their economies.

ARE THERE LIMITS TO GROWTH?

Earlier in this chapter, we saw that even relatively low rates of economic growth, if
sustained for a long period, will produce huge increases in the size of the economy.
This fact raises the question of whether economic growth can continue indefinitely
without depleting natural resources and causing massive damage to the global
environment. Does the basic truth that we live in a finite world of finite resources
imply that, ultimately, economic growth must come to an end?

The concern that economic growth may not be sustainable is not a new one. An
influential 1972 book, The Limits to Growth,7 reported the results of computer
simulations that suggested that unless population growth and economic expansion
were halted, the world would soon be running out of natural resources, drinkable
water, and breathable air. This book, and later works in the same vein, raise some
fundamental questions that cannot be done full justice here. However, in some ways
its conclusions are misleading.

One problem with the “limits to growth” thesis lies in its underlying concept of
economic growth. Those who emphasize the environmental limits on growth as-
sume implicitly that economic growth will always take the form of more of what
we have now—more smoky factories, more polluting cars, more fast-food restau-
rants. If that were indeed the case, then surely there would be limits to the growth
the planet can sustain. But growth in real GDP does not necessarily take such a
form. Increases in real GDP also can arise from new or higher-quality products. For
example, not too long ago tennis rackets were relatively simple items made primar-
ily of wood. Today they are made of newly invented synthetic materials and de-
signed for optimum performance using sophisticated computer simulations.
Because these new high-tech tennis rackets are more valued by consumers than the
old wooden ones, their introduction increased real GDP. Likewise, the introduction
of new pharmaceuticals has contributed to economic growth, as have the expanded
number of TV channels, digital sound, and internet-based sales. Thus, economic
growth need not take the form of more and more of the same old stuff; it can mean
newer, better, and perhaps cleaner and more efficient goods and services.

A second problem with the “limits to growth” conclusion is that it overlooks
the fact that increased wealth and productivity expand society’s capacity to take
measures to safeguard the environment. In fact, the most polluted countries in the
world are not the richest but those that are in a relatively early stage of industrial-
ization. At this stage countries must devote the bulk of their resources to basic
needs—food, shelter, health care—and continued industrial expansion. In these
countries, clean air and water may be viewed as a luxury rather than a basic need.
In more economically developed countries, where the most basic needs are more
easily met, extra resources are available to keep the environment clean. Thus, con-
tinuing economic growth may lead to less, not more, pollution.

A third problem with the pessimistic view of economic growth is that it ignores
the power of the market and other social mechanisms to deal with scarcity. During the
oil-supply disruptions of the 1970s, newspapers were filled with headlines about
the energy crisis and the imminent depletion of world oil supplies. Yet 30 years later,
the world’s known oil reserves are actually greater than they were in the 1970s.8
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Today’s energy situation is so much better than was expected 30 years ago
because the market went to work. Reduced oil supplies led to an increase in
prices that changed the behavior of both demanders and suppliers. Consumers in-
sulated their homes, purchased more energy-efficient cars and appliances, and
switched to alternative sources of energy. Suppliers engaged in a massive hunt for
new reserves, opening up major new sources in Latin America, China, and the
North Sea. In short, market forces helped society respond effectively to the
energy crisis.

In general, shortages in any resource will trigger price changes that induce sup-
pliers and demanders to deal with the problem. Simply extrapolating current eco-
nomic trends into the future ignores the power of the market system to recognize
shortages and make the necessary corrections. Government actions spurred by
political pressures, such as the allocation of public funds to preserve open space or
reduce air pollution, can be expected to supplement market adjustments.

Despite the shortcomings of the “limits to growth” perspective, most econo-
mists would agree that not all the problems created by economic growth can be
dealt with effectively through the market or the political process. Probably most im-
portant, global environmental problems, such as the possibility of global warming
or the ongoing destruction of rain forests, are a particular challenge for existing
economic and political institutions. Environmental quality is not bought and sold in
markets and thus will not automatically reach its optimal level through market
processes (recall the Equilibrium Principle). Nor can local or national governments
effectively address problems that are global in scope. Unless international mecha-
nisms are established for dealing with global environmental problems, these prob-
lems may become worse as economic growth continues.

Why is the air quality so poor in Mexico City?

Developing countries like Mexico, which are neither fully industrialized nor des-
perately poor, often have severe environmental problems. Why?

One concern about economic growth is that it will cause ever-increasing levels
of environmental pollution. Empirical studies show, however, that the relationship
between pollution and real GDP per person is more like an inverted U (see Fig-
ure 19.6). In other words, as countries move from very low levels of real GDP per
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RECAP ECONOMIC GROWTH: DEVELOPMENTS 

AND ISSUES

■ Economic growth has substantial costs, notably the sacrifice of current
consumption that is required to free resources for creating new capital
and new technologies. Higher rates of growth should be pursued only if
the benefits outweigh the costs.

■ Policies for promoting economic growth include policies to increase hu-
man capital (education and training); policies that promote saving and
capital formation; policies that support research and development; and
the provision of a legal and political framework within which the private
sector can operate productively. Deficiencies in the legal and political
framework (for example, official corruption or poorly defined property
rights) are a special problem for many developing countries.

■ Some have argued that finite resources imply ultimate limits to economic
growth. This view overlooks the facts that growth can take the form of
better, rather than more, goods and services; that increased wealth frees
resources to safeguard the environment; and that political and economic
mechanisms exist to address many of the problems associated with growth.
However, these mechanisms may not work well when environmental or
other problems arising from economic growth are global in scope.

Scarcity

person to “middle-income” levels, most measures of pollution tend to worsen, but
environmental quality improves as real GDP per person rises even further. One
study of the relationship between air quality and real GDP per person found that
the level of real GDP per person at which air quality is the worst—indicated by
point A in Figure 19.6—is roughly equal to the average income level in Mexico.9

And indeed, the air quality in Mexico City is exceptionally poor, as any visitor to
that sprawling metropolis can attest.

That pollution may worsen as a country industrializes is understandable, but
why does environmental quality improve when real GDP per person climbs to very
high levels? There are a variety of explanations for this phenomenon. Compared to
middle-income economies, the richer economies are relatively more concentrated in
“clean,” high-value services like finance and software production as opposed to
pollution-intensive industries like heavy manufacturing. Rich economies are also
more likely to have the expertise to develop sophisticated and cost-effective an-
tipollution technologies. But the main reason the richer economies tend to be
cleaner is the same reason that the homes of rich people are generally cleaner and in
better condition than the homes of the poor. As income rises above the level neces-
sary to fulfill basic needs, more resources remain to dedicate to “luxuries” like a
clean environment (the Scarcity Principle). For the rich family, the extra resources
will pay for a cleaning service; for the rich country, they will pay for pollution con-
trol devices in factories and on automobiles. Indeed, antipollution laws are gener-
ally tougher and more strictly enforced in rich countries than in middle-income and
poor countries. ◆
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■ K E Y  T E R M S ■

average labor productivity (524)
compound interest (521)

diminishing returns to 
capital (529)

entrepreneurs (532)
human capital (527)

■ R E V I E W  Q U E S T I O N S ■

1. What has happened to real GDP per person over
the past century? What implications does this have
for the average person? Are the implications differ-

ent for countries in different regions (e.g., Japan
versus Ghana)? LO1

■ S U M M A R Y ■

• Over the past two centuries, the industrialized nations
saw enormous improvements in living standards, as
reflected in large increases in real GDP per person.
Because of the power of compound interest, relatively
small differences in growth rates, if continued over
long periods, can produce large differences in real
GDP per person and average living standards. Thus,
the rate of long-term economic growth is an eco-
nomic variable of critical importance. LO1

• Real GDP per person is the product of average labor
productivity (real GDP per employed worker) and the
share of the population that is employed. Growth in
real GDP per person can occur only through growth in
average labor productivity, in the share of the popula-
tion that is working, or both. In the period since 1960,
increases in the share of the U.S. population holding a
job contributed significantly to rising real GDP per
person. But in the past four decades, as in most peri-
ods, the main source of the increase in real GDP per
person was rising average labor productivity. LO2

• Among the factors that determine labor productivity
are the talents, education, training, and skills of
workers, or human capital; the quantity and quality
of the physical capital that workers use; the availabil-
ity of land and other natural resources; the applica-
tion of technology to the production and distribution
of goods and services; the effectiveness of entrepre-
neurs and managers; and the broad social and legal
environment. Because of diminishing returns to capi-
tal, beyond a certain point expansion of the capital
stock is not the most effective way to increase average
labor productivity. Economists generally agree that
new technologies are the most important single
source of improvements in productivity. LO3

• In the 1970s and 1980s, the industrial world expe-
rienced a slowdown in productivity growth, but

productivity growth has rebounded since 1995,
largely as a result of advances in information and
communication technology. LO3

• Economic growth has costs as well as benefits. Promi-
nent among them is the need to sacrifice current con-
sumption to achieve a high rate of investment in new
capital goods; other costs of growing more quickly
include extra work effort and the costs of research
and development. Thus, more economic growth is
not necessarily better; whether increased economic
growth is desirable depends on whether the benefits
of growth outweigh the costs. LO4

• Among the ways in which government can stimulate
economic growth are by adopting policies that en-
courage the creation of human capital; that promote
saving and investment, including public investment in
infrastructure; that support research and development,
particularly in the basic sciences; and that provide a
legal and political framework that supports private-
sector activities. The poorest countries, with poorly
developed legal, tax, and regulatory systems, are often
in the greatest need of an improved legal and political
framework and increased political stability. LO5

• Are there limits to growth? Arguments that economic
growth must be constrained by environmental prob-
lems and the limits of natural resources ignore the
fact that economic growth can take the form of in-
creasing quality as well as increasing quantity. Indeed,
increases in output can provide additional resources
for cleaning up the environment. Finally, the market
system, together with political processes, can solve
many of the problems associated with economic
growth. On the other hand, global environmental
problems, which can be handled neither by the mar-
ket nor by individual national governments, have the
potential to constrain economic growth. LO6
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2. Why do economists consider growth in average la-
bor productivity to be the key factor in determining
long-run living standards? LO2

3. What is human capital? Why is it economically im-
portant? How is new human capital created? LO3

4. You have employed five workers of varying physi-
cal strength to dig a ditch. Workers without shovels
have zero productivity in ditchdigging. How should
you assign shovels to workers if you don’t have
enough shovels to go around? How should you as-
sign any additional shovels that you obtain? Using
this example, discuss (a) the relationship between
the availability of physical capital and average la-
bor productivity and (b) the concept of diminishing
returns to capital. LO3

5. What was the cause of the resurgence in U.S. labor
productivity growth since 1995? How do we
know? LO3

6. Discuss how talented entrepreneurs and effec-
tive managers can enhance average labor pro-
ductivity. LO3

7. What major contributions can the government
make to the goal of increasing average labor pro-
ductivity? LO5

8. Discuss the following statement: “Because the
environment is fragile and natural resources are
finite, ultimately economic growth must come to
an end.” LO6

■ P R O B L E M S ■

1. Richland’s real GDP per person is $10,000, and Poorland’s real GDP per person
is $5,000. However, Richland’s real GDP per person is growing at 1 percent per
year and Poorland’s is growing at 3 percent per year. Compare real GDP per
person in the two countries after 10 years and after 20 years. Approximately
how many years will it take Poorland to catch up to Richland? LO1

2. Calculate how much higher U.S. labor productivity will be in the year 2028
(relative to 2008) if LO1

a. productivity continues to grow by 3.1 percent per year.
b. productivity growth falls to 1.4 percent per year, its average rate during the

period 1973–1995. (Note: You do not need to know the actual values of
average labor productivity in any year to solve this problem.)

3. The “graying of America” will substantially increase the fraction of the popu-
lation that is retired in the decades to come. To illustrate the implications for
U.S. living standards, suppose that over the 46 years following 2006 the share
of the population that is working returns to its 1960 level, while average labor
productivity increases by as much as it did during 1960–2006. Under this sce-
nario, what would be the net change in real GDP per person between 2006 and
2052? The following data will be useful: LO2

4. Here are data for Germany and Japan on the ratio of employment to popula-
tion in 1979 and 2003:

Average labor productivity Share of population employed

1960 $44,216 36.4%

2006 $88,204 48.1%

1979 2003

Germany 0.33 0.43

Japan 0.48 0.52

Using data from Table 19.1, find average labor productivity for each country in
1979 and in 2003. How much of the increase in output per person in each



country over the 1979–2003 period is due to increased labor productivity? To
increased employment relative to population? LO2

5. Joanne has just completed high school and is trying to determine whether to go
to junior college for two years or go directly to work. Her objective is to max-
imize the savings she will have in the bank five years from now. If she goes di-
rectly to work, she will earn $20,000 per year for each of the next five years. If
she goes to junior college, for each of the next two years she will earn noth-
ing—indeed, she will have to borrow $6,000 each year to cover tuition and
books. This loan must be repaid in full three years after graduation. If she
graduates from junior college, in each of the subsequent three years, her wages
will be $38,000 per year. Joanne’s total living expenses and taxes, excluding tu-
ition and books, equal $15,000 per year. LO3

a. Suppose, for simplicity, that Joanne can borrow and lend at 0 percent inter-
est. On purely economic grounds, should she go to junior college or work?

b. Does your answer to part a change if she can earn $23,000 per year with
only a high school degree?

c. Does your answer to part a change if Joanne’s tuition and books cost $8,000
per year?

d.*Suppose that the interest rate at which Joanne can borrow and lend is 10
percent per year, but other data are as in part a. Savings are deposited at the
end of the year they are earned and receive (compound) interest at the end of
each subsequent year. Similarly, the loans are taken out at the end of the year
in which they are needed, and interest does not accrue until the end of the
subsequent year. Now that the interest rate has risen, should Joanne go to
college or go to work?

6. The Good’n’Fresh Grocery Store has two checkout lanes and four employees.
Employees are equally skilled, and all are able to either operate a register
(checkers) or bag groceries (baggers). The store owner assigns one checker
and one bagger to each lane. A lane with a checker and a bagger can check out
40 customers per hour. A lane with a checker only can check out 25 customers
per hour. LO3

a. In terms of customers checked out per hour, what is total output and aver-
age labor productivity for the Good’n’Fresh Grocery Store?

b. The owner adds a third checkout lane and register. Assuming that no em-
ployees are added, what is the best way to reallocate the workers to tasks?
What is total output and average labor productivity (in terms of customers
checked out per hour) now?

c. Repeat part b for the addition of a fourth checkout lane, and a fifth. Do you
observe diminishing returns to capital in this example?

7. Harrison, Carla, and Fred are housepainters. Harrison and Carla can paint
100 square feet per hour using a standard paintbrush, and Fred can paint 80
square feet per hour. Any of the three can paint 200 square feet per hour using
a roller. LO3

a. Assume Harrison, Carla, and Fred have only paintbrushes at their disposal.
What is the average labor productivity, in terms of square feet per painter-
hour, for the three painters taken as a team? Assume that the three painters
always work the same number of hours.

b. Repeat part a for the cases in which the team has one, two, three, or four
rollers available. Are there diminishing returns to capital?

c. An improvement in paint quality increases the area that can be covered per
hour (by either brushes or rollers) by 20 percent. How does this technological
improvement affect your answers to part b? Are there diminishing returns to
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*Problem marked by an asterisk (*) is more difficult.



capital? Does the technological improvement increase or reduce the eco-
nomic value of an additional roller?

8. Hester’s Hatchery raises fish. At the end of the current season she has 1,000
fish in the hatchery. She can harvest any number of fish that she wishes, selling
them to restaurants for $5 apiece. Because big fish make little fish, for every
fish that she leaves in the hatchery this year, she will have two fish at the end of
next year. The price of fish is expected to be $5 each next year as well. Hester
relies entirely on income from current fish sales to support herself. LO3

a. How many fish should Hester harvest if she wants to maximize the growth
of her stock of fish from this season to next season?

b. Do you think maximizing the growth of her fish stock is an economically
sound strategy for Hester? Why or why not? Relate to the text discussion on
the costs of economic growth.

c. How many fish should Hester harvest if she wants to maximize her current
income? Do you think this is a good strategy?

d. Explain why Hester is unlikely to harvest either all or none of her fish, but
instead will harvest some and leave the rest to reproduce.

9. Discuss the following statement, using concrete examples where possible to illus-
trate your arguments: For advances in basic science to translate into improve-
ments in standards of living, they must be supported by favorable economic
conditions. LO3, LO5

10. Write a short essay evaluating the U.S. economy in terms of each of the six de-
terminants of average labor productivity discussed in the text. Are there any ar-
eas in which the United States is exceptionally strong, relative to other
countries? Areas where the United States is less strong than some other coun-
tries? Illustrate your arguments with numbers from the Statistical Abstract of
the United States (available online at www.census.gov/compendia/statab/) and
other sources, as appropriate. LO3, LO5
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

19.1 If the United States had grown at the Japanese rate for the period 1870–2003,
real GDP per person in 2003 would have been ($2,887)  (1.026)133

 

$87,709. Actual GDP per person in the United States in 2003 was $35,488,
so at the higher rate of growth, output per person would have been
$87,709 $35,488 2.47 times higher. LO1

19.2 As before, Lucy can wrap 4,000 candies per week, or 100 candies per hour.
Ethel can wrap 500 candies per hour, and working 40 hours weekly she can
wrap 20,000 candies per week. Together Lucy and Ethel can wrap 24,000
candies per week. Since they work a total of 80 hours between them, their
output per hour as a team is 24,000 candies wrapped per 80 hours  300
candies wrapped per hour, midway between their hourly productivities as in-
dividuals. LO3

19.3 Because Ethel can wrap 300 candies per hour by hand, the benefit of giving
Ethel the machine is 500 300 200 additional candies wrapped per hour.
Because Lucy wraps only 100 candies per hour by hand, the benefit of giving
Lucy the machine is 400 additional candies wrapped per hour. So the benefit
of giving the machine to Lucy is greater than of giving it to Ethel. Equiva-
lently, if the machine goes to Ethel, then Lucy and Ethel between them can
wrap 500  100  600 candies per hour, but if Lucy uses the machine, the
team can wrap 300 500 800 candies per hour. So output is increased by
letting Lucy use the machine. LO3



19.4 Now, working by hand, Lucy can wrap 300 candies per hour and Ethel can
wrap 500 candies per hour. With a machine, either Lucy or Ethel can wrap
800 candies per hour. As in Exercise 19.3, the benefit of giving a machine to
Lucy (500 candies per hour) exceeds the benefit of giving a machine to Ethel
(300 candies per hour), so if only one machine is available, Lucy should use it.

The table analogous to Table 19.3 now looks like this:

Comparing this table with Table 19.3, you can see that technological advance
has increased labor productivity for any value of K, the number of machines
available.

Adding one machine increases output by 20,000 candies wrapped per
week, adding the second machine increases output by 12,000 candies
wrapped per week, and adding the third machine does not increase output at
all (because there is no worker available to use it). So diminishing returns to
capital still hold after the technological improvement. LO3

19.5 Although the individual worker is the same person he was in Bangladesh, by
coming to the United States he gains the benefit of factors that enhance aver-
age labor productivity in this country, relative to his homeland. These include
more and better capital to work with, more natural resources per person,
more advanced technologies, sophisticated entrepreneurs and managers, and
a political-legal environment that is conducive to high productivity. It is not
guaranteed that the value of the immigrant’s human capital will rise (it may
not, for example, if he speaks no English and has no skills applicable to the
U.S. economy), but normally it will.

Since increased productivity leads to higher wages and living standards, on
economic grounds the Bangladeshi worker has a strong incentive to immigrate
to the United States if he is able to do so. LO3
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Relationship of Capital, Output, and Productivity in the 
Candy-Wrapping Factory

Number of Candies wrapped Total hours Average hourly labor
machines (K) per week (Y) worked (N) productivity (Y/N)

0 32,000 80 400

1 52,000 80 650

2 64,000 80 800

3 64,000 80 800
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Fo rma t i o n , a nd F i n an c i a l

Ma r ke t s
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Explain the relationship between saving and wealth.

2. Recognize and work with the components of national saving.

3. Understand the reasons why people save.

4. Discuss the reasons why firms choose to invest in capital rather than in

financial assets.

5. Analyze financial markets using the tools of supply and demand.

ou’ve probably heard Aesop’s fable of the ant and the grasshopper. All
summer the ant worked hard laying up food for the winter. The
grasshopper mocked the ant’s efforts and contented himself with bask-

ing in the sunshine, ignoring the ant’s earnest warnings. When winter came the
ant was well-fed, while the grasshopper starved. Moral: When times are good,
the wise put aside something for the future.

Of course, there is also the modern ending to the fable, in which the
grasshopper breaks his leg by tripping over the anthill, sues the ant for negli-
gence, and ends up living comfortably on the ant’s savings. (Nobody knows what
happened to the ant.) Moral: Saving is risky; live for today.

The pitfalls of modern life notwithstanding, saving is important, both to in-
dividuals and to nations. People need to save to provide for their retirement and
for other future needs, such as their children’s education or a new home. An in-
dividual’s or a family’s savings also can provide a crucial buffer in the event of an
economic emergency, such as the loss of a job or unexpected medical bills. At the

Y
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national level, the production of new capital goods—factories, equipment, and
housing—is an important factor promoting economic growth and higher living
standards. As we will see in this chapter, the resources necessary to produce new
capital come primarily from a nation’s collective saving.

Because adequate saving is so important both to ensuring families’ financial se-
curity and creating new capital goods, many people have expressed concern about
the low saving rate of American households. Figure 20.1 shows the U.S. household
saving rate (the percentage of after-tax household income that is saved) since 1960.
Never very high by international standards, the U.S. household saving rate declined
sharply in the mid-1980s and fell again in the mid-1990s, reaching 0.4 percent of
household disposable income in 2006.

What is the significance of this precipitous decline? Alarmists see the data as
evidence of “grasshopperish” behavior, and a threat to Americans’ future pros-
perity. The reality, as we will see, is more complex. Many American families do
save very little, a choice that is likely to exact a toll on their economic well-being
in the long run. On the other hand, household saving is only one part of the to-
tal saving of the U.S. economy, as businesses and governments also save. In fact,
the total saving of the U.S. economy, called national saving, has not declined sig-
nificantly in recent years. Thus, if the United States is suffering a “savings short-
fall,” it is much less severe than might be suggested by the figures on household
saving only.

In this chapter we will look at saving and its links to the formation of new cap-
ital. We begin by defining the concepts of saving and wealth and exploring the con-
nection between them. We then turn to national saving—the collective saving of
households, businesses, and government. Because national saving determines the
capacity of an economy to create new capital, it is the most important measure of
saving from a macroeconomic perspective.

We next discuss the economics of household saving and capital formation by
firms. We first consider why people choose to save, rather than spending all their
income. Then, we examine capital formation by firms; it turns out that a firm’s de-
cision to invest in capital is in many respects analogous to its decision about
whether to increase employment. We conclude the chapter by showing how
national saving and capital formation are related using a supply and demand
approach.

FIGURE 20.1

Household Saving Rate 

in the United States,

1960–2006.

The U.S. household saving

rate, declining since the 

mid-1980s, fell to 0.4 percent

in 2006.
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SAVING AND WEALTH

In general, the saving of an economic unit—whether a household, a business, a uni-
versity, or a nation—may be defined as its current income minus its spending on
current needs. For example, if Consuelo earns $300 per week, spends $280 weekly
on living expenses such as rent, food, clothes, and entertainment, and deposits the
remaining $20 in the bank, her saving is $20 per week. The saving rate of any eco-
nomic unit is its saving divided by its income. Since Consuelo saves $20 of her
weekly income of $300, her saving rate is $20/$300, or 6.7 percent.

The saving of an economic unit is closely related to its wealth, or the value of
its assets minus its liabilities. Assets are anything of value that one owns, either
financial or real. Examples of financial assets that you or your family might own
include cash, a checking account, stocks, and bonds. Examples of real assets include
a home or other real estate, jewelry, consumer durables like cars, and valuable
collectibles. Liabilities, on the other hand, are the debts one owes. Examples of
liabilities are credit card balances, student loans, and mortgages.

By comparing an economic unit’s assets and liabilities, economists calculate
that unit’s wealth, also called its net worth. This comparison is done using a list of
assets and liabilities on a particular date, called a balance sheet.

Consuelo constructs her balance sheet

To take stock of her financial position on January 1, 2008, Consuelo lists her assets
and liabilities on that date in a balance sheet. The result is shown in Table 20.1.
What is Consuelo’s wealth?
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saving current income minus

spending on current needs

saving rate saving divided by

income

wealth the value of assets

minus liabilities

assets anything of value that

one owns

liabilities the debts one owes

balance sheet a list of an

economic unit’s assets and

liabilities on a specific date

TABLE 20.1

Consuelo’s Balance Sheet on January 1, 2008

Assets Liabilities

Cash $ 80 Student loan $3,000

Checking account 1,200 Credit card balance 250

Shares of stock 1,000

Car (market value) 3,500

Furniture (market value) 500

Total $6,280 $3,250

Net worth $3,030

Consuelo’s financial assets are the cash in her wallet, the balance in her check-
ing account, and the current value of some shares of stock her parents gave her. To-
gether her financial assets are worth $2,280. She also lists $4,000 in real assets, the
sum of the market values of her car and her furniture. Consuelo’s total assets, both
financial and real, come to $6,280. Her liabilities are the student loan she owes the
bank and the balance due on her credit card, which total $3,250. Consuelo’s
wealth, or net worth, on January 1, 2008, is the value of her assets ($6,280) minus
the value of her liabilities ($3,250), or $3,030. ◆

EXERCISE 20.1

What would Consuelo’s net worth be if her student loan were for $6,500

rather than $3,000? Construct a new balance sheet for her.



Saving and wealth are related because saving contributes to wealth. To under-
stand this relationship better, we must distinguish between stocks and flows.

STOCKS AND FLOWS

Saving is an example of a flow, a measure that is defined per unit of time. For ex-
ample, Consuelo’s saving is $20 per week. Wealth, in contrast, is a stock, a measure
that is defined at a point in time. Consuelo’s wealth of $3,030, for example, is her
wealth on a particular date—January 1, 2008.

To visualize the difference between stocks and flows, think of water running
into a bathtub. The amount of water in the bathtub at any specific moment—for
example, 40 gallons at 7:15 p.m.—is a stock because it is measured at a specific
point in time. The rate at which the water flows into the tub—for example, 2 gal-
lons per minute—is a flow because it is measured per unit of time. In many cases, a
flow is the rate of change in a stock: If we know that there are 40 gallons of water
in the tub at 7:15 p.m., for example, and that water is flowing in at 2 gallons per
minute, we can easily determine that the stock of water will be changing at the rate
of 2 gallons per minute and will equal 42 gallons at 7:16 p.m., 44 gallons at
7:17 p.m., and so on, until the bathtub overflows.

EXERCISE 20.2

Continuing the example of the bathtub: If there are 40 gallons of water in

the tub at 7:15 p.m. and water is being drained at the rate of 3 gallons per

minute, what will be the stock and flow at 7:16 p.m.? At 7:17 p.m.? Does the

flow still equal the rate of change in the stock?

The relationship between saving (a flow) and wealth (a stock) is similar to the
relationship between the flow of water into a bathtub and the stock of water in the
tub in that the flow of saving causes the stock of wealth to change at the same rate.
Indeed, as the following example illustrates, every dollar that a person saves adds a
dollar to his or her wealth.

The link between saving and wealth

Consuelo saves $20 per week. How does this saving affect her wealth on January 8,
2008? Does the change in her wealth depend on whether Consuelo uses her saving
to accumulate assets or to pay down her liabilities?

Consuelo could use the $20 she saved during the first week in January to in-
crease her assets—for example, by adding the $20 to her checking account—or to
reduce her liabilities—for example, by paying down her credit card balance. Sup-
pose she adds the $20 to her checking account, increasing her assets on January 8,
2008, by $20. Since her liabilities are unchanged, her wealth also increases by $20,
to $3,050 (see Table 20.1).

If Consuelo decides to use the $20 she saved during the first week in January to
pay down her credit card balance, she reduces it from $250 to $230. That action
would reduce her liabilities by $20, leaving her assets unchanged. Since wealth
equals assets minus liabilities, reducing her liabilities by $20 increases her wealth by
$20, to $3,050. Thus, saving $20 per week raises Consuelo’s stock of wealth on
January 8, 2008, by $20, regardless of whether she uses her saving to increase her
assets or reduce her liabilities. ◆

The close relationship between saving and wealth explains why saving is so im-
portant to an economy. Higher rates of saving today lead to faster accumulation of
wealth, and the wealthier a nation is, the higher its standard of living. Thus, a high
rate of saving today contributes to an improved standard of living in the future.
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flow a measure that is defined

per unit of time

stock a measure that is defined

at a point in time



CAPITAL GAINS AND LOSSES

Though saving increases wealth, it is not the only factor that determines wealth.
Wealth also can change because of changes in the values of the real or financial as-
sets one owns. Suppose Consuelo’s shares of stock rise in value during January,
from $1,000 to $1,500. This increase in the value of Consuelo’s stock raises her to-
tal assets by $500 without affecting her liabilities. As a result, Consuelo’s wealth on
February 1, 2008, rises by $500, from $3,030 to $3,530 (see Table 20.2).

Changes in the value of existing assets are called capital gains when an asset’s
value increases and capital losses when an asset’s value decreases. Just as capital
gains increase wealth, capital losses decrease wealth. Capital gains and losses are
not counted as part of saving, however. Instead, the change in a person’s wealth
during any period equals the saving done during the period plus capital gains or
minus capital losses during that period. In terms of an equation,

Change in wealth Saving  Capital gains  Capital losses.

EXERCISE 20.3

How would each of the following actions or events affect Consuelo’s saving

and her wealth?

a. Consuelo deposits $20 in the bank at the end of the week as usual. She also

charges $50 on her credit card, raising her credit card balance to $300.

b. Consuelo uses $300 from her checking account to pay off her credit

card bill.

c. Consuelo’s old car is recognized as a classic. Its market value rises from

$3,500 to $4,000.

d. Consuelo’s furniture is damaged and as a result falls in value from $500

to $200.

Capital gains and losses can have a major effect on one’s overall wealth, as our
next example illustrates.

The bull market and household wealth

On the whole, Americans felt very prosperous during the 1990s: Measures of
household wealth during this period showed enormous gains. Yet, as Figure 20.1
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TABLE 20.2

Consuelo’s Balance Sheet on February 1, 2008, after an Increase in the

Value of Her Stocks

Assets Liabilities

Cash $ 80 Student loan $3,000

Checking account 1,200 Credit card balance 250

Shares of stock 1,500

Car (market value) 3,500

Furniture (market value) 500

Total $6,780 $3,250

Net worth $3,530

capital gains increases in the

value of existing assets

capital losses decreases in the

values of existing assets



shows, saving by U.S. households was quite low throughout those years. How did
American households increase their wealth in the 1990s while saving very little?

During the 1990s an increasing number of Americans acquired stocks, either
directly through purchases or indirectly through their pension and retirement funds.
At the same time, stock prices rose at record rates (see Figure 20.2). The strongly
rising “bull market,” which increased the prices of most stocks, enabled many
Americans to enjoy significant capital gains and increased wealth without saving
much, if anything. Indeed, some economists argued that the low household saving
rate of the 1990s is partially explained by the bull market; because capital gains
increased household wealth by so much, many people saw no need to save.

The stock market peaked in early 2000 and stock prices fell quite sharply over
the following two years. It is interesting that U.S. households did not choose to save
more in 2000 and in subsequent years (Figure 20.1), despite the decline in their stock
market wealth. One explanation is that an even larger component of household
wealth—the value of privately owned homes—rose significantly in 2000–2006,
partly offsetting the effect of the decline in stock values on household wealth.
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The Bull Market of 

the 1990s.

Stock prices rose sharply

during the 1990s, greatly

increasing the wealth of

households that held stocks.

This figure shows the

Standard & Poor’s 500 index

of stock prices, divided by

the CPI to correct for

inflation, for the period

1960–2004. Stock prices

peaked in 2000, and then fell

sharply until reaching a

trough in early 2003.

SOURCE: Economic Report of the President (www.gpoaccess.gov/eop/).

RECAP SAVING AND WEALTH

In general, saving is current income minus spending on current needs. Wealth
is the value of assets—anything of value that one owns—minus liabilities—the
debts one owes. Saving is measured per unit of time (for example, dollars per
week) and thus is a flow. Wealth is measured at a point in time and thus is a
stock. In the same way the flow of water through the faucet increases the
stock of water in a bathtub, the flow of saving increases the stock of wealth.

Wealth also can be increased by capital gains (increases in the value of ex-
isting assets) or reduced by capital losses (decreases in asset values). The cap-
ital gains afforded stockholders by the bull market of the 1990s allowed many
families to increase their wealth significantly while doing very little saving.

◆



NATIONAL SAVING AND ITS COMPONENTS

Thus far we have been examining the concepts of saving and wealth from the indi-
vidual’s perspective. But macroeconomists are interested primarily in saving and
wealth for the country as a whole. In this section we will study national saving, or
the aggregate saving of the economy. National saving includes the saving of busi-
ness firms and the government as well as that of households. Later in the chapter
we will examine the close link between national saving and the rate of capital for-
mation in an economy.

THE MEASUREMENT OF NATIONAL SAVING

To define the saving rate of a country as a whole, we will start with a basic ac-
counting identity that was introduced in Chapter 16. According to this identity, for
the economy as a whole, production (or income) must equal total expenditure. In
symbols, the identity is

Y  C  I  G  NX,

where Y stands for either production or aggregate income (which must be equal), C
equals consumption expenditure, I equals investment spending, G equals govern-
ment purchases of goods and services, and NX equals net exports.

For now, let’s assume that net exports (NX) are equal to zero, which would be
the case if a country did not trade at all with other countries or if its exports and
imports were always balanced. (We discuss the foreign sector in Chapter 28.) With
net exports set at zero, the condition that output equals expenditure becomes

Y  C  I  G.

To determine how much saving is done by the nation as a whole, we can apply
the general definition of saving. As for any other economic unit, a nation’s saving
equals its current income less its spending on current needs. The current income of
the country as a whole is its GDP, or Y, that is, the value of the final goods and
services produced within the country’s borders during the year.

Identifying the part of total expenditure that corresponds to the nation’s spending
on current needs is more difficult than identifying the nation’s income. The component
of aggregate spending that is easiest to classify is investment spending I. We know that
investment spending—the acquisition of new factories, equipment, and other capital
goods, as well as residential construction—is done to expand the economy’s future
productive capacity or provide more housing for the future, not to satisfy current
needs. So investment spending clearly is not part of spending on current needs.

Deciding how much of consumption spending by households, C, and govern-
ment purchases of goods and services, G, should be counted as spending on current
needs is less straightforward. Certainly most consumption spending by house-
holds—on food, clothing, utilities, entertainment, and so on—is for current needs.
But consumption spending also includes purchases of long-lived consumer durables
such as cars, furniture, and appliances. Consumer durables are only partially used
up during the current year; they may continue to provide service, in fact, for years
after their purchase. So household spending on consumer durables is a combination
of spending on current needs and spending on future needs.

As with consumption spending, most government purchases of goods and ser-
vices are intended to provide for current needs. However, like household purchases,
a portion of government purchases is devoted to the acquisition or construction of
long-lived capital goods such as roads, bridges, schools, government buildings, and
military hardware. And like consumer durables, these forms of public capital are
only partially used up during the current year; most will provide useful services far
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into the future. So, like consumption spending, government purchases are in fact a
mixture of spending on current needs and spending on future needs.

In its official data, the government has begun to distinguish investment in pub-
lic capital from the rest of government purchases. Nevertheless, this is a relatively
small portion of the total, and determining precisely how much of spending is for
current needs and how much is for future needs is extremely difficult. For simplic-
ity’s sake, in this book we will follow the traditional practice of treating all of both
consumption expenditures (C) and government purchases (G) as spending on cur-
rent needs. But keep in mind that because consumption spending and government
purchases do in fact include some spending for future rather than current needs,
treating all of C and G as spending on current needs will understate the true
amount of national saving.

If we treat all consumption spending and government purchases as spending on
current needs, then the nation’s saving is its income Y less its spending on current
needs, C G. So we can define national saving S as

S  Y  C  G. (20.1)

Figure 20.3 shows the U.S. national saving rate (national saving as a percentage of
GDP) for the years 1960 through 2006. Since 1960 the U.S. national saving rate has
fluctuated between 11 and 18 percent. Like household saving, national saving de-
clined somewhat over time, though by comparing Figures 20.3 and 20.1 you can
see that the decline in national saving has been far more modest. Furthermore, un-
like household saving, national saving recovered in the latter 1990s. As we will see
next, the reason for these differences between the behavior of national saving and
household saving is that saving done by business firms and, for a while, by the gov-
ernment has been substantial.
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U.S. National Saving

Rate, 1960–2006.

Since 1960, U.S. national

saving has fluctuated between

11 and 18 percent of GDP.

SOURCE: Bureau of Economic Analysis (www.bea.gov/).

PRIVATE AND PUBLIC COMPONENTS OF 

NATIONAL SAVING

To understand national saving better, let’s examine its two major components: pri-
vate saving and public saving. Private saving is the amount households and busi-
nesses save from private-sector income. Public saving is the amount governments
save from public-sector income. Although the private sector’s total income from the
production of goods and services is Y, it must pay taxes from this income and it



collects additional amounts from the government in the form of transfer payments
and interest paid to individuals and institutions who hold government bonds. Transfer
payments are payments the government makes to the public for which it receives no
current goods or services in return. Social Security benefits, welfare payments, farm
support payments, and pensions to government workers are transfer payments.

Subtracting transfers and government interest payments from total taxes yields
the net amount paid by the private sector to the government—the amount it pays to
the government minus the amount it receives from the government. We call this
amount net taxes, which we label T:

T  Total taxes  Transfer payments Government interest payments.

Private saving is the amount of the private sector’s after-tax income that is not
spent on current consumption expenditures. Private saving S

private
is therefore equal

to total private income from the production of goods and services minus net taxes
minus consumption, or

S
private

 Y  T  C.

Private saving can be further broken down into saving done by households and busi-
ness firms. Household saving, also called personal saving, is saving done by families
and individuals. Household saving corresponds to the familiar image of families
putting aside part of their incomes each month, and it is the focus of much attention
in the news media. But businesses are important savers as well—indeed business
saving makes up the bulk of private saving in the United States. Businesses use the
revenues from their sales to pay workers’ salaries and other operating costs, to pay
taxes, and to provide dividends to their shareholders. The funds remaining after
these payments have been made are equal to business saving. A business firm’s sav-
ings are available for the purchase of new capital equipment or the expansion of its
operations. Alternatively, a business can put its savings in the bank for future use.

Public saving is the amount of the public sector’s income that is not spent on
current needs. The public sector includes state and local governments as well as the
federal government. Public sector income is merely net taxes T. Government spend-
ing on current needs is equal to government purchases G (remember that, for the
sake of simplicity, we are ignoring the investment portion of government purchases).
Thus, we calculate public saving S

public
as

S
public

 T  G.

If we add public and private saving together, we can derive the expression for
total national saving that appears in Equation 20.1 in another way:

S
private

 S
public

 (Y  T  C)  (T  G)  Y  C  G  S (20.2)

This equation confirms that national saving S is the sum of private saving and pub-
lic saving. Since private saving can be broken down in turn into household and
business saving, we see that national saving is made up of the saving of three
groups: households, businesses, and the government.

PUBLIC SAVING AND THE GOVERNMENT BUDGET

Although the idea that households and businesses can save is familiar to most peo-
ple, the fact that the government also can save is less widely understood. Public sav-
ing is closely linked to the government’s decisions about spending and taxing.
Governments finance the bulk of their spending by taxing the private sector. If taxes
and spending in a given year are equal, the government is said to have a balanced
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transfer payments payments

the government makes to the

public for which it receives no

current goods or services 

in return

public saving the saving of 

the government sector is equal

to net tax payments minus

government purchases (T G)

private saving the saving of the

private sector of the economy 

is equal to the after-tax income

of the private sector minus

consumption expenditures

(Y  T  C); private saving 

can be further broken down 

into household saving and

business saving



budget. If in any given year the amount that the government collects in taxes is
greater than the amount it spends, the difference is called the government budget
surplus. When a government has a surplus, it uses the extra funds to pay down its
outstanding debt to the public. Algebraically, the government budget surplus may
be written as T G, or net tax collections minus government purchases.

If the algebraic expression for the government budget surplus, T  G, looks
familiar, that is because it is also the definition of public saving. Thus, public saving
is identical to the government budget surplus. In other words, when the government
collects more in taxes than it spends, public saving will be positive. In the year
2000, for example, the federal government had the largest budget surplus in history.
The following example illustrate the relationships among public saving, the gov-
ernment budget surplus, and national saving in that year.

Government saving

Following are data on U.S. government revenues and expenditures for 2000, in
billions of dollars.

558 CHAPTER 20 SAVING, CAPITAL FORMATION, AND FINANCIAL MARKETS

government budget surplus

the excess of government tax

collections over government

spending (T  G); the

government budget surplus

equals public saving

government budget deficit the

excess of government spending

over tax collections (G T)

1Note that a budget deficit of $100 billion is the same as a budget surplus of  $100 billion.

The federal government’s receipts minus its expenditures were 2,053.8  
1,864.4 189.4, so the federal government ran a budget surplus of $189.4 billion
in 2000. State and local government receipts minus expenditures were 1,319.5  
1,269.5  50.0, so state and local governments ran a collective budget surplus of
$50.0 billion. The budget surplus of the entire government sector—that is, the fed-
eral surplus plus the state and local surplus—was 189.4  50.0  239.4, or
$239.4 billion. So the contribution of the government sector to U.S. national saving
in 2000 was $239.4 billion. ◆

If, on the other hand, the government spends more than it collects in taxes,
public saving will be negative. In this circumstance, we speak about the government
budget deficit, which is the amount by which spending exceeds taxes and is calcu-
lated by G T.1 If the government runs a deficit, it must make up the difference by
borrowing from the public by issuing new government bonds.

Although the government had a budget surplus of $239.4 billion in the year
2000, it subsequently ran budget deficits. By the year 2006, the budget deficit had
grown to $195.4 billion. The box below provides more details.

Federal government:

Receipts 2,495.8

Expenditures 2,715.8

State and local governments:

Receipts 1,797.7

Expenditures 1,773.1

SOURCE: Bureau of Economic Analysis (www.bea.gov).

Federal government:

Receipts 2,053.8

Expenditures 1,864.4

State and local governments:

Receipts 1,319.5

Expenditures 1,269.5

SOURCE: Economic Report of the President (www.gpoaccess.gov/eop/).



The federal government’s receipts minus expenditures were 2495.8  
2715.8  220 in 2006. Since expenditures were greater than receipts, the federal
government ran a budget deficit of  $220 billion. State and local government re-
ceipts minus expenditures were 1797.7  1773.1  24.6, so state and local
governments ran a collective budget deficit of surplus of $24.6 billion. The entire
government sector ran a deficit of $220 billion  $24.6 billion  $195.4 billion.
The government sector’s contribution to national saving, therefore, was negative
and equal to  $195.4 billion.

There were three main reasons for this dramatic turnaround in the government
budget. First, government receipts fell because of the recession that began in 2001.
During a recession incomes fall. Since many taxes are based on income, during a re-
cession tax receipts also fall or rise more slowly than expected. The second reason
was the reduction in tax rates enacted by President Bush and Congress during the
president’s first term. Finally, government expenditures rose dramatically between
2000 and 2006, in large part as a result of the wars in Iraq and Afghanistan and ex-
penditures by the Department of Homeland Security in response to the terrorist at-
tack on September 11, 2001.2

Figure 20.3 showed the U.S. national saving rate since 1960. Figure 20.4 shows
the behavior since 1960 of the three components of national saving: household sav-
ing, business saving, and public saving, each measured as a percentage of GDP.
Note that business saving played a major role in national saving during these years,
while the role of household saving was relatively modest. As we saw in Figure 20.1,
household saving has been declining since the mid-1980s.
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2William G. Gale and Peter R. Orszag, “Bush Administration Tax Policy: Revenue and Budget Effects,”
Tax Notes, October 4, 2004, pp. 105–18.
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The Three Components

of National Saving,

1960–2006.

Of the three components of

national saving, business

saving is the most important.

Household saving has

declined since the mid-1980s.

Government saving has

generally been negative,

except in the 1960s and for a

brief period in the late 1990s.

SOURCE: Bureau of Economic Analysis (www.bea.gov/).

The contribution of public saving has varied considerably over time. Until
about 1970, the federal, state, and local governments typically ran a combined sur-
plus, making a positive contribution to national saving. But by the late 1970s, pub-
lic saving had turned negative, reflecting large budget deficits, particularly at the
federal level. For the next two decades, the government was a net drain on national
saving except for a brief period in the late 1990s.



IS LOW HOUSEHOLD SAVING A PROBLEM?

Figure 20.1 showed that saving by U.S. households, never high by international
standards, fell substantially during the 1990s. This decline in the household saving
rate received much attention from the news media. Is the United States’ low house-
hold saving rate as much of a problem as the press suggests?

From a macroeconomic perspective, the problem posed by low household
saving has probably been overstated. The key fact often overlooked in media re-
ports is that national saving, not household saving, determines the capacity of an
economy to invest in new capital goods and to achieve continued improvement in
living standards. Although household saving is low, saving by business firms has
been significant. Furthermore, during the 1990s, public saving increased as fed-
eral government budgets moved from deficit toward surplus. Until 2002 U.S. na-
tional saving had been reasonably stable, despite the sharp decline in the
household saving rate shown in Figure 20.1. Indeed, although the U.S. national
saving rate has typically been low compared to those of other industrialized
countries, it had been sufficient to allow the United States to become one of the
world’s most productive economies. Since 2002, however, large federal budget
deficits (implying negative public saving) have contributed to a decline in the U.S.
national saving rate.

From a microeconomic perspective, the low household saving rate does sig-
nal a problem, which is the large and growing inequality in wealth among U.S.
households. Saving patterns tend to increase this inequality since the economi-
cally better-off households tend not only to save more but, as business owners or
shareholders, are also the ultimate beneficiaries of the saving done by businesses.
In contrast, lower-income families, many of whom save very little and do not
own a business or shares in a corporation, have accumulated very little wealth—
in many cases, their life savings are less than $5,000. These households have lit-
tle protection against setbacks such as chronic illness or job loss and must rely
almost entirely on government support programs such as Social Security to fund
their retirement. For this group, the low household saving rate is definitely a
concern.

This inequality has been exacerbated by the run-up in home prices that oc-
curred from 2001 to 2006. Many middle- and upper-income households who do
not save a large portion of their income nevertheless accumulated considerable
wealth as the values of their homes rose. Unfortunately, the recent declines (in 2007
and 2008) in home prices have reduced, and in some cases wiped out, the capital
gains many households accumulated in the first half of the 2000s.
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RECAP NATIONAL SAVING AND ITS COMPONENTS

■ National saving, the saving of the nation as a whole, is defined by S Y 
C G, where Y is GDP, C is consumption spending, and G is government
purchases of goods and services. National saving is the sum of public saving
and private saving: S S

private
 S

public
.

■ Private saving, the saving of the private sector, is defined by S
private

 Y 
T C, where T is net tax payments. Private saving can be broken down
further into household saving and business saving.

■ Public saving, the saving of the government, is defined by S
public

 T G.
Public saving equals the government budget surplus, T  G. When the
government budget is in surplus, government saving is positive; when the
government budget is in deficit, public saving is negative.



WHY DO PEOPLE SAVE?

Why do people save part of their income instead of spending everything they earn?
Economists have identified at least three broad reasons for saving. First, people save
to meet certain long-term objectives such as a comfortable retirement. By putting
away part of their income during their working years, they can live better after retire-
ment than they would if they had to rely solely on Social Security and their company
pensions. Other long-term objectives might include college tuition for one’s children
and the purchase of a new home or car. Since many of these needs occur at fairly pre-
dictable stages in one’s life, economists call this type of saving life-cycle saving.

A second reason to save is to protect oneself and family against unexpected
setbacks—the loss of a job, for example, or a costly health problem. Personal
financial advisors typically suggest that families maintain an emergency reserve (a
“rainy-day fund”) equal to three to six months’ worth of income. Saving for
protection against potential emergencies is called precautionary saving.
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“Fortunately, you have the life savings of a man three times your age.”

A third reason to save is to accumulate an estate to leave to one’s heirs, usually
one’s children but possibly a favorite charity or other worthy cause. Saving for the
purpose of leaving an inheritance, or bequest, is called bequest saving. Bequest
saving is done primarily by people at the higher end of the income ladder. But be-
cause these people control a large share of the nation’s wealth, bequest saving is an
important part of overall saving.

To be sure, people usually do not mentally separate their saving into these three
categories; rather, all three reasons for saving motivate most savers to varying de-
grees. Our next example shows how the three reasons for saving can explain house-
hold saving behavior in Japan.

Household saving in Japan

After World War II Japanese households increased their saving rates to 15–25 per-
cent of their income, an unusually high rate. Although cultural factors often were

life-cycle saving saving to meet

long-term objectives such as

retirement, college attendance,

or the purchase of a home

precautionary saving saving

for protection against

unexpected setbacks such as 

the loss of a job or a medical

emergency

bequest saving saving done 

for the purpose of leaving an

inheritance



cited as a reason for the high Japanese propensity to save, saving rates in Japan
were much lower before World War II. Moreover, household saving rates in Japan
have declined since 1990 (although they remain higher than those in the United
States). Why did the Japanese save so much until about 1990, and why have
Japanese saving rates declined somewhat since then?

Among the reasons for saving we discussed, life-cycle reasons are probably the
most important determinants of saving in Japan. The Japanese have long life ex-
pectancies, and many retire relatively early. With a long period of retirement to fi-
nance, Japanese families must save a great deal during their working years. When the
working age population was a high percentage of the total population, the overall
saving rate was high. As the baby boom generation reached the age of retirement and
the Japanese fertility rate declined, so too has the Japanese saving rate declined.3

Other factors also help to explain the changes in Japanese saving rates. Down
payment requirements on houses are high in Japan compared to other countries. Be-
fore 1990, land and housing prices in Japan were extremely high, so that young peo-
ple had to save a great deal or borrow their parents’ savings to buy their first homes.
After the Japanese real estate market crashed at the beginning of the 1990s, however,
land and housing prices fell so young people do not need to save as much as before.

Studies also have found that bequest saving is important in Japan. Many older
people live with their children after retirement. In return for support and attention
during their later years, parents feel they must provide substantial inheritances for
their children.

Precautionary saving is probably lower in Japan than in some other countries,
however. Although Japan’s recent economic troubles have reduced the practice of
lifetime employment, Japanese firms still make extensive use of the system, which
essentially guarantees a job for life to workers who join a firm after graduating
from college. This type of job security, coupled with Japan’s traditionally low un-
employment rate, reduces the need for precautionary saving. ◆

Although most people are usually motivated to save for at least one of the three
reasons we have discussed, the amount they choose to save may depend on the eco-
nomic environment. One economic variable that is quite significant in saving deci-
sions is the real interest rate.

SAVING AND THE REAL INTEREST RATE

Most people don’t save by putting cash in a mattress. Instead, they make financial
investments that they hope will provide a good return on their saving. For example,
a checking account may pay interest on the account balance. More sophisticated
financial investments such as government bonds or shares of stock in a corporation,
which we discuss in the next chapter, also pay returns in the form of interest pay-
ments, dividends, or capital gains. High returns are desirable, of course, because the
higher the return, the faster one’s savings will grow.

The rate of return that is most relevant to saving decisions is the real interest
rate, denoted r. Recall from Chapter 17 that the real interest rate is the rate at which
the real purchasing power of a financial asset increases over time. The real interest
rate equals the market, or nominal, interest rate (i) minus the inflation rate ( ).

The real interest rate is relevant to savers because it is the “reward” for saving.
Suppose you are thinking of increasing your saving by $1,000 this year, which you
can do if you give up your habit of eating out once a week. If the real interest rate
is 5 percent, then in a year your extra saving will give you extra purchasing power
of $1,050, measured in today’s dollars. But if the real interest rate were 10 percent,
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your sacrifice of $1,000 this year would be rewarded by $1,100 in purchasing
power next year. Obviously, all else being equal, you would be more willing to save
today if you knew the reward next year would be greater. In either case the cost of
the extra saving—giving up your weekly night out—is the same. But the benefit of
the extra saving, in terms of increased purchasing power next year, is higher if the
real interest rate is 10 percent rather than 5 percent.

By how much does a high savings rate enhance a family’s future living standard?

The Spends and the Thrifts are similar families, except that the Spends save 5 per-
cent of their income each year and the Thrifts save 20 percent. The two families be-
gan to save in 1980 and plan to continue to save until their respective breadwinners
retire in the year 2015. Both families earn $40,000 a year in real terms in the labor
market, and both put their savings in a mutual fund that has yielded a real return
of 8 percent per year, a return they expect to continue into the future. Compare the
amount that the two families consume in each year from 1980 to 2015, and com-
pare the families’ wealth at retirement.

In the first year, 1980, the Spends saved $2,000 (5 percent of their $40,000 in-
come) and consumed $38,000 (95 percent of $40,000). The Thrifts saved $8,000 in
1980 (20 percent of $40,000) and hence consumed only $32,000 in that year,
$6,000 less than the Spends. In 1981, the Thrifts’ income was $40,640, the extra
$640 representing the 8 percent return on their $8,000 savings. The Spends saw
their income grow by only $160 (8 percent of their savings of $2,000) in 1981.
With an income of $40,640, the Thrifts consumed $32,512 in 1981 (80 percent of
$40,640) compared to $38,152 (95 percent of $40,160) for the Spends. The con-
sumption gap between the two families, which started out at $6,000, thus fell to
$5,640 after one year.

Because of the more rapid increase in the Thrifts’ wealth and hence interest in-
come, each year the Thrifts’ income grew faster than the Spends’; each year the
Thrifts continued to save 20 percent of their higher incomes compared to only
5 percent for the Spends. Figure 20.5 shows the paths followed by the consumption
spending of the two families. You can see that the Thrifts’ consumption, though
starting at a lower level, grows relatively more quickly. By 1995 the Thrifts had
overtaken the Spends, and from that point onward, the amount by which the
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Consumption Trajectories

of the Thrifts and the

Spends.

The figure shows

consumption spending in 

each year by two families,

the Thrifts and the Spends.

Because the Thrifts save more

than the Spends, their annual

consumption spending rises

relatively more quickly. By the

time of retirement in the year

2015, the Thrifts are both

consuming significantly more

each year than the Spends and

also have a retirement nest

egg that is five times larger.
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Thrifts outspent the Spends grew with each passing year. Even though the Spends
continued to consume 95 percent of their income each year, their income grew so
slowly that by 2000, they were consuming nearly $3,000 a year less than the Thrifts
($41,158 a year versus $43,957). And by the time the two families retire, in 2015,
the Thrifts will be consuming more than $12,000 per year more than the Spends
($55,774 versus $43,698). Even more striking is the difference between the retire-
ment nest eggs of the two families. Whereas the Spends will enter retirement with
total accumulated savings of just over $77,000, the Thrifts will have more than
$385,000, five times as much. ◆

These dramatic differences depend in part on the assumption that the real rate
of return is 8 percent—lower than the actual return to mutual funds since 1980 but
still a relatively high rate of return from a historical perspective. On the other hand,
the Spend family in our example actually saves more than typical U.S. households,
many of which carry $5,000 or more in credit card debt at high rates of interest and
have no significant savings at all. The point of the example, which remains valid un-
der alternative assumptions about the real interest rate and saving rates, is that, be-
cause of the power of compound interest, a high rate of saving pays off handsomely
in the long run.

While a higher real interest rate increases the reward for saving, which tends
to strengthen people’s willingness to save, another force counteracts that extra in-
centive. Recall that a major reason for saving is to attain specific goals: a com-
fortable retirement, a college education, or a first home. If the goal is a specific
amount—say, $25,000 for a down payment on a home—then a higher rate of re-
turn means that households can save less and still reach their goal because funds
that are put aside will grow more quickly. For example, to accumulate $25,000 at
the end of five years, at a 5 percent interest rate a person would have to save about
$4,309 per year. At a 10 percent interest rate, reaching the $25,000 goal would
require saving only about $3,723 per year. To the extent that people are target
savers who save to reach a specific goal, higher interest rates actually decrease the
amount they need to save.

In sum, a higher real interest rate has both positive and negative effects on
saving—a positive effect because it increases the reward for saving and a negative
effect because it reduces the amount people need to save each year to reach a given
target. Empirical evidence suggests that, in practice, higher real interest rates lead to
modest increases in saving.

SAVING, SELF-CONTROL, AND DEMONSTRATION EFFECTS

The reasons for saving we just discussed are based on the notion that people are ra-
tional decision makers who will choose their saving rates to maximize their welfare
over the long run. Yet many psychologists, and some economists, have argued in-
stead that people’s saving behavior is based as much on psychological as on eco-
nomic factors. For example, psychologists stress that many people lack the
self-control to do what they know is in their own best interest. People smoke or eat
greasy food, despite the known long-term health risks. Similarly, they may have
good intentions about saving but lack the self-control to put aside as much as they
ought to each month.

One way to strengthen self-control is to remove temptations from the immedi-
ate environment. A person who is trying to quit smoking will make a point of not
having cigarettes in the house, and a person with a weight problem will avoid go-
ing to a bakery. Similarly, a person who is not saving enough might arrange to use
a payroll savings plan, through which a predetermined amount is deducted from
each paycheck and set aside in a special account from which withdrawals are not
permitted until retirement. Making saving automatic and withdrawals difficult
eliminates the temptation to spend all of current earnings or squander accumulated
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savings. Payroll savings plans have helped many people to increase the amount that
they save for retirement or other purposes.

An implication of the self-control hypothesis is that consumer credit arrange-
ments that make borrowing and spending easier may reduce the amount that peo-
ple save. For example, in recent years banks have encouraged people to borrow
against the equity in their homes, that is, the value of the home less the value of the
outstanding mortgage. Such financial innovations, by increasing the temptation to
spend, may have reduced the household saving rate. The increased availability of
credit cards with high borrowing limits is another temptation.

Downward pressure on the saving rate also may occur when additional spend-
ing by some consumers stimulates additional spending by others. Such demonstra-
tion effects arise when people use the spending of others as a yardstick by which to
measure the adequacy of their own living standards. For example, a family in an
upper-middle-class American suburb in which the average house has 3,000 square
feet of living space might regard a 1,500-square-foot house as being uncomfortably
small—too cramped, for example, to entertain friends in the manner to which com-
munity members have become accustomed. In contrast, a similar family living in a
low-income neighborhood might find the very same house luxuriously large.

The implication of demonstration effects for saving is that families who live
among others who consume more than they do may be strongly motivated to in-
crease their own consumption spending. When satisfaction depends in part on
relative living standards, an upward spiral may result in which household spending
is higher, and saving lower, than would be best for either the individual families
involved or for the economy as a whole.

Why do U.S. households save so little?

We began this chapter by looking at household saving, and we observed that the
rate of household saving has been falling for the past 20 years. (See Figure 20.1.)
Now, we are in a position to answer the question at the heart of this graph: Why do
U.S. households save so little?

Economists do not agree on the reasons for low household saving in the United
States, although many hypotheses have been suggested.

One possible reason for low saving is the availability of generous government
assistance to the elderly. From a life-cycle perspective, an important motivation for
saving is to provide for retirement. In general, the U.S. government provides a less
comprehensive “social safety net” than other industrialized countries; that is, it of-
fers relatively fewer programs to assist people in need. To the extent that the U.S.
government does provide income support, however, it is heavily concentrated on
the older segment of the population. Together the Social Security and Medicare
programs, both of which are designed primarily to assist retired people, constitute
a major share of the federal government’s expenditures. These programs have been
very successful; indeed, they have virtually wiped out poverty among the elderly. To
the extent that Americans believe that the government will ensure them an ade-
quate living standard in retirement, however, their incentive to save for the future
is reduced.

Another important life-cycle objective is buying a home. We have seen that the
Japanese must save a great deal to purchase a home because of high house prices
and down payment requirements. The same is true in many other countries. But in
the United States, with its highly developed financial system, people can buy homes
with down payments of 10 percent or less of the purchase price. The ready avail-
ability of mortgages with low or even no down payments reduces the need to save
for the purchase of a home.

What about precautionary saving? Unlike Japan and Europe, which had to re-
build after World War II, the United States has not known sustained economic
hardship since the Great Depression of the 1930s (which fewer and fewer
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Americans are alive to remember). Perhaps the nation’s prosperous past has led
Americans to be more confident about the future and hence less inclined to save for
economic emergencies than other people, even though the United States does not of-
fer the level of employment security found in Japan or in Europe.

U.S. household saving is not only low by international standards, it has been
declining. The good performance of the stock market in the 1990s along with in-
creases in the prices of family homes probably help to explain this savings decline.
As long as Americans enjoy capital gains, they see their wealth increase almost
without effort, and their incentive to save is reduced.

Psychological factors also may explain Americans’ saving behavior. For exam-
ple, unlike in most countries, U.S. homeowners can easily borrow against their
home equity. This ability, made possible by the highly developed U.S. financial mar-
kets, may exacerbate self-control problems by increasing the temptation to spend.
Finally, demonstration effects may have depressed saving in recent decades. Chap-
ter 18 discussed the phenomenon of increasing wage inequality, which has im-
proved the relative position of more skilled and educated workers. Increased
spending by households at the top of the earnings scale on houses, cars, and other
consumption goods may have led those just below them to spend more as well, and
so on. Middle-class families that were once content with medium-priced cars may
now feel they need Volvos and BMWs to keep up with community standards. To
the extent that demonstration effects lead families to spend beyond their means,
they reduce their saving rate. ◆
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Motivations for saving include saving to meet long-term objectives such as re-
tirement (life-cycle saving), saving for emergencies (precautionary saving), and
saving to leave an inheritance or bequest (bequest saving). The amount that
people save also depends on macroeconomic factors such as the real interest
rate. A higher real interest rate stimulates saving by increasing the reward for
saving, but it also can depress saving by making it easier for savers to reach a
specific savings target. On net, a higher real interest rate appears to lead to
modest increases in saving.

Psychological factors also may affect saving rates. If people have self-
control problems, then financial arrangements (such as automatic payroll de-
ductions) that make it more difficult to spend will increase their saving.
People’s saving decisions also may be influenced by demonstration effects, as
when people feel compelled to spend at the same rate as their neighbors, even
though they may not be able to afford to do so.

INVESTMENT AND CAPITAL FORMATION

From the point of view of the economy as a whole, the importance of national sav-
ing is that it provides the funds needed for investment. Investment—the creation of
new capital goods and housing—is critical to increasing average labor productivity
and improving standards of living.

What factors determine whether and how much firms choose to invest? Firms
acquire new capital goods for the same reason they hire new workers: They expect that
doing so will be profitable. We saw in Chapter 18 that the profitability of employing
an extra worker depends primarily on two factors: the cost of employing the worker
and the value of the worker’s marginal product. In the same way, firms’ willingness to
acquire new factories and machines depends on the expected cost of using them and
the expected benefit, equal to the value of the marginal product that they will provide.

Cost-Benefit



Should Larry buy a riding lawn mower?

Larry is thinking of going into the lawn care business. He can buy a $4,000 riding
mower by taking out a loan at 6 percent annual interest. With this mower and his
own labor, Larry can net $6,000 per summer, after deduction of costs such as gaso-
line and maintenance. Of the $6,000 net revenues, 20 percent must be paid to the
government in taxes. Assume that Larry could earn $4,400 after taxes by working
in an alternative job. Assume also that the lawn mower can always be resold for its
original purchase price of $4,000. Should Larry buy the lawn mower?

To decide whether to invest in the capital good (the lawn mower), Larry should
compare the financial benefits and costs. With the mower he can earn revenue of
$6,000, net of gasoline and maintenance costs. However, 20 percent of that, or
$1,200, must be paid in taxes, leaving Larry with $4,800. Larry could earn $4,400
after taxes by working at an alternative job, so the financial benefit to Larry of buy-
ing the mower is the difference between $4,800 and $4,400, or $400; $400 is the
value of the marginal product of the lawn mower.

Since the mower does not lose value over time and since gasoline and mainte-
nance costs have already been deducted, the only remaining cost Larry should take
into account is the interest on the loan for the mower. Larry must pay 6 percent in-
terest on $4,000, or $240 per year. Since this financial cost is less than the financial
benefit of $400, the value of the mower’s marginal product, Larry should buy the
mower. ◆

Larry’s decision might change if the costs and benefits of his investment in the
mower change, as the example below shows.

Should Larry buy a riding lawn mower? (continued)

With all other assumptions the same as in the previous example, decide whether
Larry should buy the mower:

a. If the interest rate is 12 percent rather than 6 percent.

b. If the purchase price of the mower is $7,000 rather than $4,000.

c. If the tax rate on Larry’s net revenues is 25 percent rather than 20 percent.

d. If the mower is less efficient than Larry originally thought so that his net rev-
enues will be $5,500 rather than $6,000.

In each case, Larry must compare the financial costs and benefits of buying the
mower.

a. If the interest rate is 12 percent, then the interest cost will be 12 percent of
$4,000, or $480, which exceeds the value of the mower’s marginal product
($400). Larry should not buy the mower.

b. If the cost of the mower is $7,000, then Larry must borrow $7,000 instead of
$4,000. At 6 percent interest, his interest cost will be $420—too high to justify
the purchase since the value of the mower’s marginal product is $400.

c. If the tax rate on net revenues is 25 percent, then Larry must pay 25 percent of
his $6,000 net revenues, or $1,500, in taxes. After taxes, his revenues from
mowing will be $4,500, which is only $100 more than he could make working
at an alternative job. Furthermore, the $100 will not cover the $240 in interest
that Larry would have to pay. So again, Larry should not buy the mower.

d. If the mower is less efficient than originally expected so that Larry can earn net
revenues of only $5,500, Larry will be left with only $4,400 after taxes—the
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same amount he could earn by working at another job. So in this case, the
value of the mower’s marginal product is zero. At any interest rate greater than
zero, Larry should not buy the mower. ◆

EXERCISE 20.4

Repeat the previous example, but assume that, over the course of the year,

wear and tear reduces the resale value of the lawn mower from $4,000 to

$3,800. Should Larry buy the mower?

The examples involving Larry and the lawn mower illustrate the main factors
firms must consider when deciding whether to invest in new capital goods. On the
cost side, two important factors are the price of capital goods and the real interest
rate. Clearly, the more expensive new capital goods are, the more reluctant firms
will be to invest in them. Buying the mower was profitable for Larry when its price
was $4,000, but not when its price was $7,000.

Why is the real interest rate an important factor in investment decisions? The
most straightforward case is when a firm has to borrow (as Larry did) to purchase
its new capital. The real interest rate then determines the real cost to the firm of
paying back its debt. Since financing costs are a major part of the total cost of own-
ing and operating a piece of capital, much as mortgage payments are a major part
of the cost of owning a home, increases in the real interest rate make the purchase
of capital goods less attractive to firms, all else being equal.

Even if a firm does not need to borrow to buy new capital—say, because it has
accumulated enough profits to buy the capital outright—the real interest rate re-
mains an important determinant of the desirability of an investment. If a firm does
not use its profits to acquire new capital, most likely it will use those profits to ac-
quire financial assets such as bonds, which will earn the firm the real rate of inter-
est. If the firm uses its profits to buy capital rather than to purchase a bond, it
forgoes the opportunity to earn the real rate of interest on its funds. Thus, the real
rate of interest measures the opportunity cost of a capital investment. Since an in-
crease in the real interest rate raises the opportunity cost of investing in new capi-
tal, it lowers the willingness of firms to invest, even if they do not literally need to
borrow to finance new machines or equipment.

On the benefit side, the key factor in determining business investment is the
value of the marginal product of the new capital, which should be calculated net of
both operating and maintenance expenses and taxes paid on the revenues the cap-
ital generates. The value of the marginal product is affected by several factors. For
example, a technological advance that allows a piece of capital to produce more
goods and services would increase the value of its marginal product, as would
lower taxes on the revenues produced by the new capital. An increase in the price
of the good or service that the capital is used to produce will also increase the value
of the marginal product and, hence, the desirability of the investment. For exam-
ple, if the going price for lawn-mowing services were to rise, then all else being
equal, investing in the mower would become more profitable for Larry.

Why has investment in computers increased so much in recent decades?

Since about 1980, investment in new computer systems by U.S. firms has risen sharply

(see Figure 20.6). Purchases of new computers and software by firms now exceed

2.5 percent of GDP and amount to about 24 percent of all private nonresidential invest-

ment. Why has investment in computers increased so much?

Investment in computers has increased by much more than other types of invest-

ment. Hence, the factors that affect all types of investment (such as the real interest rate

and the tax rate) are not likely to be responsible for the boom. The two main causes of
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increased investment in computers appear to be the declining price of computing power

and the increase in the value of the marginal product of computers. In recent years, the

price of computing power has fallen at a precipitous rate. An industry rule of thumb is

that the amount of computing power that is obtainable at a given price doubles every

18 months. As the price of computing power falls, an investment in computers becomes

more and more likely to pass the cost-benefit test.

INVESTMENT AND CAPITAL FORMATION 569

Cost-Benefit

RECAP INVESTMENT AND CAPITAL FORMATION

Any of the following factors will increase the willingness of firms to invest in
new capital:

1. A decline in the price of new capital goods.

2. A decline in the real interest rate.

3. Technological improvement that raises the marginal product of capital.

4. Lower taxes on the revenues generated by capital.

5. A higher relative price for the firm’s output.

On the benefit side, for some years after the beginning of the computer boom, econ-

omists were unable to associate the technology with significant productivity gains. De-

fenders of investment in computer systems argued that the improvements in goods and

services computers create are particularly hard to measure. How does one quantify the

value to consumers of 24-hour-a-day access to cash or of the ability to make airline reser-

vations online? Critics responded that the expected benefits of the computer revolution

may have proved illusory because of problems such as user-unfriendly software and poor

technical training. However, U.S. productivity has increased noticeably in recent years (as

we saw in the previous chapter), and many people are now crediting the improvement to

investment in computers and computer-related technologies like the internet. As more

firms become convinced that computers do add significantly to productivity and profits,

the boom in computer investment can be expected to continue. •
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SAVING, INVESTMENT, AND FINANCIAL MARKETS

In a market economy like that of the United States, savings are allocated by means
of a decentralized, market-oriented financial system. The U.S. financial system con-
sists both of financial institutions, like banks, and financial markets such as bond
markets and stock markets. Here, we will examine the basic workings of financial
markets without regard to the particular assets (bonds or stocks) that are being
traded. Rather, we will focus on the role that the real interest rate plays in allocat-
ing resources from savers to borrowers. In the next chapter, we will examine finan-
cial institutions and financial markets in more institutional detail and relate this
discussion to the role of money in a market economy.

Figure 20.7 shows the supply of saving and the demand for investment in a
financial market. Quantities of national saving and investment are measured on the
horizontal axis; the real interest rate is shown on the vertical axis. As we will see, in
the market for saving, the real interest rate functions as the “price.”

In the figure the supply of saving is shown by the upward-sloping curve marked S.
This curve shows the quantity of national saving that households, firms, and the
government are willing to supply at each value of the real interest rate. The saving
curve is upward-sloping because empirical evidence suggests that increases in the
real interest rate stimulate saving. The demand for saving is given by the downward-
sloping curve marked I. This curve shows the quantity of investment in new capital
that firms would choose and hence the amount they would need to borrow in fi-
nancial markets, at each value of the real interest rate. Because higher real interest
rates raise the cost of borrowing and reduce firms’ willingness to invest, the demand
for saving curve is downward-sloping.

Putting aside the possibility of borrowing from foreigners (which we discuss in
Chapter 28), a country can invest only those resources that its savers make avail-
able. In equilibrium, then, desired investment (the demand for saving) and desired
national saving (the supply of saving) must be equal. As Figure 20.7 suggests, de-
sired saving is equated with desired investment through adjustments in the real in-
terest rate, which functions as the “price” of saving. The movements of the real
interest rate clear the market for saving in much the same way that the price of ap-
ples clears the market for apples. In Figure 20.7, the real interest rate that clears the
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market for saving is r, the real interest rate that corresponds to the intersection of
the supply and demand curves.

The forces that push the real interest rate toward its equilibrium level are simi-
lar to the forces that lead to equilibrium in any other supply and demand situation.
Suppose, for example, that the real interest rate exceeded r. At a higher real interest
rate, savers would provide more funds than firms would want to invest. As lenders
(savers) competed among themselves to attract borrowers (investors), the real in-
terest rate would be bid down. The real interest rate would fall until it equaled r, the
only interest rate at which both borrowers and lenders are satisfied, and no oppor-
tunities are left unexploited in the financial market. The Equilibrium Principle thus
holds in this market as it does in others that we have studied through this book.

Changes in factors other than the real interest rate that affect the supply of or
demand for saving will shift the curves, leading to a new equilibrium in the finan-
cial market. Changes in the real interest rate cannot shift the supply or demand
curves, just as a change in the price of apples cannot shift the supply or demand for
apples, because the effects of the real interest rate on saving are already incorpo-
rated in the slopes of the curves. A few examples will illustrate the use of the supply
and demand model of financial markets.

The effects of new technology

Exciting new technologies have been introduced in recent years, ranging from the
internet to new applications of genetics. A number of these technologies appear to
have great commercial potential. How does the introduction of new technologies
affect saving, investment, and the real interest rate?

The introduction of any new technology with the potential for commercial ap-
plication creates profit opportunities for those who can bring the fruits of the tech-
nology to the public. In economists’ language, the technical breakthrough raises the
marginal product of new capital. Figure 20.8 shows the effects of a technological
breakthrough, with a resulting increase in the marginal product of capital. At any
given real interest rate, an increase in the marginal product of capital makes firms
more eager to invest. Thus, the advent of the new technology causes the demand for
saving to shift upward and to the right, from I to I¿.

At the new equilibrium point F, investment and national saving are higher than
before, as is the real interest rate, which rises from r to r¿. The rise in the real interest
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rate reflects the increased demand for funds by investors as they race to apply the
new technologies. Because of the incentive of higher real returns, saving increases as
well. Indeed, the real interest rate in the United States was relatively high in the late
1990s (Figure 17.3), as was the rate of investment, reflecting the opportunities cre-
ated by new technologies. ◆

Next, let’s examine how a change in the supply of saving affects the financial
markets.

An increase in the government budget deficit

Suppose the government increases its spending without raising taxes, thereby in-
creasing its budget deficit (or reducing its budget surplus). How will this decision
affect national saving, investment, and the real interest rate?

National saving includes both private saving (saving by households and busi-
nesses) and public saving, which is equivalent to the government budget surplus. An
increase in the government budget deficit (or a decline in the surplus) reduces pub-
lic saving. Assuming that private saving does not change, the reduction in public
saving will reduce national saving as well.

Figure 20.9 shows the effect of the increased government budget deficit on the
market for saving and investment. At any real interest rate, a larger deficit reduces
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national saving, causing the saving curve to shift to the left, from S to S¿. At the new
equilibrium point F, the real interest rate is higher at r¿. and both national saving
and investment are lower. In economic terms, the government has dipped further
into the pool of private savings to borrow the funds to finance its budget deficit.
The government’s extra borrowing forces investors to compete for a smaller quan-
tity of available saving, driving up the real interest rate. The higher real interest rate
makes investment less attractive, assuring the investment will decrease along with
national saving. ◆

The tendency of government budget deficits to reduce investment spending is
called crowding out. Reduced investment spending implies lower capital formation,
and thus lower economic growth, as we saw in the previous chapter. This adverse

crowding out the tendency of

increased government deficits to

reduce investment spending



effect of budget deficits on economic growth is a key reason that economists advise
governments to minimize their deficits.

EXERCISE 20.5

Suppose the general public becomes more “grasshopper-like” and less

“and-like” in their saving decisions, becoming less concerned about saving

for the future. How will the change in public attitudes affect the country’s

rate of capital formation and economic growth?

How can we increase national saving?

Most policymakers recognize that the United States would eventually benefit from
higher national saving rates. The government could increase public saving by re-
ducing budget deficits, either by decreasing government spending or by increasing
taxes. For political reasons, however, a rapid reduction of the government budget
deficit may be difficult to achiever. 

Alternatively, increasing the incentives for households and firms to save would
increase private saving. Some economists, for example, believe that the federal in-
come tax should be scrapped in favor of a federal consumption tax. A consumption
tax would be similar to the sales tax collected in most states, wherein people are
taxed only when they spend. Taxing the portion of income that is consumed but not
the portion that is saved would increase the incentive to save. 

Other economists favor further reductions in the tax rates on dividends and
capital gains beyond those passed during George W. Bush’s first term as president.
These tax cuts would increase the after-tax rate of return to saving and thereby
promote additional private saving. If private saving rises by more than the immedi-
ate loss in tax revenues, national saving also will rise. ◆

At the national level, high saving rates lead to greater investment in new capi-
tal goods and thus higher standards of living. At the individual or family level, a
high saving rate promotes the accumulation of wealth and the achievement of eco-
nomic security. In this chapter, we have studied some of the factors that underlie
saving and investment decisions. The next chapter will look more closely at how
savers hold their wealth and at how the financial system allocates the pool of avail-
able saving to the most productive investment projects.
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■ S U M M A R Y ■

• In general, saving equals current income minus spend-
ing on current needs; the saving rate is the percentage
of income that is a saved. Wealth, or net worth, equals
the market value of assets treat or financial items of
value) minus liabilities (debts). Saving is a flour, being
measured in dollars per unit of time; wealth is a stock,
measured in dollars at a point in time. As the amount
of water in a bathtub changes according to the rate at
which water flows in, the stock of wealth increases at
the saving rate. Wealth also increases if the value of ex-
isting assets rises (capital gains) and decreases if the
value of existing assets falls (capital losses). LO1

• The saving of an entire country is national saving S.
National saving is defined by S  Y  C  G,

where Y represents total output or income, C equals
consumption spending, and G equals government
purchases of goods and services. National saving
can be broken up into private saving, or Y  T  C,
and public saving, or T  G, where T stands for
taxes paid to the government less transfer payments
and interest paid by the government to the private
sector. Private saving can be further broken down
into household saving and business saving. In the
United States, the bulk of private saving is done by
businesses. LO2

• Public saving is equivalent to the government budget
surplus, T G; if the government runs a budget deficit,
then public saving is negative. The U.S. national
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saving rate is low relative to other industrialized
countries, but it is higher and more stable than U.S.
household saving. LO2

• Individuals and households save for a variety of rea-
sons, including life-cycle objectives, as saving for
retirement or a new home; the need to be prepared for
an emergency (precautionary saving); and the desire
to leave an inheritance (bequest saving). The amount
people save also is affected by the real interest rate,
which is the “reward” for saving. Evidence suggests
that higher real interest rates lead to modest increases
in saving. Saving also can be affected by psychologi-
cal factors such as the degree of self-control and the
desire to consume at the level of one’s neighbors
(demonstration effects). LO3

• Investment is the purchase or construction of new
capital goods, including housing. Firms will invest
in new capital goods if the benefits of doing so out-
weigh the costs. Two factors that determine the cost
of investment are the price of new capital goods and
the real interest rate. The higher the real interest
rate, the more expensive it is to borrow, and the less

likely firms are to invest. The benefit of investment
is the value of the marginal product of new capital,
which depends on factors such as the productivity of
new capital goods, the taxes levied on the revenues
they generate, and the relative price of the firm’s
output. LO4

• In the absence of international borrowing or lending,
the supply of and demand for national saving must
be equal. The supply of national saving depends on
the saving decisions of households and businesses and
the fiscal policies of the government (which determine
public saving). The demand for saving is the amount
business firms want to invest in new capital. The real
interest rate, which is the “price” of borrowed funds,
changes to equate the supply of and demand for na-
tional saving. Factors that affect the supply of or de-
mand for saving will change saving, investment, and
the equilibrium real interest rate. For example, an in-
crease in the government budget deficit will reduce
national saving and investment and raise the equilib-
rium real interest rate. The tendency of government
budget deficits to reduce investment is called crowd-
ing out. LO5

■ K E Y  T E R M S ■

assets (551)
balance sheet (551)
bequest saving (561)
capital gains (553)
capital losses (553)
crowding out (572)
flow (552)

government budget deficit (558)
government budget surplus (558)
liabilities (551)
life-cycle saving (561)
national saving (556)
precautionary saving (561)
private saving (557)

public saving (557)
saving (551)
saving rate (551)
stock (552)
transfer payments (557)
wealth (551)

■ R E V I E W  Q U E S T I O N S ■

1. Explain the relationship between saving and wealth,
using the concepts of flows and stocks. Is saving
the only means by which wealth can increase?
Explain. LO1

2. Give three basic motivations for saving. Illustrate
each with an example. What other factors would
psychologists cite as being possibly important for
saving? LO3

3. Define national saving, relating your definition to
the general concept of saving. Why does the stan-
dard U.S. definition of national saving potentially
understate the true amount of saving being done in
the economy? LO2

4. Household saving rates in the United States are very
low. Is this fact a problem for the U.S. economy?
Why or why not? LO2

5. Why do increases in real interest rates reduce the
quantity of saving demanded? (Hint: Who are the
“demanders” of saving?) LO3

6. Name one factor that could increase the supply of
saving and one that could increase the demand for
saving. Show the effects of each on saving, invest-
ment, and the real interest rate. LO5
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■ P R O B L E M S ■

1. a. Corey has a mountain bike worth $300, a credit card debt of $150, $200 in
cash, a Sandy Koufax baseball card worth $400, $1,200 in a checking ac-
count, and an electric bill due for $250. Construct Corey’s balance sheet and
calculate his net worth. For each remaining part, explain how the event af-
fects Corey’s assets, liabilities, and wealth.

b. Corey goes to a baseball card convention and finds out that his baseball card
is a worthless forgery.

c. Corey uses $150 from his paycheck to pay off his credit card balance. The
remainder of his earnings is spent.

d. Corey writes a $150 check on his checking account to pay off his credit card
balance.

Of the events in the previous three parts, which, if any, corresponds to saving
on Corey’s part? LO1

2. State whether each of the following is a stock or a flow, and explain. LO1

a. The gross domestic product.
b. National saving.
c. The value of the U.S. housing stock on January 1, 2005.
d. The amount of U.S. currency in circulation as of this morning.
e. The government budget deficit.
f. The quantity of outstanding government debt on January 1, 2005.

3. Ellie and Vince are a married couple, both with college degrees and jobs. How
would you expect each of the following events to affect the amount they save each
month? Explain your answers in terms of the basic motivations for saving. LO3

a. Ellie learns she is pregnant.
b. Vince reads in the paper about possible layoffs in his industry.
c. Vince had hoped that his parents would lend financial assistance toward

the couple’s planned purchase of a house, but he learns that they can’t
afford it.

d. Ellie announces that she would like to go to law school in the next few years.
e. A boom in the stock market greatly increases the value of the couple’s re-

tirement funds.
f. Vince and Ellie agree that they would like to leave a substantial amount to

local charities in their wills.

4. Individual retirement accounts, or IRAs, were established by the U.S. govern-
ment to encourage saving. An individual who deposits part of current earnings
in an IRA does not have to pay income taxes on the earnings deposited, nor are
any income taxes charged on the interest earned by the funds in the IRA. How-
ever, when the funds are withdrawn from the IRA, the full amount withdrawn
is treated as income and is taxed at the individual’s current income tax rate. In
contrast, an individual depositing in a non-IRA account has to pay income
taxes on the funds deposited and on interest earned in each year but does not
have to pay taxes on withdrawals from the account. Another feature of IRAs
that is different from a standard savings account is that funds deposited in an
IRA cannot be withdrawn prior to retirement, except upon payment of a sub-
stantial penalty. LO3

a. Greg, who is five years from retirement, receives a $10,000 bonus at work.
He is trying to decide whether to save this extra income in an IRA account
or in a regular savings account. Both accounts earn 5 percent nominal in-
terest, and Greg is in the 30 percent tax bracket in every year (including his
retirement year). Compare the amounts that Greg will have in five years
under each of the two saving strategies, net of all taxes. Is the IRA a good
deal for Greg?



b. Would you expect the availability of IRAs to increase the amount that
households save? Discuss in light of (1) the response of saving to changes in
the real interest rate and (2) psychological theories of saving.

5. In each part that follows, use the economic data given to find national saving,
private saving, public saving, and the national saving rate. LO2

a. Household saving 200 Business saving 400
Government purchases of goods and services 100
Government transfers and interest payments 100
Tax collections 150 GDP 2,200

b. GDP 6,000 Tax collections 1,200
Government transfers and interest payments 400
Consumption expenditures 4,500
Government budget surplus 100

c. Consumption expenditures 4,000 Investment 1,000
Government purchases 1,000 Net exports 0
Tax collections 1,500
Government transfers and interest payments 500

6. Obtain a recent copy of the Survey of Current Business, published by the Bureau
of Economic Analysis, in the library or online at www.bea.gov. In the national
data portion of the Survey, find nominal data on GDP, consumption, government
purchases of goods and services, total government expenditures, and total gov-
ernment receipts for the most recent complete year available (see Tables 1.1 and
3.1). Calculate national saving, private saving, public saving, and the national
saving rate. How does the government’s contribution to national saving in the
most recent period compare to the data shown in Figure 20.3? LO2

7. Ellie and Vince are trying to decide whether to purchase a new home. The house
they want is priced at $200,000. Annual expenses such as maintenance, taxes,
and insurance equal 4 percent of the home’s value. If properly maintained, the
house’s real value is not expected to change. The real interest rate in the economy
is 6 percent, and Ellie and Vince can qualify to borrow the full amount of the pur-
chase price (for simplicity, assume no down payment) at that rate. Ignore the fact
that mortgage interest payments are tax-deductible in the United States. LO4

a. Ellie and Vince would be willing to pay $1,500 monthly rent to live in a
house of the same quality as the one they are thinking about purchasing.
Should they buy the house?

b. Does the answer to part a change if they are willing to pay $2,000 monthly
rent?

c. Does the answer to part a change if the real interest rate is 4 percent instead
of 6 percent?

d. Does the answer to part a change if the developer offers to sell Ellie and
Vince the house for $150,000?

e. Why do home-building companies dislike high interest rates?

8. The builder of a new movie theater complex is trying to decide how many
screens she wants. Below are her estimates of the number of patrons the com-
plex will attract each year, depending on the number of screens available.
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Number of screens Total number of patrons

1 40,000

2 75,000

3 105,000

4 130,000

5 150,000



After paying the movie distributors and meeting all other noninterest ex-
penses, the owner expects to net $2.00 per ticket sold. Construction costs are
$1,000,000 per screen. LO4

a. Make a table showing the value of marginal product for each screen from
the first through the fifth. What property is illustrated by the behavior of
marginal products?

b. How many screens will be built if the real interest rate is 5.5 percent?
c. If the real interest rate is 7.5 percent?
d. If the real interest rate is 10 percent?
e. If the real interest rate is 5.5 percent, how far would construction costs have

to fall before the builder would be willing to build a five-screen complex?

9. For each of the following scenarios, use supply and demand analysis to predict
the resulting changes in the real interest rate, national saving, and investment.
Show all your diagrams. LO5

a. The legislature passes a 10 percent investment tax credit. Under this pro-
gram, for every $100 that a firm spends on new capital equipment, it re-
ceives an extra $10 in tax refunds from the government.

b. A reduction in military spending moves the government’s budget from deficit
into surplus.

c. A new generation of computer-controlled machines becomes available.
These machines produce manufactured goods much more quickly and with
fewer defects.

d. The government raises its tax on corporate profits. Other tax changes also
are made, such that the government’s deficit remains unchanged.

e. Concerns about job security raise precautionary saving.
f. New environmental regulations increase firms’ costs of operating capital.
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

20.1 If Consuelo’s student loan were for $6,500 instead of $3,000, her liabilities
would be $6,750 (the student loan plus the credit card balance) instead of
$3,250. The value of her assets, $6,280, is unchanged. In this case, Consuelo’s
wealth is negative, since assets of $6,280 less liabilities of $6,750 equals  $470.
Negative wealth or net worth means one owes more than one owns. LO1

20.2 If water is being drained from the tub, the flow is negative, equal to  3 gal-
lons per minute. There are 37 gallons in the tub at 7:16 p.m. and 34 gallons
at 7:17 p.m. The rate of change of the stock is  3 gallons per minute, which
is the same as the flow. LO1

20.3 a. Consuelo has set aside her usual $20, but she has also incurred a new liabil-
ity of $50. So her net saving for the week is minus $30. Since her assets (her
checking account) have increased by $20 but her liabilities (her credit card
balance) have increased by $50, her wealth also has declined by $30. LO1

b. In paying off her credit card bill, Consuelo reduces her assets by $300 by
drawing down her checking account and reduces her liabilities by the same
amount by reducing her credit card balance to zero. Thus, there is no
change in her wealth. There is also no change in her saving (note that Con-
suelo’s income and spending on current needs have not changed).

c. The increase in the value of Consuelo’s car raises her assets by $500. So her
wealth also rises by $500. Changes in the value of existing assets are not
treated as part of saving, however, so her saving is unchanged.

d. The decline in the value of Consuelo’s furniture is a capital loss of $300.
Her assets and wealth fall by $300. Her saving is unchanged.



20.4 The loss of value of $200 over the year is another financial cost of owning the
mower, which Larry should take into account in making his decision. His to-
tal cost is now $240 in interest costs plus $200 in anticipated loss of value of
the mower (known as depreciation), or $440. This exceeds the value of mar-
ginal product, $400, and so now Larry should not buy the mower. LO4

20.5 Household saving is part of national saving. A decline in household saving,
and hence national saving, at any given real interest rate shifts the saving sup-
ply curve to the left. The results are as in Figure 20.9. The real interest rate
rises and the equilibrium values of national saving and investment fall. Lower
investment is the same as a lower rate of capital formation, which would be
expected to slow economic growth. LO5
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C H A P T E R

21
Th e  F i n an c i a l  S y s t em ,

Money , a nd P r i c e s
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Describe the role of financial intermediaries, such as commercial banks,

in the financial system.

2. Differentiate between bonds and stocks and show why their prices are

inversely related to interest rates.

3. Explain how the financial system improves the allocation of saving to pro-

ductive uses.

4. Discuss the three functions of money and how the money supply in

measured.

5. Analyze how the lending behavior of commercial banks affects the money

supply.

6. Understand how a central bank controls the money supply and how con-

trol of the money supply is related to inflation in the long run.

We’re in the money, come on, my honey,
Let’s lend it, spend it, send it rolling along!

“We’re in the Money,” lyrics by Al Dubin,
music by Harry Warren (from the film Gold Diggers of 1933)

hen people use the word “money,” they often mean something different
than what economists mean when they use the word. For an economist,
when you get a paycheck, you are receiving income, and any amount

that you do not spend is saving. Or think about someone who has done well in
the stock market: most people would say that they “made money” in the market.
No, an economist would answer, their wealth increased. These terms don’t make

W
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for a catchy song, but a good economic naturalist must use words like income, sav-
ing, wealth, and money carefully because each plays a different role in the financial
system.

We stated in the previous chapter that the U.S. financial system consists of fi-
nancial institutions, like banks, and financial markets such as bond markets and
stock markets. We then developed a supply and demand model of financial markets
that showed how the real interest rate acts to allocate resources from savers to bor-
rowers. In this chapter, we build on this foundation and examine some important
institutional details of the financial system. First, we study how institutions such as
banks, bond markets, and stock markets actually allocate saving to productive uses.
Second, we examine what economists mean by the term “money” and discuss how
economists measure its supply and how it is created by the lending behavior of
banks. Third, we analyze how central banks, like the Federal Reserve System in the
United States, can affect the supply of money and determine the long-run rate of in-
flation in a market economy. By the end of this chapter, you may not be able to
write a classic song, but you’ll understand the relationship between “money” in
common parlance and money, bonds, stocks, and other financial assets.

THE FINANCIAL SYSTEM AND THE ALLOCATION

OF SAVING TO PRODUCTIVE USES

We have emphasized the importance of high rates of saving and capital formation
for economic growth and increased productivity. High rates of saving and invest-
ment by themselves are not sufficient, however. A successful economy not only
saves but also uses its savings wisely by applying these limited funds to the invest-
ment projects that seem likely to be the most productive.

The financial system of countries like the United States improves the allocation
of savings in at least two distinct ways. First, the financial system provides infor-
mation to savers about which of the many possible uses of their funds are likely to
prove most productive and hence pay the highest return. By evaluating the poten-
tial productivity of alternative capital investments, the financial system helps to di-
rect savings to its best uses. Second, financial markets help savers to share the risks
of individual investment projects. Sharing of risks protects individual savers from
bearing excessive risk, while at the same time making it possible to direct savings to
projects, such as the development of new technologies, which are risky but potentially
very productive as well.

In this section, we discuss three key components of the financial system: the
banking system, the bond market, and the stock market. In doing so, we elaborate
on the role of the financial system as a whole in providing information about
investment projects and in helping savers to share the risks of lending.

THE BANKING SYSTEM

The U.S. banking system consists of thousands of commercial banks that accept de-
posits from individuals and businesses and use those deposits to make loans. Banks
are the most important example of a class of institutions called financial intermedi-

aries, firms that extend credit to borrowers using funds raised from savers. Other
examples of financial intermediaries are savings and loan associations and credit
unions.

Why are financial intermediaries such as banks, which “stand between” savers
and investors, necessary? Why don’t individual savers just lend directly to borrow-
ers who want to invest in new capital projects? The main reason is that, through
specialization, banks and other intermediaries develop a comparative advantage in
evaluating the quality of borrowers—the information-gathering function that we
referred to a moment ago. Most savers, particularly small savers, do not have the

financial intermediaries firms

that extend credit to borrowers

using funds raised from savers

Comparative Advantage



time or the knowledge to determine for themselves which borrowers are likely to
use the funds they receive most productively. In contrast, banks and other interme-
diaries have gained expertise in performing the information-gathering activities nec-
essary for profitable lending, including checking out the borrower’s background,
determining whether the borrower’s business plans make sense, and monitoring the
borrower’s activities during the life of the loan. Because banks specialize in evaluat-
ing potential borrowers, they can perform this function at a much lower cost, and
with better results, than individual savers could on their own. Banks also reduce the
costs of gathering information about potential borrowers by pooling the savings of
many individuals to make large loans. Each large loan needs to be evaluated only
once, by the bank, rather than separately by each of the hundreds of individuals
whose savings may be pooled to make the loan.

Banks help savers by eliminating their need to gather information about poten-
tial borrowers and by directing their savings toward higher-return, more-productive
investments. Banks help borrowers as well, by providing access to credit that might
otherwise not be available. Unlike a Fortune 500 corporation, which typically has
many ways to raise funds, a small business that wants to buy a copier or remodel
its offices will have few options other than going to a bank. Because the bank’s
lending officer has developed expertise in evaluating small-business loans, and even
may have an ongoing business relationship with the small-business owner, the bank
will be able to gather the information it needs to make the loan at a reasonable cost.
Likewise, consumers who want to borrow to finish a basement or add a room to a
house will find few good alternatives to a bank. In sum, banks’ expertise at gather-
ing information about alternative lending opportunities allows them to bring to-
gether small savers looking for good uses for their funds and small borrowers with
worthwhile investment projects.
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“O.K., folks, let’s move along. I’m sure you’ve all seen 
someone qualify for a loan before.”
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In addition to being able to earn a return on their savings, a second reason that
people hold bank deposits is to make it easier to make payments. Most bank de-
posits allow the holder to write a check against them or draw on them using a debit
card or ATM card. For many transactions, paying by check or debit card is more
convenient than using cash. For example, it is safer to send a check through the
mail than to send cash, and paying by check gives you a record of the transaction,
whereas a cash payment does not.

How did the banking crisis of the 1990s in Japan affect the Japanese economy?

During the 1980s, real estate and stock prices soared in Japan. Japanese banks
made many loans to real estate developers, and the banks themselves acquired stock
in corporations. (Unlike in the United States, in Japan it is legal for commercial
banks to own stock.) However, in the early 1990s, land prices plummeted in Japan,
leading many bank borrowers to default on their loans. Stock prices also came
down sharply, reducing the value of banks’ shareholdings. The net result was that
most Japanese banks fell into severe financial trouble, with many large banks near
bankruptcy. What was the effect of this crisis, which lasted more than a decade, on
the Japanese economy?

Relative to the United States, which has more developed stock and bond mar-
kets, Japan has traditionally relied very heavily on banks to allocate its savings.
Thus, when the severe financial problems of the banks prevented them from operating
normally, many borrowers found it unusually difficult to obtain credit—a situation
known as a “credit crunch.” Smaller borrowers such as small- and medium-sized
businesses had been particularly dependent on banks for credit and thus suffered
disproportionately.

The Japanese economy, after many years of robust growth, suffered a severe re-
cession throughout the 1990s. Many factors contributed to this sharp slowdown.
However, the virtual breakdown of the banking system certainly did not help the
situation, as credit shortages interfered with smaller firms’ ability to make capital
investments and, in some cases, to purchase raw materials and pay workers. The
Japanese government recognized the problem but responded very slowly, in large
part out of reluctance to bear the high costs of returning the banks to a healthy fi-
nancial condition. In recent years, the health of the Japanese banking system ap-
pears to have improved significantly, although problems remain and the Japanese
economy has not returned to its earlier high rate of growth. ◆

BONDS AND STOCKS

Large and well-established corporations that wish to obtain funds for investment
will sometimes go to banks. Unlike the typical small borrower, however, a larger
firm usually has alternative ways of raising funds, notably through the corporate
bond market and the stock market. We first discuss some of the mechanics of bonds
and stocks, then return to the role of bond and stock markets in allocating saving.

Bonds A bond is a legal promise to repay a debt. These repayments typically
consist of two parts. First, the principal amount, which is the amount originally
lent, is paid at some specific date in the future, called the maturation date. Second,
the owner of the bond, called the bondholder, receives regular interest, or coupon
payments, until the bond’s maturation date. For example, a bond may have a prin-
cipal amount of $1,000 payable on January 1, 2025, and annual coupon payments
of $50. These coupon payments are also equal to the principal amount times the
coupon rate, where the coupon rate is the interest rate promised when the bond is
issued. (The coupon rate therefore is also equal to the annual coupon payment di-
vided by the principal.) In the example above the principal is $1,000 and the
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bond a legal promise to repay a

debt, usually including both the

principal amount and regular 

interest payments

principal amount the amount

originally lent

maturation date the date at

which the principal will be repaid

coupon payments regular 

interest payments made to the

bondholder

coupon rate the interest rate

promised when a bond is issued;

the annual coupon payments are

equal to the coupon rate times

the principal amount of the bond



coupon rate is 5 percent, resulting in annual coupon payments of (.05)($1,000),
or $50.

Corporations and governments frequently raise funds by issuing bonds and sell-
ing them to savers. The coupon rate that a newly issued bond must promise in or-
der to be attractive to savers depends on a number of factors, including the bond’s
term, its credit risk, and its tax treatment. The term of a bond is the length of time
until the bond’s maturation date, which can range from 30 days to 30 years or
more. The annual coupon rates on long-term (30-year) bonds generally exceed
those on short-term (1-year) bonds because lenders require higher coupon rates
(and, hence, higher annual coupon payments) to lend for a long term. Credit risk is
the risk that the borrower will go bankrupt and thus not repay the loan. A bor-
rower that is viewed as risky will have to pay a higher coupon rate to compensate
lenders for taking the chance of losing all or part of their financial investment. For
example, so-called high-yield bonds, less formally known as “junk bonds,” are
bonds issued by firms judged to be risky by credit-rating agencies; these bonds pay
higher coupon rates than bonds issued by companies thought to be less risky.

Bonds also differ in their tax treatment. For example, interest paid on bonds is-
sued by local governments, called municipal bonds, is exempt from federal taxes,
whereas interest on other types of bonds is treated as taxable income. Because of
this tax advantage, lenders are willing to accept a lower coupon rate on municipal
bonds.

Bond owners are not required to hold their bonds until their maturation dates.
They are always free to sell their bonds in the bond market, an organized market
run by professional bond traders. The market value of a particular bond at any
given point in time is called the price of the bond. The price of a bond can be
greater than, less than, or equal to the principal amount of the bond, depending on
how the current or prevailing interest rate in financial markets compares with the
interest rate at the time the bond was issued. The close relationship between the
price of a bond and the current interest rate is illustrated by the following example.

Bond prices and interest rates

On January 1, 2009, Tanya purchases a newly issued, two-year government bond
with a principal amount of $1,000 for a price of $1,000. The coupon rate on the
bond is 5 percent, paid annually, reflecting the prevailing interest rates on January
1, 2009. Hence, Tanya, or whoever owns the bond at the time, will receive a
coupon payment of $50 (5 percent of $1,000) on January 1, 2010. The owner of
the bond will receive another coupon payment of $50 on January 1, 2011, at which
time she also will receive repayment of the principal amount of $1,000.

On January 1, 2010, after receiving her first year’s coupon payment, Tanya de-
cides to sell her bond to raise the funds to take a vacation. She offers her bond for
sale in the bond market. The buyer of the bond will receive $1,050 on January 1,
2011, representing the second coupon payment of $50, plus repayment of the
$1,000 principal. How much can Tanya expect to get for her “used” bond? The an-
swer depends on the prevailing interest rate in the bond market when she sells her
bond on January 1, 2010.

Suppose first that, on January 1, 2010, when Tanya takes her bond to the bond
market, the prevailing interest rate on newly issued one-year bonds has risen to 6 per-
cent. Thus, someone who buys a new one-year bond on January 1, 2010, with a
6 percent coupon rate for $1,000 will receive $1,060 on January 1, 2011 ($1,000
principal repayment plus a $60 coupon payment). Would that person also be will-
ing to pay Tanya the $1,000 Tanya paid for her bond? No. Note that the coupon
payment on Tanya’s “used” bond does not rise when interest rates rise but remains
equal to $50. Consequently, the purchaser of Tanya’s “used” bond will only receive
$1,050 on January 1, 2011, when the bond matures. In order to sell her “used”
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bond, Tanya will have to reduce the price below $1,000. This example illustrates
the fact that bond prices and interest rates are inversely related. When the interest
rate being paid on newly issued bonds rises, the price financial investors are willing
to pay for existing bonds falls.

How much would the price for Tanya’s “used” bond have to fall? Recall that
the person who buys the newly issued one-year bond on January 1, 2010, for
$1,000 will receive $1,060 on January 1, 2011. This $60 gain represents a 6 per-
cent return on the price he paid. That person will buy Tanya’s “used” bond only if
Tanya’s bond also will give him a 6 percent return. The price for Tanya’s bond that
allows the purchaser to earn a 6 percent return must satisfy the equation

Solving the equation for the bond price, we find that Tanya’s bond will sell for
$1,050/1.06, or just under $991. To check this result, note that on January 1, 2011,
the purchaser of the bond will receive $1,050, or $59 more than he paid on Janu-
ary 1, 2010. His rate of return is $59/$991, or 6 percent, as expected.

What if the prevailing interest rate had instead fallen to 4 percent? When pre-
vailing interest rates fall, bond prices rise. The price of Tanya’s “used” bond would
rise until it, too, gave a return of 4 percent. At that point, the price of Tanya’s bond
would satisfy the relationship

implying that the price of her bond would rise to $1,050/1.04, or almost $1,010.
Finally, what happens if the interest rate when Tanya wants to sell is 5 percent,

the same as it was when she originally bought the bond? You should show that in
this case the bond would sell at its original price of $1,000. ◆

EXERCISE 21.1

Three-year government bonds are issued with a principal amount of $1,000

and an annual coupon rate of 7 percent. Thus, the owner will receive three

coupon payments of (0.07)($1,000)  $70 at the end of each year. One year

prior to the maturation date of these bonds, a newspaper headline reads,

“Bad Economic News Causes Prices of Bonds to Plunge,” and the story re-

veals that these three-year bonds have fallen in price to $960. What has

happened to prevailing interest rates? What is the one-year interest rate at

the time of the newspaper story?

Issuing bonds is one means by which a corporation or a government can obtain
funds from savers. Another important way of raising funds, but one restricted to
corporations, is by issuing stock to the public.

Stocks A share of stock (or equity) is a claim to partial ownership of a firm.
For example, if a corporation has 1 million shares of stock outstanding, ownership
of one share is equivalent to ownership of one-millionth of the company. Stock-
holders receive returns on their financial investment in two forms. First, stockhold-
ers receive a regular payment called a dividend for each share of stock they own.
Dividends are determined by the firm’s management and usually depend on the
firm’s recent profits. Second, stockholders receive returns in the form of capital
gains when the price of their stock increases (we discussed capital gains and losses
in the previous chapter).

Prices of stocks are determined through trading on a stock exchange such as the
New York Stock Exchange. A stock’s price rises and falls as the demand for the
stock changes. Demand for stocks in turn depends on factors such as news about

Bond price  1.04  $1,050,

Bond price  1.06  $1,050.
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the prospects of the company. For example, the stock price of a pharmaceutical
company that announces the discovery of an important new drug is likely to rise on
the announcement, even if actual production and marketing of the drug is some
time away, because financial investors expect the company to become more prof-
itable in the future. The next example illustrates numerically some key factors that
affect stock prices.

How much should you pay for a share of FortuneCookie.com?

You have the opportunity to buy shares in a new company called FortuneCookie.com,
which plans to sell gourmet fortune cookies over the internet. Your stockbroker es-
timates that the company will pay $1.00 per share in dividends a year from now,
and that in a year the market price of the company will be $80.00 per share. As-
suming that you accept your broker’s estimates as accurate, what is the most that
you should be willing to pay today per share of FortuneCookie.com? How does
your answer change if you expect a $5.00 dividend? If you expect a $1.00 dividend
but an $84.00 stock price in one year?

Based on your broker’s estimates, you conclude that in one year each share of
FortuneCookie.com you own will be worth $81.00 in your pocket—the $1.00 div-
idend plus the $80.00 you could get by reselling the stock. Finding the maximum
price you would pay for the stock today therefore boils down to asking how much
would you invest today to have $81.00 a year from today. Answering this question
in turn requires one more piece of information, which is the expected rate of return
that you require in order to be willing to buy stock in this company.

How would you determine your required rate of return to hold stock in For-
tuneCookie.com? For the moment, let’s imagine that you are not too worried about
the potential riskiness of the stock, either because you think that it is a “sure thing”
or because you are a devil-may-care type who is not bothered by risk. In that
case, you can apply the Cost-Benefit Principle. Your required rate of return to hold
FortuneCookie.com should be about the same as you can get on other financial
investments such as government bonds. The available return on other financial in-
vestments gives the opportunity cost of your funds. So, for example, if the interest
rate currently being offered by government bonds is 6 percent, you should be willing
to accept a 6 percent return to hold FortuneCookie.com as well. In that case, the
maximum price you would pay today for a share of FortuneCookie.com satisfies
the equation

This equation defines the stock price you should be willing to pay if you are willing
to accept a 6 percent return over the next year. Solving this equation yields stock
price  $81.00/1.06  $76.42. If you buy FortuneCookie.com for $76.42, then
your return over the year will be ($81.00  $76.42)/$76.42  $4.58/$71.42  
6 percent, which is the rate of return you required to buy the stock.

If instead the dividend is expected to be $5.00, then the total benefit of holding
the stock in one year, equal to the expected dividend plus the expected price, is
$5.00 $80.00, or $85.00. Assuming again that you are willing to accept a 6 per-
cent return to hold FortuneCookie.com, the price you are willing to pay for the
stock today satisfies the relationship stock price  1.06  $85.00. Solving this
equation for the stock price yields stock price $85.00/1.06 $80.19. Comparing
this price with that in the previous case, we see that a higher expected dividend
in the future increases the value of the stock today. That’s why good news about
the future prospects of a company—such as the announcement by a pharmaceuti-
cal company that it has discovered a useful new drug—affects its stock price
immediately.

Stock price  1.06  $81.00.
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If the expected future price of the stock is $84.00, with the dividend at $1.00,
then the value of holding the stock in one year is once again $85.00, and the calcu-
lation is the same as the previous one. Again, the price you should be willing to pay
for the stock is $80.19. ◆

These examples show that an increase in the future dividend or in the future ex-
pected stock price raises the stock price today, whereas an increase in the return a
saver requires to hold the stock lowers today’s stock price. Since we expect required
returns in the stock market to be closely tied to market interest rates, this last result
implies that increases in interest rates tend to depress stock prices as well as bond
prices.

Our examples also took the future stock price as given. But what determines
the future stock price? Just as today’s stock price depends on the dividend share-
holders expect to receive this year and the stock price a year from now, the stock
price a year from now depends on the dividend expected for next year and the stock
price two years from now, and so on. Ultimately, then, today’s stock price is affected
not only by the dividend expected this year but future dividends as well. A com-
pany’s ability to pay dividends depends on its earnings. If a company’s earnings are
expected to increase rapidly in the future, its future dividends will probably grow
too. Thus, as we noted in the example of the pharmaceutical company that an-
nounces the discovery of a new drug, news about future earnings—even earnings
quite far in the future—is likely to affect a company’s stock price immediately.

EXERCISE 21.2

Continuing with the previous example, you expect a share of FortuneCookie.

com to be worth $80.00 per share in one year, and also to pay a dividend of

$1.00 in one year. What should you be willing to pay for the stock today if

the prevailing interest rate, equal to your required rate of return, is 4 per-

cent? What if the interest rate is 8 percent? In general, how would you ex-

pect stock prices to react if economic news arrives that implies that

interest rates will rise in the very near future?

In the examples we have studied, we assumed that you were willing to accept a
return of 6 percent to hold FortuneCookie.com, the same return that you could get
on a government bond. However, financial investments in the stock market are
quite risky in that returns to holding stocks can be highly variable and unpre-
dictable. For example, although you expect a share of FortuneCookie.com to be
worth $80.00 in one year, you also realize that there is a chance it might sell as low
as $50.00 or as high as $110.00 per share. Most financial investors dislike risk and
unpredictability and thus have a higher required rate of return for holding risky as-
sets like stocks than for holding relatively safe assets like government bonds. The
difference between the required rate of return to hold risky assets and the rate of
return on safe assets, like government bonds, is called the risk premium.

Riskiness and stock prices

Let’s build on our previous examples by introducing risk. Suppose that FortuneCookie.
com is expected to pay a $1.00 dividend and have a market price of $80.00 per
share in one year. The interest rate on government bonds is 6 percent per year.
However, to be willing to hold a risky asset like a share of FortuneCookie.com,
you require an expected return four percentage points higher than the rate paid by
safe assets like government bonds (a risk premium of 4 percent). Hence, you require
a 10 percent expected return to hold FortuneCookie.com. What is the most you
would be willing to pay for the stock now? What do you conclude about the
relationship between perceived riskiness and stock prices?
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As a share of FortuneCookie.com is expected to pay $81.00 in one year and the
required return is 10 percent, we have stock price 1.10 $81.00. Solving for the
stock price, we find the price to be $81.00/1.10  $73.64, less than the price of
$76.42 we found when there was no risk premium and the required rate of return
was 6 percent. We conclude that financial investors’ dislike of risk, and the result-
ing risk premium, lowers the prices of risky assets like stocks. ◆

BOND MARKETS, STOCK MARKETS, AND 

THE ALLOCATION OF SAVINGS

Like banks, bond markets and stock markets provide a means of channeling funds
from savers to borrowers with productive investment opportunities. For example, a
corporation that is planning a capital investment but does not want to borrow from
a bank has two other options: It can issue new bonds, to be sold to savers in the
bond market, or it can issue new shares in itself, which are then sold in the stock
market. The proceeds from the sales of new bonds or stocks are then available to
the firm to finance its capital investment.

How do stock and bond markets help to ensure that available savings are de-
voted to the most productive uses? As we mentioned at the beginning of this sec-
tion, two important functions served by these markets are gathering information
about prospective borrowers and helping savers to share the risks of lending. Now
that you know the basics of how bonds and stocks are priced, we can look at the
role of bond and stock markets.

The informational role of bond and stock markets Savers and their financial
advisors know that to get the highest possible returns on their financial investments,
they must find the potential borrowers with the most profitable opportunities. This
knowledge provides a powerful incentive to scrutinize potential borrowers carefully.

For example, companies considering a new issue of stocks or bonds know that
their recent performance and plans for the future will be carefully studied by pro-
fessional analysts on Wall Street and other financial investors. If the analysts and
other potential purchasers have doubts about the future profitability of the firm,
they will offer a relatively low price for the newly issued shares or they will demand
a high interest rate on newly issued bonds. Knowing this, a company will be reluc-
tant to go to the bond or stock market for financing unless its management is con-
fident that it can convince financial investors that the firm’s planned use of the
funds will be profitable. Thus, the ongoing search by savers and their financial ad-
visors for high returns leads the bond and stock markets to direct funds to the uses
that appear most likely to be productive.

Risk sharing and diversification Many highly promising investment projects
are also quite risky. The successful development of a new drug to lower cholesterol
could create billions of dollars in profits for a drug company, for example; but if the
drug turns out to be less effective than some others on the market, none of the de-
velopment costs will be recouped. An individual who lent his or her life savings to
help finance the development of the anticholesterol drug might enjoy a handsome
return but also takes the chance of losing everything. Savers are generally reluctant
to take large risks, so without some means of reducing the risk faced by each saver,
it might be very hard for the company to find the funds to develop the new drug.

Bond and stock markets help reduce risk by giving savers a means to diversify
their financial investments. Diversification is the practice of spreading one’s wealth
over a variety of different financial investments to reduce overall risk. The idea of
diversification follows from the adage that “you shouldn’t put all your eggs in one
basket.” Rather than putting all of his or her savings in one very risky project, a fi-
nancial investor will find it much safer to allocate a small amount of savings to each
of a large number of stocks and bonds. That way, if some financial assets fall in
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value, there is a good chance that others will rise in value, with gains offsetting
losses. The following example illustrates the benefits of diversification.

The benefits of diversification

Vikram has $200 to invest and is considering two stocks, the Smith Umbrella Com-
pany and the Jones Suntan Lotion Company. Suppose the price of one share of each
stock is $100. The umbrella company will turn out to be the better investment if the
weather is rainy, but the suntan lotion company will be the better investment if the
weather is sunny. In Table 21.1, we illustrate the amounts by which the price of one
share of each stock will change and how this depends on the weather.
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TABLE 21.1

Changes in the Stock Price of Two Companies

Increase in Stock Price per Share

Actual weather Smith Umbrella Co. Jones Suntan Lotion Co.

Rainy  $10 Unchanged

Sunny Unchanged  $10

According to Table 21.1, the price of one share of Smith Umbrella Co. stock
will rise by $10 (from $100 to $110) if it rains but will remain unchanged if the
weather is sunny. The price of one share of Jones Suntan Co. stock, on the other
hand, is expected to rise by $10 (from $100 to $110) if it is sunny but will remain
unchanged if there is rain.

Suppose the chance of rain is 50 percent, and the chance of sunshine is 50 per-
cent. How should Vikram invest his $200? If Vikram were to invest all his $200 in
Smith Umbrella, he could buy two shares. Half of the time it will rain and each
share will rise by $10, for a total gain of $20. Half of the time, however, it will be
sunny, in which case the stock price will remain unchanged. Thus, his average gain
will be 50 percent (or one-half) times $20 plus 50 percent times $0, which is equal
to $10.

If, however, Vikram invested all of his $200 in Jones Suntan Lotion Company,
he could again buy two shares for $100 each. Each share would rise by $10 if the
weather is sunny (for a total gain of $20) and remain unchanged if the weather is
rainy. Since it will be sunny half the time, the average gain will be 50 percent times
$20 plus 50 percent times $0, or $10.

Although Vikram can earn an average gain of $10 if he puts all of his money
into either stock, investing in only one stock is quite risky, since his actual gain
varies widely depending on whether there is rain or shine. Can Vikram guarantee

himself a gain of $10, avoiding the uncertainty and risk? Yes, all he has to do is buy
one share of each of the two stocks. If it rains, he will earn $10 on his Smith Um-
brella stock and nothing on his Jones Suntan stock. If it’s sunny, he will earn noth-
ing on Smith Umbrella but $10 on Jones Suntan. Rain or shine, he is guaranteed to
earn $10—without risk. ◆

The existence of bond markets and stock markets makes it easy for savers to di-
versify by putting a small amount of their savings into each of a wide variety of dif-
ferent financial assets, each of which represents a share of a particular company or
investment project. From society’s point of view, diversification makes it possible
for risky but worthwhile projects to obtain funding, without individual savers hav-
ing to bear too much risk.



For the typical person, a particularly convenient way to diversify is to buy
bonds and stocks indirectly through mutual funds. A mutual fund is a financial in-
termediary that sells shares in itself to the public, then uses the funds raised to buy
a wide variety of financial assets. Holding shares in a mutual fund thus amounts to
owning a little bit of many different financial assets, which helps to achieve diversi-
fication. The advantage of mutual funds is that it is usually less costly and time-con-
suming to buy shares in one or two mutual funds than to buy many different stocks
and bonds directly. Over the past decade, mutual funds have become increasingly
popular in the United States.

Why did the U.S. stock market rise sharply in the 1990s, then fall in the new

millennium?

Stock prices soared during the 1990s in the United States. The Standard & Poor’s 500 in-

dex, which summarizes the stock price performance of 500 major companies, rose 60

percent between 1990 and 1995, then more than doubled between 1995 and 2000. How-

ever, in the first two years of the new millennium, this index lost nearly half its value. Why

did the U.S. stock market boom in the 1990s and bust in the 2000s?

The prices of stocks depend on their purchasers’ expectations about future dividends

and stock prices and on the rate of return required by potential stockholders. The re-

quired rate of return in turn equals the interest rate on safe assets plus the risk premium.

In principle, a rise in stock prices could be the result of increased optimism about future

dividends, a fall in the required return, or some combination.

Probably both factors contributed to the boom in stock prices in the 1990s. Divi-

dends grew rapidly in the 1990s, reflecting the strong overall performance of the U.S.

economy. Encouraged by the promise of new technologies, many financial investors ex-

pected future dividends to be even higher.

There is also evidence that the risk premium that people required to hold stocks fell

during the 1990s, thereby lowering the total required return and raising stock prices. One

possible explanation for a decline in the risk premium in the 1990s is increased diversifi-

cation. During that decade, the number and variety of mutual funds available increased

markedly. Millions of Americans invested in these funds, including many who had never

owned stock before or had owned stock in only a few companies. This increase in diver-

sification for the typical stock market investor may have lowered the perceived risk of

holding stocks (because she could now own stocks by buying mutual funds), which in turn

reduced the risk premium and raised stock prices. An alternative explanation is that in-

vestors simply underestimated the riskiness inherent in the economy and, consequently,

in the stock market. To the extent that investors underestimated the riskiness of stocks,

the risk premium may have fallen to an unrealistically low level.

After 2000 both of these favorable factors reversed. The growth in dividends was dis-

appointing to stockholders, in large part because many high-tech firms did not prove as

profitable as had been hoped. An additional blow was a series of corporate accounting

scandals in 2002, in which it became known that some large firms had taken illegal or un-

ethical actions to make their profits seem larger than in fact they were. A number of fac-

tors, including a recession, a major terrorist attack, and the accounting scandals, also

increased stockholders’ concerns about the riskiness of stocks, so that the risk premium

they required to hold stocks rose from its 1990s lows. The combination of lower expected

dividends and a higher premium for risk sent stock prices sharply downward. Only in 2003,

when the economy began to grow more rapidly, did stock prices begin to recover. •

MONEY AND ITS USES

Bonds and stocks are particular types of financial assets. Where does money fit into
this scheme? And what exactly is money? To the economist, money is any asset that
can be used in making purchases. Common examples of money in the modern
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world are currency and coins. A checking account balance represents another asset
that can be used in making payments (as when you write a check to pay for your
weekly groceries) and so is also counted as money. In contrast, shares of stock, for
example, cannot be used directly in most transactions. Stock must first be sold—that
is, converted into cash or a checking account deposit—before further transactions,
such as buying your groceries, can be made.

Historically, a wide variety of objects have been used as money, including gold
and silver coins, shells, beads, feathers, and, on the Island of Yap, large, immovable
boulders. Prior to the use of metallic coins, by far the most common form of money
was the cowrie, a type of shell found in the South Pacific. Cowries were used as
money in some parts of Africa until very recently, being officially accepted for pay-
ment of taxes in Uganda until the beginning of the twentieth century. Today money
can be virtually intangible, as in the case of your checking account.

Why do people use money? Money has three principal uses: a medium of ex-
change, a unit of account, and a store of value.

Money serves as a medium of exchange when it is used to purchase goods and
services, as when you pay cash for a newspaper or write a check to cover your util-
ities bill. This is perhaps money’s most crucial function. Think about how compli-
cated daily life would become if there were no money. Without money, all economic
transactions would have to be in the form of barter, which is the direct trade of
goods or services for other goods or services.

Barter is highly inefficient because it requires that each party to a trade has some-
thing that the other party wants, a so-called double coincidence of wants. For exam-
ple, under a barter system, a musician could get her dinner only by finding someone
willing to trade food for a musical performance. Finding such a match of needs,
where each party happens to want exactly what the other person has to offer, would
be difficult to do on a regular basis. In a world with money, the musician’s problem
is considerably simpler. First, she must find someone who is willing to pay money for
her musical performance. Then, with the money received, she can purchase the food
and other goods and services that she needs. In a society that uses money, it is not
necessary that the person who wants to hear music and the person willing to provide
food to the musician be one and the same. In other words, there need not be a
double coincidence of wants for trades of goods and services to take place.

By eliminating the problem of having to find a double coincidence of wants in
order to trade, the use of money in a society permits individuals to specialize in pro-
ducing particular goods or services, as opposed to having every family or village
produce most of what it needs. Specialization greatly increases economic efficiency
and material standards of living, as we discussed in Chapter 2 when we developed
the Principle of Comparative Advantage. This usefulness of money in making trans-
actions explains why savers hold money, even though money generally pays a low
rate of return. Cash, for example, pays no interest at all, and the balances in check-
ing accounts usually pay a lower rate of interest than could be obtained in alterna-
tive financial investments.

Money’s second function is as a unit of account. As a unit of account, money is
the basic yardstick for measuring economic value. In the United States virtually all
prices—including the price of labor (wages) and the prices of financial assets such
as shares of stock—are expressed in dollars. Expressing economic values in a com-
mon unit of account allows for easy comparisons. For example, grain can be mea-
sured in bushels and coal in tons, but to judge whether 20 bushels of grain is
economically more or less valuable than a ton of coal, we express both values in
dollar terms. The use of money as a unit of account is closely related to its use as a
medium of exchange; because money is used to buy and sell things, it makes sense
to express prices of all kinds in money terms.

As a store of value, its third function, money is a way of holding wealth. For
example, the miser who stuffs cash in his mattress or buries gold coins under the
old oak tree at midnight is holding wealth in money form. Likewise, if you regularly
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keep a balance in your checking account, you are holding part of your wealth in the
form of money. Although money is usually the primary medium of exchange or unit
of account in an economy, it is not the only store of value. There are numerous
other ways of holding wealth, such as owning stocks, bonds, or real estate.

For most people, money is not a particularly good way to hold wealth, apart
from its usefulness as a medium of exchange. Unlike government bonds and other
types of financial assets, most forms of money pay no interest, and there is always
the risk of cash being lost or stolen. However, cash has the advantage of being
anonymous and difficult to trace, making it an attractive store of value for smug-
glers, drug dealers, and others who want their assets to stay out of the view of the
Internal Revenue Service.

Private money: Ithaca Hours and LETS

Money is usually issued by the government, not private individuals, but in part this
reflects legal restrictions on private money issuance. Where the law allows, private
moneys do sometimes emerge.1 For example, privately issued currencies circulate in
more than 30 U.S. communities. In Ithaca, New York, a private currency known as
“Ithaca Hours” has circulated since 1991. Instituted by town resident Paul Glover,
each Ithaca Hour is equivalent to $10, the average hourly wage of workers in the
county. The bills, printed with specially developed inks to prevent counterfeiting,
honor local people and the environment. An estimated 1,600 individuals and busi-
nesses have earned and spent Hours. Founder Paul Glover argues that the use of
Hours, which can’t be spent elsewhere, induces people to do more of their shopping
in the local economy.

A more high-tech form of private money is associated with computerized trad-
ing systems called LETS, for local electronic trading system. These are quite popu-
lar in Australia, New Zealand, and Great Britain. Participants in a LETS post a list
of goods and services they would like to buy or sell. When transactions are made,
the appropriate number of “computer credits” is subtracted from the buyer’s ac-
count and added to the seller’s account. People are allowed to have negative bal-
ances in their accounts, so participants have to trust other members not to abuse the
system by buying many goods and services and then quitting. LETS credits exist in
the computer only and are never in the form of paper or metal. In this respect, LETS
may foreshadow the electronic monetary systems of the future.

What do Ithaca Hours and LETS credits have in common? By functioning as a
medium of exchange, each facilitates trade within a community. ◆

MEASURING MONEY

How much money, defined as financial assets usable for making purchases, is there
in the U.S. economy at any given time? This question is not simple to answer be-
cause in practice it is not easy to draw a clear distinction between those assets that
should be counted as money and those that should not. Dollar bills are certainly a
form of money, and a van Gogh painting certainly is not. However, brokerage firms
now offer accounts that allow their owners to combine financial investments
in stocks and bonds with check-writing and credit card privileges. Should the bal-
ances in these accounts, or some part of them, be counted as money? It is difficult
to tell.

Economists skirt the problem of deciding what is and isn’t money by using
several alternative definitions of money, which vary in how broadly the concept of
money is defined. A relatively “narrow” definition of the amount of money in the
U.S. economy is called M1. M1 is the sum of currency outstanding and balances
held in checking accounts. A broader measure of money, called M2, includes all
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1Barbara A. Good, “Private Money: Everything Old Is New Again,” Federal Reserve Bank of Cleveland,
Economic Commentary, April 1, 1998.

M1 sum of currency 

outstanding and balances held 

in checking accounts

M2 All the assets in M1 plus

some additional assets that are

usable in making payments but at

greater cost or inconvenience

than currency or checks



TABLE 21.2

Components of M1 and M2, January 2008

the assets in M1 plus some additional assets that are usable in making payments,
but at greater cost or inconvenience than currency or checks. Table 21.2 lists the
components of M1 and M2 and also gives the amount of each type of asset out-
standing as of January 2008. For most purposes, however, it is sufficient to think
of money as the sum of currency outstanding and balances in checking accounts,
or M1.
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M1 1,364.7

Currency 758.1

Demand deposits 292.5

Other checkable deposits 307.9

Travelers’ checks 6.2

M2 7,498.7

M1 1,364.7

Savings deposits 3,903.4

Small-denomination time deposits 1,224.4

Money market mutual funds 1,006.1

NOTES: Billions of dollars, adjusted for seasonal variations. In M1, currency refers to cash and
coin. Demand deposits are non-interest-bearing checking accounts, and “other checkable
deposits” includes checking accounts that bear interest. M2 includes all the components of M1,
balances in savings accounts, “small-denomination” (under $100,000) deposits held at banks for
a fixed term, and money market mutual funds (MMMFs). MMMFs are organizations that sell
shares, use the proceeds to buy safe assets (like government bonds), and often allow their share-
holders some check-writing privileges.

SOURCE: Federal Reserve release H.6 (www.federalreserve.gov/releases/h6/current/).

Note that credit card balances are not included in either M1 or M2 even
though people increasingly use credit cards to pay for many of their purchases, in-
cluding food, clothing, cars, and even college tuition. The main reason credit card
balances are not included in the money supply is that they do not represent part of
people’s wealth. Indeed, a credit card charge of $1,000 represents an obligation to
pay someone else $1,000.

RECAP MONEY AND ITS USES

Money is any asset that can be used in making purchases, such as currency
or a checking account. Money serves as a medium of exchange when it is
used to purchase goods and services. The use of money as a medium of ex-
change eliminates the need for barter and the difficulties of finding a “dou-
ble coincidence of wants.” Money also serves as a unit of account and a
store of value.

In practice, two basic measures of money are M1 and M2. M1, a more
narrow measure, is made up primarily of currency and balances held in check-
ing accounts. The broader measure, M2, includes all the assets in M1 plus
some additional assets usable in making payments.



COMMERCIAL BANKS AND THE CREATION 

OF MONEY

What determines the amount of money in the economy? If the economy’s supply of
money consisted entirely of currency, the answer would be simple: The supply of
money would just be equal to the value of the currency created and circulated by
the government. However, as we have seen, in modern economies the money sup-
ply consists not only of currency but also of deposit balances held by the public in
commercial banks.

The determination of the money supply in a modern economy depends in part
on the behavior of commercial banks and their depositors. To see how, we will use
the example of a fictional country, the Republic of Gorgonzola. Initially, we as-
sume, Gorgonzola has no commercial banking system. To make trading easier and
eliminate the need for barter, the government directs the central bank of Gor-
gonzola to put into circulation a million identical paper notes, called guilders. The
central bank prints the guilders and distributes them to the populace. At this point
the Gorgonzolan money supply is a million guilders.

However, the citizens of Gorgonzola are unhappy with a money supply made
up entirely of paper guilders since the notes may be lost or stolen. In response to the
demand for safekeeping of money, some Gorgonzolan entrepreneurs set up a system
of commercial banks. At first, these banks are only storage vaults where people can
deposit their guilders. When people need to make a payment, they can either phys-
ically withdraw their guilders or, more conveniently, write a check on their account.
Checks give the banks permission to transfer guilders from the account of the per-
son paying by check to the account of the person to whom the check is made out.
With a system of payments based on checks, the paper guilders need never leave the
banking system, although they flow from one bank to another as a depositor of one
bank makes a payment to a depositor in another bank. Deposits do not pay inter-
est in this economy; indeed, the banks can make a profit only by charging deposi-
tors fees in exchange for safeguarding their cash.

Let’s suppose for now that people prefer bank deposits to cash and so deposit
all of their guilders with the commercial banks. With all guilders in the vaults of
banks, the balance sheet of all of Gorgonzola’s commercial banks taken together is
as shown in Table 21.3.
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TABLE 21.3

Consolidated Balance Sheet of Gorgonzolan Commercial Banks (Initial)

Assets Liabilities

Currency 1,000,000 guilders Deposits 1,000,000 guilders

The assets of the commercial banking system in Gorgonzola are the paper
guilders sitting in the vaults of all the individual banks. The banking system’s lia-
bilities are the deposits of the banks’ customers since checking account balances
represent money owed by the banks to the depositors.

Cash or similar assets held by banks are called bank reserves. In this example,
bank reserves, for all the banks taken together, equal 1,000,000 guilders—the cur-
rency listed on the asset side of the consolidated balance sheet. Banks hold reserves
to meet depositors’ demands for cash withdrawals or to pay checks drawn on their
depositors’ accounts. In this example, the bank reserves of 1,000,000 guilders equal
100 percent of banks’ deposits, which are also 1,000,000 guilders. A situation in
which bank reserves equal 100 percent of bank deposits is called 100 percent
reserve banking.

bank reserves cash or similar

assets held by commercial banks

for the purpose of meeting

depositor withdrawals and

payments

100 percent reserve banking a

situation in which banks’

reserves equal 100 percent 

of their deposits



Bank reserves are held by banks in their vaults, rather than circulated among
the public, and thus are not counted as part of the money supply. However, bank
deposit balances, which can be used in making transactions, are counted as money.
So, after the introduction of “safekeeper” banks in Gorgonzola, the money supply,
equal to the value of bank deposits, is 1,000,000 guilders, which is the same as it
was prior to the introduction of banks.

After a while, to continue the story, the commercial bankers of Gorgonzola be-
gin to realize that keeping 100 percent reserves against deposits is not necessary.
True, a few guilders flow in and out of the typical bank as depositors receive pay-
ments or write checks, but for the most part the stacks of paper guilders just sit
there in the vaults, untouched and unused. It occurs to the bankers that they can
meet the random inflow and outflow of guilders to their banks with reserves that
are less than 100 percent of their deposits. After some observation, the bankers con-
clude that keeping reserves equal to only 10 percent of deposits is enough to meet
the random ebb and flow of withdrawals and payments from their individual
banks. The remaining 90 percent of deposits, the bankers realize, can be lent out to
borrowers to earn interest.

So the bankers decide to keep reserves equal to 100,000 guilders, or 10 percent
of their deposits. The other 900,000 guilders they lend out at interest to Gorgonzolan
cheese producers who want to use the money to make improvements to their farms.
After the loans are made, the balance sheet of all of Gorgonzola’s commercial banks
taken together has changed, as shown in Table 21.4.
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TABLE 21.4

Consolidated Balance Sheet of Gorgonzolan Commercial Banks after

One Round of Loans

Assets Liabilities

Currency ( reserves) 100,000 guilders Deposits 1,000,000 guilders

Loans to farmers 900,000 guilders

TABLE 21.5

Consolidated Balance Sheet of Gorgonzolan Commercial Banks after

Guilders Are Redeposited

Assets Liabilities

Currency ( reserves) 1,000,000 guilders Deposits 1,900,000 guilders

Loans to farmers 900,000 guilders

After the loans are made, the banks’ reserves of 100,000 guilders no longer equal
100 percent of the banks’ deposits of 1,000,000 guilders. Instead, the reserve-deposit
ratio, which is bank reserves divided by deposits, is now equal to 100,000/1,000,000,
or 10 percent. A banking system in which banks hold fewer reserves than deposits
so that the reserve-deposit ratio is less than 100 percent is called a fractional-reserve
banking system.

Notice that 900,000 guilders have flowed out of the banking system (as loans
to farmers) and are now in the hands of the public. But we have assumed that
private citizens prefer bank deposits to cash for making transactions. So ultimately
people will redeposit the 900,000 guilders in the banking system. After these de-
posits are made, the consolidated balance sheet of the commercial banks is as in
Table 21.5.

reserve-deposit ratio bank

reserves divided by deposits

fractional-reserve banking

system a banking system in

which bank reserves are less

than deposits so that the

reserve-deposit ratio is less 

than 100 percent



Notice that bank deposits, and hence the economy’s money supply, now equal
1,900,000 guilders. In effect, the existence of the commercial banking system has
permitted the creation of new money. These deposits, which are liabilities of the
banks, are balanced by assets of 1,000,000 guilders in reserves and 900,000
guilders in loans owed to the banks.

The story does not end here. On examining their balance sheets, the bankers are
surprised to see that they once again have “too many” reserves. With deposits of
1,900,000 guilders and a 10 percent reserve-deposit ratio, they need only 190,000
guilders in reserves. But they have 1,000,000 guilders in reserves—810,000 too
many. Since lending out their excess guilders is always more profitable than leaving
them in the vault, the bankers proceed to make another 810,000 guilders in loans.
Eventually these loaned-out guilders are redeposited in the banking system, after
which the consolidated balance sheet of the banks is as shown in Table 21.6.

Now the money supply has increased to 2,710,000 guilders, equal to the value
of bank deposits. Despite the expansion of loans and deposits, however, the bankers
find that their reserves of 1,000,000 guilders still exceed the desired level of 10 per-
cent of deposits, which are 2,710,000 guilders. And so yet another round of lending
will take place.

EXERCISE 21.3

Determine what the balance sheet of the banking system of Gorgonzola will

look like after a third round of lending to farmers and redeposits of guilders

into the commercial banking system.What is the money supply at that point?

The process of expansion of loans and deposits will only end when reserves equal
10 percent of bank deposits because as long as reserves exceed 10 percent of deposits,
the banks will find it profitable to lend out the extra reserves. Since reserves at the end
of every round equal 1,000,000 guilders, for the reserve-deposit ratio to equal 10 per-
cent, total deposits must equal 10,000,000 guilders. Further, since the balance sheet
must balance, with assets equal to liabilities, we know as well that at the end of the
process, loans to cheese producers must equal 9,000,000 guilders. If loans equal
9,000,000 guilders, then bank assets, the sum of loans and reserves (1,000,000
guilders), will equal 10,000,000 guilders, which is the same as bank liabilities (bank
deposits). The final consolidated balance sheet is as shown in Table 21.7.
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TABLE 21.6

Consolidated Balance Sheet of Gorgonzolan Commercial Banks after

Two Rounds of Loans and Redeposits

Assets Liabilities

Currency ( reserves) 1,000,000 guilders Deposits 2,710,000 guilders

Loans to farmers 1,710,000 guilders

TABLE 21.7

Final Consolidated Balance Sheet of Gorgonzolan Commercial Banks

Assets Liabilities

Currency ( reserves) 1,000,000 guilders Deposits 10,000,000 guilders

Loans to farmers 9,000,000 guilders



The money supply, which is equal to total deposits, is 10,000,000 guilders at
the end of the process. We see that the existence of a fractional-reserve banking sys-
tem has multiplied the money supply by a factor of 10, relative to the economy with
no banks or the economy with 100 percent reserve banking. Put another way, with
a 10 percent reserve-deposit ratio, each guilder deposited in the banking system can
“support” 10 guilders worth of deposits.

To find the money supply in this example more directly, we observe that deposits
will expand through additional rounds of lending as long as the ratio of bank reserves
to bank deposits exceeds the reserve-deposit ratio desired by banks. When the ac-
tual ratio of bank reserves to deposits equals the desired reserve-deposit ratio, the
expansion stops. So ultimately, deposits in the banking system satisfy the following
relationship:

This equation can be rewritten to solve for bank deposits:

(21.1)

In Gorgonzola, since all the currency in the economy flows into the banking
system, bank reserves equal 1,000,000 guilders. The reserve-deposit ratio desired by
banks is 0.10. Therefore, using Equation 21.1, we find that bank deposits equal
(1,000,000 guilders)/0.10, or 10 million guilders, the same answer we found in the
consolidated balance sheet of the banks, Table 21.7.

EXERCISE 21.4

Find deposits and the money supply in Gorgonzola if the banks’ desired

reserve-deposit ratio is 5 percent rather than 10 percent. What if the total

amount of currency circulated by the central bank is 2,000,000 guilders and

the desired reserve-deposit ratio remains at 10 percent?

THE MONEY SUPPLY WITH BOTH CURRENCY 

AND DEPOSITS

In the example of Gorgonzola, we assumed that all money is held in the form of
deposits in banks. In reality, of course, people keep only part of their money
holdings in the form of bank accounts and hold the rest in the form of currency.
Fortunately, allowing for the fact that people hold both currency and bank
deposits does not greatly complicate the determination of the money supply, as
the following example shows.

The money supply with both currency and deposits

Suppose that the citizens of Gorgonzola choose to hold a total of 500,000 guilders
in the form of currency and to deposit the rest of their money in banks. Banks keep
reserves equal to 10 percent of deposits. What is the money supply in Gorgonzola?

The money supply is the sum of currency in the hands of the public and bank
deposits. Currency in the hands of the public is given as 500,000 guilders. What is
the quantity of bank deposits? Since 500,000 of the 1,000,000 guilders issued by
the central bank are being used by the public in the form of currency, only the
remaining 500,000 guilders is available to serve as bank reserves. We know that

Bank deposits  
Bank reserves

Desired reserve-deposit ratio
.

Bank reserves

Bank deposits
 Desired reserve-deposit ratio.

596 CHAPTER 21 THE FINANCIAL SYSTEM, MONEY, AND PRICES



deposits equal bank reserves divided by the reserve-deposit ratio, so deposits are
500,000 guilders 0.10  5,000,000 guilders. The total money supply is the sum
of currency in the hands of the public (500,000 guilders) and bank deposits
(5,000,000 guilders), or 5,500,000 guilders. ◆

We can write a general relationship that captures the reasoning of this exam-
ple. First, let’s write out the fact that the money supply equals currency plus bank
deposits:

Money supply  Currency held by the public  Bank deposits.

We also know that bank deposits equal bank reserves divided by the reserve-deposit
ratio that is desired by commercial banks (Equation 21.1). Using that relationship
to substitute for bank deposits in the expression for the money supply, we get

(21.2)

We can use Equation 21.2 to confirm our reasoning in the previous example.
In that example, currency held by the public is 500,000 guilders, bank reserves
are 500,000 guilders, and the desired reserve-deposit ratio is 0.10. Plugging these
values into Equation 21.2, we get that the money supply equals 500,000  

500,000 0.10   5,500,000, the same answer we found before.

The money supply at Christmas

During the Christmas season, people choose to hold unusually large amounts of
currency for shopping. With no action by the central bank, how would this change
in currency holding affect the national money supply?

To illustrate with a numerical example, suppose that initially bank reserves are
500, the amount of currency held by the public is 500, and the desired reserve-
deposit ratio in the banking system is 0.2. Inserting these values into Equation 21.2,
we find that the money supply equals 500  500 0.2  3,000.

Now suppose that because of Christmas shopping needs, the public increases
its currency holdings to 600 by withdrawing 100 from commercial banks. These
withdrawals reduce bank reserves to 400. Using Equation 21.2, we find now that
the money supply is 600  400 0.2  2,600. So the public’s increased holdings of
currency have caused the money supply to drop, from 3,000 to 2,600. The reason
for the drop is that with a reserve-deposit ratio of 20 percent, every dollar in the
vaults of banks can “support” $5 of deposits and hence $5 of money supply.
However, the same dollar in the hands of the public becomes $1 of currency, con-
tributing only $1 to the total money supply. So when the public withdraws cash
from the banks, the overall money supply declines. (We will see in the next section,
however, that in practice the central bank has means to offset the impact of the
public’s actions on the money supply.) ◆

Money supply  Currency held by public  
Bank reserves

Desired reserve-deposit ratio
.
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RECAP COMMERCIAL BANKS AND THE CREATION 

OF MONEY

■ Part of the money supply consists of deposits in private commercial
banks. Hence, the behavior of commercial banks and their depositors
helps to determine the money supply.



CENTRAL BANKS, THE MONEY SUPPLY,

AND PRICES

The Federal Reserve System is one of the most important agencies of the federal
government. The Fed, as it is referred to in the press, is the central bank of the
United States. Central banks in general have two main responsibilities. First, they
are responsible for monetary policy, which means that a country’s central bank de-
termines how much money circulates in the economy. Second, along with other
government agencies, the central bank has important responsibilities for the over-
sight and regulation of financial markets. In particular, central banks play impor-
tant roles during periods of crisis in financial markets.

In Chapter 24, we will review the history and structure of the Fed and analyze
how the Fed’s actions affect the U.S. economy during financial crises and recessions.
In this chapter, we will focus on how a central bank can control the money supply
and how changes in the money supply affect the price level and the rate of inflation
in the long run.

CONTROLLING THE MONEY SUPPLY WITH 

OPEN-MARKET OPERATIONS

A central bank’s primary responsibility is making monetary policy, which involves
decisions about the appropriate size of the nation’s money supply. As we saw in the
previous section, central banks in general, and the Fed in particular, do not control
the money supply directly. Nevertheless, they can control the money supply indi-
rectly in several ways. In this chapter we discuss the most important of these, called
open-market operations. In Chapter 24, we discuss two other methods the Fed can
use to change the money supply: lending at the discount window and changing re-
serve requirements.

Suppose that the Fed wants to increase bank reserves, with the ultimate goal of
increasing bank deposits and the money supply. To accomplish this, the Fed buys fi-
nancial assets, usually government bonds, from the public. To simplify the actual
procedure a bit, think of the Fed as buying bonds that the public had originally pur-
chased from the government and paying the public for these bonds with newly
printed money.

Assuming that the public is already holding all the currency that it wants, they
will deposit the cash they receive as payment for their bonds in commercial banks.
Thus, the reserves of the commercial banking system will increase by an amount
equal to the value of the bonds purchased by the Fed. The increase in bank reserves
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■ Cash or similar assets held by banks are called bank reserves. In modern
economies, banks’ reserves are less than their deposits, a situation called
fractional-reserve banking. The ratio of bank reserves to deposits is called
the reserve-deposit ratio; in a fractional-reserve banking system, this ratio
is less than 1.

■ The portion of deposits not held as reserves can be lent out by the banks
to earn interest. Banks will continue to make loans and accept deposits as
long as the reserve-deposit ratio exceeds its desired level. This process
stops only when the actual and desired reserve-deposit ratios are equal. At
that point, total bank deposits equal bank reserves divided by the desired
reserve-deposit ratio, and the money supply equals the currency held by
the public plus bank deposits.

Federal Reserve System (or

Fed) the central bank of the

United States



will lead in turn, through the process of lending and redeposit of funds described in
the previous section, to an expansion of bank deposits and the money supply, as
summarized by Equation 21.2. The Fed’s purchase of government bonds from the
public, with the result that bank reserves and the money supply are increased, is
called an open-market purchase.

To reduce bank reserves and hence the money supply, the Fed reverses the pro-
cedure. It sells some of the government bonds that it holds (acquired in previous
open-market purchases) to the public. Assume that the public pays for the bonds by
writing checks on their accounts in commercial banks. Then, when the Fed presents
the checks to the commercial banks for payment, reserves equal in value to the gov-
ernment bonds sold by the Fed are transferred from the commercial banks to the
Fed. The Fed retires these reserves from circulation, lowering the supply of bank re-
serves and, hence, the overall money supply. The sale of government bonds by the
Fed to the public for the purpose of reducing bank reserves and hence the money
supply is called an open-market sale. Open-market purchases and sales together are
called open-market operations. Open-market operations are the most convenient
and flexible tool that the Federal Reserve has for affecting the money supply and
are employed on a regular basis.

Increasing the money supply by open-market operations

In a particular economy, currency held by the public is 1,000 shekels, bank reserves
are 200 shekels, and the desired reserve-deposit ratio is 0.2. What is the money
supply? How is the money supply affected if the central bank prints 100 shekels and
uses this new currency to buy government bonds from the public? Assume that the
public does not wish to change the amount of currency it holds.

As bank reserves are 200 shekels and the reserve-deposit ratio is 0.2, bank de-
posits must equal 200 shekels/0.2, or 1,000 shekels. The money supply, equal to the
sum of currency held by the public and bank deposits, is therefore 2,000 shekels, a
result you can confirm using Equation 21.2.

The open-market purchase puts 100 more shekels into the hands of the public.
We assume that the public continues to want to hold 1,000 shekels in currency, so
they will deposit the additional 100 shekels in the commercial banking system, raising
bank reserves from 200 to 300 shekels. As the desired reserve-deposit ratio is 0.2,
multiple rounds of lending and redeposit will eventually raise the level of bank de-
posits to 300 shekels/0.2, or 1,500 shekels. The money supply, equal to 1,000
shekels held by the public plus bank deposits of 1,500 shekels, equals 2,500 shekels.
So the open-market purchase of 100 shekels, by raising bank reserves by 100
shekels, has increased the money supply by 500 shekels. Again, you can confirm
this result using Equation 21.2. ◆

EXERCISE 21.5

Continuing the above example, suppose that instead of an open-market

purchase of 100 shekels, the central bank conducts an open-market sale of

50 shekels’ worth of government bonds. What happens to bank reserves,

bank deposits, and the money supply?

MONEY AND PRICES

From a macroeconomic perspective, a major reason that control of the supply of
money is important is that, in the long run, the amount of money circulating in an
economy and the general level of prices are closely linked. Indeed, it is virtually un-
heard of for a country to experience high, sustained inflation without a comparably

CENTRAL BANKS, THE MONEY SUPPLY, AND PRICES 599

open-market purchase the

purchase of government bonds

from the public by the Fed for

the purpose of increasing the

supply of bank reserves and the

money supply

open-market sale the sale by

the Fed of government bonds to

the public for the purpose of

reducing bank reserves and the

money supply

open-market operations

open-market purchases 

and open-market sales



rapid growth in the amount of money held by its citizens. For instance, the link be-
tween money growth and inflation for nine countries in Latin America during the
period 1995–2007 is illustrated in Figure 21.1. Although the relationship is some-
what loose, countries with higher rates of money growth clearly tend to have higher
rates of inflation, and this relationship has been found in other countries and in
other periods. The economist Milton Friedman summarized the inflation–money
relationship by saying, “Inflation is always and everywhere a monetary phenome-
non.” We will see later that, over short periods, inflation can arise from sources
other than an increase in the supply of money. But over a longer period, and par-
ticularly for more severe inflations, Friedman’s dictum is certainly correct: The rate
of inflation and the rate of growth of the money supply are closely related.
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FIGURE 21.1
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velocity a measure of the speed

at which money changes hands

in transactions involving final

goods and services, or,

equivalently, nominal GDP

divided by the stock of money.

Numerically, V  (P  Y ) M,

where V is velocity, P  Y is

nominal GDP, and M is the

money supply whose velocity is

being measured

The existence of a close link between money supply and prices should make
intuitive sense. Imagine a situation in which the available supply of goods and
services is approximately fixed. Then the more cash (say, dollars) that people
hold, the more they will be able to bid up the prices of the fixed supply of goods
and services. Thus, a large money supply relative to the supply of goods and ser-
vices (too much money chasing too few goods) tends to result in high prices.
Likewise, a rapidly growing supply of money will lead to quickly rising prices—
that is, inflation.

VELOCITY

To explore the relationship of money growth and inflation in a bit more detail, it is
useful to introduce the concept of velocity. In economics, velocity is a measure of
the speed at which money changes hands in transactions involving final goods and
services. For example, a given dollar bill might pass from your hand to the grocer’s
when you buy a quart of milk. The same dollar may then pass from the grocer to a
new car dealer when your grocer buys a car, and then from the car dealer to her
doctor in exchange for medical services. The more quickly money circulates from
one person to the next, the higher its velocity. More formally, velocity is defined as
the number of times per year the typical dollar in the money supply is used to buy
final goods or services, according to the following formula:

Velocity  
Nominal GDP

Money stock
.



Let V stand for velocity and let M stand for the particular money stock being con-
sidered (for example, M1 or M2). Nominal GDP (a measure of the total value of
transactions) equals the price level P times real GDP (Y). Using this notation, we
can write the definition of velocity as

(21.3)

The higher this ratio, the faster the “typical” dollar is circulating.

The velocity of money in the U.S. economy

In the United States in 2007, M1 was $1,364.2 billion, M2 was $7,447.1 billion,
and nominal GDP was $13,843.0 billion. We can use these data along with
Equation 21.3 to find velocity for both definitions of the money supply. For M1,
we have

Similarly, velocity for M2 was

You can see that the velocity of M1 is higher than that of M2. This makes sense:
Because the components of M1, such as cash and checking accounts, are used more
frequently for transactions, each dollar of M1 “turns over” more often than the
average dollar of M2. ◆

A variety of factors determine velocity. A leading example is advances in
payment technologies such as the introduction of credit cards and debit cards
or the creation of networks of automatic teller machines (ATMs). These new
technologies and payment methods have allowed people to carry out their daily
business while holding less cash, and thus have tended to increase velocity over
time.

MONEY AND INFLATION IN THE LONG RUN

We can use the definition of velocity to see how money and prices are related in the
long run. First, rewrite the definition of velocity, Equation 21.3, by multiplying
both sides of the equation by the money stock M. This yields

M  V  P  Y. (21.4)

Equation 21.4 is called, for historical reasons, the quantity equation. The quan-

tity equation states that money times velocity equals nominal GDP. Because the
quantity equation is simply a rewriting of the definition of velocity, Equation 21.3,
it always holds exactly.

The quantity equation is historically important because late nineteenth and
early twentieth-century monetary economists, used this relationship to theorize
about the relationship between money and prices. We can do the same thing here.
To keep things simple, imagine that velocity V is determined by current payment
technologies and thus is approximately constant over the period we are considering.

V  
$13,843.0 billion

$7,447.1 billion
 1.86

V  
$13,843.0 billion

$1,364.2 billion
 10.15

V  
P  Y

M
.
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quantity equation money

times velocity equals nominal

GDP; M  V  P  Y



Likewise, suppose that real output Y is approximately constant. If we use a bar
over a variable to indicate that the variable is constant, we can rewrite the quan-
tity equation as

(21.5)

where we are treating and as fixed numbers.
Now look at Equation 21.5 and imagine that for some reason the Federal Re-

serve increases the money supply M by 10 percent. Because and are assumed to
be fixed, Equation 21.5 can continue to hold only if the price level P also rises by
10 percent. That is, according to the quantity equation, a 10 percent increase in the
money supply M should cause a 10 percent increase in the price level P, that is, an
inflation of 10 percent.

The intuition behind this conclusion is the one we mentioned at the beginning
of this section. If the quantity of goods and services Y is approximately constant
(and assuming that velocity V also is constant), an increase in the supply of money
will lead people to bid up the prices of the available goods and services. Thus, high
rates of money growth will tend to be associated with high rates of inflation, which
is exactly what we observed in Figure 21.1.

If high rates of money growth lead to inflation, why do countries allow their
money supplies to rise quickly? Usually, rapid rates of money growth are the re-
sult of large government budget deficits. Particularly in developing countries or
countries suffering from war or political instability, governments sometimes find
that they cannot raise sufficient taxes or borrow enough from the public to
cover their expenditures. In this situation, the government’s only recourse may
be to print new money and use this money to pay its bills. If the resulting in-
crease in the amount of money in circulation is large enough, the result will be
inflation.

YV

YV

M  V  P  Y,
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■ Central banks control the money supply through open-market operations.
Open-market purchases increase the money supply while open-market
sales decrease the money supply.

■ A high rate of money growth generally leads to inflation. The larger the
amount of money in circulation, the higher the public will bid up the
prices of available goods and services.

■ Velocity measures the speed at which money circulates in payments for
final goods and services; equivalently it is equal to nominal GDP divided
by the stock of money. A numerical value for velocity can be obtained
from the equation V  (P  Y) M, where V is velocity, P  Y is nominal
GDP, and M is the money supply.

■ The quantity equation states that money times velocity equals nominal
GDP, or, in symbols, M  V  P  Y. The quantity equation is a restate-
ment of the definition of velocity and thus always holds. If velocity and
output are approximately constant, the quantity equation implies that a
given percentage increase in the money supply leads to the same percent-
age increase in the price level. In other words, the rate of growth of the
money supply equals the rate of inflation.

EN 21
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■ S U M M A R Y ■

• The U.S. banking system consists of thousands of
commercial banks that accept deposits from individu-
als and businesses and use those deposits to make
loans. Banks are the most important example of a
class of institutions called financial intermediaries. Fi-
nancial intermediaries develop expertise in evaluating
prospective borrowers, making it unnecessary for
small savers to do that on their own. LO1

• Governments and corporations can also obtain fi-
nancing by issuing bonds or stocks. A bond is a legal
promise to repay a debt, including both the principal
amount and regular interest or coupon payments. The

prices of existing bonds decline when interest rates
rise. A share of stock is a claim to partial ownership
of a firm. The price of a stock depends positively on
the dividend the stock is expected to pay and on the
expected future price of the stock and negatively on
the rate of return required by financial investors to
hold the stock. The required rate of return in turn is
the sum of the return on safe assets and the additional
return required to compensate financial investors for
the riskiness of stocks, called the risk premium. LO2

• The financial system, consisting of banks, bond mar-
kets and stock markets, improves the allocation of

BOX 21.1: APPROXIMATING THE PERCENTAGE CHANGE 

OF A PRODUCT

In Equation 21.5, we assumed that V and Y were constant and showed that
the percentage change in M would then equal the rate of inflation, which is
the percentage change in P. If V and Y are not constant, one can still make
some interesting inferences about the connection between changes in the
money stock and inflation. According to the quantity equation (Equation
21.4) M   V P   Y. Since this relationship is always true by definition, it
is an identity. Consequently, any time the left-hand side M   V changes by a
specific amount or by a specific percentage, the right-hand side P   Y must
change by the same amount or by the same percentage. Thus:

% change in (M   V)  % change in (P   Y). (21.6)

Economists often use a simple approximation to disaggregate the percentage
changes in Equation 21.6. The percentage change in the product of two (or
more) variables is approximately equal to the sum of the percentage changes
in each of the variables, as long as those percentage changes are relatively
small. Using this approximation, we can rewrite Equation 21.6 as

% change in M % change in V  % change in P % change in Y, (21.7)

where the mathematical symbol means “is approximately equal to.”
Suppose, for example, the money supply M grows by 4 percent per year,

velocity V grows by 1 percent per year, and real GDP Y grows by 3 percent
per year. If we insert these values into Equation 21.7, we obtain

4%  1%  % change in P 3%.

We can solve this to obtain the approximate rate of inflation:

% change in P 4%  1%  3%  2%.

Indeed, whenever any three percentage changes in Equation 21.7 are known,
one can use Equation 21.7 to solve for the fourth percentage change. Econo-
mists use this “percentage change rule” in a variety of applications.
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saving in two ways. First, it provides information to
savers about which of the many possible uses of their
funds are likely to prove most productive, and hence
pay the highest return. Second, financial markets help
savers share the risks of lending by permitting them to
diversify their financial investments. LO3

• Money is any asset that can be used in making pur-
chases. Money has three main functions: as a medium
of exchange, as a unit of account, and as a store of
value. In practice, it is difficult to measure the money
supply since many assets have some money like fea-
tures. A relatively narrow measure of money is M1,
which includes currency and checking accounts. A
broader measure of money. M2, includes all the assets
in M1 plus additional assets that are somewhat less
convenient to use in transactions than those included
in M1. LO4

• Because bank deposits are part of the money supply,
the behavior of commercial banks and of bank de-

positors affects the amount of money in the economy.
Specifically, commercial banks create money through
multiple rounds of lending and accepting deposits.
The money supply equals currency held by the public
plus deposits in the banking system. LO5

• The central bank of the United States is called the
Federal Reserve System, or the Fed for short. The Fed
can affect the money supply indirectly in several
ways. In the most important of these, called open-
market operations, the Fed buys or sells government
securities in exchange for currency held by banks or
the public. LO6

• Control of the money supply is important in the long
run because the rate of growth of the money supply
and the rate of inflation are closely linked. In particu-
lar, the quantity equation can be used to show that
under certain conditions, a given percentage increase
in the money supply will led to the same percentage
increase in the price level. LO6

■ K E Y  T E R M S ■

bank reserves (593)
barter (590)
bond (582)
coupon payments (582)
coupon rate (582)
diversification (587)
dividend (584)
Federal Reserve System 

(the Fed) (598)
financial intermediaries (580)

fractional-reserve banking 
system (594)

M1 (591)
M2 (591)
maturation date (582)
medium of exchange (590)
money (589)
mutual fund (589)
100 percent reserve banking (593)
open-market operations (599)

open-market purchase (599)
open-market sale (599)
principal amount (582)
quantity equation (601)
reserve-deposit ratio (594)
risk premium (586)
stock (or equity) (584)
store of value (590)
unit of account (590)
velocity (600)

■ R E V I E W  Q U E S T I O N S ■

1. Arjay plans to sell a bond that matures in one year
and has a principal value of $1,000. Can he expect
to receive $1,000 in the bond market for the bond?
Explain. LO2

2. Stock prices surge, but the prices of government
bonds remain stable. What can you infer from the
behavior of bond prices about the possible causes
of the increase in stock values? LO2

3. Give two ways that the financial system helps to
improve the allocation of savings. Illustrate with
examples. LO3

4. What is money? Why do people hold money even
though it pays a lower return than other financial
assets? LO4

5. Suppose that the public switches from doing most
of its shopping with currency to using checks in-
stead. If the Fed takes no action, what will happen
to the national money supply? Explain. LO1,

LO5

6. The Fed wants to reduce the U.S. money supply.
Describe what it would do, and explain how this
action would accomplish the Fed’s objective. LO6

7. Use the quantity equation to explain why money
growth and inflation tend to be closely linked. LO6
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■ P R O B L E M S ■

1. Simon purchases a bond, newly issued by the Amalgamated Corporation, for
$1,000. The bond pays $60 to its holder at the end of the first and second years
and pays $1,060 upon its maturity at the end of the third year. LO2

a. What are the principal amount, the term, the coupon rate, and the coupon
payment for Simon’s bond?

b. After receiving the second coupon payment (at the end of the second year),
Simon decides to sell his bond in the bond market. What price can be expect
for his bond if the one-year interest rate at that time is 3 percent? 8 percent?
10 percent?

c. Can you think of a reason that the price of Simon’s bond after two years
might fall below $1,000, even though the market interest rate equals the
coupon rate?

2. Shares in Brothers Grimm, Inc., manufacturers of gingerbread houses, are ex-
pected to pay a dividend of $5.00 in one year and to sell for $100 per share at that
time. How much should you be willing to pay today per share of Grimm: LO2

a. If the safe rate of interest is 5 percent and you believe that investing in
Grimm carries no risk?

b. If the safe rate of interest is 10 percent and you believe that investing in
Grimm carries no risk?

c. If the safe rate of interest is 5 percent, but your risk premium is 3 percent?
d. Repeat parts a to c, assuming that Grimm is not expected to pay a dividend,

but the expected price is unchanged.

3. Your financial investments consist of U.S. government bonds maturing in 10
years and shares in a start-up company doing research in pharmaceuticals.
How would you expect each of the following news items to affect the value of
your assets? Explain your reasoning. LO2

a. Interest rates of newly issued government bonds rise.
b. Inflation is forecasted to be much lower than previously expected (Hint:

Recall the Fisher effect from Chapter 17.) Assume for simplicity that this in-
formation does not affect your forecast of the dollar value of the pharma-
ceutical company’s future dividends and stock price.

In parts c to f, interest rates on newly issued government bonds are assumed to
remain unchanged.
c. Large swings in the stock market increase financial investors’ concerns about

market risk.
d. The start-up company whose stock you own announces the development of

a valuable new drug. However, the drug will not come to market for at least
five years.

e. The pharmaceutical company announces that it will not pay a dividend next
year.

f. The federal government announces a system of price controls on prescrip-
tion drugs.

4. You have $1,000 to invest and are considering buying some combination of the
shares of two companies, DonkeyInc and ElephantInc. Shares of DonkeyInc
will pay a 10 percent return if the Democrats are elected, an event you believe
to have a 40 percent probability; otherwise the shares pay a zero return. Shares
of ElephantInc will pay 8 percent if the Republicans are elected (a 60 percent
probability), zero otherwise. Either the Democrats or the Republicans will be
elected. LO2, LO3

a. If your only concern is maximizing your average expected return, with no re-
gard for risk, how should you invest your $1,000?



b. What is your expected return if you invest $500 in each stock? (Hint: Con-
sider what your return will be if the Democrats win and if the Republicans
win, then weight each outcome by the probability that event occurs.)

c. The strategy of investing $500 in each stock does not give the highest possi-
ble average expected return. Why might you choose it anyway?

d. Devise an investment strategy that guarantees at least a 4.4 percent return,
no matter which party wins.

e. Devise an investment strategy that is riskless, that is, one in which the return
on your $1,000 does not depend at all on which party wins.

5. During World War II, an Allied soldier named Robert Radford spent several
years in a large German prisoner-of-war camp. At times more than 50,000 pris-
oners were held in the camp, with some freedom to move about within the com-
pound. Radford later wrote an account of his experiences. He described how an
economy developed in the camp, in which prisoners traded food, clothing, and
other items. Services such as barbering also were exchanged. Lacking paper
money, the prisoners began to use cigarettes (provided monthly by the Red Cross)
as money. Prices were quoted, and payments made, using cigarettes. LO4

a. In Radford’s POW camp, how did cigarettes fulfill the three functions of
money?

b. Why do you think the prisoners used cigarettes as money, as opposed to
other items of value such as squares of chocolate or pairs of boots?

c. Do you think a nonsmoking prisoner would have been willing to accept
cigarettes in exchange for a good or service in Radford’s camp? Why or
why not?

6. Redo the example of Gorgonzola in the text (see Tables 21.3 to 21.7), assuming
that (a) initially, the Gorgonzolan central bank puts 5,000,000 guilders into cir-
culation and (b) commercial banks desire to hold reserves of 20 percent of de-
posits. As in the text, assume that the public holds no currency. Show the
consolidated balance sheets of Gorgonzolan commercial banks after the initial
deposits (compare to Table 21.3), after one round of loans (compare to Table
21.4), after the first redeposit of guilders (compare to Table 21.5), and after
two rounds of loans and redeposits (Compare to Table 21.6). What are the final
values of bank reserves, loans, deposits, and the money supply? LO5

7. Answer each of the following questions. LO5

a. Bank reserves are 100, the public holds 200 in currency, and the desired
reserve-deposit ratio is 0.25. Find deposits and the money supply.

b. The money supply is 500 and currency held by the public equals bank re-
serves. The desired reserve-deposit ratio is 0.25. Find currency held by the
public and bank reserves.

c. The money supply is 1,250, of which 250 is currency held by the public.
Bank reserves are 100. Find the desired reserve-deposit ratio.

8. When a central bank increases bank reserves by $1, the money supply rises by
more than $1. The amount of extra money created when the central bank in-
creases bank reserves by $1 is called the money multiplier. LO6

a. Explain why the money multiplier is generally greater than 1. In what spe-
cial case would it equal 1?

b. The initial money supply is $1,000, of which $500 is currency held by the
public. The desired reserve-deposit ratio is 0.2. Find the increase in money
supply associated with increases in bank reserves of $1, $5, and $10. What
is the money multiplier in this economy?

c. Find a general rule for calculating the money multiplier.
d. Suppose the Fed wanted to reduce the money multiplier, perhaps because it

believes that change would give it more precise control over the money sup-
ply. What action could the Fed take to achieve its goal?

606 CHAPTER 21 THE FINANCIAL SYSTEM, MONEY, AND PRICES



9. Consider a country in which real GDP is $8 trillion, nominal GDP is $10 tril-
lion, M1 is $2 trillion, and M2 is $5 trillion. LO6

a. Find velocity for M1 and for M2.
b. Show that the quantity equation holds for both M1 and M2.

10. You are given the following hypothetical data for 2007 and 2008: LO6

a. Find the price level for 2007 and 2008. What is the rate of inflation between
the two years?

b. What is the rate of inflation between 2007 and 2008 if the money supply in
2008 is 1,100 instead of 1,050?

c. What is the rate of inflation between 2007 and 2008 if the money supply in
2008 is 1,100 and output is 2008 is 12,600?

ANSWERS TO IN-CHAPTER EXERCISES 607

■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

21.1 Since bond prices fell, interest rates must have risen. To find the interest rate,
note that bond investors are willing to pay only $960 today for a bond that
will pay back $1,070 (a coupon payment of $70 plus the principal amount of
$1,000) in one year. To find the one-year return, divide $1,070 by $960 to get
1.115. Thus, the interest rate must have risen to 11.5 percent. LO2

21.2 The share of stock will be worth $81.00 in one year—the sum of its expected
future price and the expected dividend. At an interest rate of 4 percent,
its value today is $81.00 1.04  $77.88. At an interest rate of 8 percent,
the stock’s current value is $81.00 1.08  75.00. Recall from the example
above that when the interest rate is 6 percent, the value of a share of
FortuneCookie.com is $76.42. Since higher interest rates imply lower stock
values, news that interest rates are about to rise should cause the stock
market to fall. LO2

21.3 Table 21.6 shows the balance sheet of banks after two rounds of lending and
redeposits. At that point, deposits are 2,710,000 guilders and reserves are
1,000,000 guilders. Since banks have a desired reserve-deposit ratio of 10 per-
cent, they will keep 271,000 guilders (10 percent of deposits) as reserves and
lend out the remaining 729,000 guilders. Loans to farmers are now 2,439,000
guilders. Eventually the 729,000 guilders lent to the farmers will be rede-
posited into the banks, giving the banks deposits of 3,439,000 guilders and
reserves of 1,000,000 guilders. The balance sheet is as shown in the accom-
panying table.

Notice that assets equal liabilities. The money supply equals deposits, or
3,439,000 guilders. Currency held in the banks as reserves does not count in
the money supply. LO5

Assets Liabilities

Currency ( reserves) 1,000,000 guilders Deposits 3,439,000 guilders

Loans to farmers 2,439,000 guilders

2007 2008

Money supply 1,000 1,050

Velocity 8.0 8.0

Real GDP 12,000 12,000



21.4 Because the public holds no currency, the money supply equals bank de-
posits, which in turn equal bank reserves divided by the reserve-deposit ra-
tio (Equation 21.1). If bank reserves are 1,000,000 and the reserve-deposit
ratio is 0.05, then deposits equal 20,000,000 guilders, which is also the
money supply. If bank reserves are 2,000,000 guilders and the reserve-
deposit ratio is 0.10, then the money supply and deposits are again equal to
20,000,000 guilders, or 2,000,000/0.10. LO5

21.5 If the central bank sells 50 shekels of government bonds in exchange for cur-
rency, the immediate effect is to reduce the amount of currency in the hands
of the public by 50 shekels. To restore their currency holding to the desired
level of 1,000 shekels, the public will withdraw 50 shekels from commercial
banks, reducing bank reserves from 200 shekels to 150 shekels. The desired
reserve-deposit ratio is 0.2, so ultimately deposits must equal 150 shekels in
reserves divided by 0.2, or 750 shekels. (Note that to reduce their deposits, the
commercial banks will have to “call in” loans, reducing their loans outstand-
ing.) The money supply equals 1,000 shekels in currency held by the public
plus 750 shekels in deposits, or 1,750 shekels. Thus, the open-market pur-
chase has reduced the money supply from 2,000 to 1,750 shekels. LO6
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P A R T

7
T H E  E CO N O M Y  I N  T H E

S H O R T  R U N
■

A sign in Redwood City, California, boasts that the Bay Area town has

the world’s best climate. Redwood City’s mean annual temperature and

rainfall are similar to that of many other U.S. cities, so on what basis do

Redwood City’s boosters make their claim? The weather in Redwood

City is attractive to many people because it varies so little over the year,

being almost equally comfortable in winter and in summer. A city with

the same average yearly temperature as Redwood City, but where the

winters are freezing and the summers unbearably hot, would not be

nearly so pleasant a place to live.

An analogous idea applies to the performance of the economy. As we

saw, over a period of decades or more, the economy’s average rate of

growth is the crucial determinant of average living standards. But short-

term fluctuations of the economy’s growth rate around its long-run aver-

age matter for economic welfare as well. In particular, periods of slow or

negative economic growth, known as recessions, may create significant

economic hardship and dissatisfaction. In Part 7 we will explore the

causes of short-term fluctuations in key economic variables, including

output, unemployment, and inflation, and we will discuss the options

available to government policymakers for stabilizing the economy.

Chapter 22 provides some necessary background for our study of

short-term fluctuations by describing their key characteristics and re-

viewing the historical record of fluctuations in the U.S. economy. In

Chapters 23 through 26, we develop a framework for the analysis of

short-term fluctuations and the alternative policy responses. Chapter 23

shows how fluctuations in aggregate spending may lead to short-run fluc-

tuations in output and employment. That chapter also explains how

changes in fiscal policy—policies relating to government spending and tax-

ation—can be used to stabilize spending and output. Chapter 24 focuses

on monetary policy, a second tool for stabilizing output and employment.



Chapter 25 incorporates inflation into the analysis, discussing both the sources of infla-

tion and the policies that can be used to control it. Finally, Chapter 26 extends the analy-

sis and discusses the practices and pitfalls of macroeconomic policymaking in more

detail.
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C H A P T E R

22
S h o r t - Te rm E conom i c

F l u c t u a t i o n s
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Identify the four phases of the business cycle.

2. Explain the primary characteristics of recessions and expansions.

3. Define potential output, measure the output gap, and use these concepts

to analyze an economy’s position in the business cycle.

4. Define the natural rate of unemployment and show how it is related to

cyclical unemployment.

5. Use Okun’s law to analyze the relationship between the output gap and

cyclical unemployment.

6. Discuss the basic differences between how the economy operates in the

short run versus the long run.

n early 1991, following the defeat of Iraq in the Gulf War by the United
States and its allies, polls showed that 90 percent of the American pub-
lic approved of the job George H. W. Bush was doing as president. The

Gulf War victory followed a number of other popular developments in the for-
eign policy sphere, including the ouster of the corrupt leader General Manuel
Noriega from Panama in December 1989; improved relations with China; ap-
parent progress in Middle East peace talks; and the end of apartheid in South
Africa. The collapse of the Soviet Union in December 1991—a stunning event
that signaled the end of the Cold War—also occurred during Bush’s term. Yet de-
spite these political pluses, in the months following the Gulf War, Bush’s sky-high
approval rating declined sharply. According to one poll, by the time of the Repub-
lican national convention in the summer of 1992, only 29 percent of the public
approved of Bush’s performance. Although the president’s ratings improved dur-
ing the campaign, Bush and his running mate, Dan Quayle, lost the 1992 general

I
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election to Bill Clinton and Al Gore, receiving only 39 million of the 104 million
votes cast. A third-party candidate, Ross Perot, received nearly 20 million votes.

What caused this turnaround in (the first) President Bush’s political fortunes?
Despite his high marks from voters in foreign policy, the president’s domestic eco-
nomic policies were widely viewed as ineffective. Bush received much criticism for
breaking his campaign pledge not to raise taxes. More important, the economy
weakened significantly in 1990–1991, then recovered only slowly. Although infla-
tion was low, by mid-1992 unemployment had reached 7.8 percent of the labor
force—2.5 percentage points higher than in the first year of Bush’s term, and the
highest level since 1984. A sign in Democratic candidate Bill Clinton’s campaign
headquarters summarized Clinton’s strategy for winning the White House: “It’s the
economy, stupid.” Clinton realized the importance of the nation’s economic prob-
lems and pounded away at the Republican administration’s inability to pull the
country out of the doldrums. Clinton’s focus on the economy was the key to his
election.

Clinton’s ability to parlay criticism of economic conditions into electoral suc-
cess is not unusual in U.S. political history. Weakness in the economy played a de-
cisive role in helping Franklin D. Roosevelt to beat Herbert Hoover in 1932, John
F. Kennedy to best Richard Nixon in 1960, and Ronald Reagan to defeat Jimmy
Carter in 1980. President George W. Bush found the political popularity he enjoyed
after ousting the Taliban from Afghanistan in 2001 eroded by an economic down-
turn and a slow subsequent recovery—although, unlike his father, he succeeded in
winning reelection. On the other hand, strong economic conditions often have
helped incumbent presidents (or the incumbent’s party) to retain office, including
Nixon in 1972, Reagan in 1984, and Clinton in 1996. Indeed, a number of empir-
ical studies have suggested that economic performance in the year preceding the
election is among the most important determinants of whether an incumbent pres-
ident is likely to win reelection.

In the preceding part of the book, we discussed the factors that determine long-
run economic growth. Over the broad sweep of history, those factors determine the
economic success of a society. Indeed, over a span of 30, 50, or 100 years, relatively
small differences in the rate of economic growth can have an enormous effect on the
average person’s standard of living. But even though the economic “climate” (long-
run economic conditions) is the ultimate determinant of living standards, changes
in the economic “weather” (short-run fluctuations in economic conditions) are also
important. A good long-run growth record is not much consolation to a worker
who has lost her job due to a recession. The bearing that short-term macroeco-
nomic performance has on election results is one indicator of the importance the av-
erage person attaches to it.

In this part of the book, we study short-term fluctuations in economic activity,
commonly known as recessions and expansions. We will start, in this chapter, with
some background on the history and characteristics of these economic ups and downs.
The chapters that follow focus on the causes of short-term fluctuations, as well as
the available policy responses. Because the analysis of short-term economic fluc-
tuations can become complex and even controversial, we will proceed in a step-by-
step fashion. In this chapter we will introduce a basic—and oversimplified—model
of booms and recessions, which we will refer to as the basic Keynesian model in
honor of its principal originator, the British economist John Maynard Keynes. The
basic Keynesian model focuses on the components of aggregate spending, such as
consumption spending by households and investment spending by firms, and the
effects of changes in spending on total real GDP.

Though this model is a useful starting point, it does not address some key is-
sues. First, and perhaps most important, the basic Keynesian model has little to say
about the determinants of inflation. Second, because it focuses on the very short
run, this model does not give adequate attention to the economy’s own natural
tendency to eliminate deviations from full employment over the longer run. Because
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the basic Keynesian model does not take into account the “self-correcting” tenden-
cies of the economy, it tends to overstate the need for government intervention to
offset fluctuations. In the following chapters, we will add new features to the model
to make it more realistic. By the end of this part, we will have discussed the major
causes of short-term economic fluctuations, as well as the options policymakers
have in responding to them.

RECESSIONS AND EXPANSIONS

As background to the study of short-term economic fluctuations, let’s review the
historical record of fluctuations in the U.S. economy. Figure 22.1 shows the path of
real GDP in the United States since 1929. As you can see, the growth path of real
GDP is not always smooth; the bumps and wiggles correspond to short periods of
faster or slower growth.

A period in which the economy is growing at a rate significantly below normal
is called a recession or a contraction. An extremely severe or protracted recession is
called a depression. You should be able to pick out the Great Depression in Figure
22.1, particularly the sharp initial decline between 1929 and 1933. But you also can
see that the U.S. economy was volatile in the mid-1970s and the early 1980s, with
serious recessions in 1973–1975 and 1981–1982. A moderate recession (but not
moderate enough for the first President Bush) occurred in 1990–1991. The next re-
cession did not begin for another 10 years, the longest period without a recession in
U.S. history. It, too, was short and relatively mild, beginning in March 2001 and
ending eight months later.
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FIGURE 22.1

Fluctuations in U.S. Real

GDP, 1929–2007.

Real GDP does not grow

smoothly but has speedups

(expansions or booms) and

slowdowns (recessions or

depressions). Note the

contraction from 1929 to

1933 (the first phase of the

Great Depression), the

boom in 1941–1945 (World

War II), and the recessions

of 1973–1975, 1981–1982,

1990–1991, and 2001.
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An informal definition of a recession, often cited by reporters, is a period during
which real GDP falls for at least two consecutive quarters. This definition is not a
bad rule of thumb, as real GDP usually does fall during recessions. However, many
economists would argue that periods in which real GDP growth is well below nor-
mal, though not actually negative, should be counted as recessions. Indeed, real GDP
fell in only one quarter during the 2001 recession. Another problem with relying on
GDP figures for dating recessions is that GDP data can be substantially revised,
sometimes years after the fact. In practice, when trying to determine whether a re-
cession is in progress, economists look at a variety of economic data, not just GDP.

recession (or contraction) a

period in which the economy 

is growing at a rate significantly 

below normal

depression a particularly severe

or protracted recession

SOURCE: Bureau of Economic Analysis (www.bea.gov).



Table 22.1 lists the beginning and ending dates of U.S. recessions since 1929, as
well as the duration (length, in months) of each. The table also gives the highest un-
employment rate recorded during each recession and the percentage change in real
GDP. (Ignore the last column of the table for now.) The beginning of a recession is
called the peak because it represents the high point of economic activity prior to a
downturn. The end of a recession, which marks the low point of economic activity
prior to a recovery, is called the trough. The dates of peaks and troughs reported in
Table 22.1 were determined by the National Bureau of Economic Research
(NBER), a nonprofit organization of economists that has been a major source of re-
search on short-term economic fluctuations since its founding in 1920. The NBER
is not a government agency, but it is usually treated by the news media and the
government as the “official” arbiter of the dates of peaks and troughs.

Table 22.1 shows that since 1929, by far the longest and most severe recession
in the United States was the 43-month economic collapse that began in August
1929 and lasted until March 1933, initiating what became known as the Great De-
pression. Between 1933 and 1937, the economy grew fairly rapidly, so technically
the period was not a recession, although unemployment remained very high at close
to 20 percent of the workforce. In 1937–1938, the nation was hit by another sig-
nificant recession. Full economic recovery from the Depression did not come until
U.S. entry into World War II at the end of 1941. The economy boomed from 1941
to 1945 (see Figure 22.1), reflecting the enormous wartime production of military
equipment and supplies.

In sharp contrast to the 1930s, U.S. recessions since World War II have gener-
ally been short—between 6 and 16 months, from peak to trough. As Table 22.1
shows, the two most severe postwar recessions, 1973–1975 and 1981–1982, lasted
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TABLE 22.1

U.S. Recessions since 1929

Highest Duration of
Peak date Trough date Duration unemployment Change in subsequent

(beginning) (end) (months) rate (%) real GDP (%) expansion (months)

Aug. 1929 Mar. 1933 43 24.9  28.8 50

May 1937 June 1938 13 19.0  5.5 80

Feb. 1945 Oct. 1945 8 3.9  8.5 37

Nov. 1948 Oct. 1949 11 5.9  1.4 45

July 1953 May 1954 10 5.5  1.2 39

Aug. 1957 Apr. 1958 8 6.8  1.7 24

Apr. 1960 Feb. 1961 10 6.7 2.3 106

Dec. 1969 Nov. 1970 11 5.9 0.1 36

Nov. 1973 Mar. 1975 16 8.5  1.1 58

Jan. 1980 July 1980 6 7.6  0.3 12

July 1981 Nov. 1982 16 9.7  2.1 92

July 1990 Mar. 1991 8 7.5  0.9 120

Mar. 2001 Nov. 2001 8 5.8 0.8

NOTES: Unemployment rate is the annual rate. Peak and trough dates from the National Bureau of Economic Research. Unemployment
and real GDP data from Historical Statistics of the United States and the Economic Report of the President. Unemployment rate is the
annual rate for the trough year or the subsequent year, whichever is higher. Change in annual real GDP is measured from the peak year
to the trough year, except that the entry for the 1945 recession is the 1945–1946 change in real GDP, the entry for the 1980 recession is
the 1979–1980 change, and the entry for 2001 is the 2000–2001 change.

SOURCES: Peak and trough dates, National Bureau of Economic Research; unemployment and real GDP, Historical Statistics of the United
States and Economic Report of the President.
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just 16 months. And, though unemployment rates during those two recessions were
quite high by today’s standards, they were low compared to the Great Depression.
Since 1982 the U.S. economy has experienced only two relatively mild recessions: in
1990–1991 and in 2001. Although recent recessions have not been among the
worst that Americans have experienced, they warn us to guard against overconfi-
dence. Prosperity and economic stability can never be guaranteed.

The opposite of a recession is an expansion—a period in which the economy
is growing at a rate that is significantly above normal. A particularly strong and
protracted expansion is called a boom. In the United States, strong expansions
occurred during 1933–1937, 1961–1969, 1982–1990, and 1991–2001, with ex-
ceptionally strong growth during 1995–2000 (see Figure 22.1). On average, expan-
sions have been much longer than recessions. The final column of Table 22.1 shows
the duration, in months, of U.S. expansions since 1929. As you can see in the table,
the 1961–1969 expansion lasted 106 months; the 1982–1990 expansion, 92 months.
The longest expansion of all began in March 1991, at the trough of the 1990–1991
recession. This expansion lasted 120 months, a full 10 years, until a new recession
began in March 2001.

Calling the 2001 recession

The Business Cycle Dating Committee of the National Bureau of Economic
Research determined that a recession, the first in 10 years, began in March 2001.
What led the committee to choose that date?

As of the beginning of 2001, there had been no “official” recession in the
United States since the one that began in July 1990 and ended in March 1991. As
mentioned above, this 10-year period without a recession was the longest expan-
sion in U.S. history. However, the economy weakened considerably during the lat-
ter part of 2000 and in the spring and summer of 2001. A further blow was the
terrorist attacks of September 11, 2001, which caused the loss of many jobs both in
the affected areas and (because people became afraid to travel) in industries such as
airlines and hotels. Because of the increased likelihood that a recession had begun,
the six economists who form the Business Cycle Dating Committee—the group
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within the National Bureau of Economic Research that actually determines reces-
sion dates—found themselves called upon for the first time in a decade.

The determination of whether and when a recession has begun involves inten-
sive statistical analysis, mixed in with a significant amount of human judgment. The
Business Cycle Dating Committee typically relies heavily on a small set of statistical
indicators that measure the overall strength of the economy. The committee prefers
indicators that are available monthly because they are available quickly and may
provide relatively precise information about the timing of peaks and troughs. Four
of the most important indicators used by the committee are

■ Industrial production, which measures the output of factories and mines.

■ Total sales in manufacturing, wholesale trade, and retail trade.

■ Nonfarm employment (the number of people at work outside of agriculture).

■ Real after-tax income received by households, excluding transfers like Social
Security payments.

Each of these indicators measures a different aspect of the economy. Because their
movements tend to coincide with the overall movements in the economy, they are
called coincident indicators.

Normally the coincident indicators move more or less together; during the
2001 recession they did not. Industrial production and sales in the manufacturing
sector began to decline as early as September 2000. This early weakness in manu-
facturing reflected slow sales of information technology (computers, software, com-
munications devices, and the like) following the collapse of the “dot-com bubble”
in the stock market during 2000. (The values of high-tech stocks fell by two-thirds
or more during the year; see Figure 20.2 for the decline in the S&P 500.) However,
the weakness in manufacturing was not immediately reflected in the economy as a
whole, as both employment and personal income grew strongly in the fall of 2000.
Employment did not start to decline until around March 2001, and real personal
income continued to grow into the fall of 2001.

The failure of the coincident indicators to move closely together made the com-
mittee’s job difficult. The committee ultimately chose the date of the peak, or be-
ginning of the recession, to be March 2001, the month in which nonfarm
employment began to decline. A rationale for their choice is that recessions are sup-
posed to reflect declines in the entire economy, not just a few specific sectors. It
might be argued that the decline in nonfarm employment in March 2001 (which
counts people at work in the entire economy, outside of agriculture) was the first
clear indication that the slowdown that had begun in the high-tech sector had
spread to the broader economy. ◆

EXERCISE 22.1

Update Table 22.1 using the National Bureau of Economic Research Web

site (go to www.nber.org and search under business cycle dates). According

to the NBER, is the U.S. economy currently in recession or expansion? How

much time has elapsed since the last peak or trough?

SOME FACTS ABOUT SHORT-TERM 

ECONOMIC FLUCTUATIONS

Although Figure 22.1 and Table 22.1 show only twentieth-century data, periods of
expansion and recession have been a feature of industrial economies since at least
the late eighteenth century. Karl Marx and Friedrich Engels referred to these
fluctuations, which they called “commercial crises,” in their Communist Manifesto
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of 1848. In the United States, economists have been studying short-term fluctua-
tions for at least a century. The traditional term for these fluctuations is business cy-
cles, and they are still often referred to as cyclical fluctuations. Neither term is
accurate though; as Figure 22.1 shows, economic fluctuations are not “cyclical” at
all in the sense that they recur at predictable intervals, but instead are irregular in
their length and severity. This irregularity makes the dates of peaks and troughs ex-
tremely hard to predict, despite the fact that professional forecasters have devoted
a great deal of effort and brainpower to the task.

Expansions and recessions usually are not limited to a few industries or regions
but are felt throughout the economy. Indeed, the largest fluctuations may have a
global impact. For instance, the Great Depression of the 1930s affected nearly all
the world’s economies, and the 1973–1975 and 1981–1982 recessions also were
widely felt outside the United States. When East Asia suffered a major slowdown in
the late 1990s, the effects of that slowdown spilled over into many other regions
(although not so much the United States).

Even a relatively moderate recession, like the one that occurred in 2001, can
have global effects. Figure 22.2, which shows growth rates of real GDP over the pe-
riod 1999–2007 for Canada, Germany, Japan, the United Kingdom, and the United
States, illustrates this point. You can see that—except for Japan, which has per-
formed poorly since the early 1990s—all the countries experienced relatively strong
growth in 1999 and 2000. The 2001 recession lowered growth rates in all of the
countries, with recovery beginning in 2002.
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FIGURE 22.2

Real GDP Growth in Five

Major Countries,

1999–2007.
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in falling growth rates in all of

the major countries, with

recovery beginning in 2002.
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Unemployment is a key indicator of short-term economic fluctuations. The un-
employment rate typically rises sharply during recessions and recovers (although
more slowly) during expansions. Figure 18.8 (in Chapter 18) shows the U.S. unem-
ployment rate since 1960. You should be able to identify the recessions that began
in 1960, 1969, 1973, 1981, 1990, and 2001 by noting the sharp peaks in the un-
employment rate in those years. Recall from Chapter 18 that the part of unem-
ployment that is associated with recessions is called cyclical unemployment. Beyond
this increase in unemployment, labor market conditions generally worsen during re-
cessions. For example, during recessions, real wages grow more slowly, workers are

SOURCE: International Monetary Fund World Economic Outlook Database, April
2008 (www.imf.org).
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less likely to receive promotions or bonuses, and new entrants to the labor force
(such as college graduates) have a much tougher time finding attractive jobs.

Generally, industries that produce durable goods such as cars, houses, and
capital equipment are more affected than others by recessions and booms. In con-
trast, industries that provide services and nondurable goods like food are much
less sensitive to short-term fluctuations. Thus, an automobile worker or a con-
struction worker is far more likely to lose his or her job in a recession than is a
barber or a baker.

Like unemployment, inflation follows a typical pattern in recessions and ex-
pansions, though it is not so sharply defined. Figure 22.3 shows the U.S. inflation
rate since 1960; in the figure, periods of recession are indicated by shaded vertical
bars. As you can see, recessions tend to be followed soon after by a decline in the
rate of inflation. For example, the recession of 1981–1982 was followed by a
sharp reduction in inflation. Furthermore, many—though not all—postwar reces-
sions have been preceded by increases in inflation, as Figure 22.3 shows. The be-
havior of inflation during expansions and recessions will be discussed more fully
in Chapters 25 and 26.
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FIGURE 22.3

U.S. Inflation, 1960–2007.
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SOURCE: Economic Report of the President, February 2007, Table B-64 (www.gpoaccess.gov/eop/).

RECAP SOME FACTS ABOUT SHORT-TERM ECONOMIC

FLUCTUATIONS

■ A recession is a period in which output is growing more slowly than nor-
mal. An expansion, or boom, is a period in which output is growing more
quickly than normal.

■ The beginning of a recession is called the peak, and its end (which corre-
sponds to the beginning of the subsequent expansion) is called the trough.

■ The sharpest recession in the history of the United States was the initial
phase of the Great Depression in 1929–1933. Severe recessions also
occurred in 1973–1975 and 1981–1982. Two relatively mild recessions
occurred in 1990–1991 and 2001.



OUTPUT GAPS AND CYCLICAL UNEMPLOYMENT

If policymakers are to respond appropriately to recessions and expansions, and if
economists are to study them, knowing whether a particular economic fluctuation
is “big” or “small” is essential. Intuitively, a “big” recession or expansion is one in
which output and the unemployment rate deviate significantly from their normal or
trend levels. In this section we will attempt to be more precise about this idea by in-
troducing the concept of the output gap, which measures how far output is from its
normal level at a particular time. We also will revisit the idea of cyclical unemploy-
ment, or the deviation of unemployment from its normal level. Finally, we will
examine how these two concepts are related.

POTENTIAL OUTPUT AND THE OUTPUT GAP

The concept of potential output is a useful starting point for thinking about the
measurement of expansions and recessions. Potential output, also called potential
GDP or full-employment output, is the maximum sustainable amount of output
(real GDP) that an economy can produce. Note that potential output is not simply
the maximum amount of output. Because capital and labor can be utilized at
greater-than-normal rates for limited periods of time, a country’s actual output can
temporarily exceed its potential output. These greater-than-normal utilization rates,
however, cannot be sustained indefinitely, partly because workers cannot work
overtime every week and machinery occasionally must be shut down for mainte-
nance and repairs. Potential output is not a fixed number but grows over time, re-
flecting increases in both the amounts of available capital and labor and their
productivity. We discussed the sources of growth in potential output (the economy’s
productive capacity) in Chapter 19. We will use the symbol Y* to signify the econ-
omy’s potential output at a given point in time.

Why does a nation’s output sometimes grow quickly and sometimes slowly, as
shown for the United States in Figure 22.1? Logically, there are two possibilities:
First, changes in the rate of output growth may reflect changes in the rate at which
the country’s potential output is increasing. For example, unfavorable weather con-
ditions, such as a severe drought, would reduce the rate of potential output growth
in an agricultural economy, and a decline in the rate of technological innovation
might reduce the rate of potential output growth in an industrial economy. Under
the assumption that the country is using its resources at normal rates, so that actual
output equals potential output, a significant slowdown in potential output growth
would tend to result in recession. Similarly, new technologies, increased capital in-
vestment, or a surge in immigration that swells the labor force could produce un-
usually brisk growth in potential output, and hence an economic boom.
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■ Short-term economic fluctuations (recessions and expansions) are irregular
in length and severity, and thus are difficult to predict.

■ Expansions and recessions have widespread (and sometimes global)
impacts, affecting most regions and industries.

■ Unemployment rises sharply during a recession and falls, usually more
slowly, during an expansion.

■ Durable goods industries are more affected by expansions and recessions
than other industries. Services and nondurable goods industries are less
sensitive to ups and downs in the economy.

■ Recessions tend to be followed by a decline in inflation and are often
preceded by an increase in inflation.

potential output,Y* (or

potential GDP or full-

employment output) the

maximum sustainable amount 

of output (real GDP) that an

economy can produce



Undoubtedly, changes in the rate of growth of potential output are part of the
explanation for expansions and recessions. In the United States, for example, the
economic boom of the second half of the 1990s was propelled in part by new in-
formation technologies such as the internet. And the severe slowdown in Japan dur-
ing the decade of the 1990s reflected in part a reduction in the growth of potential
output, arising from factors such as slower growth in the Japanese labor force and
capital stock. When changes in the rate of GDP growth reflect changes in the
growth rate of potential output, the appropriate policy responses are those dis-
cussed in Chapter 19. In particular, when a recession results from slowing growth
in potential output, the government’s best response is to try to promote saving, in-
vestment, technological innovation, human capital formation, and other activities
that support growth.

A second possible explanation for short-term economic fluctuations is that
actual output does not always equal potential output. For example, potential out-
put may be growing normally, but for some reason the economy’s capital and labor
resources may not be fully utilized, so that actual output is significantly below the
level of potential output. This low level of output, resulting from underutilization
of economic resources, would generally be interpreted as a recession. Alternatively,
capital and labor may be working much harder than normal—firms may put work-
ers on overtime, for example—so that actual output expands beyond potential out-
put, creating a boom.

At any point in time, the difference between potential output and actual output
is called the output gap. Recalling that Y* is the symbol for potential output and
that Y stands for actual output (real GDP), we can express the output gap as Y  
Y*. A negative output gap—when actual output is below potential and resources
are not being fully utilized—is called a recessionary gap. A positive output gap—
when actual output is above potential and resources are being utilized at above-
normal rates—is referred to as an expansionary gap.

Policymakers generally view both recessionary gaps and expansionary gaps
as problems. It is not difficult to see why a recessionary gap is bad news for the
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economy: When there is a recessionary gap, capital and labor resources are not
being fully utilized, and output and employment are below maximum sustainable
levels. This is the sort of situation that poses problems for politicians’ reelection
prospects, as discussed in this chapter’s introduction. In addition to the fact that it
is unsustainable, an expansionary gap is considered a problem by policymakers
for a more subtle reason: What’s wrong, after all, with having higher output and
employment, even if it is temporary? A prolonged expansionary gap is problem-
atic because, when faced with a demand for their products that significantly ex-
ceeds their sustainable capacity, firms tend to raise prices. Thus, an expansionary
gap typically results in increased inflation, which reduces the efficiency of the
economy in the longer run. (We discuss the genesis of inflation in more detail in
Chapter 25.)

Thus, whenever an output gap exists, whether it is recessionary or expansion-
ary, policymakers have an incentive to try to eliminate the gap by returning actual
output to potential. In the next four chapters we will discuss both how output gaps
arise and the tools that policymakers have for stabilizing the economy—that is,
bringing actual output into line with potential output.

THE NATURAL RATE OF UNEMPLOYMENT AND 

CYCLICAL UNEMPLOYMENT

Whether recessions arise because of slower growth in potential output or because
actual output falls below potential, they bring bad times. In either case, output falls
(or at least grows more slowly), implying reduced living standards. Recessionary
output gaps are particularly frustrating for policymakers, however, because they im-
ply that the economy has the capacity to produce more, but for some reason avail-
able resources are not being fully utilized. Recessionary gaps violate the Efficiency
Principle in that they unnecessarily reduce the total economic pie, making the typi-
cal person worse off.

An important indicator of the low utilization of resources during recessions is
the unemployment rate. In general, a high unemployment rate means that labor
resources are not being fully utilized, so that output has fallen below potential (a
recessionary gap). By the same logic, an unusually low unemployment rate suggests
that labor is being utilized at an unsustainably high rate, so that actual output
exceeds potential output (an expansionary gap).

To better understand the relationship between the output gap and unemploy-
ment, recall from Chapter 18 the three broad types of unemployment: frictional
unemployment, structural unemployment, and cyclical unemployment. Frictional
unemployment is the short-term unemployment that is associated with the match-
ing of workers and jobs. Some amount of frictional unemployment is necessary for
the labor market to function efficiently in a dynamic, changing economy. Structural
unemployment is the long-term and chronic unemployment that occurs even when
the economy is producing at its normal rate. Structural unemployment often results
when workers’ skills are outmoded and do not meet the needs of employers—so,
for example, steelworkers may become structurally unemployed as the steel indus-
try goes into a long-term decline, unless those workers can retrain to find jobs in
growing industries. Finally, cyclical unemployment is the extra unemployment that
occurs during periods of recession. Unlike cyclical unemployment, which is present
only during recessions, frictional unemployment and structural unemployment are
always present in the labor market, even when the economy is operating normally.
Economists call the part of the total unemployment rate that is attributable to fric-
tional and structural unemployment the natural rate of unemployment. Put another
way, the natural rate of unemployment is the unemployment rate that prevails
when cyclical unemployment is zero, so that the economy has neither a recessionary
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nor an expansionary output gap. We will denote the natural rate of unemployment
as u*.

Cyclical unemployment, which is the difference between the total unemploy-
ment rate and the natural rate, can thus be expressed as u  u*, where u is the ac-
tual unemployment rate and u* denotes the natural rate of unemployment. In a
recession, the actual unemployment rate u exceeds the natural unemployment rate
u*, so cyclical unemployment, u  u*, is positive. When the economy experiences
an expansionary gap, in contrast, the actual unemployment rate is lower than the
natural rate, so that cyclical unemployment is negative. Negative cyclical unem-
ployment corresponds to a situation in which labor is being used at an unsustain-
ably high level, so that actual unemployment has dipped below its usual frictional
and structural levels.

Why has the natural rate of unemployment in the United States apparently

declined?

According to the Congressional Budget Office, which regularly estimates the nat-
ural rate of unemployment in the United States, the natural rate has fallen steadily
since about 1979, from 6.3 percent of the labor force to about 4.8 percent.1 Some
economists, noting that unemployment remained close to 4 percent for several years
around the turn of the millennium, have argued for an even lower natural rate, per-
haps as low as 4.5 percent. Why is the U.S. natural rate of unemployment appar-
ently so much lower today than it was 20 years ago?

The natural rate of unemployment may have fallen because of reduced fric-
tional unemployment, reduced structural unemployment, or both. A variety of ideas
have been advanced to explain declines in both types of unemployment. One
promising suggestion is based on the changing age structure of the U.S. labor force.2

The average age of U.S. workers is rising, reflecting the aging of the baby boom
generation. Indeed, over the past 25 years, the share of the labor force aged 16–24
has fallen from about 25 percent to about 15 percent. Since young workers are
more prone to unemployment than older workers, the aging of the labor force may
help to explain the overall decline in unemployment.

Why are young workers more likely to be unemployed? Compared to teenagers
and workers in their twenties, older workers are much more likely to hold long-
term, stable jobs. In contrast, younger workers tend to hold short-term jobs, per-
haps because they are not ready to commit to a particular career, or because their
time in the labor market is interrupted by schooling or military service. Because
they change jobs more often, younger workers are more prone than others to fric-
tional unemployment. They also have fewer skills, on average, than older workers,
so they may experience more structural unemployment. As workers age and gain
experience, however, their risk of unemployment declines.

Another possible explanation for the declining natural rate of unemployment is
that labor markets have become more efficient at matching workers with jobs,
thereby reducing both frictional and structural unemployment. For example, agen-
cies that arrange temporary help have become much more commonplace in the
United States in recent years. Although the placements these agencies make are in-
tended to be temporary, they often become permanent when an employer and
worker discover that a particularly good match has been made. Online job services,
which allow workers to search for jobs nationally and even internationally, also are
becoming increasingly important. By reducing the time people must spend in
unemployment and by creating more lasting matches between workers and jobs,
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1Congressional Budget Office, The Budget and Outlook: Fiscal Years 2008 to 2017, January 2008,
available online at www.cbo.gov/.
2See Robert Shimer, “Why Is the U.S. Unemployment Rate So Much Lower?” in B. Bernanke and
J. Rotemberg, eds., NBER Macroeconomics Annual, 1998.



temporary help agencies, online job services, and similar innovations may have re-
duced the natural rate of unemployment.3 ◆

OKUN’S LAW

What is the relationship between the output gap and the amount of cyclical unem-
ployment in the economy? We have already observed that by definition, cyclical un-
employment is positive when the economy has a recessionary gap, negative when
there is an expansionary gap, and zero when there is no output gap. A more quan-
titative relationship between cyclical unemployment and the output gap is given by
a rule of thumb called Okun’s law, after Arthur Okun, one of President Kennedy’s
chief economic advisers. According to Okun’s law, each extra percentage point of
cyclical unemployment is associated with about a 2 percentage point increase in the
output gap, measured in relation to potential output.4 So, for example, if cyclical
unemployment increases from 1 percent to 2 percent of the labor force, the reces-
sionary gap will increase from 2 percent to 4 percent of potential GDP. The follow-
ing example illustrates further.

Okun’s law and the output gap in the U.S. economy

Following are the actual unemployment rate, the natural unemployment rate, and
potential GDP (in billions of chained 2000 dollars) for the U.S. economy in four
selected years.
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Okun’s law each extra 

percentage point of cyclical 

unemployment is associated

with about a 2 percentage point

increase in the output gap,

measured in relation to 

potential output

3For a detailed analysis of factors affecting the natural rate, see Lawrence Katz and Alan Krueger, “The
High-Pressure U.S. Labor Market of the 1990s,” Brookings Papers on Economic Activity 1(1999),
pp. 1–88.
4Mathematically, Okun’s law can be expressed as (Y Y*) Y*  2(u u*). This relationship between
unemployment and output has weakened over time. When Arthur Okun first formulated his law in the
1960s, he suggested that each extra percentage point of unemployment was associated with about a
3 percentage point increase in the output gap.

In 1982 cyclical unemployment, u  u*, was 9.7%  6.1% or 3.6 percent of
the labor force. According to Okun’s law, the output gap for that year would be
 2 times that percentage, or  7.2 percent of potential output. Since potential out-
put was estimated to be $5,584 billion, the value of the output gap for that year
was  7.2%  $5,584 billion, or  $402 billion.

In 1991 cyclical unemployment was 6.8%  5.8%, or 1.0 percent of the labor
force. According to Okun’s law, the output gap for 1991 would be  2 times 1.0
percent, or  2.0 percent of potential GDP. Since potential GDP in 1991 was
$7,305 billion, the output gap in that year should have been  2.0%  $7,305, or
 $146 billion.

Both 1982 and 1991 were recession years, so the output gaps were recession-
ary gaps. In contrast, 1998 was a year of expansion, in which unemployment was
below the natural rate and the economy experienced an expansionary gap. Cyclical
unemployment in 1998 was 4.5%  5.2%, or  0.7 percent. The output gap in
1998 therefore should have been about 1.4 percent of the potential GDP of $8,950

SOURCES: Unemployment rate: www.bls.gov. Natural unemployment rate and potential GDP: Congres-
sional Budget Office, (www.cbo.gov/Spreadsheet/6060_Table2-2.xls).

Year u u* Y*

1982 9.7% 6.1% 5,584

1991 6.8 5.8 7,305

1998 4.5 5.2 8,950

2002 5.8 5.2 10,342



billion, or $125 billion. In other words, in 1998 actual GDP was about $125 billion
greater than potential GDP.

The year 2002 followed a recession year, so the economy was still experiencing
a recessionary gap. In 2002 cyclical unemployment was 5.8%  5.2%, or 0.6 per-
cent of the labor force. According to Okun’s law, the output gap for 2002 would be
 1.2 percent of the potential GDP of $10,342, or  $124 billion. ◆

EXERCISE 22.2

In the first quarter of 2008, the U.S. unemployment rate was 4.9 percent. As-

sume the natural rate of unemployment was 4.8 percent. By what percent-

age did actual GDP differ from potential GDP in the first quarter of 2008?

The output losses sustained in recessions, calculated according to Okun’s law,
can be quite significant. In our earlier example, we found the U.S. output gap in
1982 to be  $402 billion. The U.S. population in 1982 was about 230 million.
Hence, the output loss per person in that year equaled the total output gap of $402
billion divided by 230 million people, or $1,748—about $7,000 for a family of four
in 2000 dollars. This calculation implies that output gaps and cyclical unemploy-
ment may have significant costs—a conclusion that justifies the concern that the
public and policymakers have about recessions.

Why did the Federal Reserve take measures to slow down the economy in

1999 and 2000?

As noted in Chapter 21, monetary policy decisions of the Federal Reserve—actions
that change the level of the nation’s money supply—affect the performance of the
U.S. economy. Why did the Federal Reserve take measures to slow down the econ-
omy in 1999 and 2000?

Throughout the 1990s, cyclical unemployment in the United States fell dra-
matically, becoming negative sometime in 1997, according to Congressional Budget
Office estimates. Okun’s law indicates that growing negative cyclical unemploy-
ment rates signal an increasing expansionary gap, and with it an increased risk of
future inflation.

In 1997 and 1998 the Federal Reserve argued that the inflationary pressures
typically caused by rapidly expanding output and falling unemployment rates were
being offset by productivity gains and international competition, leaving inflation
rates lower than expected. Because inflation remained low during this period—
despite a small but growing expansionary gap—the Federal Reserve did little to
eliminate the gap.

However, as the actual unemployment rate continued to fall throughout 1999
and early 2000 the expansionary gap continued to widen, causing the Federal Re-
serve to grow increasingly concerned about the growing imbalance between actual
and potential GDP and the threat of increasing inflation. In response, the Federal
Reserve took actions in 1999 and 2000 to slow the growth of output and bring ac-
tual and potential output closer into alignment (we will give more details about
how the Fed can do this in Chapter 24). The Fed’s actions helped to “promote over-
all balance in the economy”5 and restrain inflation throughout 2000. By early
2001, however, the U.S. economy stalled and fell into recession, leading the Federal
Reserve to reverse course and take policy measures aimed at eliminating the grow-
ing recessionary gap. ◆
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5Testimony of Chairman Alan Greenspan, The Federal Reserve’s semiannual report on the economy and
monetary policy, Committee on Banking and Financial Services, U.S. House of Representatives, February
17, 2000. Available online at www.federalreserve.gov/boarddocs/hh/2000/February/Testimony.htm.



WHY DO SHORT-TERM FLUCTUATIONS 

OCCUR? A PREVIEW AND A PARABLE

What causes periods of recession and expansion? In the preceding section, we dis-
cussed two possible reasons for slowdowns and speedups in real GDP growth. First,
growth in potential output itself may slow down or speed up, reflecting changes in
the growth rates of available capital and labor and in the pace of technological
progress. Second, even if potential output is growing normally, actual output may
be higher or lower than potential output—that is, expansionary or recessionary
output gaps may develop. In Chapter 19, we discussed some of the reasons that
growth in potential output can vary, and the options that policymakers have for
stimulating growth in potential output. But we have not yet addressed the question
of how output gaps can arise or what policymakers should do in response. The
causes and cures of output gaps will be a major topic of the next four chapters.
Here is a brief preview of the main conclusions of those chapters:

1. In a world in which prices adjusted immediately to balance the quantities sup-
plied and demanded for all goods and services, output gaps would not exist.
However, for many goods and services, the assumption that prices will adjust
immediately is not realistic. Instead, many firms adjust the prices of their out-
put only periodically. In particular, rather than changing prices with every vari-
ation in demand, firms tend to adjust to changes in demand in the short run by
varying the quantity of output they produce and sell. This type of behavior is
known as “meeting the demand” at a preset price.

2. Because in the short run firms tend to meet the demand for their output at pre-
set prices, changes in the amount that customers decide to spend will affect out-
put. When total spending is low for some reason, output may fall below
potential output; conversely, when spending is high, output may rise above
potential output. In other words, changes in economywide spending are the
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■ Potential output is the maximum sustainable amount of output (real
GDP) that an economy can produce. The output gap, Y  Y*, is the dif-
ference between actual output, Y and potential output, Y*. When actual
output is below potential, the resulting output gap is called a recessionary
gap. When actual output is above potential, the difference is called an ex-
pansionary gap. A recessionary gap reflects a waste of resources, while an
expansionary gap threatens to ignite inflation; hence, policymakers have
an incentive to try to eliminate both types of output gaps.

■ The natural rate of unemployment u* is the sum of the frictional and struc-
tural unemployment rates. It is the rate of unemployment that is observed
when the economy is operating at a normal level, with no output gap.

■ Cyclical unemployment, u  u*, is the difference between the actual un-
employment rate u and the natural rate of unemployment u*. Cyclical un-
employment is positive when there is a recessionary gap, negative when
there is an expansionary gap, and zero when there is no output gap.

■ Okun’s law relates cyclical unemployment and the output gap. According
to this rule of thumb, each percentage point increase in cyclical unem-
ployment is associated with about a 2 percentage point increase in the
output gap, measured in relation to potential output.



primary cause of output gaps. Thus, government policies can help to eliminate
output gaps by influencing total spending. For example, the government can af-
fect total spending directly simply by changing its own level of purchases.

3. Although firms tend to meet demand in the short run, they will not be willing
to do so indefinitely. If customer demand continues to differ from potential out-
put, firms will eventually adjust their prices to eliminate output gaps. If demand
exceeds potential output (an expansionary gap), firms will raise their prices ag-
gressively, spurring inflation. If demand falls below potential output (a reces-
sionary gap), firms will raise their prices less aggressively or even cut prices,
reducing inflation.

4. Over the longer run, price changes by firms eliminate any output gap and bring
production back into line with the economy’s potential output. Thus, the econ-
omy is “self-correcting” in the sense that it operates to eliminate output gaps
over time. Because of this self-correcting tendency, in the long run actual out-
put equals potential output, so that output is determined by the economy’s pro-
ductive capacity rather than by the rate of spending. In the long run, total
spending influences only the rate of inflation.

These ideas will become clearer as we proceed through the next chapters. Before
plunging into the details of the analysis, though, let’s consider an example that
illustrates the links between spending and output in the short and long run.

Al’s ice cream store produces gourmet ice cream on the premises and sells it di-
rectly to the public. What determines the amount of ice cream that Al produces on
a daily basis? The productive capacity, or potential output, of the shop is one im-
portant factor. Specifically, Al’s potential output of ice cream depends on the
amount of capital (number of ice cream makers) and labor (number of workers)
that he employs, and on the productivity of that capital and labor. Although Al’s
potential output usually changes rather slowly, on occasion it can fluctuate signifi-
cantly—for example, if an ice cream maker breaks down or Al contracts the flu.

The main source of day-to-day variations in Al’s ice cream production, how-
ever, is not changes in potential output but fluctuations in the demand for ice cream
by the public. Some of these fluctuations in spending occur predictably over the
course of the day (more demand in the afternoon than in the morning, for exam-
ple), the week (more demand on weekends), or the year (more demand in the sum-
mer). Other changes in demand are less regular—more demand on a hot day than
a cool one, or when a parade is passing by the store. Some changes in demand are
hard for Al to interpret: For example, a surge in demand for rocky road ice cream
on one particular Tuesday could reflect a permanent change in consumer tastes, or
it might just be a random, one-time event.

How should Al react to these ebbs and flows in the demand for ice cream? The
basic supply-and-demand model that we introduced in Chapter 3, if applied to the
market for ice cream, would predict that the price of ice cream should change with
every change in the demand for ice cream. For example, prices should rise just after
the movie theater next door to Al’s shop lets out on Friday night, and they should
fall on unusually cold, blustery days, when most people would prefer a hot cider to
an ice cream cone. Indeed, taken literally, the supply and demand model of Chapter
3 predicts that ice cream prices should change almost moment to moment. Imagine
Al standing in front of his shop like an auctioneer, calling out prices in an effort to
determine how many people are willing to buy at each price!

Of course, we do not expect to see this behavior by an ice cream store owner.
Price setting by auction does in fact occur in some markets, such as the market for
grain or the stock market, but it is not the normal procedure in most retail markets,
such as the market for ice cream. Why this difference? The basic reason is that
sometimes the economic benefits of hiring an auctioneer and setting up an auction
exceed the costs of doing so, and sometimes they do not. In the market for grain,
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for example, many buyers and sellers gather together in the same place at the same
time to trade large volumes of standardized goods (bushels of grain). In that kind of
situation, an auction is an efficient way to determine prices and balance the quanti-
ties supplied and demanded. In an ice cream store, by contrast, customers come in
by twos and threes at random times throughout the day. Some want shakes, some
cones, and some sodas. With small numbers of customers and a low sales volume at
any given time, the costs involved in selling ice cream by auction are much greater
than the benefits of allowing prices to vary with demand.

So how does Al, the ice cream store manager, deal with changes in the demand
for ice cream? Observation suggests that he begins by setting prices based on the
best information he has about the demand for his product and the costs of produc-
tion. Perhaps he prints up a menu or makes a sign announcing the prices. Then,
over a period of time, he will keep his prices fixed and serve as many customers as
want to buy (up to the point where he runs out of ice cream or room in the store at
these prices). This behavior is what we call “meeting the demand” at preset prices,
and it implies that in the short run, the amount of ice cream Al produces and sells
is determined by the demand for his products.

However, in the long run, the situation is quite different. Suppose, for example,
that Al’s ice cream earns a citywide reputation for its freshness and flavor. Day af-
ter day Al observes long lines in his store. His ice cream maker is overtaxed, as are
his employees and his table space. There can no longer be any doubt that at current
prices, the quantity of ice cream the public wants to consume exceeds what Al
is able and willing to supply on a normal basis (his potential output). Expanding
the store is an attractive possibility, but not one (we assume) that is immediately
feasible. What will Al do?

Certainly one thing Al can do is raise his prices. At higher prices, Al will earn
higher profits. Moreover, raising ice cream prices will bring the quantity of ice
cream demanded closer to Al’s normal production capacity—his potential output.
Indeed, when the price of Al’s ice cream finally rises to its equilibrium level, the
shop’s actual output will equal its potential output. Thus, over the long run, ice cream
prices adjust to their equilibrium level, and the amount that is sold is determined
by potential output.

This example illustrates in a simple way the links between spending and output—
except, of course, that we must think of this story as applying to the whole econ-
omy, not to a single business. The key point is that there is an important difference
between the short run and the long run. In the short run, producers often choose
not to change their prices, but rather to meet the demand at preset prices. Because
output is determined by demand, in the short run total spending plays a central role
in determining the level of economic activity. Thus, Al’s ice cream store enjoys a
boom on an unusually hot day, when the demand for ice cream is strong, while an
unseasonably cold day brings an ice cream recession. But in the long run, prices ad-
just to their market-clearing levels, and output equals potential output. Thus, the
quantities of inputs and the productivity with which they are used are the primary
determinants of economic activity in the long run, as we saw in Chapter 19. Al-
though total spending affects output in the short run, in the long run its main effects
are on prices.

Why did the Coca-Cola Company test a vending machine that “knows” when

the weather is hot?

According to the New York Times (October 28, 1999, p. C1), the Coca-Cola Company has

quietly tested a soda vending machine that includes a temperature sensor. Why would

Coca-Cola want a vending machine that “knows” when the weather is hot?

When the weather is hot, the demand for refreshing soft drinks rises, increasing their

market-clearing price. To take advantage of this variation in consumer demand, the
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vending machines that Coca-Cola tested were equipped with a computer chip that gave

them the capability to raise soda prices automatically when the temperature climbs. The

company’s chairman and chief executive, M. Douglas Ivester, described in an interview

how the desire for a cold drink increases during a sports championship final held in the

summer heat. “So it is fair that it should be more expensive,” Mr. Ivester was quoted as

saying. “The machine will simply make this process automatic.” Company officials sug-

gested numerous other ways in which vending machine prices could be made dependent

on demand. For example, machines could be programmed to reduce prices during off-

peak hours or at low-traffic machines.

In traditional vending machines, cold drinks are priced in a way analogous to the way

Al prices his ice cream: A price is set, and demand is met at the preset price until the ma-

chine runs out of soda. The weather-sensitive vending machine illustrates how technology

may change pricing practices in the future. Indeed, increased computing power and access

to the internet already have allowed some firms, such as airline companies, to change

prices almost continuously in response to variations in demand. Conceivably, the practice

of meeting demand at a preset price may someday be obsolete.

On the other hand, Coca-Cola’s experiments with “smart” vending machines also il-

lustrate the barriers to fully flexible pricing in practice. First, the new vending machines

are more costly than the standard model. In deciding whether to use them, the company

must decide whether the extra profits from variable pricing justify the extra cost of the

machines. Second, in early tests, many consumers reacted negatively to the new ma-

chines, complaining that they take unfair advantage of thirsty customers. In practice,

customer complaints and concerns about “fairness” make companies less willing to vary

prices sensitively with changing demand. •
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■ S U M M A R Y ■

• Real GDP does not grow smoothly. Periods in which
the economy is growing at a rate significantly below
normal are called recessions; periods in which the
economy is growing at a rate significantly above nor-
mal are called expansions. A severe or protracted re-
cession, like the long decline that occurred between
1929 and 1933, is called a depression, while a partic-
ularly strong expansion is called a boom. LO1

• The beginning of a recession is called the peak be-
cause it represents the high point of economic activity
prior to a downturn. The end of a recession, which
marks the low point of economic activity prior to a
recovery, is called the trough. Since World War II,
U.S. recessions have been much shorter on average
than booms, lasting between 6 and 16 months. The
longest boom period in U.S. history began with the
end of the 1990–1991 recession in March 1991, end-
ing exactly 10 years later in March 2001 when a new
recession began. LO1

• Short-term economic fluctuations are irregular in length
and severity, and are thus hard to forecast. Expansions
and recessions are typically felt throughout the econ-
omy and may even be global in scope. Unemployment
rises sharply during recessions, while inflation tends
to fall during or shortly after a recession. Durable

goods industries tend to be particularly sensitive to re-
cessions and booms, whereas services and nondurable
goods industries are less sensitive. LO2

• Potential output, also called potential GDP or full-
employment output, is the maximum sustainable
amount of output (real GDP) that an economy can
produce. The difference between potential output and
actual output is the output gap. When output is be-
low potential, the gap is called a recessionary gap;
when output is above potential, the difference is
called an expansionary gap. Recessions can occur ei-
ther because potential output is growing unusually
slowly or because actual output is below potential.
Because recessionary gaps represent wasted resources
and expansionary gaps threaten to create inflation,
policymakers have an incentive to try to eliminate
both types of gap. LO3

• The natural rate of unemployment is the part of the
total unemployment rate that is attributable to fric-
tional and structural unemployment. Equivalently, the
natural rate of unemployment is the rate of unem-
ployment that exists when the output gap is zero.
Cyclical unemployment, the part of unemployment
that is associated with recessions and expansions,
equals the total unemployment rate less the natural



■ K E Y  T E R M S ■

PROBLEMS 629

unemployment rate. Cyclical unemployment is related
to the output gap by Okun’s law, which states that
each extra percentage point of cyclical unemployment
is associated with about a 2 percentage point increase
in the output gap, measured in relation to potential
output. LO4, LO5

• In the next several chapters, our study of recessions
and expansions will focus on the role of economy-
wide spending. If firms adjust prices only periodically,

and in the meantime produce enough output to meet
demand, then fluctuations in spending will lead to
fluctuations in output over the short run. During that
short-run period, government policies that influence
aggregate spending may help to eliminate output
gaps. In the long run, however, firms’ price changes
will eliminate output gaps—that is, the economy will
“self-correct”—and total spending will influence only
the rate of inflation. LO6

boom (615)
depression (613)
expansion (615)
expansionary gap (620)
natural rate of unemployment, 

u* (621)

Okun’s law (623)
output gap, Y   Y* (620)
peak (614)
potential output, Y* (or potential

GDP or full-employment
output) (619)

recession (or contraction) (613)
recessionary gap (620)
trough (614)

■ R E V I E W  Q U E S T I O N S ■

1. Define recession and expansion. What are the be-
ginning and ending points of a recession called? In
the postwar United States, which have been longer
on average: recessions or expansions? LO1, LO2

2. Why is the traditional term business cycles a mis-
nomer? How does your answer relate to the ease or
difficulty of forecasting peaks and troughs? LO2

3. Which firm is likely to see its profits reduced the
most in a recession: an automobile producer, a
manufacturer of boots and shoes, or a janitorial
service? Which is likely to see its profits reduced the
least? Explain. LO2

4. How is each of the following likely to be affected
by a recession: the natural unemployment rate, the

cyclical unemployment rate, the inflation rate, the
poll ratings of the president? LO2, LO4

5. Define potential output. Is it possible for an econ-
omy to produce an amount greater than potential
output? Explain. LO3

6. True or false: All recessions are the result of output
gaps. Explain. LO2, LO3

7. True or false: When output equals potential output,
the unemployment rate is zero. Explain. LO5

8. If the natural rate of unemployment is 5 percent,
what is the total rate of unemployment if output is
2 percent below potential output? What if output is
2 percent above potential output? LO5

■ P R O B L E M S ■

1. Using Table 22.1, find the average duration, the minimum duration, and the
maximum duration of expansions in the United States since 1929. Are expan-
sions getting longer or shorter on average over time? Is there any tendency for
long expansions to be followed by long recessions? LO1, LO2

2. From the homepage of the Bureau of Economic Analysis (www.bea.gov) obtain
quarterly data for U.S. real GDP from the last three recessions: 1981–1982,
1990–1991, and 2001. LO1, LO2

a. How many quarters of negative real GDP growth occurred in each recession?
b. Which, if any, of the recessions satisfied the informal criterion that a reces-

sion must have two consecutive quarters of negative GDP growth?



3. Given below are data on real GDP and potential GDP for the United States for
the years 1999–2007, in billions of 2000 dollars. For each year, calculate the
output gap as a percentage of potential GDP and state whether the gap is a
recessionary gap or an expansionary gap. Also calculate the year-to-year
growth rates of real GDP. Can you identify the recession that occurred during
this period? LO3
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4. From the homepage of the Bureau of Labor Statistics (www.bls.gov/), obtain
the most recent available data on the unemployment rate for workers aged
16–19 and workers aged 20 or over. How do they differ? What are some of the
reasons for the difference? How does this difference relate to the decline in the
overall natural rate of unemployment since 1980? LO4

5. Using Okun’s law, fill in the four pieces of missing data in the table below. The
data are hypothetical. LO5

■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

22.1 Answers will vary, depending on when the data are obtained. LO1 and LO2

22.3 The actual unemployment rate in the first quarter of 2005 exceeded the nat-
ural rate by 0.1 percent, so by Okun’s law actual output fell below potential
output by  2   0.1    0.2 percent of potential output (a recessionary gap). LO5

Natural Actual
Real Potential unemployment unemployment

Year GDP GDP rate (%) rate (%)

2010 7,840 8,000 (a) 6

2011 8,100 (b) 5 5

2012 (c) 8,200 4.5 4

2013 8,415 8,250 5 (d)

Year Real GDP Potential GDP

1999 $ 9,470 $ 9,248

2000 $ 9,817 $ 9,590

2001 $ 9,891 $ 9,927

2002 $10,049 $10,227

2003 $10,301 $10,501

2004 $10,676 $10,777

2005 $11,003 $11,068

2006 $11,319 $11,372

2007 $11,567 $11,687

SOURCE: Potential GDP: Congressional Budget Office; real GDP, Bureau of Economic Analysis.



C H A P T E R

23
S p end i n g  and Ou t pu t  

i n  t h e  S ho r t  Run
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Identify the key assumption of the basic Keynesian model and explain how

this affects the production decisions made by firms.

2. Discuss the determinants of planned investment and aggregate consumption

spending and how these concepts are used to develop a model of planned

aggregate expenditure.

3. Analyze, using graphs and numbers, how an economy reaches short-run

equilibrium in the basic Keynesian model.

4. Show how a change in planned aggregate expenditure can cause a change

in short-run equilibrium output and how this is related to the income-

expenditure multiplier.

5. Explain why the basic Keynesian model suggests that fiscal policy is useful

as a stabilization policy, and discuss the qualifications that arise in applying

fiscal policy in real-world situations.

hen one of the authors of this book was a small boy, he used to spend
some time every summer with his grandparents, who lived a few
hours from his home. A favorite activity of his during these visits was

to spend a summer evening on the front porch with his grandmother, listening to
her stories.

Grandma had spent the early years of her marriage in New England, during
the worst part of the Great Depression. In one of her reminiscences, she re-
marked that at that time, in the mid-1930s, it had been a satisfaction to her to be
able to buy her children a new pair of shoes every year. In the small town where
she and her family lived, many children had to wear their shoes until they fell
apart, and a few unlucky boys and girls went to school barefoot. Her grandson
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thought this was scandalous: “Why didn’t their parents just buy them new shoes?”
he demanded.

“They couldn’t,” said Grandma. “They didn’t have the money. Most of the
fathers had lost their jobs because of the Depression.”

“What kind of jobs did they have?”
“They worked in the shoe factories, which had to close down.”
“Why did the factories close down?”
“Because,” Grandma explained, “nobody had any money to buy shoes.”
The grandson was only six or seven years old at the time, but even he could see

that there was something badly wrong with Grandma’s logic. On the one side were
boarded-up shoe factories and shoe workers with no jobs; on the other, children
without shoes. Why couldn’t the shoe factories just open and produce the shoes the
children so badly needed? He made his point quite firmly, but Grandma just
shrugged and said it didn’t work that way.

The story of the closed-down shoe factories illustrates in a microcosm the cost
to society of a recessionary gap. In an economy with a recessionary gap, available
resources, which in principle could be used to produce valuable goods and services,
are instead allowed to lie fallow. This waste of resources lowers the economy’s out-
put and economic welfare, compared to its potential.

Grandma’s account also suggests how such an unfortunate situation might
come about. Suppose factory owners and other producers, being reluctant to accu-
mulate unsold goods on their shelves, produce just enough output to satisfy the
demand for their products. And suppose that, for some reason, the public’s willing-
ness or ability to spend declines. If spending declines, factories will respond by

©
 B

e
tt

m
a
n
n
/C

O
R

B
IS

BOX 23.1: JOHN MAYNARD KEYNES AND THE KEYNESIAN

REVOLUTION

John Maynard Keynes (1883–1946), perhaps the most influential economist
of the twentieth century, was a remarkable individual who combined a bril-
liant career as an economic theorist with an active life in diplomacy, finance,
journalism, and the arts. Keynes (pronouced “canes”) first came to promi-
nence at the end of World War I when he attended the Versailles peace con-
ference as a representative of the British Treasury. He was appalled by the
shortsightedness of the diplomats at the conference, particularly their insis-
tence that the defeated Germans make huge compensatory payments (called
reparations) to the victorious nations. In his widely read book The Economic
Consequences of the Peace (1919), Keynes argued that the reparations im-
posed on Germany were impossibly large, and that attempts to extract the
payments would prevent Germany’s economic recovery and perhaps lead to
another war. Unfortunately for the world, he turned out to be right.

In the period between the two world wars, Keynes held a professorship at
Cambridge, where his father had taught economics. Keynes’s early writings
had been on mathematics and logic, but after his experience in Versailles, he
began to work primarily on economics, producing several well-regarded
books. He developed an imposing intellectual reputation, editing Great
Britain’s leading scholarly journal in economics, writing articles for newspa-
pers and magazines, advising the government, and playing a major role in the
political and economic debates of the day. On the side, Keynes made fortunes
both for himself and for King’s College (a part of Cambridge University) by
speculating in international currencies and commodities. He was also an ac-
tive member of the Bloomsbury Group, a circle of leading artists, performers,
and writers that included E. M. Forster and Virginia Woolf. In 1925 Keynes
married the glamorous Russian ballerina Lydia Lopokova. Theirs was by all
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cutting their production (because they don’t want to produce goods they can’t sell)
and by laying off workers who are no longer needed. And because the workers who
are laid off will lose most of their income—a particularly serious loss in the 1930s,
in the days before government-sponsored unemployment insurance was common—
they must reduce their own spending. As their spending declines, factories will re-
duce their production again, laying off more workers, who in turn reduce their
spending—and so on, in a vicious circle. In this scenario, the problem is not a lack
of productive capacity—the factories have not lost their ability to produce—but
rather insufficient spending to support the normal level of production.

The idea that a decline in aggregate spending may cause output to fall below
potential output was one of the key insights of John Maynard Keynes, a highly in-
fluential British economist of the first half of the twentieth century. Box 23.1 gives
a brief account of Keynes’s life and ideas. The goal of this chapter is to present a
theory, or model, of how recessions and expansions may arise from fluctuations in
aggregate spending, along the lines first suggested by Keynes. This model, which we
call the basic Keynesian model, is also known as the Keynesian cross, after the dia-
gram that is used to illustrate the theory. In the body of the chapter, we will em-
phasize a numerical and graphical approach to the basic Keynesian model, although
an algebraic solution to the simple model is presented in Appendix A, which
provides an algebraic analysis to the more general model.

We will begin with a brief discussion of the key assumptions of the basic Key-
nesian model. We will then turn to the important concept of total, or aggregate,
planned spending in the economy. We will show how, in the short run, the rate of
aggregate spending helps to determine the level of output, which can be greater

accounts a very successful marriage, and Keynes devoted significant energies
to managing his wife’s career and promoting the arts in Britain.

Like other economists of the time, Keynes struggled to understand the
Great Depression that gripped the world in the 1930s. His work on the prob-
lem led to the publication in 1936 of The General Theory of Employment,
Interest, and Money. In The General Theory, Keynes tried to explain how
economies can remain at low levels of output and employment for protracted
periods. He stressed a number of factors, most notably that aggregate spend-
ing may be too low to permit full employment during such periods. Keynes
recommended increases in government spending as the most effective way to
increase aggregate spending and restore full employment.

The General Theory is a difficult book, reflecting Keynes’s own struggle
to understand the complex causes of the Depression. In retrospect, some of
The General Theory’s arguments seem unclear or even inconsistent. Yet the
book is full of fertile ideas, many of which had a worldwide impact and
eventually led to what has been called the Keynesian revolution. Over the
years, many economists have added to or modified Keynes’s conception, to
the point that Keynes himself, were he alive today, probably would not
recognize much of what is now called Keynesian economics. But the ideas
that insufficient aggregate spending can lead to recession and that govern-
ment policies can help to restore full employment are still critical to
Keynesian theory.

In 1937 a heart attack curtailed Keynes’s activities, but he remained an im-
portant figure on the world scene. In 1944 he led the British delegation to the
international conference in Bretton Woods, New Hampshire, which estab-
lished the key elements of the postwar international monetary and financial
system, including the International Monetary Fund and the World Bank.
Keynes died in 1946.
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than or less than potential output. In other words, depending on the level of spend-
ing, the economy may develop an output gap. “Too little” spending leads to a re-
cessionary output gap, while “too much” creates an expansionary output gap.

An implication of the basic Keynesian model is that government policies that
affect the level of spending can be used to reduce or eliminate output gaps. Policies
used in this way are called stabilization policies. Keynes himself argued for the ac-
tive use of fiscal policy—policy relating to government spending and taxes—to
eliminate output gaps and stabilize the economy. In the latter part of this chapter,
we will show why Keynes thought fiscal policy could help to stabilize the economy,
and we will discuss the usefulness of fiscal policy as a stabilization tool.

As we mentioned in the previous chapter, the basic Keynesian model is not a
complete or entirely realistic model of the economy, since it applies only to the rel-
atively short period during which firms do not adjust their prices but instead meet
the demand forthcoming at preset prices. Nevertheless, this model is an essential
building block of leading current theories of short-run economic fluctuations and
stabilization policies. In the next two chapters, we will extend the basic Keynesian
model to incorporate monetary policy, inflation, and other important features of
the economy.

THE KEYNESIAN MODEL’S CRUCIAL

ASSUMPTION: FIRMS MEET DEMAND AT 

PRESET PRICES

The basic Keynesian model is built on a key assumption, highlighted in Box 23.2.

As we will see, the assumption that firms vary their production in order to meet
demand at preset prices implies that fluctuations in spending will have powerful
effects on the nation’s real GDP.

The assumption that, over short periods of time, firms meet the demand for
their products at preset prices is generally realistic. Think of the stores where you
shop. The price of a pair of jeans does not fluctuate from moment to moment ac-
cording to the number of customers who enter the store or the latest news about the
price of denim. Instead, the store posts a price and sells jeans to any customer who
wants to buy at that price, at least until the store runs out of stock. Similarly, the
corner pizza restaurant may leave the price of its large pie unchanged for months or
longer, allowing its pizza production to be determined by the number of customers
who want to buy at the preset price.

Firms do not normally change their prices frequently because doing so would be
costly. Economists refer to the costs of changing prices as menu costs. In the case of
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menu costs the costs of

changing prices

1Obviously, firms can only meet the forthcoming demand up to the point where they reach the limit of
their capacity to produce. For that reason, the Keynesian analysis of this chapter is relevant only when
producers have unused capacity.

BOX 23.2: KEY ASSUMPTION OF THE BASIC KEYNESIAN MODEL

In the short run, firms meet the demand for their products at preset prices.
Firms do not respond to every change in the demand for their products by

changing their prices. Instead, they typically set a price for some period, then
meet the demand at that price. By “meeting the demand,” we mean that firms
produce just enough to satisfy their customers at the prices that have been set.1



the pizza restaurant, the menu cost is literally just that—the cost of printing up a new
menu when prices change. Similarly, the clothing store faces the cost of remarking all
its merchandise if the manager changes prices. But menu costs also may include other
kinds of costs—for example, the cost of doing a market survey to determine what
price to charge and the cost of informing customers about price changes.

Menu costs will not prevent firms from changing their prices indefinitely. As we
saw in the case of Al’s ice cream store (in the previous chapter), too great an imbal-
ance between demand and supply, as reflected by a difference between sales and po-
tential output, will eventually lead firms to change their prices. If no one is buying
jeans, for example, at some point the clothing store will mark down its jeans prices.
Or if the pizza restaurant becomes the local hot spot, with a line of customers stretch-
ing out the door, eventually the manager will raise the price of a large pie. Like many
other economic decisions, the decision to change prices reflects a cost-benefit com-
parison: Prices should be changed if the benefit of doing so—the fact that sales will
be brought more nearly in line with the firm’s normal production capacity—
outweighs the menu costs associated with making the change. As we have stressed,
the basic Keynesian model developed in this chapter ignores the fact that prices will
eventually adjust, and therefore should be interpreted as applying to the short run.

Will new technologies eliminate menu costs?

Keynesian theory is based on the assumption that menu costs are sufficiently large to
prevent firms from adjusting prices immediately in response to changing market con-
ditions. However, in many industries, new technologies have eliminated or greatly re-
duced the direct costs of changing prices. For example, the use of bar codes to identify
individual products, together with scanner technologies, allows a grocery store man-
ager to change prices with just a few keystrokes, without having to change the price
label on each can of soup or loaf of bread. Airlines use sophisticated computer soft-
ware to implement complex pricing strategies, under which two travelers on the same
flight to Milwaukee may pay very different fares, depending on whether they are
business or vacation travelers and on how far in advance their flights were booked.
Online retailers such as booksellers have the ability to vary their prices by type of cus-
tomer and even by individual customer, while other internet-based companies such as
eBay and Priceline allow for negotiation over the price of each individual purchase.
As we discussed in the previous chapter (Example 22.1), the Coca-Cola company ex-
perimented with a vending machine that automatically varied the price of a soft drink
according to the outdoor temperature, charging more when the weather is hot.

Will these reductions in the direct costs of changing prices make the Keynesian
theory, which assumes that firms meet demand at preset prices, less relevant to the
real world? This is certainly a possibility that macroeconomists must take into ac-
count. However, it is unlikely that new technologies will completely eliminate the
costs of changing prices anytime soon. Gathering the information about market
conditions needed to set the profit-maximizing price—including the prices charged
by competitors, the costs of producing the good or service, and the likely demand
for the product—will remain costly for firms. Another cost of changing prices is the
use of valuable managerial time and attention needed to make informed pricing de-
cisions. A more subtle cost of changing prices—particularly raising prices—is that
doing so may lead regular customers to rethink their choice of suppliers and decide
to search for a better deal elsewhere. ◆

PLANNED AGGREGATE EXPENDITURE

In the Keynesian theory discussed in this chapter, output at each point in time is de-
termined by the amount that people throughout the economy want to spend—what
we will refer to as planned aggregate expenditure. Specifically, planned aggregate
expenditure (PAE) is total planned spending on final goods and services.
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The four components of spending on final goods and services were introduced
in Chapter 16:

1. Consumption expenditure, or simply consumption (C), is spending by house-
holds on final goods and services. Examples of consumption expenditure are
spending on food, clothes, and entertainment and on consumer durable goods
like automobiles and furniture.

2. Investment (I) is spending by domestic firms on new capital goods, such as
office buildings, factories, and equipment. Spending on new houses and apart-
ment buildings (residential investment) and increases in inventories (inventory
investment) also are included in investment.2

3. Government purchases (G) are purchases by federal, state, and local govern-
ments of final goods and services. Examples of government purchases include
new schools and hospitals, military hardware, equipment for the space pro-
gram, and the services of government employees such as soldiers, police, and
government office workers. Recall from Chapter 16 that transfer payments
such as social security benefits and unemployment insurance and interest on the
government debt are not included in government purchases.

4. Net exports (NX) equal exports minus imports. Exports are sales of domesti-
cally produced goods and services to foreigners. Imports are purchases by do-
mestic residents of goods and services produced abroad that have been included
in C, I, and G but must now be subtracted because they do not represent do-
mestic production. Net exports therefore represent the net demand for domes-
tic goods and services by foreigners.

Together, these four types of spending—by households, firms, the government, and
the rest of the world—sum to total, or aggregate, spending.

PLANNED SPENDING VERSUS ACTUAL SPENDING

In the Keynesian model, output is determined by planned aggregate expenditure, or
planned spending, for short. Could planned spending ever differ from actual spend-
ing? The answer is yes. The most important case is that of a firm that sells either less
or more of its product than expected. As we noted in Chapter 16, additions to the
stocks of goods sitting in a firm’s warehouse are treated in official government sta-
tistics as inventory investment by the firm. In effect, government statisticians as-
sume that the firm buys its unsold output from itself; they then count those
purchases as part of the firm’s investment spending.3

Suppose, then, that a firm’s actual sales are less than expected, so that part of
what it had planned to sell remains in the warehouse. In this case, the firm’s actual
investment, including the unexpected increases in its inventory, is greater than its
planned investment, which did not include the added inventory. If this is true for the
economy as a whole, we will find that I  Ip, where Ip equals the firm’s planned
investment, including planned inventory investment.

What if firms sell more output than expected? In that case, firms will add less
to their inventories than they planned and actual investment will be less than
planned investment, that is, I  Ip. The following example gives a numerical
illustration.
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2As we discussed earlier, we use “investment” here to mean spending on new capital goods such as
factories, housing, and equipment, which is not the same as financial investment. This distinction is
important to keep in mind.
3For the purposes of measuring GDP, treating unsold output as being purchased by its producer has the
advantage of ensuring that actual production and actual expenditure are equal.



Planned versus actual investment

The Fly-by-Night Kite Company produces $5,000,000 worth of kites during the
year. It expects sales of $4,800,000 for the year, leaving $200,000 worth of kites to
be stored in the warehouse for future sale. During the year, Fly-by-Night adds
$1,000,000 in new production equipment as part of an expansion plan. Fly-by-
Night’s planned investment, Ip, thus equals its purchases of new production equip-
ment ($1,000,000) plus its planned additions to inventory ($200,000), for a total
of $1,200,000 in planned investment. The company’s planned investment does not
depend on how much it actually sells.

If Fly-by-Night sells only $4,600,000 worth of kites, it will add $400,000 in
kites to its inventory instead of the $200,000 worth originally planned. In this case,
actual investment equals the $1,000,000 in new equipment plus the $400,000 in in-
ventory investment, so I $1,400,000. We see that when the firm sells less output
than planned, actual investment exceeds planned investment (I Ip).

If Fly-by-Night has $4,800,000 in sales, then it will add $200,000 in kites to
inventory, just as planned. In this case, actual and planned investment are the same:

I  Ip  $1,200,000.

Finally, if Fly-by-Night sells $5,000,000 worth of kites, it will have no output
to add to inventory. Its inventory investment will be zero, and its total actual in-
vestment (including the new equipment) will equal $1,000,000, which is less than
its planned investment of $1,200,000 (I Ip). ◆

Because firms that are meeting the demand for their product or service at pre-
set prices cannot control how much they sell, their actual investment (including in-
ventory investment) may well differ from their planned investment. On the other
hand, for households, the government, and foreign purchasers, we may reasonably
assume that actual spending and planned spending are the same. Thus, from now
on we will assume that, for consumption, government purchases, and net exports,
actual spending equals planned spending.

With these assumptions, we can define planned aggregate expenditure by the
following equation:

PAE  C  Ip  G  NX. (23.1)

Equation 23.1 says that planned aggregate expenditure is the sum of planned
spending by households, firms, governments, and foreigners. However, because
planned spending equals actual spending for households, the government, and for-
eigners, we do not need to use superscripts to distinguish between planned versus
actual consumption, government purchases, or net exports.

CONSUMER SPENDING AND THE ECONOMY

The largest component of planned aggregate expenditure—nearly two-thirds of to-
tal spending—is consumption spending. As already mentioned, consumer spending
includes household purchases of goods such as groceries and clothing; services such
as health care, concerts, and college tuition; and consumer durables such as cars,
furniture, and home computers. Thus, consumers’ willingness to spend affects sales
and profitability in a wide range of industries. (Households’ purchases of new
homes are classified as investment, rather than consumption; but home purchases
represent another channel through which household decisions affect total spending.)

What factors determine how much people plan to spend on consumer goods
and services in a given period? While many factors are relevant, a particularly
important determinant is their after-tax, or disposable, income. All else being equal,
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We can write this relationship between consumption and disposable income as
a linear equation:4

(23.2)

This equation is known as the consumption function. The consumption function re-
lates consumption spending (C) to disposable income (Y T) and all other factors
that might affect household spending.

Let’s look at the consumption function more carefully. The right side of the
equation contains two terms, and (mpc)(Y  T). The amount of consumption
represented by is called autonomous consumption since it is consumption that is
not related (i.e., autonomous from) changes in disposable income. For example,
suppose consumers became more optimistic about the future, so that they wanted
to consume more and save less at any given level of their current disposable income.
In this case, will increase and consumption will increase even though disposable
income has not changed.

We can imagine other factors that could affect autonomous consumption. Sup-
pose, for example, that there is a boom in the stock market or a sharp increase in
home prices, making consumers feel wealthier, and hence more inclined to spend,
for a given level of current disposable income. This effect could be captured by as-
suming that increases. Likewise, a fall in home prices or stock prices that made
consumers feel poorer and less inclined to spend would be represented by a decrease
in . Economists refer to the effects of changes in asset prices on consumption via
changes in autonomous consumption as the wealth effect.

C

C

C

C
C

C  C  1mpc2 1Y  T 2
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The U.S. Consumption

Function, 1960–2007.

Each point on this figure

represents a combination of

aggregate real consumption

and aggregate real disposable

income for a specific year

between 1960 and 2007.

Note the strong positive

relationship between

consumption and disposable

income.

4You may want to review the material in the appendix to Chapter 1 if you don’t regularly work with
linear equations.

SOURCE: Bureau of Economic Analysis (www.bea.gov).

the higher the private sector’s disposable income, the higher will be the level of con-
sumption spending.

Figure 23.1 shows the relationship between real consumption expenditures and
real disposable income in the United States for the period 1960–2007. Each point
on the graph corresponds to a year between 1960 and 2007 (selected years are in-
dicated in the figure). The position of each point is determined by the combination
of relationship between aggregate consumption and disposable income.



Finally, autonomous consumption also takes account of the effects that real in-
terest rates have on consumption. In particular, higher real interest rates will make
it more expensive to buy consumer durables on credit and so households may con-
sume less and save more. would thus decrease and consumption will fall even
though disposable income has not changed. The opposite is also true: a decline in
real interest rates will lower borrowing costs and the opportunity cost of saving,
and so households may increase their autonomous consumption and therefore their
total consumption spending.

Understanding wealth effects: How did the 2000–2002 decline in U.S. stock

market values affect consumption spending?

From March 2000 to October 2002, the U.S. stock market suffered a 49 percent
drop in value as measured by the Standard and Poor’s 500 stock index, a widely ref-
erenced benchmark of U.S. stock performance. According to MIT economist James
Poterba, U.S. households owned roughly $13.3 trillion of corporate stock in 2000.5

If households’ stock market holdings reflect those of the Standard and Poor’s stock
index, the 49 percent drop in the value of the stock market wiped out approxi-
mately $6.5 trillion of household wealth in two years. According to economic mod-
els based on historical experience, a dollar’s decrease in household wealth reduces
consumer spending by 3 to 7 cents per year, so the reduction in stock market wealth
had the potential to reduce overall consumer spending by $195 billion to $455 billion,
a drop of approximately 3 to 7 percent. Yet, real consumption spending continued
to rise from 2000 through 2002. Why did this happen?

Despite the start of a recession in March 2001, overall consumption spending
remained strong during 2000–2002 for a variety of reasons. First, consumers’ real
after-tax income continued to grow into the fall of 2001, helping to maintain strong
consumer spending despite the drop in the stock market. Furthermore, throughout
2001 and into early 2002, the Federal Reserve significantly reduced interest rates;
we will discuss how the Federal Reserve does this in the next chapter. As we dis-
cussed above, a reduction in interest rates helps to promote consumer spending, es-
pecially on durable goods such as automobiles, by reducing consumers’ borrowing
costs. Finally, housing prices rose significantly during this period, increasing con-
sumers’ housing wealth and partially offsetting their decline in stock-related wealth.
Data on repeat house sales that measure the price of individual houses that are sold
and resold over time indicate that housing prices rose by 20.1 percent between the
first quarter of 2000 and the third quarter of 2002.6 The total market value of
household real estate was about $12 trillion in 2000, so house price appreciation
added about $2.4 trillion to household wealth, offsetting about 37 percent of the
decline in stock market wealth during this period.7 ◆

The second term on the right side of Equation 23.2, (mpc)(Y  T), measures
the effect of disposable income, Y T, on consumption. The marginal propensity
to consume (mpc), a fixed number, is the amount by which consumption rises when
current disposable income rises by one dollar. The intuition behind the marginal
propensity to consume is straightforward: if people receive an extra dollar of
income, they will consume part of the dollar and save the rest. That is, their
consumption will increase, but by less than the full dollar of extra income. It is
therefore realistic to assume that the marginal propensity to consume is greater than
0 (an increase in income leads to an increase in consumption) but less than 1 (the

C
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Marginal propensity to

consume (mpc) the amount by

which consumption rises when

disposable income rises by $1;

we assume that 0 mpc 1

5“The Stock Market and the Consumer,” Hoover Institution Weekly Essays, November 6, 2000;
available at www-hoover.stanford.edu/pubaffairs/we/current/poterba_1100.html.
6U.S. Office of Federal Housing Enterprise Oversight (OFHEO), www.ofheo.gov. House prices
continued to rise from 2003 through 2006.
7Federal Reserve Board, Flow of Funds Accounts of the United States, www.federalreserve.gov.



increase in consumption will be less than the full increase in income). Mathemati-
cally, we can summarize these assumptions as 0 mpc 1.

Figure 23.2 shows a hypothetical consumption function, with consumption
spending (C) on the vertical axis and disposable income on the horizontal axis.

The intercept of the consumption function on the vertical axis equals au-
tonomous consumption ( ) and the slope of the consumption function equals the
marginal propensity to consume (mpc). To see how this consumption function fits
reality, compare Figure 23.2 to Figure 23.1 (which shows the relationship between
aggregate real consumption expenditures and real disposable income.) Our theo-
retical relationship clearly fits with the actual relationship between disposable
income and consumption.

PLANNED AGGREGATE EXPENDITURE AND OUTPUT

Thinking back to Grandma’s reminiscences, recall that an important element of her
story involved the links among production, income, and spending. As the shoe fac-
tories in Grandma’s town reduced production, the incomes of both factory workers
and factory owners fell. Workers’ incomes fell as the number of hours of work per
week were reduced (a common practice during the Depression), as workers were
laid off, or as wages were cut. Factory owners’ income fell as profits declined. Re-
duced incomes, in turn, forced both workers and factory owners to curtail their
spending—which led to still lower production and further reductions in income.
This vicious circle led the economy further and further into recession.

The logic of Grandma’s story has two key elements: (1) declines in production
(which imply declines in the income received by producers) lead to reduced spend-
ing and (2) reductions in spending lead to declines in production and income. In this
section, we look at the first part of the story, the effects of production and income
on spending. We return later in this chapter to the effects of spending on production
and income.

Why do changes in production and income affect planned aggregate spending?
The consumption function, which relates consumption to disposable income, is the
basic source of this relationship. Because consumption spending C is a large part of
planned aggregate spending, and because consumption depends on output Y, ag-
gregate spending as a whole depends on output.

C
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Let’s examine the link between planned aggregate expenditure and output in
two ways. We will begin by working with a specific numerical example so that you
can see the relationship clearly. Next, we will plot the relationship on a graph so
that you can see its general shape and start working with these concepts using
graphs.

Linking planned aggregate expenditure to output

In a particular economy, the consumption function is

C  620  0.8(Y T),

so that the intercept term in the consumption function equals 620, and the mar-
ginal propensity to consume mpc equals 0.8. Also, suppose that we are given that
planned investment spending Ip

 220, government purchases G 300, net exports
NX 20, and taxes T 250.

Recall the definition of planned aggregate expenditure, Equation 23.1:

PAE  C  Ip
 G  NX

To find a numerical equation for planned aggregate expenditure, we need to find nu-
merical expressions for each of its four components. The first component of spend-
ing, consumption, is defined by the consumption function, C 620 0.8(Y T).
Since T 250, we can substitute for T to write the consumption function as
C 620 0.8(Y 250). Now plug this expression for C into the definition of
planned aggregate expenditure above to get

Similarly, we can substitute the given numerical values of planned investment Ip,
government purchases G, and net exports NX into the definition of planned aggre-
gate expenditure to get

To simplify this equation, first note that 0.8(Y 250) 0.8Y 200, then add to-
gether all the terms that don’t depend on output Y. The result is

The final expression shows the relationship between planned aggregate expenditure
and output in this numerical example. Note that, according to this equation, a $1 in-
crease in Y leads to an increase in PAE of (0.8)($1), or 80 cents. The reason for this
is that the marginal propensity to consume, mpc, in this example is 0.8. Hence, a $1
increase in income raises consumption spending by 80 cents. Since consumption is a
component of total planned spending, total spending rises by 80 cents as well. ◆

The specific equation we developed illustrates a general point: Planned aggre-
gate expenditure can be divided into two parts, a part that depends on output (Y)
and a part that is independent of output. The portion of planned aggregate expen-
diture that is independent of output is called autonomous expenditure. In the equa-
tion above, autonomous expenditure is the constant term and is equal to 960. This
portion of planned spending, being a fixed number, does not vary when output
varies. By contrast, the portion of planned aggregate expenditure that depends on

  960  0.8Y.

 PAE  (620  200  220  300  20)  0.8Y

PAE   620  0.8(Y  250)  220  300  20.

PAE   620  0.8(Y  250)  Ip
 G  NX.

C
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output (Y) is called induced expenditure. In the equation above, induced expenditure
equals 0.8Y, the second term in the expression for planned aggregate expenditure.
Note that the numerical value of induced expenditure depends, by definition, on the
numerical value taken by output. Autonomous expenditure and induced expenditure
together equal planned aggregate expenditure.

Figure 23.3 is a graph of the equation PAE 960 0.8Y, which is a straight
line with a vertical intercept of 960 and a slope of 0.8. This line, which shows the
relationship between planned aggregate expenditure and output graphically, is
called the expenditure line.
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induced expenditure the

portion of planned aggregate

expenditure that depends on

output Y

expenditure line a line showing

the relationship between

planned aggregate expenditure

and output

RECAP PLANNED AGGREGATE EXPENDITURE

■ Planned aggregate expenditure (PAE) is total planned spending on final
goods and services. The four components of planned spending are con-
sumer expenditure (C), planned investment (Ip), government purchases
(G), and net exports (NX). Planned investment differs from actual invest-
ment when firms’ sales are different from what they expected, so that ad-
ditions to inventory (a component of investment) are different from what
firms anticipated.

■ The largest component of aggregate expenditure is consumer expenditure,
or simply consumption. Consumption depends on disposable, or after-
tax, income, according to a relationship known as the consumption func-
tion, stated algebraically as C  C  (mpc)(Y  T).

There are three properties of the expenditure line that are important to note. First,
the slope of this line is equal to the marginal propensity to consume for our specific
numerical example. This point holds in general: the slope of the expenditure line is
equal to the marginal propensity to consume. Second, the vertical intercept is equal to
autonomous expenditure for our example. This point also holds more generally: the
vertical intercept of the expenditure line equals the level of autonomous expenditure.
Third, changes in autonomous expenditure will shift the expenditure line: increases in
autonomous expenditure will shift the expenditure line up while decreases will shift
the line down. We will apply all three of these properties in the rest of the chapter.

FIGURE 23.3

The Expenditure Line

The line PAE 960 0.8Y,

referred to as the expenditure

line, shows the relationship of

planned aggregate expenditure

to output.
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SHORT-RUN EQUILIBRIUM OUTPUT

Now that we have defined planned aggregate expenditure and seen how it is related
to output, the next task is to see how output itself is determined. Recall the as-
sumption of the basic Keynesian model: In the short run, producers leave prices at
preset levels and simply meet the demand that is forthcoming at those prices. In
other words, during the short-run period in which prices are preset, firms produce
an amount that is equal to planned aggregate expenditure. Accordingly, we define
short-run equilibrium output as the level of output at which output Y equals
planned aggregate expenditure PAE:

Y  PAE. (23.3)

Short-run equilibrium output is the level of output that prevails during the period
in which prices are predetermined.

FINDING SHORT-RUN EQUILIBRIUM OUTPUT:

NUMERICAL APPROACH

We can find short-run equilibrium output in three ways. First, we can use a table
to compute the level of output at which Y  PAE  0. Second, we can use a graph
called the Keynesian cross. Finally, we can use algebra. Although we focus on the
first two methods in this chapter, Appendix A to this chapter uses algebra to solve
the model.

First, we use the data in Table 23.1 to find the equilibrium level of output for
the economy described in the previous section. Column 2 of Table 23.1 lists the
levels of planned aggregate expenditure (PAE) for the different levels of output
given in column 1. Recall that in our example, planned spending is determined by
the equation

PAE  960  0.8Y.

Thus, for example, when Y  4,000, PAE  960  0.8(4,000)  4,160. Because
consumption rises with output, total planned spending (which includes consump-
tion) rises also. But if you compare columns 1 and 2, you will see that when output
rises by 200, planned spending rises by only 160. That is because the marginal
propensity to consume in this economy is 0.8, so that each dollar in added income
raises consumption and planned spending by 80 cents.
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■ The constant term in the consumption function, captures factors other
than disposable income that affect consumer spending. For example, an
increase in housing or stock prices that makes households wealthier and
thus more willing to spend—an effect called the wealth effect—could be
captured by an increase in The slope of the consumption function
equals the marginal propensity to consume, mpc, where 0  mpc  1.
This is the amount by which consumption rises when disposable income
rises by one dollar.

■ Increases in output Y, which imply equal increases in income, cause con-
sumption to rise. As consumption is part of planned aggregate expendi-
ture, planned spending depends on output as well. The portion of
planned aggregate expenditure that depends on output is called induced
expenditure. The portion of planned aggregate expenditure that is inde-
pendent of output is autonomous expenditure.

C.

C,
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Short-run equilibrium output is the level of output at which Y  PAE, or,
equivalently, Y  PAE  0. At this level of output, actual investment will equal
planned investment and there will be no tendency for output to change. Looking at
Table 23.1, we can see there is only one level of output that satisfies that condition,
Y  4,800. At that level, output and planned aggregate expenditure are precisely
equal, so that producers are just meeting the demand for their goods and services.

In this economy, what would happen if output differed from its equilibrium
value of 4,800? Suppose, for example, that output were 4,000. Looking at the second
column of Table 23.1, you can see that when output is 4,000, planned aggregate ex-
penditure equals 960 0.8(4,000), or 4,160. Thus, if output is 4,000, firms are not
producing enough to meet the demand. They will find that as sales exceed the
amounts they are producing, their inventories of finished goods are being depleted by
160 per year, and that actual investment (including inventory investment) is less than
planned investment. Under the assumption that firms are committed to meeting their
customers’ demand, firms will respond by expanding their production.

Would expanding production to 4,160, the level of planned spending firms faced
when output was 4,000, be enough? The answer is no because of induced expendi-
ture. That is, as firms expand their output, aggregate income (wages and profits) rises
with it, which in turn leads to higher levels of consumption. Indeed, if output expands
to 4,160, planned spending will increase as well, to 960 0.8(4,160), or 4,288. So
an output level of 4,160 will still be insufficient to meet demand. As Table 23.1
shows, output will not be sufficient to meet planned aggregate expenditure until it
expands to its short-run equilibrium value of 4,800.

What if output were initially greater than its equilibrium value—say, 5,000?
From Table 23.1, we can see that when output equals 5,000, planned spending
equals only 4,960—less than what firms are producing. So at an output level of
5,000, firms will not sell all they produce, and they will find that their merchandise
is piling up on store shelves and in warehouses (actual investment, including inven-
tory investment, is greater than planned investment). In response, firms will cut
their production runs. As Table 23.1 shows, they will have to reduce production to
its equilibrium value of 4,800 before output just matches planned spending.

EXERCISE 23.1

Construct a table like Table 23.1 for an economy like the one we have been

working with, assuming that the consumption function is C  820  

0.7(Y T) and that Ip 600, G  600, NX  200, and T  600.

What is short-run equilibrium output in this economy? (Hint: Try using

values for output above 5,000.)
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TABLE 23.1

Numerical Determination of Short-Run Equilibrium Output

(1) (2) (3) (4)
Output Planned aggregate expenditure

Y PAE  960 0.8Y Y  PAE Y PAE?

4,000 4,160  160 No

4,200 4,320  120 No

4,400 4,480  80 No

4,600 4,640  40 No

4,800 4,800 0 Yes

5,000 4,960 40 No

5,200 5,120 80 No



FINDING SHORT-RUN EQUILIBRIUM OUTPUT:

GRAPHICAL APPROACH

Figure 23.4 shows the graphical determination of short-run equilibrium output for
the economy we analyzed numerically above. Output (Y) is plotted on the horizon-
tal axis and planned aggregate expenditure (PAE) on the vertical axis. The figure
contains two lines. The blue line is the expenditure line, which we discussed earlier.
This shows the amount of output people want to purchase at any given level of out-
put. The red dashed line, extending from the origin, shows all of the points at which
the variable on the horizontal axis (Y) equals the variable on the vertical axis (PAE).
Since an economy is in short-run equilibrium where Y PAE, the short-run equi-
librium for our example must be somewhere along this line.
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FIGURE 23.4
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At which particular point on the Y PAE line will the economy be in short-run
equilibrium? Only one point in the figure is on both the Y PAE line and the ex-
penditure line: point E, where the two lines intersect. At point E, short-run equilib-
rium output equals 4,800, which is the same value that we obtained using
Table 23.1.

What if the economy is above or below point E? At levels of output higher than
4,800, output exceeds planned aggregate expenditure. Hence, firms will be produc-
ing more than they can sell, which will lead them to reduce their rate of production.
They will continue to reduce their production until output reaches 4,800, where
output equals planned aggregate expenditure. By contrast, at levels of output below
4,800, planned aggregate expenditure exceeds output. In that region, firms will not
be producing enough to meet demand, and they will tend to increase their produc-
tion. Only at point E, where output equals 4,800, will firms be producing enough
to just satisfy planned spending on goods and services.

The diagram in Figure 23.4 is called the Keynesian cross, due to the fact that it
is a crosslike, graphical model of Keynes’s basic ideas. The Keynesian cross shows
graphically how short-run equilibrium output is determined in a world in which
producers meet demand at predetermined prices.

EXERCISE 23.2

Use a Keynesian cross diagram to show graphically the determination of

short-run equilibrium output for the economy described in Exercise 23.1.

What are the intercept and the slope of the expenditure line?



PLANNED SPENDING AND THE OUTPUT GAP

We are now ready to use the basic Keynesian model to show how insufficient
spending can lead to a recession. To illustrate the effects of spending changes on
output, we will continue to work with the same example we have worked with
throughout this chapter. We have shown that in this economy, short-run equilib-
rium output equals 4,800. Let’s now make the additional assumption that potential
output in this economy also equals 4,800, or Y*  4,800, so that initially there is
no output gap. Starting from this position of full employment, let’s analyze how a
fall in planned aggregate expenditure can lead to a recession.

A fall in planned spending leads to a recession

Suppose that consumers become more pessimistic about the future, so that they
begin to spend less at every level of current disposable income. We can capture this
change by assuming that the constant term in the consumption function, falls to
a lower level. To be specific, suppose that falls by 10 units, which in turn implies
a decline in autonomous expenditure of 10 units.

We can see the effects of the decline in consumer spending on the economy
using the Keynesian cross diagram. Figure 23.5 shows the original short-run
equilibrium point of the model (E), at the intersection of the 45 line, along
which Y  PAE, and the original expenditure line, representing the equation
PAE  960  0.8Y. As before, the initial value of short-run equilibrium output
is 4,800, which we have now assumed also corresponds to potential output Y*.

C

C,

646 CHAPTER 23 SPENDING AND OUTPUT IN THE SHORT RUN

FIGURE 23.5
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(1) A decline in autonomous
aggregate demand shifts
the expenditure line down

0

2

Originally, autonomous expenditure in this economy was 960, so a decline of
10 units causes it to fall to 950. Instead of the economy’s planned spending being
described by the equation PAE 960 0.8Y, as initially, it is now given by
PAE 950 0.8Y. What does this change imply for the graph in Figure 23.5? Since
the intercept of the expenditure line (equal to autonomous expenditure) has de-
creased from 960 to 950, the effect of the decline in consumer spending will be to
shift the expenditure line down in parallel fashion, by 10 units. Figure 23.5 indicates
this downward shift in the expenditure line. The new short-run equilibrium point is
at point F, where the new, lower expenditure line intersects the Y PAE line.

Point F is to the left of the original equilibrium point E, so we can see that out-
put and spending have fallen from their initial levels. Since output at point F is



lower than potential output, 4,800, we see that the fall in consumer spending has
resulted in a recessionary gap in the economy. More generally, starting from a situ-
ation of full employment (where output equals potential output), any decline in au-
tonomous expenditure leads to a recession. ◆

Numerically, how large is the recessionary gap in Figure 23.5? To answer this
question, we can use Table 23.2, which is in the same form as Table 23.1. The key
difference is that in Table 23.2 planned aggregate expenditure is given by
PAE 950 0.8Y, rather than by PAE 960 0.8Y, as in Table 23.1.

As in Table 23.1, the first column of the table shows alternative possible values
of output Y, and the second column shows the levels of planned aggregate expendi-
ture PAE implied by each value of output in the first column. Notice that 4,800, the
value of short-run equilibrium output found in Table 23.1, is no longer an equilib-
rium; when output is 4,800, planned spending is 4,790, so output and planned
spending are not equal. As the table shows, following the decline in planned aggre-
gate expenditure, short-run equilibrium output is 4,750, the only value of output
for which Y PAE. Thus, a drop of 10 units in autonomous expenditure has led to
a 50-unit decline in short-run equilibrium output. If full-employment output is
4,800, then the recessionary gap shown in Figure 23.5 is 4,800 4,750 50 units.

EXERCISE 23.3

In the economy described above, we found a recessionary gap of 50, rela-

tive to potential output of 4,800. Suppose that in this economy, the natural

rate of unemployment u* is 5 percent. What will the actual unemployment

rate be after the recessionary gap appears? (Hint: Recall Okun’s law from

the last chapter.)

The example that we just worked through showed that a decline in au-
tonomous expenditure, arising from a decreased willingness of consumers to spend,
causes short-run equilibrium output to fall and opens up a recessionary gap. The
same conclusion applies to declines in autonomous expenditure arising from other
sources. Suppose, for instance, that firms become disillusioned with new technolo-
gies and cut back their planned investment in new equipment. In terms of the
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TABLE 23.2

Determination of Short-Run Equilibrium Output after a Fall in Spending

(1) (2) (3) (4)
Output Planned aggregate expenditure

Y PAE  950 0.8Y Y  PAE Y PAE?

4,600 4,630  30 No

4,650 4,670  20 No

4,700 4,710  10 No

4,750 4,750 0 Yes

4,800 4,790 10 No

4,850 4,830 20 No

4,900 4,870 30 No

4,950 4,910 40 No

5,000 4,950 50 No



model, this reluctance of firms to invest can be interpreted as a decline in planned
investment spending Ip. Under our assumption that planned investment spending is
given and does not depend on output, planned investment is part of autonomous
expenditure. So a decline in planned investment spending depresses autonomous ex-
penditure and output, in precisely the same way that a decline in the autonomous
part of consumption spending does. Similar conclusions apply to declines in other
components of autonomous expenditure, such as government purchases and net
exports, as we will see in later applications.

EXERCISE 23.4

Repeat the analysis of the previous example, except assume that con-

sumers become more rather than less confident about the future. As a re-

sult, rises by 10 units, which in turn raises autonomous expenditure by

10 units. Show graphically that this increase in consumers’ willingness to

spend leads to an expansionary output gap. Find the numerical value of the

expansionary output gap.

C

Why was the deep Japanese recession of the 1990s bad news for the rest of

East Asia?

During the 1990s, Japan suffered a prolonged economic slump. Japan’s eco-
nomic problems were a major concern not only of the Japanese but of policy-
makers in other East Asian countries, such as Thailand and Singapore. Why did
East Asian policymakers worry about the effects of the Japanese slump on their
own economies?

Although the economies of Japan and its East Asian neighbors are intertwined
in many ways, one of the most important links is through trade. Much of the eco-
nomic success of East Asia has been based on the development of export industries,
and over the years Japan has been the most important customer for East Asian
goods. When the economy slumped in the 1990s, Japanese households and firms re-
duced their purchases of imported goods sharply. This fall in demand dealt a major
blow to the export industries of other East Asian countries.
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“These are hard times for retailers, so we should 
show them our support in every way we can.”



Not just the owners and workers of export industries were affected, though; as
wages and profits in export industries fell, so did domestic spending in the East
Asian nations. The declines in domestic spending reduced sales at home as well as
abroad, further weakening the East Asian economies. In terms of the model, the de-
cline in exports to Japan reduced net exports NX, and thus autonomous expendi-
ture, in East Asian countries. The fall in autonomous expenditure led to a
recessionary gap, much like that shown in Figure 23.5.

Japan is not the only country whose economic ups and downs have had a ma-
jor impact on its trading partners. Because the United States is the most important
trading partner of both Canada and Mexico, the U.S. recession that began in 2001
led to declining exports and recessions in Canada and Mexico as well. East Asia,
which exports high-tech goods to the United States, also was hurt by the U.S reces-
sion, with GDP in countries such as Singapore dropping sharply. Economic growth
rebounded throughout most of East Asia after 2001, largely because of increased
demand for exports to the United States and China. ◆

What caused the 2001 recession in the United States?

As we discussed in the previous chapter, a recession began in the United States in
March 2001—the first U.S. recession in 10 years. What caused the 2001 recession
in the United States?

Consumer spending is nearly two-thirds of aggregate expenditure, so it should
not be surprising that most recessions involve significant reductions in spending
by households. In this respect, the 2001 recession in the United States was quite
unusual, as consumer spending remained fairly strong throughout most of the
downturn. Instead, this recession can be attributed primarily to a steep drop in
investment spending by firms.

Why did investment expenditures fall? The period between 1995 and 2000 had
been one of high rates of investment and rapid growth in the U.S. economy, fueled
in large part by optimism about new technologies such as the internet, fiber optics,
and genetic engineering. However, by mid-2000 it was becoming apparent that
some of the new technologies would not be as profitable as had been hoped. The
prices of shares in high-tech companies fell sharply during the year and corpora-
tions cut back their investments in computers, software, telecommunications equip-
ment, and the like. Although at first the decline was concentrated in the high-tech
sector, the slowdown spread to other parts of the economy. Total employment
peaked and began to decline in March 2001.

An additional shock occurred on September 11, 2001, when terrorist attacks
destroyed the World Trade Center in New York City and inflicted heavy damage on
the Pentagon in Washington, D.C. People became afraid to travel, and the demand
for air travel, hotel rooms, and tourist services plummeted, worsening the down-
turn. However, consumers regained confidence surprisingly quickly—for example,
spurred by generous rebates, they purchased a record number of automobiles dur-
ing October. Increased government spending on security and defense also raised
planned aggregate expenditure by the end of the year, and the recession ended in
November. The economy rebounded in 2002, although employment did not surpass
its prerecession peak until 2004.

Neither the decline in investment spending nor the decline in travel were related
to changes in income. Thus, these acted as decreases in autonomous expenditure
and created a situation like that shown in Figure 23.5. ◆

THE MULTIPLIER

In Table 23.2 and Figure 23.5, we analyzed a case in which the initial decline in au-
tonomous expenditure was only 10 units, and yet short-run equilibrium output fell
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by 50 units. Why did a relatively modest initial decline in consumer spending lead
to a much larger fall in output?

The reason the impact on output was greater than the initial change in spend-
ing is the “vicious circle” effect suggested by Grandma’s reminiscences about the
Great Depression. Specifically, a fall in consumer spending not only reduces the
sales of consumer goods directly; it also reduces the incomes of workers and own-
ers in the industries that produce consumer goods. As their incomes fall, these
workers and capital owners reduce their spending, which reduces the output and in-
comes of other producers in the economy. And these reductions in income lead to
still further cuts in spending. Ultimately, these successive rounds of declines in
spending and income may lead to a decrease in planned aggregate expenditure and
output that is significantly greater than the change in spending that started the
process.

The effect on short-run equilibrium output of a one-unit increase in au-
tonomous expenditure is called the income-expenditure multiplier, or the multiplier
for short. In our example economy, the multiplier is 5. That is, each 1-unit change
in autonomous expenditure leads to a 5-unit change in short-run equilibrium out-
put in the same direction. The idea that a change in spending may lead to a signifi-
cantly larger change in short-run equilibrium output is a key feature of the basic
Keynesian model.

What determines how large the multiplier will be? An important factor is the
marginal propensity consume (mpc). If the mpc is large, then falls in income will
cause people to reduce their spending sharply, and the multiplier effect will then
also be large. If the marginal propensity to consume is small, then people will not
reduce spending so much when income falls, and the multiplier also will be small.
Appendix B to this chapter provides more details on the multiplier in the basic Key-
nesian model, including a formula that allows us to calculate the value of the mul-
tiplier under specific assumptions about the economy.
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income-expenditure multiplier

the effect of a one-unit increase

in autonomous expenditure on

short-run equilibrium output;

for example, a multiplier of 5

means that a 10-unit decrease 

in autonomous expenditure

reduces short-run equilibrium

output by 50 units

RECAP SHORT-RUN EQUILIBRIUM OUTPUT

■ Short-run equilibrium output is the level of output at which output equals
planned aggregate expenditure, or, in symbols, Y  PAE. For a specific
sample economy, short-run equilibrium output can be solved for numeri-
cally or graphically.

■ The graphical solution is based on a diagram called the Keynesian cross.
The Keynesian cross diagram includes two lines: a 45 line that repre-
sents the condition Y  PAE and the expenditure line, which shows the
relationship of planned aggregate expenditure to output. Short-run equi-
librium output is determined at the intersection of the two lines. If short-
run equilibrium output differs from potential output, an output gap exists.

■ Increases in autonomous expenditure shift the expenditure line upward,
increasing short-run equilibrium output; decreases in autonomous expen-
diture shift the expenditure line downward, leading to declines in short-
run equilibrium output. Decreases in autonomous expenditure that drive
actual output below potential output are a source of recessions.

■ Generally, a one-unit change in autonomous expenditure leads to a larger
change in short-run equilibrium output, reflecting the working of the
income-expenditure multiplier. The multiplier arises because a given initial
increase in spending raises the incomes of producers, which leads them to
spend more, raising the incomes and spending of other producers, and so on.



STABILIZING PLANNED SPENDING: THE ROLE 

OF FISCAL POLICY

According to the basic Keynesian model, inadequate spending is an important cause
of recessions. To fight recessions—at least, those caused by insufficient demand
rather than slow growth of potential output—policymakers must find ways to stim-
ulate planned spending. Policies that are used to affect planned aggregate expendi-
ture, with the objective of eliminating output gaps, are called stabilization policies.
Policy actions intended to increase planned spending and output are called
expansionary policies; expansionary policy actions are normally taken when the
economy is in recession. It is also possible, as we have seen, for the economy to be
“overheated,” with output greater than potential output (an expansionary gap).
The risk of an expansionary gap, as we will see in more detail later, is that it may
lead to an increase in inflation. To offset an expansionary gap, policymakers will try
to reduce spending and output. Contractionary policies are policy actions intended
to reduce planned spending and output.

The two major tools of stabilization policy are monetary policy and fiscal pol-
icy. Recall that monetary policy refers to decisions about the size of the money sup-
ply, whereas fiscal policy refers to decisions about the government’s budget—how
much the government spends and how much tax revenue it collects. In the remain-
der of this chapter, we will focus on how fiscal policy can be used to influence
spending in the basic Keynesian model. Monetary policy will be discussed in
the next two chapters. In the final chapter of Part 7, we discuss both monetary
and fiscal policy in greater detail and highlight some practical issues that arise in
formulating macroeconomic policy.

GOVERNMENT PURCHASES AND PLANNED SPENDING

Decisions about government spending represent one of the two main components
of fiscal policy, the other being decisions about taxes and transfer payments. As
was mentioned earlier (see Box 23.1), Keynes himself felt that changes in govern-
ment purchases were probably the most effective tool for reducing or eliminating
output gaps. His basic argument was straightforward: Government purchases of
goods and services, being a component of planned aggregate expenditure, directly
affect total spending. If output gaps are caused by too much or too little total
spending, then the government can help to guide the economy toward full em-
ployment by changing its own level of spending. Keynes’s views seemed to be vin-
dicated by the events of the 1930s, notably the fact that the Depression did not
finally end until governments greatly increased their military spending in the latter
part of the decade.

An increase in the government’s purchases eliminates a recessionary gap

In our example economy, we found that a drop of 10 units in consumer spending
creates a recessionary gap of 50 units. How can the government eliminate the
output gap and restore full employment by changing its purchases of goods and
services G?

Planned aggregate expenditure was given by the equation PAE 960 0.8Y,
so that autonomous expenditure equaled 960. The 10-unit drop in implied a 10-
unit drop in autonomous expenditure, to 950. Because the multiplier in that sample
economy equaled 5, this 10-unit decline in autonomous expenditure resulted in turn
in a 50-unit decline in short-run equilibrium output.

To offset the effects of the consumption decline, the government would have to
restore autonomous expenditure to its original value, 960. Under our assump-
tion that government purchases are simply given and do not depend on output,
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government purchases are part of autonomous expenditure, and changes in govern-
ment purchases change autonomous expenditure one-for-one. Thus, to increase au-
tonomous expenditure from 950 to 960, the government should simply increase its
purchases by 10 units (for example, by increasing spending on military defense or
road construction). According to the basic Keynesian model, this increase in gov-
ernment purchases should return autonomous expenditure and, hence, output to
their original levels.

The effect of the increase in government purchases is shown graphically in Fig-
ure 23.6. After the 10-unit decline in the autonomous component of consumption
spending, the economy is at point F, with a 50-unit recessionary gap. A 10-unit in-
crease in government purchases raises autonomous expenditure by 10 units, raising
the intercept of the expenditure line by 10 units and causing the expenditure line to
shift upward in parallel fashion. The economy returns to point E, where short-run
equilibrium output equals potential output (Y  Y*  4,800) and the output gap
has been eliminated.
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FIGURE 23.6
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EXERCISE 23.5

In Exercise 23.4, you considered the case in which consumers become

more rather than less confident, leading to an expansionary output gap.

Discuss how a change in government purchases could be used to eliminate

an expansionary gap. Show your analysis graphically.

To this point we have been considering the effect of fiscal policy on a hypotheti-
cal economy. Now, let’s look at two applications of fiscal policy in real economies.

Why did Japan build roads that nobody wanted to use?

A few years ago, Japanese officials decided to build a 160-mile-long toll road on the

northern island of Hokkaido. The cost of the road was about $60 million per mile.

Very few drivers used the road, largely because an existing highway that runs parallel

to the new toll road is free. Officials tried to attract drivers by offering prizes and run-

ning promotional contests. Though the campaign succeeded in increasing the average

Example 23.1
The Economic Naturalist



number of cars on the road to 862 per day, the route is still the least-used highway in

Japan.8

Japan spent the 1990s in a deep slump. In response, the Japanese government peri-

odically initiated large spending programs to try to stimulate the economy. Indeed, dur-

ing the 1990s, the Japanese government spent more than $1 trillion on public works

projects. More than $10 billion was spent on the Tokyo subway system alone, an amount

so far over budget that subway tokens will have to cost an estimated $9.50 each if the in-

vestment is ever to be recouped. (Even more frustrating to passengers, the subway does

not run in a complete circle, requiring them to make inconvenient transfers to traverse

the city.) Other examples of government spending programs include the construction of

multimillion-dollar concert halls in small towns, elaborate tunnels where simple roads

would have been adequate, and the digging up and relaying of cobblestone sidewalks.

Despite all this spending, the Japanese slump dragged on.

The basic Keynesian model implies that increases in government spending such as

those undertaken in Japan should help to increase output and employment. Japanese pub-

lic works projects do appear to have stimulated the economy, though not enough to pull

Japan out of recession. Why has Japan’s fiscal policy proved inadequate to the task? Some

critics have argued that the Japanese government was unconscionably slow in initiating the

fiscal expansion, and that when spending was finally increased, it was simply not enough,

relative to the size of the Japanese economy and the depth of the recession. Another pos-

sibility, which lies outside the basic Keynesian model, is that the wasteful nature of much

of the government spending demoralized Japanese consumers, who realized that as tax-

payers they would at some point be responsible for the costs incurred in building roads

nobody wants to use. Reduced consumer confidence implies reduced consumption

spending, which, to some extent, may have offset the stimulus from government spend-

ing. Very possibly, more productive investments of Japanese public funds would have had

a greater impact on aggregate expenditure (by avoiding the fall in consumer confidence);

certainly, they would have had a greater long-term benefit in terms of increasing the

potential output of the economy. •

Does military spending stimulate the economy?

An antiwar poster from the 1960s bore the message “War is good business. Invest
your son.” War itself poses too many economic and human costs to be good busi-
ness, but military spending could be a different matter. According to the basic
Keynesian model, increases in planned aggregate expenditure resulting from
stepped-up government purchases may help bring an economy out of a recession or
depression. Does military spending stimulate aggregate demand?

Figure 23.7 shows U.S. military spending as a share of GDP from 1940 to
2007. The shaded areas in the figure correspond to periods of recession as shown in
Table 22.1. Note the spike that occurred during World War II (1941–1945), when
military spending reached nearly 38 percent of U.S. GDP, as well as the surge dur-
ing the Korean War (1950–1953). Smaller increases in military spending relative to
GDP occurred at the peak of the Vietnam War in 1967–1969, during the Reagan
military buildup of the 1980s, and during the wars in Afghanistan and Iraq.

Figure 23.7 provides some support for the idea that expanded military spend-
ing tends to promote growth in aggregate demand. The clearest case is the World
War II era, during which massive military spending helped the U.S. economy to re-
cover from the Great Depression. The U.S. unemployment rate fell from 17.2 per-
cent of the workforce in 1939 (when defense spending was less than 2 percent of
GDP) to 1.2 percent in 1944 (when defense spending was greater than 37 percent
of GDP). Two brief recessions, in 1945 and 1948–1949, followed the end of the
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war and the sharp decline in military spending. At the time, though, many people
feared that the war’s end would bring a resumption of the Great Depression, so the
relative mildness of the two postwar recessions was something of a relief.

Increases in defense spending during the post–World War II period also were as-
sociated with economic expansions. The Korean War of 1950–1953 occurred simul-
taneously with a strong expansion, during which the unemployment rate dropped
from 5.9 percent in 1949 to 2.9 percent in 1953. A recession began in 1954, the
year after the armistice was signed, though military spending had not yet declined
much. Economic expansions also occurred during the Vietnam-era military buildup
in the 1960s and the Reagan buildup of the 1980s. Finally, on a smaller scale, in-
creased government spending for homeland security and the wars in Afghanistan
and Iraq probably contributed to the relative mildness of the U.S. recession in 2001
and the strength of the subsequent recovery. These episodes support the idea that in-
creases in government purchases—in this case, of weapons, other military supplies,
and the services of military personnel—can help to stimulate the economy. ◆
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FIGURE 23.7
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TAXES, TRANSFERS, AND AGGREGATE SPENDING

Besides making decisions about government purchases of goods and services, fiscal
policymakers also determine the level and types of taxes to be collected and trans-
fer payments to be made. (Transfer payments, recall, are payments made by the
government to the public, for which no current goods or services are received. Ex-
amples of transfer payments are unemployment insurance benefits, Social Security
benefits, and income support payments to farmers. Remember: transfer payments
are not included in government purchases of goods and services.) The basic Keynesian
model implies that, like changes in government purchases, changes in the level of
taxes or transfers can be used to affect planned aggregate expenditure and thus
eliminate output gaps.

Unlike changes in government purchases, however, changes in taxes or transfers
do not affect planned spending directly. Instead they work indirectly, by changing
disposable income in the private sector. Recall that disposable income is equal to
Y  T, where T represents net taxes. Net taxes, in turn, are equal to taxes minus
transfers. Consequently, net taxes will fall by one unit if either taxes are cut by one
or transfers are increased by one. According to the consumption function, when dis-
posable income rises, households should spend more. Thus, a tax cut or increase in
transfers should increase planned aggregate expenditure. Likewise, an increase in
taxes or a cut in transfers, by lowering households’ disposable income, will tend to
lower planned spending.

Using a tax cut to close a recessionary gap

In our hypothetical economy, an initial drop in consumer spending of 10 units cre-
ates a recessionary gap of 50 units. We showed that this recessionary gap could be
eliminated by a 10-unit increase in government purchases. Suppose that, instead of
increasing government purchases, fiscal policymakers decided to stimulate con-
sumer spending by changing the level of tax collections. By how much should they
change taxes to eliminate the output gap?

A common first guess is that policymakers should cut taxes by 10, but that
guess is not correct. Let’s see why.

The source of the recessionary gap is the reduction that households made in
their consumption spending by 10 units at each level of output Y—that is, the con-
stant term in the consumption function is assumed to have fallen 10 units. To
eliminate this recessionary gap, the change in taxes must induce households to
increase their consumption spending by 10 units at each output level. However, if
taxes T are cut by 10 units, raising disposable income Y  T by 10 units,
consumption at each level of output Y will increase by only 8 units.

Why? The reason is that the marginal propensity to consume in our example is
0.8, so that consumption spending increases by only 0.8 times the amount of the
tax cut. (The rest of the tax cut is saved.) An increase in autonomous expenditure
of eight units is not enough to return output to its full-employment level, in this
example.

To raise consumption spending by 10 units at each level of output, fiscal poli-
cymakers must instead cut taxes by 12.5 units. This will raise the level of disposable
income, Y T, by 12.5 units at each level of output Y. Consequently, consumption
will increase by the marginal propensity to consume times the increase in disposable
income, or by 0.8(12.5)  10. Thus, a tax cut of 12.5 will spur households to
increase their consumption by 10 units at each level of output.

These changes are illustrated in Table 23.3. Following the initial 10-unit drop
in consumer spending, the equilibrium level of output fell to 4,750. When net taxes
are equal to their initial level of 250, column 3 illustrates that disposable income
equals 4,750 250 4,500. After the drop in consumer spending, the consumption
function becomes C 610 0.8(Y T). Thus, when Y 4,750 and T 250,

C
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consumption will equal 610 0.8(4,750 250) 610 0.8(4,500) 4,210, as
shown in column 4. If taxes are cut by 12.5 to 237.5, disposable income at that level
of output will rise by 12.5 to 4,750 237.5 4,512.5. Consumption at that level of
output will rise by 0.8(12.5) 10 so that C 610 0.8(4,750 237.5) 4,220.
This increase will just offset the initial 10-unit decrease in and will bring the econ-
omy back to full employment.

Note that since T refers to net taxes, or taxes less transfers, the same result
could be obtained by increasing transfer payments by 12.5 units. Because house-
holds spend 0.8 times any increase in transfer payments they receive, this policy also
would raise consumption spending by 10 units at any level of output.

Graphically, the effect of the tax cut is identical to the effect of the increase in
government purchases, shown in Figure 23.6. Because it leads to a 10-unit increase
in consumption at any level of output, the tax cut shifts the expenditure line up by
10 units. Equilibrium is attained at point E in Figure 23.6, where output again
equals potential output. ◆

EXERCISE 23.6

In a particular economy, a 20-unit increase in planned investment moved

the economy from an initial situation with no output gap to a situation with

an expansionary gap. Describe two ways in which fiscal policy could be used

to offset this expansionary gap. Assume the marginal propensity to

consume equals 0.5.

C
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TABLE 23.3

Initial Effect of a Reduction in Taxes of 12.5

(1) (2) (3) (4)
Output Net taxes Disposable income Consumption

Y T Y  T 610 0.8(Y T)

4,750 250 4,500 4,210

4,750 237.5 4,512.5 4,220

Why did the federal government send out millions of $300 and $600 checks

to households in 2001?

On May 25, 2001, Congress passed the Economic Growth and Tax Relief
Reconciliation Act (EGTRRA) of 2001, which President George W. Bush signed on
June 7. The EGTRRA made significant cuts in income tax rates and also provided
for one-time tax rebate checks of up to $300 for individual taxpayers and up to
$600 for married taxpayers filing a joint return. Millions of families received these
checks in August and September of 2001, with payments totaling about $38 billion.
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Although the 2001 recession was not officially “declared” until November
2001 (when the National Bureau of Economic Research announced that the reces-
sion had begun in March), there was clear evidence by the spring of 2001 that the
economy was slowing. Congress and the president hoped that by sending tax rebate
checks to households, they could stimulate spending and perhaps avoid recession.
In retrospect, the timing of the tax rebate was quite good, since the economy and
consumer confidence were further buffeted by the terrorist attacks on New York
City and Washington on September 11, 2001.

Did the tax rebates have their intended effect of stimulating consumer spend-
ing? In a recent study, economists found that households spent about two-thirds of
their rebates within six months of receiving them.9 This suggests that the rebate had
a substantial effect on consumer spending, which held up remarkably well during
the last quarter of 2001 and into 2002. ◆

The weakening of the U.S. economy in late 2007 led Congress and the president
to pass the Economic Stimulus Act of 2008. Tax rebate checks of approximately
$150 billion were set to be mailed out in mid-2008.

FISCAL POLICY AS A STABILIZATION TOOL:

THREE QUALIFICATIONS

The basic Keynesian model might lead you to think that precise use of fiscal policy
can eliminate output gaps. But as is often the case, the real world is more compli-
cated than economic models suggest. We close the chapter with three qualifications
about the use of fiscal policy as a stabilization tool.

FISCAL POLICY AND THE SUPPLY SIDE

We have focused on the use of fiscal policy to affect planned aggregate expenditure.
However, most economists would agree that fiscal policy may affect potential out-
put as well as planned aggregate expenditure. On the spending side, for example,
investments in public capital such as roads, airports, and schools can play a major
role in the growth of potential output, as we discussed in Chapter 19. On the other
side of the ledger, tax and transfer programs may well affect the incentives, and thus
the economic behavior, of households and firms. Some critics of the Keynesian
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9David S. Johnson, Jonathan A. Parker, and Nicholas S. Souleles, Household Expenditure and the
Income Tax Rebates of 2001, National Bureau of Economic Research Working Paper 10,784,
September 2004.

RECAP FISCAL POLICY AND PLANNED SPENDING

Fiscal policy consists of two tools for affecting total spending and eliminating
output gaps: (1) changes in government purchases and (2) changes in taxes or
transfer payments. An increase in government purchases increases au-
tonomous expenditure by an equal amount. A reduction in taxes or an in-
crease in transfer payments increases autonomous expenditure by an amount
equal to the marginal propensity to consume times the reduction in taxes or
increase in transfers. The ultimate effect of a fiscal policy change on short-run
equilibrium output equals the change in autonomous expenditure times the
multiplier. Accordingly, if the economy is in recession, an increase in govern-
ment purchases, a cut in taxes, or an increase in transfers can be used to stim-
ulate spending and eliminate the recessionary gap.



theory have gone so far as to argue that the only effects of fiscal policy that matter
are effects on potential output. This was essentially the view of the so-called supply-
siders, a group of economists and journalists whose influence reached a high point
during the first Reagan term (1981–1985). Most economists now agree that fiscal
policy affects both planned spending and potential output.

THE PROBLEM OF DEFICITS

A second consideration for fiscal policymakers thinking about stabilization policies
is the need to avoid large and persistent budget deficits. Recall from Chapter 20
that the government’s budget deficit is the excess of government spending over tax
collections. Sustained government deficits can be harmful because they reduce na-
tional saving, which in turn reduces investment in new capital goods—an important
source of long-run economic growth. The need to keep deficits under control may
make increasing spending or cutting taxes to fight a slowdown a less attractive op-
tion, both economically and politically. For instance, as we discussed above, Japan
substantially increased government spending to fight a recession in the mid-1990s.
The Japanese government’s budget deficit grew so large that the Japanese prime
minister ruled out further use of fiscal policy to stimulate the economy after 1999.

THE RELATIVE INFLEXIBILITY OF FISCAL POLICY

The third qualification about the use of fiscal policy is that fiscal policy is not al-
ways flexible enough to be useful for stabilization. Our examples have implicitly as-
sumed that the government can change spending or taxes relatively quickly in order
to eliminate output gaps. In reality, changes in government spending or taxes must
usually go through a lengthy legislative process, which reduces the ability of fiscal
policy to respond in a timely way to economic conditions. For example, budget and
tax changes proposed by the president must typically be submitted to Congress 18
months or more before they go into effect. Another factor that limits the flexibility
of fiscal policy is that fiscal policymakers have many other objectives besides stabi-
lizing aggregate spending, from ensuring an adequate national defense to providing
income support to the poor. What happens if, say, the need to strengthen the na-
tional defense requires an increase in government spending, but the need to contain
planned aggregate expenditure requires a decrease in government spending? Such
conflicts can be difficult to resolve through the political process.

This lack of flexibility means that fiscal policy is less useful for stabilizing
spending than the basic Keynesian model suggests. Nevertheless, most economists
view fiscal policy as an important stabilizing force, for two reasons. The first is the
presence of automatic stabilizers, provisions in the law that imply automatic in-
creases in government spending or decreases in taxes when real output declines. For
example, some government spending is earmarked as “recession aid”; it flows to
communities automatically when the unemployment rate reaches a certain level.
Taxes and transfer payments also respond automatically to output gaps: When
GDP declines, income tax collections fall (because households’ taxable incomes fall)
while unemployment insurance payments and welfare benefits rise—all without any
explicit action by Congress. These automatic changes in government spending and
tax collections help to increase planned spending during recessions and reduce it
during expansions, without the delays inherent in the legislative process.

The second reason that fiscal policy is an important stabilizing force is that al-
though fiscal policy may be difficult to change quickly, it may still be useful for
dealing with prolonged episodes of recession. The Great Depression of the 1930s
and the Japanese slump of the 1990s are two cases in point. However, because
of the relative lack of flexibility of fiscal policy, in modern economies aggregate
spending is more usually stabilized through monetary policy. The stabilizing role of
monetary policy is the subject of the next chapter.
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■ S U M M A R Y ■

• The basic Keynesian model shows how fluctuations in
planned aggregate expenditure, or total planned
spending, can cause actual output to differ from po-
tential output. Too little spending leads to a reces-
sionary output gap; too much spending creates an
expansionary output gap. This model relies on the
crucial assumption that firms do not respond to every
change in demand by changing prices. Instead, they
typically set a price for some period, then meet the
demand forthcoming at that price. LO1

• Planned aggregate expenditure is total planned
spending on final goods and services. The four com-
ponents of total spending are consumption, invest-
ment, government purchases, and net exports. Actual
investment may differ from planned investment be-
cause firms may sell a greater or lesser amount of
their production than they expected. If firms sell less
than they expected, for example, they are forced to
add more goods to inventory than anticipated. And
because additions to inventory are counted as part
of investment, in this case actual investment (includ-
ing inventory investment) is greater than planned
investment. LO2

• The consumption function summarizes the relation-
ship between disposable income and consumption
spending. The amount by which consumption rises
when disposable income rises by one dollar is called
the marginal propensity to consume (mpc). The mar-
ginal propensity to consume is always greater than
zero but less than one. LO2

• An increase in real output raises planned aggregate
expenditure, since higher output (and, equivalently,
higher income) encourages households to consume
more. Planned aggregate expenditure can be broken
down into two components: autonomous expenditure
and induced expenditure. Autonomous expenditure is
the portion of planned spending that is independent
of output; induced expenditure is the portion of
spending that depends on output. LO2

• In the period in which prices are fixed, short-run
equilibrium output is the level of output that just
equals planned aggregate expenditure. Short-run
equilibrium can be determined numerically by a
table that compares alternative values of output and
the planned spending implied by each level of out-
put. Short-run equilibrium output also can be deter-
mined graphically in a Keynesian cross diagram. The
diagram contains two lines: an expenditure line,
which relates planned aggregate expenditure to out-
put, and a 45° line, which represents the condition

that short-run equilibrium output equals planned
aggregate expenditure. Short-run equilibrium output
is determined at the point at which these two lines
intersect. LO3

• Changes in autonomous expenditure will lead to
changes in short-run equilibrium output. In particu-
lar, if the economy is initially at full employment, a
fall in autonomous expenditure will create a reces-
sionary gap and a rise in autonomous expenditure
will create an expansionary gap. The amount by
which a one-unit increase in autonomous expenditure
raises short-run equilibrium output is called the mul-
tiplier. An increase in autonomous expenditure not
only raises spending directly; it also raises the incomes
of producers, who in turn increase their spending,
and so on. Hence the multiplier is greater than one: a
one-dollar increase in autonomous expenditure tends
to raise short-run equilibrium output by more than
one dollar. LO4

• To eliminate output gaps and restore full employ-
ment, the government employs stabilization policies.
The two major types of stabilization policy are mon-
etary policy and fiscal policy. Stabilization policies
work by changing planned aggregate expenditure
and, hence, short-run equilibrium output. For exam-
ple, an increase in government purchases raises au-
tonomous expenditure directly, so it can be used to
reduce or eliminate a recessionary gap. Similarly, a
cut in taxes or an increase in transfer payments in-
creases the public’s disposable income, raising con-
sumption spending at each level of output by an
amount equal to the marginal propensity to consume
times the cut in taxes or increase in transfers. Higher
consumer spending, in turn, raises short-run equilib-
rium output. LO5

• Three qualifications must be made to the use of fis-
cal policy as a stabilization tool. First, fiscal policy
may affect potential output as well as aggregate
spending. Second, large and persistent government
budget deficits reduce national saving and growth;
the need to keep deficits under control may limit
the use of expansionary fiscal policies. Finally, be-
cause changes in fiscal policy must go through a
lengthy legislative process, fiscal policy is not always
flexible enough to be useful for short-run stabiliza-
tion. However, automatic stabilizers—provisions in
the law that imply automatic increases in govern-
ment spending or reductions in taxes when output
declines—can overcome the problem of legislative
delays to some extent and contribute to economic
stability. LO6
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■ K E Y  T E R M S ■

automatic stabilizers (658)
autonomous consumption (638)
autonomous expenditure (641)
consumption function (638)
contractionary policies (651)
expansionary policies (651)

expenditure line (642)
income-expenditure 

multiplier (650)
induced expenditure (642)
marginal propensity to consume

(mpc) (639)

menu costs (634)
planned aggregate expenditure

(PAE) (635)
short-run equilibrium output (643)
stabilization policies (651)
wealth effect (638)

■ R E V I E W  Q U E S T I O N S ■

1. What is the key assumption of the basic Keynesian
model? Explain why this assumption is needed if
one is to accept the view that aggregate spending is
a driving force behind short-term economic fluc-
tuations. LO1

2. Give an example of a good or service whose price
changes very frequently and one whose price
changes relatively infrequently. What accounts for
the difference? LO1

3. Define planned aggregate expenditure and list its
components. Why does planned spending change
when output changes? LO2

4. Explain how planned spending and actual spending
can differ. Illustrate with an example. LO2

5. Sketch a graph of the consumption function, labeling
the axes of the graph. Discuss the economic meaning
of (a) a movement from left to right along the graph
of the consumption function and (b) a parallel up-
ward shift of the consumption function. Give an ex-
ample of a factor that could lead to a parallel upward
shift of the consumption function. LO2

6. Sketch the Keynesian cross diagram. Explain in
words the economic significance of the two lines
graphed in the diagram. Given only this diagram,
how could you determine autonomous expenditure,
induced expenditure, the marginal propensity to
consume, and short-run equilibrium output? LO3

7. Using the Keynesian cross diagram, illustrate the
main cause of the 2001 recession discussed through-
out the chapter. LO3, LO4

8. Define the multiplier. In economic terms, why is the
multiplier greater than one? LO4

9. The government is considering two alternative poli-
cies, one involving increased government purchases
of 50 units, the other involving a tax cut of 50
units. Which policy will stimulate planned aggre-
gate expenditure by more? Why? LO4

10. Discuss three reasons why the use of fiscal policy to
stabilize the economy is more complicated than
suggested by the basic Keynesian model. LO5

■ P R O B L E M S ■

1. Acme Manufacturing is producing $4,000,000 worth of goods this year and
expects to sell its entire production. It also is planning to purchase $1,500,000
in new equipment during the year. At the beginning of the year, the company
has $500,000 in inventory in its warehouse. Find actual investment and
planned investment if
a. Acme actually sells $3,850,000 worth of goods.
b. Acme actually sells $4,000,000 worth of goods.
c. Acme actually sells $4,200,00 worth of goods.

Assuming that Acme’s situation is similar to that of other firms, in which of
these three cases is output equal to short-run equilibrium output? LO1

2. Data on before-tax income, taxes paid, and consumption spending for the
Simpson family in various years are given below. LO2



a. Graph the Simpsons’ consumption function and find their household’s mar-
ginal propensity to consume.

b. How much would you expect the Simpsons to consume if their income was
$32,000 and they paid taxes of $5,000?

c. Homer Simpson wins a lottery prize. As a result, the Simpson family in-
creases its consumption by $1,000 at each level of after-tax income. (“In-
come” does not include the prize money.) How does this change affect the
graph of their consumption function? How does it affect their marginal
propensity to consume?

3. An economy is described by the following equations: LO2

a. Find a numerical equation linking planned aggregate expenditure to output.
b. Find autonomous expenditure and induced expenditure in this economy.

4. For the economy described in problem 3: LO3

a. Construct a table like Table 23.1 to find short-run equilibrium output. Con-
sider possible values for short-run equilibrium output ranging from 8,200 to
9,000.

b. Show the determination of short-run equilibrium output for this economy
using the Keynesian cross diagram.

c. What is the output gap for this economy? If the natural rate of unemploy-
ment is 4 percent, what is the actual unemployment rate for this economy
(use Okun’s law)?

5. For the economy described in problems 3 and 4, find the effect on short-run
equilibrium output of
a. An increase in government purchases from 1,500 to 1,600.
b. A decrease in tax collections from 1,500 to 1,400 (leaving government pur-

chases at their original value).
c. A decrease in planned investment spending from 900 to 800.

Take as given that the multiplier for this economy is 2.5. If you have studied
Appendix B in this chapter, show why this is so. LO4

6. An economy is initially at full employment, but a decrease in planned invest-
ment spending (a component of autonomous expenditure) pushes the economy
into recession. Assume that the mpc of this economy is 0.75 and that the mul-
tiplier is 4. LO4

a. How large is the recessionary gap after the fall in planned investment?
b. By how much would the government have to change its purchases to restore

the economy to full employment?

 Y*  9,000

 T  1,500

 NX  100

 G  1,500

 Ip  900

 C  1,800  0.61Y  T2
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Before-tax Taxes Consumption
income ($) paid ($) spending ($)

25,000 3,000 20,000

27,000 3,500 21,350

28,000 3,700 22,070

30,000 4,000 23,600



c. Alternatively, by how much would the government have to change taxes?
d.*Suppose that the government’s budget is initially in balance, with govern-

ment spending equal to taxes collected. A balanced-budget law forbids the
government from running a deficit. Is there anything that fiscal policymak-
ers could do to restore full employment in this economy, assuming they do
not want to violate the balanced-budget law?

7. An economy is described by the following equations:

The multiplier in this economy is 5. LO4, LO5

a. Find a numerical equation relating planned aggregate expenditure to output.
b. Construct a table to find the value of short-run equilibrium output. (Hint:

The economy is fairly close to full employment.)
c. By how much would government purchases have to change in order to elim-

inate any output gap? By how much would taxes have to change? Show the
effects of these fiscal policy changes in a Keynesian cross diagram.

d. Repeat part c assuming that Y* 630.
e. Show your results for parts b through d on a Keynesian cross diagram.

8.*For the following economy, find autonomous expenditure, the multiplier, short-
run equilibrium output, and the output gap. By how much would autonomous
expenditure have to change to eliminate the output gap?

Illustrate this economy’s short-run equilibrium on a Keynesian cross diagram.
LO3, LO4, LO5

9.*An economy has zero net exports. Otherwise, it is identical to the economy de-
scribed in problem 7. LO3, LO4, LO5

a. Find short-run equilibrium output.
b. Economic recovery abroad increases the demand for the country’s exports;

as a result, NX rises to 100. What happens to short-run equilibrium output?
c. Repeat part b, but this time assume that foreign economies are slowing, re-

ducing the demand for the country’s exports, so that NX  100. (A negative
value of net exports means that exports are less than imports.)

d. How do your results help to explain the tendency of recessions and expan-
sions to spread across countries?

10.*This problem illustrates the workings of automatic stabilizers. Suppose that the
components of planned spending in an economy are as described in Appendix A:

 Y*  12,000

 T  2,000

 NX  200

 G  2,500

 Ip  1,500

 C  3,000  0.51Y  T2

 Y*  580

 T  150

 NX  10

 G  120

 Ip  70

 C  40  0.81Y  T2
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and However, suppose
that, realistically, taxes are not fixed but depend on income. Specifically, we
assume

where t is the fraction of income paid in taxes (the tax rate). As we will see in
this problem, a tax system of this sort serves as an automatic stabilizer because
taxes collected automatically fall when incomes fall. LO3, LO4, LO5

a. Find an algebraic expression for short-run equilibrium output in this economy.
b. Find an algebraic expression for the multiplier, that is, the amount that output

changes when autonomous expenditure changes by one unit. Compare the ex-
pression you found to the formula for the multiplier when taxes are fixed.
Show that making taxes proportional to income reduces the multiplier.

c. Explain how reducing the size of the multiplier helps to stabilize the econ-
omy, holding constant the typical size of fluctuations in the components of
autonomous expenditure.

d. Suppose and
Calculate numerical values for short-run equilibrium output and

the multiplier.
t  0.25.

mpc  0.8,NX  0,G  2,000,I  1,500,C  500,

T  tY,

NX  NX.G  G,Ip
 I,C  C  1mpc2 1Y  T2,
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

23.1 First we need to find an equation that relates planned aggregate expenditure
PAE to output Y. We start with the definition of planned aggregate expendi-
ture and then substitute the numerical values given in the problem:

Using this relationship, we construct a table analogous to Table 23.1. Some
trial and error is necessary to find an appropriate range of guesses for output
(column 1).

  1,800  0.7Y.

  3820  0.71Y  6002 4  600  600  200

  3C  1mpc2 1Y  T2 4  Ip
 G  NX

 PAE  C  Ip
 G  NX

Determination of Short-Run Equilibrium Output

(1) (2) (3) (4)
Output Planned aggregate expenditure

Y PAE  1,800 0.7Y Y  PAE Y  PAE?

5,000 5,300  300 No

5,200 5,440  240 No

5,400 5,580  180 No

5,600 5,720  120 No

5,800 5,860  60 No

6,000 6,000 0 Yes

6,200 6,140 60 No

6,400 6,280 120 No

6,600 6,420 180 No



Short-run equilibrium output equals 6,000, as that is the only level of output
that satisfies the condition Y  PAE. LO2, LO3

23.2 The graph shows the determination of short-run equilibrium output,
Y  6,000. The intercept of the expenditure line is 1,800 and its slope is 0.7.
Notice that the intercept equals autonomous expenditure and the slope equals
the marginal propensity to consume. LO2, LO3
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23.3 This problem is an application of Okun’s law, introduced in the last chapter.
The recessionary gap in this example is  50/4,800, or about  1.04 percent,
of potential output. By Okun’s law, cyclical unemployment is  1 times one-
half the percentage size of the output gap, or 0.52 percent. As the natural rate
of unemployment is 5 percent, the total unemployment rate after the reces-
sionary gap appears will be approximately 5.52 percent. LO3

23.4 This exercise is just the reverse of the analysis in the text. An increase in of
10 units raises autonomous expenditure and hence the intercept of the expen-
diture line by 10 units. The expenditure line shifts up, in parallel fashion, by
10 units, leading to an increase in output and an expansionary output gap. As
output falls by 50 units in the text, it rises by 50 units, to 4,850, in the case
analyzed here. To verify that short-run equilibrium output equals 4,850,
note that an increase of 10 units in autonomous expenditure implies that PAE
rises from 960  0.8Y to 970  0.8Y. When Y  4,850, then PAE  

970  0.8(4,850)   4,850, so that we have Y  PAE. LO4

23.5 In Exercise 23.4 we saw that a 10-unit increase in increases autonomous
expenditure and hence the intercept of the expenditure line by 10 units. The
expenditure line shifts upward, in parallel fashion, by 10 units, leading to
an expansionary output gap. To offset this gap, the government should re-
duce its purchases by 10 units, returning autonomous expenditure to its
original level. The expenditure line shifts back down to its original position,
restoring output to its initial full-employment level. The graph is just the
reverse of Figure 23.6, with the expenditure line being shifted up by the
increase in consumption and down by the offsetting reduction in government
purchases. LO4, LO5

23.6 The 20-unit increase in planned investment is a 20-unit increase in autonomous
expenditure, which will lead to an even greater increase in short-run equilib-
rium output. To offset the 20-unit increase in autonomous expenditure by
means of fiscal policy, the government can reduce its purchases by 20 units.

C

C



Alternatively, it could raise taxes (or cut transfers) to reduce consumption
spending. Since the mpc  0.5, to reduce consumption spending by 20 units
at each level of output, the government will need to increase taxes (or reduce
transfers) by 40 units. At each level of output, a 40-unit tax increase will
reduce disposable income by 40 units and cause consumers to reduce their
spending by 0.5  40  20 units, as needed to eliminate the expansionary
output gap. LO4, LO5
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A P P E N D I X

A
An A lgebra i c So lu t i on o f

the Bas i c Keynes i an Mode l
his chapter has shown how to solve the basic Keynesian model numer-
ically and graphically. In this appendix, we will show how to find a
more general algebraic solution for short-run equilibrium output in the

basic Keynesian model. This solution has the advantage of showing clearly the
links between short-run equilibrium output, the multiplier, and autonomous ex-
penditure. The general method also can be applied when we make changes to the
basic Keynesian model, as we will see in following chapters.

The model we will work with is the same one presented in the main part
of the chapter. Start with the definition of planned aggregate expenditure,
Equation 23.1:

PAE  C  Ip
 G  NX. (23.1)

Equation 23.1 says that planned aggregate expenditure is the sum of the four
types of planned spending: consumption spending by households C; planned in-
vestment spending by firms Ip; government purchases G; and net exports pur-
chased by foreigners NX.

The first component of planned aggregate expenditure, consumption spend-
ing, is determined by the consumption function, Equation 23.2:

(23.2)

The consumption function says that consumption spending increases when dis-
posable (after-tax) income Y T increases. Each dollar increase in disposable in-
come raises consumption spending by mpc dollars, where mpc, known as the
marginal propensity to consume, is a number between 0 and 1. Other factors af-
fecting consumption spending are captured by the term For example, a boom
in the stock market that leads consumers to spend more at each level of dispos-
able income (a wealth effect) would be represented as an increase in 

As in the body of the chapter, we assume that planned investment, govern-
ment purchases, net exports, and net tax collections are simply given numbers. A
variable whose value is fixed and given from outside the model is called an

C.

C.

C  C  1mpc2 1Y  T2.

T



exogenous variable; so, in other words, we are assuming that planned investment,
government purchases, net exports, and net tax collections are exogenous variables.
Using an overbar to denote the given value of an exogenous variable, we can write
this assumption as

Planned investment,

Government purchases,

Net exports,

Net taxes (taxes less transfers).

So, for example, is the given value of planned investment spending, as determined
outside the model. In our examples, we will set and the other exogenous variables
equal to some particular number.

Our goal is to solve algebraically for short-run equilibrium output, the level of
output that prevails during the period in which prices are predetermined. The first
step is to relate planned aggregate expenditure PAE to output Y. Starting with the
definition of planned aggregate expenditure (Equation 23.1), use the consumption
function (Equation 23.2) to substitute for consumption spending C and replace Ip,
G, NX, and T with their exogenous values. With these substitutions, planned ag-
gregate expenditure can be written as

Rearranging this equation to separate the terms that do and do not depend on out-
put Y, we get

(23A.1)

Equation 23A.1 is an important equation because it shows the relationship between
planned aggregate expenditure PAE and output Y. The bracketed term on the right
side of the equation represents autonomous expenditure, the part of planned spend-
ing that does not depend on output. The term (mpc)Y represents induced expendi-
ture, the part of planned spending that does depend on output. Equation 23A.1 is
also the equation that describes the expenditure line in the Keynesian cross diagram;
it shows that the intercept of the expenditure line equals autonomous expenditure
and the slope of the expenditure line equals the marginal propensity to consume.

We can illustrate how Equation 23A.1 works numerically by using the example
we studied in the body of the chapter. That example assumed the following numer-
ical values: and mpc  0.8.
Plugging these values into Equation 23A.1 and simplifying, we get

PAE  960  0.8Y,

which is the same answer we found earlier in the chapter: autonomous expenditure
equals 960 and induced expenditure equals 0.8Y.

The second step in solving for short-run equilibrium output begins with the de-
finition of short-run equilibrium output (Equation 23.3):

Y  PAE. (23.3)

Remember that short-run equilibrium output is the value of output at which output
equals planned aggregate expenditure. Using Equation 23A.1 to substitute for PAE
in the definition of short-run equilibrium output, we get

Y   C  (mpc)T  I  G  NX  (mpc)Y.

T  250,NX  20,G  300,I  220,C  620,

PAE   C  (mpc)T  I  G  NX  (mpc)Y.

PAE   C  (mpc)(Y  T)  I  G  NX.

I
I

 T  T

 NX  NX

 G  G

 Ip
 I
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The value of Y that solves this equation is the value of short-run equilibrium out-
put. To solve for Y, group all terms involving Y on the left side of the equation:

or

Dividing both sides of the equation by (1 mpc) gives

(23A.2)

Equation 23A.2 gives short-run equilibrium output for our model economy in
terms of the exogenous values and and the marginal propensity to
consume, mpc.We can use this formula to solve for short-run equilibrium output in
specific numerical examples. For example, suppose that we once again plug in the
numerical values assumed in the body of the chapter: 

and mpc 0.8. We get

which is the same answer we found more laboriously using Table 23.1.

EXERCISE 23A.1

Use Equation 23A.2 to find short-run equilibrium output for the economy

described in Exercise 23.1 in the text. What are the intercept and the slope

of the expenditure line?

Equation 23A.2 shows clearly the relationship between autonomous expenditure
and short-run equilibrium output. Autonomous expenditure is the first term on the
right side of Equation 23A.1, equal to The equation
shows that a one-unit increase in autonomous expenditure increases short-run equi-
librium output by units. In other words, we can see from Equation
23A.2 that the multiplier for this model equals Further discussion of
the multiplier is given in the second appendix to the chapter.

1/ 11  mpc2.
1/ 11  mpc2

C  1mpc2T  I  G  NX.

Y  a 1

1  0.8
b  620 0.8(250) 220 300 20  

1

0.2
(960) 5(960) 4,800,

T  250,NX  20,
G  300,I  220,C  620,

TNX,G,I,C,

Y  a 1

1  mpc
b    C  (mpc)T  I  G  NX  .

Y11  mpc2   C  1mpc2T  I  G  NX .

Y  (mpc)Y   C  (mpc)T  I  G  NX 
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■ A N S W E R S  T O  I N - A P P E N D I X  E X E R C I S E ■

23A.1 The equation describing short-run equilibrium output is

(23A.2)

Using data from Exercise 23.1, set 
and Plugging these values into Equation 23A.2, we get

which is the same result obtained in Exercise 23.1. LO3

Y  a 1

1  0.7
b  820  0.7(600  600  600  200)  3.33  1,800  6,000,

T  600.NX  200,
G  600,I  600,mpc  0.7,C  820,

Y  a 1

1  mpc
b 1C  1mpc2T  I  G  NX2.





A P P E N D I X

B
Th e  Mu l t i p l i e r  i n  t h e

Ba s i c  K eyn e s i a n  Mode l
his appendix builds on the example economy used throughout the
chapter to give a more complete explanation of the income-expenditure
multiplier in the basic Keynesian model. In the chapter, we saw that a

drop in autonomous expenditure of 10 units caused a decline in short-run equi-
librium output of 50 units, five times as great as the initial change in spending.
Hence, the multiplier in this example is 5.

To see why this multiplier effect occurs, note that the initial decrease of 10
in consumer spending (more precisely, in the constant term of the consumption
function, ) has two effects. First, the fall in consumer spending directly reduces
planned aggregate expenditure by 10 units. Second, the fall in spending also re-
duces by 10 units the incomes of producers (workers and firm owners) of con-
sumer goods. Since the marginal propensity to consume is 0.8, the producers of
consumer goods will therefore reduce their consumption spending by 8, or 0.8
times their income loss of 10. This reduction in spending cuts the income of
other producers by 8 units, leading them to reduce their spending by 6.4, or 0.8
times their income loss of 8. These income reductions of 6.4 lead still other pro-
ducers to cut their spending by 5.12, or 0.8 times 6.4, and so on. In principle,
this process continues indefinitely, although after many rounds of spending and
income reductions, the effects become quite small.

When all these “rounds” of income and spending reductions are added, the
total effect on planned spending of the initial reduction of 10 in consumer
spending is

The three dots indicate that the series of reductions continues indefinitely. The
total effect of the initial decrease in consumption also can be written as

This expression highlights the fact that the spending that takes place in each
round is 0.8 times the spending in the previous round (0.8) because that is the

10 1  0.8  (0.8)2
 (0.8)3

 p .

10  8  6.4  5.12  p.

C

T



marginal propensity to consume out of the income generated by the previous round
of spending.

A useful algebraic relationship, which applies to any number x greater than 0
but less than 1, is

If we set this formula implies that the total effect of the decline in con-
sumption spending on aggregate demand and output is

This answer is consistent with our earlier calculation, which showed that short-run
equilibrium output fell by 50 units, from 4,800 to 4,750.

By a similar analysis, we also can find a general algebraic expression for the
multiplier in the basic Keynesian model. Recalling that mpc is the marginal propen-
sity to consume out of disposable income, we know that a one-unit increase in au-
tonomous expenditure raises spending and income by one unit in the first round; by

units in the second round; by units in the sec-
ond round; by units in the third round; and so on. Thus, the
total effect on short-run equilibrium output of a one-unit increase in autonomous
expenditure is given by

Applying the algebraic formula given above, and recalling that we
can rewrite this expression as Thus, in a basic Keynesian model with
a marginal propensity to consume of mpc, the multiplier equals the
same result found in Appendix A to this chapter. Note that if then

which is the same value of the multiplier we
found numerically above.
1/(1  mpc)  1/(1  0.8)  5,

mpc  0.8,
1/(1  mpc),

1/(1  mpc).
0 6 mpc 6 1,

1  mpc  mpc2
 mpc3

 p.

mpc  mpc2
 mpc3

mpc  mpc  mpc2mpc  1  mpc

10  a 1

1  0.8
b  10  a 1

0.2
b  10  5  50.

x  0.8,

1  x  x2
 x3

 p  
1

1  x
.
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C H A P T E R

24
Stabilizing the Economy: The

Role of the Federal Reserve
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Describe the structure and responsibilities of the Federal Reserve

System.

2. Analyze how changes in real interest rates affect planned aggregate ex-

penditures and the short-run equilibrium level of output.

3. Define what a monetary policy rule is and relate this concept to the Fed’s

role in stabilization policy.

4. Show how the demand for money and the supply of money interact to

determine the equilibrium nominal interest rate.

5. Discuss how the Fed uses its ability to control the money supply to influ-

ence nominal and real interest rates.

inancial market participants and commentators go to remarkable
lengths to try to predict the actions of the Federal Reserve. For a while,
the CNBC financial news program Squawk Box reported regularly on

what the commentators called the Greenspan Briefcase Indicator. The idea was
to spot the Fed chairman at that time, Alan Greenspan, on his way to meet with
the Federal Open Market Committee, the group that determines U.S. monetary
policy. If Greenspan’s briefcase was packed full, presumably with macroeco-
nomic data and analyses, the guess was that the Fed planned to change interest
rates. A slim briefcase meant no change in rates was likely.

“It was right 17 out of the first 20 times,” the program’s anchor Mark
Haines noted, “but it has a built-in self-destruct mechanism because
Greenspan packs his [own] briefcase. He can make it wrong or right. He has
never publicly acknowledged the indicator, but we have reason to believe that
he knows about it. We have to consider the fact that he wants us to stop

F
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doing it because the last two times the briefcase has been wrong, and that’s dis-
turbing.”1

The Briefcase Indicator is but one example of the close public scrutiny that the
chairman of the Federal Reserve and other monetary policymakers face. Every speech,
every congressional testimony, every interview from a member of the Board of
Governors is closely analyzed for clues about the future course of monetary policy.
The reason for the intense public interest in the Federal Reserve’s decisions about mon-
etary policy—and especially the level of interest rates—is that those decisions have
important implications both for financial markets and for the economy in general.

In this chapter, we examine the workings of monetary policy, one of the two
major types of stabilization policy. (The other type, fiscal policy, was discussed in
the last chapter.) As we saw in the last chapter, stabilization policies are government
policies that are meant to influence planned aggregate expenditure, with the goal of
eliminating output gaps. Both types of stabilization policy, monetary and fiscal, are
important and have been useful at various times. However, monetary policy, which
can be changed quickly by a decision of the Federal Reserve’s Federal Open Market
Committee (FOMC), is more flexible and responsive than fiscal policy, which can
be changed only by legislative action by Congress. Under normal circumstances,
therefore, monetary policy is used more actively in the United States than fiscal
policy to help stabilize the economy.

We begin this chapter by studying the Federal Reserve as an institution: how it
came to be, how it responded to banking panics early in its history, and how it func-
tions today. Next, we look how monetary policy affects short-run output. Specifi-
cally, we first examine how changes in nominal interest rates, which the Fed can
influence, affect real interest rates, which affect spending decisions. We then build
on our analysis of the basic Keynesian model in the last chapter and show how, in
the short run, changes in real interest rates change planned spending and thus short-
run equilibrium output. We then look at some of the details of monetary policy by
developing a monetary policy rule that describes the Fed’s behavior and by examin-
ing more closely the relationship between changes in the money supply and changes
in nominal interest rates.

THE FEDERAL RESERVE

We first discussed the Federal Reserve in Chapter 21. Recall that the Fed is the cen-
tral bank of the United States, and that central banks in general have two main re-
sponsibilities. First, they are responsible for monetary policy, which means that a
country’s central bank determines how much money circulates in the economy. We
will see in this chapter that this responsibility implies that Federal Reserve actions af-
fect the level of interest rates in the economy as well. Second, along with other gov-
ernment agencies, central banks in general, and the Fed in particular, have important
responsibilities for the oversight and regulation of financial markets. In particular,
central banks play important roles during periods of crisis in financial markets.

THE HISTORY AND STRUCTURE OF THE FEDERAL 

RESERVE SYSTEM

The Federal Reserve System was created by the Federal Reserve Act, passed by Con-
gress in 1913, and began operations in 1914. Like all central banks, the Fed is a
government agency. Unlike commercial banks, which are private businesses whose
principal objective is making a profit, central banks like the Fed focus on promot-
ing public goals such as economic growth, low inflation, and the smooth operation
of financial markets.

1Robert H. Frank, “Safety in Numbers,” New York Times Magazine, November 28, 1999, p. 35.

Federal Reserve System (the

Fed) The central bank of the

United States; also called the Fed



The Federal Reserve Act established a system of 12 regional Federal Reserve
banks, each associated with a geographical area called a Federal Reserve district.
Congress hoped that the establishment of Federal Reserve banks around the coun-
try would ensure that different regions were represented in the national policymak-
ing process. In fact, the regional Feds regularly assess economic conditions in their
districts and report this information to policymakers in Washington. Regional Fed-
eral Reserve banks also provide various services, such as check-clearing services, to
the commercial banks in their district.

At the national level, the leadership of the Federal Reserve System is provided
by its Board of Governors. The Board of Governors, together with a large profes-
sional staff, is located in Washington, D.C. The Board consists of seven governors,
who are appointed by the president of the United States, subject to confirmation by
the Senate, to 14-year terms. The terms are staggered so that one governor comes
up for reappointment every other year. The president also appoints one of these
Board members to serve as chairman of the Board of Governors for a term of four
years. The Fed chairman, along with the secretary of the Treasury, is probably one
of the two most powerful economic policymakers in the U.S. government, after the
president. Recent chairmen, such as Paul Volcker and Alan Greenspan, have been
highly regarded and influential.

Decisions about monetary policy are made by a 12-member committee called
the Federal Open Market Committee (or FOMC). The FOMC consists of the seven
Fed governors, the president of the Federal Reserve Bank of New York, and four of
the presidents of the other regional Federal Reserve banks, who serve on a rotating
basis. The FOMC meets approximately eight times a year to review the state of the
economy and to determine monetary policy.
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“I’m sorry, sir, but I don’t believe you know us well enough 
to call us the Fed.”
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THE FED’S ROLE IN STABILIZING FINANCIAL MARKETS:

BANKING PANICS

The creation of the Fed in 1913 was promoted by a series of financial market crises
that disrupted both the markets themselves and the U.S. economy as a whole. The
hope of Congress was that the Fed would be able to eliminate or at least control
such crises. Banking panics were perhaps the most disruptive type of recurrent fi-
nancial crisis in the United States during the ninetieth and early twentieth centuries.
In a banking panic, news or rumors of the imminent bankruptcy of one or more
banks leads bank depositors to rush to withdraw their funds.

Why do banking panics occur? An important factor that makes banking panics
possible is the existence of fractional-reserve banking. As we discussed in Chapter
21, in a fractional-reserve banking system, like that of the United States and all
other industrialized countries, bank reserves are less than deposits, which means
that banks do not keep enough cash on hand to pay off their depositors if they were
all to decide to withdraw their deposits. Normally this is not a problem, as only a
small percentage of depositors attempt to withdraw their funds on any given day.
But if a rumor circulates that one or more banks are in financial trouble and may
go bankrupt, depositors may panic, lining up to demand their money. Since bank
reserves are less than deposits, a sufficiently severe panic could lead even financially
healthy banks to run out of cash, forcing them into bankruptcy and closure. (Think
of the scene in the movie It’s a Wonderful Life when George Bailey tries to convince
his depositors not to withdraw all of their deposits and close their accounts.)

The Federal Reserve was established in response to a particularly severe bank-
ing panic that occurred in 1907. The Fed was equipped with two principal tools to
try to prevent or moderate banking panics. First, the Fed was given the power to su-
pervise and regulate banks. It was hoped that the public would have greater confi-
dence in banks, and thus be less prone to panic, if people knew that the Fed was
keeping a close watch on bankers’ activities. Second, the Fed was allowed to make
loans to banks. The idea was that, during a panic, banks could borrow cash from
the Fed with which to pay off depositors, avoiding the need to close.

No banking panics occurred between 1914, when the Fed was established, and
1930. However, between 1930 and 1933, the United States experienced the worst
and most protracted series of banking panics in its history. Economic historians
agree that much of the blame for this panic should be placed on the Fed, which
neither appreciated the severity of the problem nor acted aggressively enough to
contain it.

The banking panics of 1930–1933 and the money supply

The worst banking panics ever experienced in the United States occurred during the
early stages of the Great Depression, between 1930 and 1933. During this period,
approximately one-third of the banks in the United States were forced to close. This
near-collapse of the banking system was probably an important reason that the De-
pression was so severe. With many fewer banks in operation, it was very difficult
for small businesses and consumers during the early 1930s to obtain credit. Another
important effect of the banking panics was to greatly reduce the nation’s money
supply.

During a banking panic, people are afraid to keep deposits in a bank because of
the risk that the bank will go bankrupt and their money will be lost (this was prior to
the introduction of federal deposit insurance, discussed below). During the
1930–1933 period, many bank depositors withdrew their money from banks, hold-
ing currency instead. These withdrawals reduced bank reserves. Recall from Chapter
21 that each extra dollar of currency held by the public adds $1 to the money supply;
but each extra dollar of bank reserves translates into several dollars of money supply
because in a fractional-reserve banking system each dollar of reserves can “support”
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several dollars in bank deposits. Thus, the public’s withdrawals from banks, which
increased currency holdings by the public but reduced bank reserves by an equal
amount, led to a net decrease in the total money supply (currency plus deposits).

In addition, fearing banking panics and the associated withdrawals by deposi-
tors, banks increased their desired reserve-deposit ratios, which reduced the quan-
tity of deposits that could be supported by any given level of bank reserves. This
change in reserve-deposit ratios also tended to reduce the money supply.

Data on currency holdings by the public, the reserve-deposit ratio, bank
reserves, and the money supply for selected dates are shown in Table 24.1. Notice
the increase over the period in the amount of currency held by the public and in the
reserve-deposit ratio, as well as the decline in bank reserves in 1931. The last
column shows that the U.S. money supply dropped by about one-third between
December 1929 and December 1933.

Using Equation 21.2, we can see that increases in currency holdings by the public
and increases in the reserve-deposit ratio both tend to reduce the money supply.
These effects were so powerful in 1930–1933 that the nation’s money supply, shown
in the fourth column of Table 24.1, dropped precipitously, even though currency
holdings and bank reserves, taken separately, actually rose during the period. ◆

EXERCISE 24.1

Using the data from Table 24.1, confirm that the relationship between the

money supply and its determinants is consistent with Equation 21.2.Would

the money supply have fallen in 1931–1933 if the public had stopped with-

drawing deposits after December 1930 so that currency held by the public

had remained at its December 1930 level?

EXERCISE 24.2

According to Table 24.1, the U.S. money supply fell from $44.1 billion to

$37.3 billion over the course of 1931. The Fed did use open-market pur-

chases during 1931 to replenish bank reserves in the face of depositor with-

drawals. Find (a) the quantity of reserves that the Fed injected into the

economy in 1931 and (b) the quantity of reserves the Fed would have had

to add to the economy to keep the money supply unchanged from 1930, as-

suming that public currency holdings and reserve-deposit ratios for each

year remained as reported in the table.Why has the Fed been criticized for

being too timid in 1931?
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TABLE 24.1

Key U.S. Monetary Statistics, 1929–1933

Currency Reserve-deposit Bank Money
held by public ratio reserves supply

December 1929 3.85 0.075 3.15 45.9

December 1930 3.79 0.082 3.31 44.1

December 1931 4.59 0.095 3.11 37.3

December 1932 4.82 0.109 3.18 34.0

December 1933 4.85 0.133 3.45 30.8

NOTE: Data on currency, the monetary base, and the money supply are in billions of dollars.

SOURCE: Milton Friedman and Anna J. Schwartz, A Monetary History of the United States,
1863–1960, (Princeton, NJ: Princeton University Press, 1963), Table A-1.



When the Fed failed to stop the banking panics of the 1930s, policymakers de-
cided to look at other strategies for controlling panics. In 1934 Congress instituted
a system of deposit insurance. Under a system of deposit insurance, the government
guarantees depositors—specifically, under current rules, those with deposits of less
than $100,000—that they will get their money back even if the bank goes bank-
rupt. Deposit insurance eliminates the incentive for people to withdraw their de-
posits when rumors circulate that the bank is in financial trouble, which nips panics
in the bud. Indeed, since deposit insurance was instituted, the United States has had
no significant banking panics.

Unfortunately, deposit insurance is not a perfect solution to the problem of
banking panics. An important drawback is that when deposit insurance is in force,
depositors know they are protected no matter what happens to their bank, and they
become completely unconcerned about whether their bank is making prudent
loans. This situation can lead to reckless behavior by banks or other insured inter-
mediaries. For example, during the 1980s, many savings and loan associations in
the United States went bankrupt, in part because of reckless lending and financial
investments. Like banks, savings and loans have deposit insurance, so the U.S. gov-
ernment had to pay savings and loan depositors the full value of their deposits. This
action ultimately cost U.S. taxpayers hundreds of billions of dollars. To try to pre-
vent such occurrences, the Federal Reserve and other government regulators exam-
ine banks to make sure they are lending prudently.

THE EFFECTS OF FEDERAL RESERVE 

ACTIONS ON THE ECONOMY

We now examine how monetary policy can be used to eliminate output gaps and
stabilize the economy. The basic idea is relatively straightforward. As we will see in
this section, planned aggregate expenditure is affected by the level of the real inter-
est rate prevailing in the economy. Specifically, a lower real interest rate encourages
higher planned spending by households and firms, while a higher real interest rate
reduces spending. By adjusting the real interest rate, the Fed can move planned
spending in the desired direction. Under the assumption of the basic Keynesian
model that firms produce just enough goods and services to meet the demand for
their output, the Fed’s stabilization of planned spending leads to stabilization of
aggregate output and employment as well.

The Fed can control the economy’s nominal interest rate through its control of
the money supply. We will analyze how it does this later in the chapter; for now, we
will look at how control of the nominal interest rate leads to control of the real in-
terest rate in the short run. We will then look at how changes in the real interest rate
affect planned spending and equilibrium output.

CAN THE FED CONTROL THE REAL INTEREST RATE?

Through its control of the money supply, the Fed can control the economy’s nomi-

nal interest rate. But many important economic decisions, such as the decisions to
save and invest, depend on the real interest rate. To affect those decisions, the Fed
must exert some control over the real interest rate.

Most economists believe that the Fed can control the real interest rate, at least
for some period. To see why, recall the definition of the real interest rate from
Chapter 17:

r  i   .

The real interest rate r equals the nominal interest rate i minus the rate of inflation
 . The Fed can control the nominal interest rate quite precisely through its ability
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to determine the money supply. Furthermore, inflation appears to change relatively
slowly in response to changes in policy or economic conditions, for reasons we will
discuss in the next chapter. Because inflation tends to adjust slowly, actions by the
Fed to change the nominal interest rate generally lead the real interest rate to
change by about the same amount.

The idea that the Fed can set the real interest rate appears to contradict our
analysis in Chapter 20. There, we concluded that the real interest rate is determined
by the condition that national saving must equal investment in new capital goods.
This apparent contradiction is rooted in a difference in the time frame being con-
sidered. Because inflation does not adjust quickly, the Fed can control the real in-
terest rate over the short run. In the long run, however—that is, over periods of
several years or more—the inflation rate and other economic variables will adjust,
and the balance of saving and investment will determine the real interest rate. Thus,
the Fed’s ability to influence consumption and investment spending through its con-
trol of the real interest rate is strongest in the short run.

The role of the federal funds rate in monetary policy

Although thousands of interest rates and other financial data are easily available,
the interest rate that is perhaps most closely watched by the public, politicians, the
media, and the financial markets is the federal funds rate.

The federal funds rate is the interest rate commercial banks charge each other for
very short-term (usually overnight) loans. For example, a bank that has insufficient
reserves to meet its legal reserve requirements might borrow reserves for a few days
from a bank that has extra reserves. Despite its name, the federal funds rate is not an
official government interest rate and is not connected to the federal government.

Because the market for loans between commercial banks is tiny compared to
some other financial markets, such as the market for government bonds, one might
expect the federal funds rate to be of little interest to anyone other than the managers
of commercial banks. But enormous attention is paid to this interest rate because, over
most of the past 40 years, the Fed has expressed its policies in terms of the federal
funds rate. Indeed, at the close of every meeting of the Federal Open Market Com-
mittee, the Fed announces whether the federal funds rate will be increased, decreased,
or left unchanged. The Fed also may indicate the likely direction of future changes in
the federal funds rate. Thus, more than any other financial variable, changes in the
federal funds rate indicate the Fed’s plans for monetary policy.

Why does the Fed choose to focus on this particular nominal interest rate over
all others? As we saw in Chapter 21, in practice the Fed affects the money supply
through its control of bank reserves. Because open-market operations directly affect
the supply of bank reserves, the Fed’s control over the federal funds rate is particu-
larly tight. If, for example, the Fed wants the federal funds rate to fall, it conducts
open-market purchases, which increase reserves, until the federal funds rate falls to
the new desired level. However, if Fed officials chose to do so, they could probably
signal their intended policies just as effectively in terms of another short-term
nominal interest rate, such as the rate on short-term government debt.

Figure 24.1 shows the behavior of the federal funds rate from January 1970
through February 2008. As you can see, the Fed has allowed this interest rate to
vary considerably in response to economic conditions.

In reality, not just one but many thousands of interest rates are seen in the econ-
omy. Because interest rates tend to move together (allowing us to speak of the in-
terest rate), an action by the Fed to change the federal funds rate generally causes
other interest rates to change in the same direction. However, the tendency of other
interest rates (such as the long-term government bond rate or the rate on bonds is-
sued by corporations) to move in the same direction as the federal funds rate is only
a tendency, not an exact relationship. In practice, then, the Fed’s control of other
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interest rates may be somewhat less precise than its control of the federal funds
rate—a fact that complicates the Fed’s policymaking.

PLANNED AGGREGATE EXPENDITURE AND 

THE REAL INTEREST RATE

In the last chapter, we saw how planned spending is affected by changes in real out-
put Y. Changes in output affect the private sector’s disposable income (Y  T),
which in turn influences consumption spending—a relationship captured by the
consumption function.

A second variable that has potentially important effects on aggregate expenditure
is the real interest rate r. In Chapter 20, we saw that the real interest rate influences
both the saving decisions of households and the investment behavior of firms.

For households, the effect of a higher real interest rate is to increase the reward
for saving, which leads households to save more.2 At a given level of income, house-
holds can save more only if they consume less. Thus, saying that a higher real inter-
est rate increases saving is the same as saying that a higher real interest rate reduces
consumption spending at each level of income. The idea that higher real interest rates
reduce household spending makes intuitive sense. Think, for example, about people’s
willingness to buy consumer durables such as automobiles or furniture. Purchases of
consumer durables, which are part of consumption spending, are often financed by
borrowing from a bank, credit union, or finance company. When the real interest
rate rises, the monthly finance charges associated with the purchase of a car or a pi-
ano are higher, and people become less willing or able to make the purchase. Thus, a
higher real interest rate reduces people’s willingness to spend on consumer goods,
holding constant disposable income and other factors that affect consumption.

Besides reducing consumption spending, a higher real interest rate also discour-
ages firms from making capital investments. As in the case of a consumer thinking of
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buying a car or a piano, when a rise in the real interest rate increases financing costs,
firms may reconsider their plans to invest. For example, upgrading a computer sys-
tem may be profitable for a manufacturing firm when the cost of the system can be
financed by borrowing at a real interest rate of 3 percent. However, if the real inter-
est rate rises to 6 percent, doubling the cost of funds to the firm, the same upgrade
may not be profitable and the firm may choose not to invest. We also should
remember that residential investment—the building of houses and apartment
buildings—is also part of investment spending. Higher interest rates, in the form of
higher mortgage rates, certainly discourage this kind of investment spending as well.3

The conclusion is that, at any given level of output, both consumption spend-
ing and planned investment spending decline when the real interest rate increases.
Conversely, a fall in the real interest rate tends to stimulate consumption and
investment spending by reducing financing costs.

Planned aggregate expenditure and the real interest rate: a numerical example

In a certain economy, the components of planned spending are given by

This economy is similar to the one we worked with in the previous chapter ex-
cept that now the real interest rate r is allowed to affect both consumption and
planned investment. For example, the final term in the equation describing con-
sumption,  400r, implies that a 1 percentage point (0.01) increase in the real in-
terest rate, from 4 percent to 5 percent—that is, from.04 to.05—reduces
consumption spending by 400(0.01) 4 units. Similarly, the final term in the equa-
tion for planned investment tells us that in this example, a 1 percentage point in-
crease in the real interest rate lowers planned investment by 600(0.01)  6 units.
Thus, the overall effect of a 1 percentage point increase in the real interest rate is to
lower planned aggregate expenditure by 10 units, the sum of the effects on con-
sumption and investment. As in the earlier examples, disposable income (Y T) is
assumed to affect consumption spending through a marginal propensity to consume
of 0.8 (see the first equation), and government purchases G, net exports NX, and
taxes T are assumed to be fixed numbers.

To find a numerical equation that describes the relationship of planned aggre-
gate expenditure (PAE) to output, we can begin as in the last chapter with the
general definition of planned aggregate expenditure:

PAE  C  IP
 G  NX.

Substituting for the four components of expenditure, using the equations describing
each type of spending, we get

The first term in brackets on the right side of this equation is the expression for
consumption, using the fact that taxes T  250; the second bracketed term is
planned investment; and the last two terms correspond to the assumed numerical
values of government purchases and net exports. If we simplify this equation and

PAE   640  0.8(Y  250)  400r   250  600r  300  20.

 T  250.

 NX  20,

 G  300,

 IP
 250  600r,

 C  640  0.8(Y  T)  400r,
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group together the terms that do not depend on output Y and the terms that do de-
pend on output, we get

or, simplifying further,

(24.1)

In Equation 24.1, the term in brackets is autonomous expenditure, the portion of
planned aggregate expenditure that does not depend on output. Notice that in this
example autonomous expenditure depends on the real interest rate r. Induced ex-
penditure, the portion of planned aggregate expenditure that does depend on out-
put, equals 0.8Y in this example. ◆

The real interest rate and short-run equilibrium output

Now, suppose that the Fed sets the real interest rate at 5 percent. Setting r 0.05 in
Equation 24.1 gives

Simplifying, we get

PAE  960  0.8Y.

So, when the real interest rate is 5 percent, autonomous expenditure is 960 and in-
duced expenditure is 0.8Y. Short-run equilibrium output is the level of output that
equals planned aggregate spending. To find short-run equilibrium output, we could
now apply the tabular method used in the last chapter, comparing alternative val-
ues of output with the planned aggregate expenditure at that level of output. Short-
run equilibrium output would be determined as the value of output such that
output just equals spending, or

Y  PAE.

However, conveniently, when we compare this example with the example economy
in the previous chapter, we see that the equation for planned aggregate expenditure,
PAE 960 0.8Y, is identical to what we found there. Thus, Table 23.1 applies to
this example as well, and we get the same answer for short-run equilibrium output,
which is Y 4,800.

Short-run equilibrium output also can be found graphically, using the Keynesian
cross diagram from the last chapter. Again, since the equation for planned aggregate
output is the same as in Chapter 23, Figure 23.1 applies equally well here. ◆

EXERCISE 24.3

For the economy described above, suppose the Fed sets the real interest

rate at 3 percent rather than at 5 percent. Find short-run equilibrium out-

put. (Hint: Consider values between 4,500 and 5,500.)

THE FED FIGHTS A RECESSION

We have now demonstrated that the following relationship holds between the real
interest rate and equilibrium output:

T r 1 c planned C and planned I 1 c PAE 1 (via the multiplier) c Y

PAE   1,010  1,000  (0.05)  0.8Y.

PAE   1,010  1,000r  0.8Y.

PAE   (640  0.8  250  400r)  (250  600r)  300  20  0.8Y,
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A decrease in the real interest rate causes increases in both planned consumption
and planned investment, which lead to an increase in planned spending. The in-
crease in planned spending leads, through the multiplier, to an increase in short-run
equilibrium output. Similarly,

That is, an increase in the real interest rate causes decreases in both planned con-
sumption and planned investment, which lead to a decrease in planned spending.
The decrease in planned spending leads, through the multiplier, to a decrease in
short-run equilibrium output.

These two relationships are the key to understanding how monetary policy af-
fects short-run economic activity. Let’s first analyze how monetary policy can be
used to fight a recession; then we will turn to how the Fed can fight inflation.

Suppose the economy faces a recessionary gap—a situation in which real out-
put is below potential output, and planned spending is “too low.” To fight a
recessionary gap, the Fed should reduce the real interest rate, stimulating con-
sumption and investment spending. According to the theory we have developed,
this increase in planned spending will cause output to rise, restoring the economy
to full employment.

Let’s build on the example we worked through in the previous section. Suppose
that potential output Y* equals 5,000. As before, the Fed has set the real interest
rate equal to 5 percent. The multiplier in this economy is 5.

We showed earlier that with the real interest rate at 5 percent, short-run equi-
librium output for this economy is 4,800. Potential output is 5,000, so the output
gap (Y Y*) equals 5,000 4,800 200. Because actual output is below poten-
tial, this economy faces a recessionary gap.

To fight the recession, the Fed should lower the real interest rate, raising ag-
gregate expenditure until output reaches 5,000, the full-employment level. That
is, the Fed’s objective is to increase output by 200. Because the multiplier equals
5, to increase output by 200, the Fed must increase autonomous expenditure by
200 5  40 units. By how much should the Fed reduce the real interest rate to
increase autonomous expenditure by 40 units? Autonomous expenditure in this
economy is [1,010  1,000r], as you can see from Equation 24.1, so that each
percentage point reduction in r increases autonomous expenditure by 1,000  
(0.01)  10 units. To increase autonomous expenditure by 40, then, the Fed
should lower the real interest rate by 4 percentage points, from 5 percent to
1 percent.

In summary, to eliminate the recessionary gap of 200, the Fed should lower
the real interest rate from 5 percent to 1 percent. Notice that the Fed’s decrease
in the real interest rate increases short-run equilibrium output, as economic logic
suggests.

The Fed’s recession-fighting policy is shown graphically in Figure 24.2. The re-
duction in the real interest rate raises planned spending at each level of output,
shifting the expenditure line upward. When the real interest rate equals 1 percent,
the expenditure line intersects the Y  PAE line at Y  5,000, so that output and
potential output are equal.

EXERCISE 24.4

Suppose that in the example above potential output is 4,850 rather than

5,000. By how much should the Fed cut the real interest rate to restore full

employment? You may take as given that the multiplier is 5.

c r 1 T planned C and planned I 1 T PAE 1 (via the multiplier) T Y
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How did the Fed respond to recession and the terror attacks in 2001?

The U.S. economy began slowing in the fall of 2000, with investment in high-tech
equipment falling particularly sharply. According to the National Bureau of Economic
Research, a recession began in March 2001. To make matters worse, on September
11, 2001, terrorist attacks on New York City and Washington shocked the nation and
led to serious problems in the travel and financial industries, among others.

The Fed first began to respond to growing evidence of an economic slow-
down at the end of the year 2000. At the time, the federal funds rate stood at
about 6.5 percent. (See Figure 24.9 and the discussion of the federal funds rate
later in the chapter for more details.) The Fed’s most dramatic move was a sur-
prise cut of 0.5 percentage point in the funds rate in January 2001, between reg-
ularly scheduled meetings of the Federal Open Market Committee. Further rate
cuts followed, and by July the funds rate was below 4 percent. By summer’s end,
however, there was still considerable uncertainty about the likely severity of the
economic slowdown.

The picture changed suddenly on September 11, 2001, when the terror attacks
on the World Trade Center and the Pentagon killed almost 3,000 people. The ter-
rorist attacks imposed great economic as well as human costs. The physical dam-
age in lower Manhattan was in the billions of dollars, and many offices and
businesses in the area had to close. The Fed, in its role as supervisor of the finan-
cial system, worked hard to assist in the restoration of normal operations in the fi-
nancial district of New York City. (The Federal Reserve Bank of New York, which
actually conducts open-market operations, is only a block from the site of the
World Trade Center.) The Fed also tried to ease financial conditions by temporar-
ily lowering the federal funds rate to as low as 1.25 percent, in the week following
the attack.

In the weeks and months following September 11, the Fed turned its attention
from the direct impact of the attack to the possible indirect effects on the U.S.
economy. The Fed was worried that consumers, nervous about the future, would
severely cut back their spending; together with the ongoing weakness in investment,
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a fall in consumption spending could sharply worsen the recession. To stimulate
spending, the Fed continued to cut the federal funds rate.

By the time the recession officially ended in November 2001, the funds rate was
at 2.0 percent, 4.5 percentage points lower than a year earlier. A number of factors
made the 2001 recession relatively short and mild, including President Bush’s tax
cuts and increased government expenditures for homeland security and defense.
Nevertheless, most economists agree that the Fed’s quick actions helped to moder-
ate the impact of the recession and the September 11 attacks. ◆

THE FED FIGHTS INFLATION

To this point we have focused on the problem of stabilizing output, without con-
sidering inflation. In the next chapter, we will see how ongoing inflation can be in-
corporated into our analysis. For now we will simply note that one important cause
of inflation is an expansionary output gap—a situation in which planned spending,
and hence actual output, exceeds potential output. When an expansionary gap ex-
ists, firms find that the demand for their output exceeds their normal rate of pro-
duction. Although firms may be content to meet this excess demand at previously
determined prices for some time, if the high demand persists, they ultimately will
raise their prices, spurring inflation.

Because an expansionary gap tends to lead to inflation, the Fed moves to elim-
inate expansionary gaps as well as recessionary gaps. The procedure for getting rid
of an expansionary gap—a situation in which output is “too high” relative to po-
tential output—is the reverse of that for fighting a recessionary gap, a situation in
which output is “too low.” As we have seen, the cure for a recessionary gap is to
reduce the real interest rate, an action that stimulates planned spending and in-
creases output. The cure for an expansionary gap is to raise the real interest rate,
which reduces consumption and planned investment by raising the cost of borrow-
ing. The resulting fall in planned spending leads in turn to a decline in output and
to a reduction in inflationary pressures.

Using the same example economy we’ve analyzed above, let’s now assume that
potential output is 4,600 rather than 5,000. At the initial real interest rate of 5 per-
cent, short-run equilibrium output is 4,800, so this economy has an expansionary
gap of 200.

As before, the multiplier in this economy is 5. Hence, to reduce total output
by 200, the Fed needs to reduce autonomous expenditure by 200 5  40 units.
From Equation 24.1, we know that autonomous expenditure in this economy is
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“Personally, I liked this roller coaster a lot better before the Federal
Reserve Board got hold of it.”
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[1,010 1,000r], so that each percentage point (0.01) increase in the real interest
rate lowers autonomous expenditure by 10 units (1,000 0.01). We conclude that
to eliminate the inflationary gap, the Fed should raise the real interest rate by 4 per-
centage points (0.04), from 5 percent to 9 percent. The higher real interest rate will
reduce planned aggregate expenditure and output to the level of potential output,
4,600, eliminating inflationary pressures.

The effects of the Fed’s inflation-fighting policy are shown in Figure 24.3. With
the real interest rate at 5 percent, the expenditure line intersects the Y PAE line at
point E in the figure, where output equals 4,800. To reduce planned spending and
output, the Fed raises the real interest rate to 9 percent. The higher real interest rate
slows consumption and investment spending, moving the expenditure line down-
ward. At the new equilibrium point G, actual output equals potential output at
4,600. The Fed’s raising the real interest rate—a contractionary policy action—has
thus eliminated the expansionary output gap, and with it, the threat of inflation.

Why did the Fed raise interest rates in 2004 and 2005?

The Fed began tightening monetary policy in June 2004 when it increased the fed-
eral funds rate from 1.0 to 1.25 percent. (See Figure 24.1.) It continued to tighten
by raising the federal funds rate by one-quarter percent at each successive meeting
of the Federal Open Market Committee. By August 2005, after more than a year of
tightening, the federal funds rate was 3.50 percent. Why did the Fed begin
increasing the funds rate in 2004?

Because the recovery that began in November 2001 was slower than normal
and marked by weak job growth, the Fed kept reducing the funds rate until it
reached 1.0 percent in June 2003. Once the recovery took hold, however, this
very low rate was no longer necessary. While employment had not risen as much
during the recovery as it had in previous recoveries, real GDP grew at a rate of
nearly 6 percent during the second half of 2003 and by 4.4 percent in 2004. Fur-
thermore, by June 2004 the unemployment rate had fallen to 5.6 percent, not far
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FIGURE 24.3

The Fed Fights Inflation.
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above most estimates of the natural rate of unemployment. Although inflation
began to rise in 2004, most of the increase was due to the sharp run-up in oil
prices, and the rate of inflation excluding energy remained low. Nevertheless,
the Fed began to raise the federal funds rate in order to prevent the emergence
of an expansionary gap, which would result in higher inflation. Thus, the Fed’s
rate increases could be viewed as a preemptive strike against future inflation.
Had the Fed waited until an expansionary gap appeared, a significant inflation
problem could have emerged, and the Fed might have had to raise the federal
funds rate by even more than it did. ◆

The Fed’s interest rate policies affect the economy as a whole, but they have a
particularly important effect on financial markets. The introduction to this chapter
noted the tremendous lengths financial market participants will go to in an attempt
to anticipate Federal Reserve policy changes. Example 24.1 illustrates the type of
information financial investors look for, and why it is so important to them.

Why does news of inflation hurt the stock market?

Financial market participants watch data on inflation extremely closely. A report that in-

flation is increasing or is higher than expected often causes stock prices to fall sharply.

Why does bad news about inflation hurt the stock market?

Investors in the financial markets worry about inflation because of its likely impact on

Federal Reserve policy. Financial investors understand that the Fed, when faced with signs

of an expansionary gap, is likely to raise interest rates in an attempt to reduce planned

spending and “cool down” the economy. This type of contractionary policy action hurts

stock prices in two ways. First, it slows down economic activity, reducing the expected

sales and profits of companies whose shares are traded in the stock market. Lower prof-

its, in turn, reduce the dividends those firms are likely to pay their shareholders.

Second, higher real interest rates reduce the value of stocks by increasing the

required return for holding stocks. We saw in Chapter 21 that an increase in the return

financial investors require in order to hold stocks lowers current stock prices. Intuitively,

if interest rates rise, interest-bearing alternatives to stocks such as newly issued govern-

ment bonds will become more attractive to investors, reducing the demand for, and

hence the price of, stocks. •

Should the Federal Reserve respond to changes in stock prices?

Many credit the Federal Reserve and its chairman at the time, Alan Greenspan, for
effective monetary policymaking that set the stage for sustained economic growth
and rising asset prices throughout the 1990s, in particular the second half of the
decade. Between January 1995 and March 2000, the S&P 500 stock market index
rose from a value of 459 to 1,527, a phenomenal 233 percent increase in just over
five years, as the U.S. economy enjoyed a record-long business cycle expansion. In-
deed, the stock market’s strong, sustained rise helped to fuel additional consumer
spending, which in turn promoted further economic expansion.

However, as stock prices fell sharply in the two years after their March 2000
peak, some people questioned whether the Federal Reserve should have preemp-
tively raised interest rates to constrain investors’ “irrational exuberance.”4 In this
view, overly optimistic investor sentiment led to a speculative run-up in stock prices
that eventually burst in 2000 as investors began to realize that firms’ earnings
could not support the stock prices that were being paid. Earlier intervention by the
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4Fed Chairman Alan Greenspan mentioned the possibility of “irrational exuberance” driving investor
behavior in a December 5, 1996, speech, which is available online at http://www.federalreserve.gov/
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Example 24.1
The Economic Naturalist



Federal Reserve, critics argued, would have slowed down the dramatic increase in
stock prices and therefore could have prevented the resulting stock market “crash”
and the resulting loss of consumer wealth. As this chapter makes clear, the Federal
Reserve’s primary focus is on reducing output gaps and keeping inflation low.
Should the Fed also respond to changing stock prices when it makes decisions
about monetary policy?

At a symposium in August 2002, Alan Greenspan defended the Fed’s monetary
policymaking performance in the late 1990s, pointing out that it is very difficult to
identify asset bubbles—surges in prices of assets to unsustainable levels— “until af-
ter the fact—that is, when its bursting confirm(s) its existence.”5 Even if such
a speculative bubble could be identified, Greenspan noted, the Federal Reserve
could have done little—short of “inducing a substantial contraction in economic
activity”—to prevent investors’ speculation from driving up stock prices. Indeed,
Greenspan claimed, “the notion that a well-timed incremental tightening could
have been calibrated to prevent the late 1990s bubble is almost surely an illusion.”
Rather, the Federal Reserve was focusing as early as 1999 on policies that would
“mitigate the fallout when it occurs and, hopefully, ease the transition to the next
expansion.”6 ◆

Greenspan’s remarks highlight two basic problems with using monetary policy
to address “bubbles” in asset markets. First, doing so presupposes that the Federal
Reserve is better than financial-market professionals at identifying when asset prices
are inappropriately high, relative to the asset’s underlying value. In practice, how-
ever, the Fed does not have information about the stock market that is not also
available to private-sector investors. Second, even if the Fed were sure that a “bub-
ble” existed, monetary policy is not a very good tool for addressing the problem.
The Fed could try to lower stock prices by raising the federal funds rate and slow-
ing the economy. But if this policy led to a recession and rising unemployment, the
outcome would be precisely the one that the Fed was trying to avoid in the first
place. For these reasons, although the Fed monitors conditions in the stock market,
when setting monetary policy it focuses on inflation, spending, and output, rather
than stock prices themselves. Not all economists agree with the Fed’s approach,
however, and the debate continues. In particular, the financial market problems
caused by the collapse of the subprime mortgage market in 2007 and 2008 rekin-
dled this debate.

THE FED’S MONETARY POLICY RULE

Let’s summarize the relationships we developed in the previous section: using sym-
bols, we showed that

and

Now, we have a sense of why the Fed will raise or lower the real interest rate: in or-
der to close either a recessionary gap (in the first case) or an expansionary gap (in the

c r 1 T planned C and planned I 1 T PAE 1 (via the multiplier) T Y

T r 1 c planned C and planned I 1 c PAE 1 (via the multiplier) c Y
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5The text of Greenspan’s speech is available online at http://www.federalreserve.gov/boarddocs/speeches/
2002/20020830/default.htm.
6The Federal Reserve’s Semiannual Report on Monetary Policy, testimony of Chairman Alan Greenspan
before the Committee on Banking and Financial Services, U.S. House of Representatives, July 22, 1999.
Available online at http://www.federalreserve.gov/boarddocs/hh/1999/July/Testimony.htm.
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second case). In particular, in the second case we showed that the Fed is reacting to
an increase in the inflation rate,  . If we add this to our second relationship, we have

Similarly, when there is a recessionary gap, the inflation rate tends to fall. Adding
this to our first relationship, we have

These two relationships show that the Fed responds to a change in the inflation rate
by changing the real interest rate in the same direction, causing real output to move
in the opposite direction.

A monetary policy rule is a way of summarizing the relationship between
changes in inflation and changes in the real interest rate set by the Fed. More gen-
erally, a monetary policy rule describes how a central bank takes action in response
to changes in the state of the economy. Specifically, the Fed raises or lowers interest
rates in response to changes in the rate of inflation.

We can incorporate a monetary policy rule into the simple Keynesian model using
graphs, numbers, and equations. We will focus in this section on graphs and numbers
while the appendix to this chapter takes an algebraic approach.

Figure 24.4 shows a general monetary policy rule. The Fed has a long-term
target inflation rate for the economy, shown on the graph as  *; when inflation is
at this target rate, the Fed sets the actual real interest rate at r*. When actual infla-
tion exceeds the long-run target inflation rate, the Fed sets the actual real interest
rate above r*, and when inflation is below its target rate, the Fed sets the actual real
interest rate below r*.

T p1 T r 1 c planned C and planned I 1 c PAE 1 (via the multiplier) c Y

c p1 c r 1 T planned C and planned I 1 T PAE 1 (via the multiplier) T Y

We refer to r* and  * as long-run targets because they are generally determined
by long-run considerations. As we will discuss further in Chapter 25, the Fed gener-
ally sets its target for the real interest rate at the level where saving is equal to invest-
ment. (Recall from Chapter 20 that this is the level of the real interest rate at which
the financial market is in equilibrium.) Likewise, as we will see later, the Fed chooses
its target inflation rate at a level that helps to achieve the best long-run economic per-
formance. Although  * represents the Fed’s long-run target for inflation, in the short
run, actual inflation need not equal the target inflation rate. This implies that the ac-
tual real interest rate need not equal its target rate, r*, in the short run either.



Table 24.2 presents a specific example of a monetary policy rule. In this exam-
ple, suppose that the Fed’s target real interest rate is 0.04 (4 percent) and the target
inflation rate is 0.02 (2 percent). If actual inflation is equal to its target rate of 2
percent, the Fed sets the real interest rate equal to its real interest rate target of 4
percent, as indicated in the third line of Table 24.2. The other numbers in Table
24.2 show how the Fed changes the real interest rate in response to inflation rising
above or falling below the target inflation rate.
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TABLE 24.2

A Specific Example of a Monetary Policy Rule

Actual rate of inflation,  Actual real interest rate set by Fed, r

0.00 ( 0%) 0.02 ( 2%)

0.01 0.03

0.02 0.04

0.03 0.05

0.04 0.06

FIGURE 24.5
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Let’s apply this monetary policy rule to a specific situation. Suppose an expan-
sionary gap begins to “overheat” the economy and push up inflation from its target
rate of 2 percent to 3 percent. The table shows that the Fed will increase the actual
real interest rate to 5 percent. On the other hand, suppose that a recessionary gap
opens up and inflation falls from 2 percent to 1 percent. In this case, the Fed will re-
duce the actual real interest rate to 3 percent.

Figure 24.5 graphs the monetary policy rule given in  Table 24.2. The vertical axis
of the graph shows the actual real interest rate chosen by the Fed while the horizontal
axis shows the rate of inflation. The upward slope of the monetary policy rule captures
the idea that the Fed reacts to increases in inflation by raising the real interest rate.



How does the Fed determine its monetary policy rule? In practice the process
is a complex one, involving a combination of statistical analysis of the economy
and human judgment. Although we will discuss this process more fully in Chap-
ter 26, one useful insight into the process can be drawn from the simplified pol-
icy rule shown in Table 24.2 and Figure 24.5 and the general policy rule shown
in Figure 24.4. In particular, the slope of the monetary policy rule contains infor-
mation about how aggressively the Fed plans to pursue its inflation target.

To illustrate, suppose the Fed’s monetary policy rule was very flat. In this case,
the Fed changes the real interest rate rather modestly in response to increases or de-
creases in inflation. We would then conclude that the Fed does not intend to be very
aggressive in its attempts to offset movements in inflation away from the target
level. In contrast, suppose the monetary policy rule slopes steeply upward; in this
second case, a given change in inflation elicits a large adjustment of the real interest
rate by the Fed. We would then say that the Fed plans to be quite aggressive in
responding to changes in inflation.

In principle, any number of economic variables, from stock prices to the value of
the dollar in terms of the Japanese yen, could affect Fed policy and thus appear in the
monetary policy rule. In the next two chapters, we will adopt the simple policy rule
we have worked with here. This simplification does not affect our main results in any
significant way. Furthermore, as we will see, this policy rule captures the most im-
portant aspect of Fed behavior—namely, its tendency to raise the actual real interest
rate when inflation is rising and to reduce it when inflation is falling. Rising inflation
usually occurs when the economy is “overheated” and experiencing an expansionary
gap. Similarly, falling inflation usually occurs when the economy is sluggish and
experiencing a recessionary gap. Consequently, our simple monetary policy rule
implicitly includes the size of any output gap (since this will affect actual inflation),
even though the gap is not explicitly included as a separate variable.7
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RECAP MONETARY POLICY AND THE ECONOMY

■ An increase in the real interest rate reduces both consumption spending
and planned investment spending. Through its control of the real interest
rate, the Fed is able to influence planned spending and short-run equilib-
rium output. To fight a recession (a recessionary output gap), the Fed low-
ers the real interest rate, stimulating planned spending and output.
Conversely, to fight the threat of inflation (an expansionary output gap),
the Fed raises the real interest rate, reducing planned spending and output.

■ The Fed’s monetary policy rule relates its policy action (specifically, its set-
ting of the real interest rate) to the state of the economy. For the sake of sim-
plicity, we consider a policy rule in which the actual real interest rate set by
the Fed depends only on the Fed’s real interest rate target and the extent to
which the actual rate of inflation differs from the Fed’s long-run inflation
rate target. In the short run, inflation may be more or less than the Fed’s in-
flation target, implying that in the short run the real interest rate also may
be greater or less than the Fed’s target for the real interest rate. Because the
Fed raises the real interest rate whenever inflation rises above the Fed’s in-
flation target, the Fed’s monetary policy rule is upward-sloping. The Fed’s
policy rule contains information about the central bank’s inflation target
and real interest rate target, as well as the aggressiveness with which it in-
tends to pursue its inflation target.

7An example of a monetary policy rule that includes the output gap is the “Taylor rule,” developed by
John B. Taylor of Stanford University in the early 1990s. An interview with Taylor that clearly explains
the Taylor rule is in the June 2006 issue of The Region (published by the Federal Reserve Bank of Min-
neapolis): http://www.minneapolisfed.org/pubs/region/06-06/taylor.cfm.



THE FEDERAL RESERVE AND INTEREST RATES

When we introduced the Federal Reserve System in Chapter 21, we focused on
the Fed’s control of the money supply, that is, the quantity of currency and check-
ing accounts held by the public. Determining the nation’s money supply is the pri-
mary task of monetary policymakers. But if you follow the economic news
regularly, you may find the idea that the Fed’s job is to control the money supply
a bit foreign because the news media nearly always focus on the Fed’s decisions
about interest rates. Indeed, the announcement the Fed makes after each meeting
of the Federal Open Market Committee nearly always concerns its plan for a par-
ticular short-term interest rate, called the federal funds rate (more on the federal
funds rate later).

Actually, there is no contradiction between the two ways of looking at mone-
tary policy—as control of the money supply or as the setting of interest rates. As we
will see in this section, the Fed changes the money supply to control the nominal in-
terest rate. Thus, controlling the money supply and controlling the nominal interest
rate are two sides of the same coin: Any value of the money supply chosen by the
Fed implies a specific setting for the nominal interest rate, and vice versa. The rea-
son for this close connection is that the nominal interest rate is effectively the
“price” of holding money (or, more accurately, its opportunity cost). So, by con-
trolling the quantity of money supplied to the economy, the Fed also controls the
“price” of holding money (the nominal interest rate).

To better understand how the Fed determines interest rates, we will look first at
the market for money, beginning with the demand side of that market. We will see
that given the demand for money by the public, the Fed can control interest rates by
changing the amount of money it supplies.

THE DEMAND FOR MONEY

Recall from Chapter 21 that money refers to the set of assets, such as cash and
checking accounts, that are usable in transactions. Money is also a store of value,
like stocks, bonds, or real estate—in other words, a type of financial asset. As a
financial asset, money is a way of holding wealth.

Anyone who has some wealth must determine the form in which he or she
wishes to hold that wealth. For example, if Larry has wealth of $10,000, he could,
if he wished, hold all $10,000 in cash. Or he could hold $5,000 of his wealth in the
form of cash and $5,000 in government bonds. Or he could hold $1,000 in cash,
$2,000 in a checking account, $2,000 in government bonds, and $5,000 in rare
stamps. Indeed, there are thousands of different real and financial assets to choose
from, all of which can be held in different amounts and combinations, so Larry’s
choices are virtually infinite. The decision about the forms in which to hold one’s
wealth is called the portfolio allocation decision.

What determines the particular mix of assets that Larry or another wealth
holder will choose? All else being equal, people generally prefer to hold assets that
they expect to pay a high return and do not carry too much risk. They also may try
to reduce the overall risk they face through diversification—that is, by owning a va-
riety of different assets.8 Many people own some real assets, such as a car or a
home, because they provide services (transportation or shelter) and often a finan-
cial return (an increase in value, as when the price of a home rises in a strong real
estate market).

Here we do not need to analyze the entire portfolio allocation decision, but only
one part of it—namely, the decision about how much of one’s wealth to hold in the
form of money (cash and checking accounts). The amount of wealth an individual
chooses to hold in the form of money is that individual’s demand for money,
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8We examined risk, return, and asset diversification in Chapter 21.
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sometimes called an individual’s liquidity preference. So if Larry decided to hold his
entire $10,000 in the form of cash, his demand for money would be $10,000. But if
he were to hold $1,000 in cash, $2,000 in a checking account, $2,000 in govern-
ment bonds, and $5,000 in rare stamps, his demand for money would be only
$3,000—that is, $1,000 in cash plus the $2,000 in his checking account.

How much money should an individual (or household) choose to hold? Apply-
ing the Cost-Benefit Principle, an individual should increase his or her money hold-
ings only so long as the extra benefit of doing so exceeds the extra cost. As we saw
in Chapter 21, the principal benefit of holding money is its usefulness in carrying
out transactions. Larry’s shares of stock, his car, and his furniture are all valuable as-
sets, but he cannot use them to buy groceries or pay his rent. He can make routine
payments using cash or his checking account, however. Because of its usefulness in
daily transactions, Larry will almost certainly want to hold some of his wealth in the
form of money. Furthermore, if Larry is a high-income individual, he will probably
choose to hold more money than someone with a lower income would because he is
likely to spend more and carry out more transactions than the low-income person.

Larry’s benefit from holding money is also affected by the technological and
financial sophistication of the society he lives in. For example, in the United States,
developments such as credit cards, debit cards, and ATM machines have generally
reduced the amount of money people need to carry out routine transactions, de-
creasing the public’s demand for money at given levels of income. In the United
States in 1960, for example, money holdings in the form of cash and checking ac-
count balances (the monetary aggregate M1) were about 28 percent of GDP. By
2004 that ratio had fallen to about 12 percent of GDP.

Although money is an extremely useful asset, there is also a cost to holding
money—more precisely, an opportunity cost—that arises from the fact that most
forms of money pay little or no interest. Cash pays zero interest, and most checking
accounts pay either no interest or very low rates. For the sake of simplicity, we will
assume that the nominal interest rate on money is zero. In contrast, most alterna-
tive assets, such as bonds or stocks, pay a positive nominal return. A bond, for ex-
ample, pays a fixed amount of interest each period to the holder, while stocks pay
dividends and also may increase in value (capital gains).

The cost of holding money arises because, in order to hold an extra dollar of
wealth in the form of money, a person must reduce by one dollar the amount of
wealth held in the form of higher-yielding assets, such as bonds or stocks. The
opportunity cost of holding money is measured by the interest rate that could have
been earned if the person had chosen to hold interest-bearing assets instead of money.
All else being equal, the higher the nominal interest rate, the higher the opportunity
cost of holding money, and hence the less money people will choose to hold.

We have been talking about the demand for money by individuals, but busi-
nesses also hold money to carry out transactions with customers and to pay work-
ers and suppliers. The same general factors that determine individuals’ money
demand also affect the demand for money by businesses. That is, in choosing how
much money to hold, a business, like an individual, will compare the benefits of
holding money for use in transactions with the opportunity cost of holding a non-
interest-bearing asset. Although we will not differentiate between the money held
by individuals and the money held by businesses in discussing money demand, you
should be aware that in the U.S. economy, businesses hold a significant portion—
more than half—of the total money stock.

MACROECONOMIC FACTORS THAT AFFECT THE DEMAND

FOR MONEY

In any household or business, the demand for money will depend on a variety of
individual circumstances. For example, a high-volume retail business that serves
thousands of customers each day will probably choose to have more money on
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hand than a legal firm that bills clients and pays employees monthly. But while
individuals and businesses vary considerably in the amount of money they choose
to hold, three macroeconomic factors affect the demand for money quite broadly:
the nominal interest rate, real output, and the price level.

■ The nominal interest rate (i). We have seen that the interest rate paid on alter-
natives to money, such as government bonds, determines the opportunity cost
of holding money. The higher the prevailing nominal interest rate, the greater
the opportunity cost of holding money, and hence the less money individuals
and businesses will demand.

What do we mean by the nominal interest rate? As we have discussed, there are
thousands of different assets, each with its own interest rate (rate of return). So can
we really talk about the nominal interest rate? The answer is that, while there are
many different assets, each with its own corresponding interest rate, the rates on
those assets tend to rise and fall together. This is to be expected because if the in-
terest rates on some assets were to rise sharply while the rates on other assets de-
clined, financial investors would flock to the assets paying high rates and refuse to
buy the assets paying low rates. So, although there are many different interest rates
in practice, speaking of the general level of interest rates usually does make sense.
In this book, when we talk about the nominal interest rate, what we have in mind
is some average measure of interest rates.

The nominal interest rate is a macroeconomic factor that affects the cost of
holding money. A macroeconomic factor that affects the benefit of holding
money is

■ Real income or output (Y). An increase in aggregate real income or output—
as measured, for example, by real GDP—raises the quantity of goods and ser-
vices that people and businesses want to buy and sell. When the economy
enters a boom, for example, people do more shopping and stores have more
customers. To accommodate the increase in transactions, both individuals and
businesses need to hold more money. Thus higher real output raises the demand
for money.

A second macroeconomic factor affecting the benefit of holding money is

■ The price level (P). The higher the prices of goods and services, the more dol-
lars (or yen, or euros) are needed to make a given set of transactions. Thus, a
higher price level is associated with a higher demand for money.

Today, when a couple of teenagers go out for a movie and snacks on Saturday
night, they need probably five times as much cash as their parents did 25 years
ago. Because the prices of movie tickets and popcorn have risen steeply over 25
years, more money (that is, more dollars) is needed to pay for a Saturday night
date than in the past. By the way, the fact that prices are higher today does not im-
ply that people are worse off today than in the past because nominal wages and
salaries also have risen substantially. In general, however, higher prices do imply
that people need to keep a greater number of dollars available, in cash or in a
checking account.

THE MONEY DEMAND CURVE

For the purposes of monetary policymaking, economists are most interested in the
aggregate, or economywide, demand for money. The interaction of the aggregate
demand for money, determined by the public, and the supply of money, which is set
by the Fed, determines the nominal interest rate that prevails in the economy.

The economywide demand for money can be represented graphically by the
money demand curve (see Figure 24.6). The money demand curve relates the
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aggregate quantity of money demanded M to the nominal interest rate i. The quan-
tity of money demanded M is a nominal quantity, measured in dollars (or yen, or
euros, depending on the country). Because an increase in the nominal interest rate
increases the opportunity cost of holding money, which reduces the quantity of
money demanded, the money demand curve slopes down.
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FIGURE 24.6
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If we think of the nominal interest rate as the “price” (more precisely, the
opportunity cost) of money and the amount of money people want to hold
as the “quantity,” the money demand curve is analogous to the demand curve
for a good or service. As with a standard demand curve, the fact that a higher
price of money leads people to demand less of it is captured in the downward
slope of the demand curve. Furthermore, as in a standard demand curve,
changes in factors other than the price of money (the nominal interest rate) can
cause the demand curve for money to shift. For a given nominal interest rate,
any change that makes people want to hold more money will shift the money de-
mand curve to the right, and any change that makes people want to hold less
money will shift the money demand curve to the left. We have already identified
two macroeconomic factors other than the nominal interest rate that affect the
economywide demand for money: real output and the price level. Because an in-
crease in either of these variables increases the demand for money, it shifts the
money demand curve rightward, as shown in Figure 24.7. Similarly, a fall in real
output or the general price level reduces money demand, shifting the money de-
mand curve leftward.

The money demand curve also may shift in response to other changes that
affect the cost or benefit of holding money, such as the technological and finan-
cial advances we mentioned earlier. For example, the introduction of ATM
machines reduced the amount of money people choose to hold and thus shifted
the economywide money demand curve to the left. Example 24.2 describes an-
other potential source of shifts in the demand for money, holdings of U.S. dollars
by foreigners.



Why does the average Argentine hold more U.S. dollars than the average

U.S. citizen?

Estimates are that the value of U.S. dollars circulating in Argentina exceeds $1,000 per

person, which is higher than the per capita dollar holdings in the United States. A

number of other countries, including those that once belonged to the former Soviet

Union, also hold large quantities of dollars. In all, as much as $300 billion in U.S. cur-

rency—more than half the total amount issued—may be circulating outside the bor-

ders of the United States. Why do Argentines and other non-U.S. residents hold so

many dollars?

U.S. residents and businesses hold dollars primarily for transaction purposes, rather

than as a store of value. As a store of value, interest-bearing bonds and dividend-paying

stocks are a better choice for Americans than zero-interest money. But this is not nec-

essarily the case for the citizens of other countries, particularly nations that are econom-

ically or politically unstable. Argentina, for example, endured many years of high and

erratic inflation in the 1970s and 1980s, which sharply eroded the value of financial in-

vestments denominated in Argentine pesos. Lacking better alternatives, many Argentines

began saving in the form of U.S. currency, which they correctly believed to be more stable

in value than peso-denominated assets.

Argentina’s use of dollars became officially recognized in 1990. In that year, the coun-

try instituted a new monetary system, called a currency board, under which U.S. dollars

and Argentine pesos by law traded freely one for one. Under the currency board system,

Argentines became accustomed to carrying U.S. dollars in their wallets for transaction

purposes, along with pesos. However, in 2001 Argentina’s monetary problems returned

with a vengeance, as the currency board system broke down, the peso plummeted in

value relative to the dollar, and inflation returned. Consequently, the Argentinian demand

for dollars increased during the next few years.

Some countries, including a number formed as a result of the breakup of the Soviet

Union, have endured not only high inflation but political instability and uncertainty as

well. In a politically volatile environment, citizens face the risk that their savings, includ-

ing their bank deposits, will be confiscated or heavily taxed by the government. Often
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FIGURE 24.7
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Example 24.2
The Economic Naturalist



they conclude that a hidden cache of U.S. dollars is the safest way to hold wealth. In-

deed, an estimated $1 million in 100-dollar bills can be stored in a suitcase. The ability

to hold such wealth in a relatively small container is one reason why international crim-

inals, most notably drug dealers, allegedly hold so many 100-dollar bills. Now that the

European currency, the euro, which is worth more than $1, can be held in the form of a

500-euro banknote, it has been suggested that drug dealers and other cash-hoarders

may switch to holding 500-euro bills in even smaller suitcases. If they do, the demand for

dollars would decline. •
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RECAP MONEY DEMAND

■ For the economy as a whole, the demand for money is the amount of
wealth that individuals, households, and businesses choose to hold in the
form of money. The opportunity cost of holding money is measured by
the nominal interest rate i, which is the return that could be earned on
alternative assets such as bonds. The benefit of holding money is its
usefulness in transactions.

■ Increases in real GDP (Y) or the price level (P) raise the nominal volume
of transactions and thus the economywide demand for money. The
demand for money also is affected by technological and financial innova-
tions, such as the introduction of ATM machines, that affect the costs or
benefits of holding money.

■ The money demand curve relates the economywide demand for money to
the nominal interest rate. Because an increase in the nominal interest rate
raises the opportunity cost of holding money, the money demand curve
slopes downward.

■ Changes in factors other than the nominal interest rate that affect the de-
mand for money can shift the money demand curve. For example, in-
creases in real GDP or the price level raise the demand for money, shifting
the money demand curve to the right, whereas decreases shift the money
demand curve to the left.

THE SUPPLY OF MONEY AND MONEY MARKET

EQUILIBRIUM

Where there is demand, can supply be far behind? As we have seen, the supply of
money is controlled by the central bank—in the United States, the Federal Reserve.
As we discussed in Chapter 21, the Fed’s primary tool for controlling the money
supply is open-market operations. For example, to increase the money supply, the
Fed can use newly created money to buy government bonds from the public (an
open-market purchase), which puts the new money into circulation.

Figure 24.8 shows the demand for and the supply of money in a single diagram.
The nominal interest rate is on the vertical axis, and the nominal quantity of money
(in dollars) is on the horizontal axis. As we have seen, because a higher nominal in-
terest rate increases the opportunity cost of holding money, the money demand
curve slopes downward. And because the Fed fixes the supply of money, we have
drawn the money supply curve as a vertical line that intercepts the horizontal axis
at the quantity of money chosen by the Fed, denoted M.

As in standard supply and demand analysis, equilibrium in the market for money
occurs at the intersection of the supply and demand curves, shown as point E in Fig-
ure 24.8. The equilibrium amount of money in circulation, M, is simply the amount of
money the Fed chooses to supply. The equilibrium nominal interest rate i is the interest



rate at which the quantity of money demanded by the public, as determined by the
money demand curve, equals the fixed supply of money made available by the Fed.

To understand how the market for money reaches equilibrium, it is helpful to
recall the relationship between interest rates and the market price of bonds that
was introduced Chapter 21: the prices of existing bonds are inversely related to the
current interest rate. Higher interest rates imply lower bond prices, and lower in-
terest rates imply higher bond prices. With this relationship between interest rates
and bond prices in mind, let’s ask what happens if, say, the nominal interest rate is
initially below the equilibrium level in the market for money—for example, at a
value such as i¿ in Figure 24.8. At that interest rate, the public’s quantity demanded
of money is M¿, which is greater than the actual amount of money in circulation,
equal to M. How will the public—households and firms—react if the amount of
money they hold is less than they would like? To increase their holdings of money,
people will try to sell some of the interest-bearing assets they hold, such as bonds.
But if everyone is trying to sell bonds and there are no willing buyers, then all the
attempt to reduce bond holdings will achieve is to drive down the price of bonds,
in the same way that a glut of apples will drive down the price of apples.

A fall in the price of bonds, however, is equivalent to an increase in interest rates.
Thus, the public’s collective attempt to increase its money holdings by selling bonds
and other interest-bearing assets, which has the effect of lowering bond prices, also
implies higher market interest rates. As interest rates rise, the quantity of money de-
manded by the public will decline (represented by a right-to-left movement along the
money demand curve), as will the desire to sell bonds. Only when the interest rate
reaches its equilibrium value, i in Figure 24.8, will people be content to hold the
quantities of money and other assets that are actually available in the economy.

EXERCISE 24.5

Describe the adjustment process in the market for money if the nominal

interest rate is initially above rather than below its equilibrium value.

What happens to the price of bonds as the money market adjusts toward

equilibrium?
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FIGURE 24.8
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HOW THE FED CONTROLS THE NOMINAL INTEREST RATE

We began this section by noting that the public and the press usually talk about Fed
policy in terms of decisions about the nominal interest rate rather than the money
supply. Indeed, Fed policymakers themselves usually describe their plans in terms of
a specific value for the interest rate. We now have the necessary background to
understand how the Fed translates the ability to determine the economy’s money
supply into control of the nominal interest rate.

Figure 24.8 showed that the nominal interest rate is determined by equilibrium
in the market for money. Let’s suppose that for some reason the Fed decides to
lower the interest rate. As we will see, to lower the interest rate, the Fed must in-
crease the supply of money, which, as we saw in Chapter 21, is usually accom-
plished by using newly created money to purchase government bonds from the
public (an open-market purchase).

Figure 24.9 shows the effects of such an increase in the money supply by the
Fed. If the initial money supply is M, then equilibrium in the money market occurs
at point E in the figure, and the equilibrium nominal interest rate is i. Now suppose
the Fed, by means of open-market purchases of bonds, increases the money supply
to M¿. This increase in the money supply shifts the vertical money supply curve to
the right, which shifts the equilibrium in the money market from point E to point
F. Note that at point F the equilibrium nominal interest rate has declined, from i to
i¿. The nominal interest rate must decline if the public is to be persuaded to hold the
extra money that has been injected into the economy.
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FIGURE 24.9
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To understand what happens in financial markets when the Fed expands the
money supply, recall once again the inverse relationship between interest rates and
the price of bonds. To increase the money supply, the Fed typically buys govern-
ment bonds from the public. However, if households and firms are initially satisfied
with their asset holdings, they will be willing to sell bonds only at a price that is
higher than the initial price. That is, the Fed’s bond purchases will drive up the
price of bonds in the open market. But we know that higher bond prices imply
lower interest rates. Thus, the Fed’s bond purchases lower the prevailing nominal
interest rate.



A similar scenario unfolds if the Fed decides to raise interest rates. To raise in-
terest rates, the Fed must reduce the money supply. Reduction of the money supply
may be accomplished by an open-market sale—the sale of government bonds to the
public in exchange for money.9 (The Fed keeps a large inventory of government
bonds, acquired through previous open-market purchases, for use in open-market
operations.) But in the attempt to sell bonds on the open market, the Fed will drive
down the price of bonds. Given the inverse relationship between the price of bonds
and the interest rate, the fall in bond prices is equivalent to a rise in the interest rate.
In terms of money demand and money supply, the higher interest rate is necessary
to persuade the public to hold less money.

As Figures 24.8 and 24.9 illustrate, control of the interest rate is not separate
from control of the money supply. If Fed officials choose to set the nominal
interest rate at a particular level, they can do so only by setting the money supply
at a level consistent with the target interest rate. The Fed cannot set the interest
rate and the money supply independently, since for any given money demand
curve, a particular interest rate implies a particular size of the money supply, and
vice versa.

Since monetary policy actions can be expressed in terms of either the interest
rate or the money supply, why does the Fed (and almost every other central bank)
choose to communicate its policy decisions to the public by referring to the nomi-
nal interest rate rather than the money supply? One reason, which we analyzed ear-
lier, is that the main effects of monetary policy on both the economy and financial
markets are exerted through interest rates. Consequently, the interest rate is often
the best summary of the overall impact of the Fed’s actions. Another reason for fo-
cusing on interest rates is that they are more familiar to the public than the money
supply. Finally, interest rates can be monitored continuously in the financial
markets, which makes the effects of Fed policies on interest rates easy to observe.
By contrast, measuring the amount of money in the economy requires collecting
data on bank deposits, with the consequence that several weeks may pass before
policymakers and the public know precisely how Fed actions have affected the
money supply.

A SECOND WAY THE FED CONTROLS THE MONEY SUPPLY:

DISCOUNT WINDOW LENDING

The Fed controls the money supply, and hence the nominal interest rate, pri-
marily by using open-market operations. However, the Fed can change the
money supply with two other tools that it uses much less frequently. One tool is
called discount window lending. Recall from Chapter 21 that the cash or assets
held by a commercial bank for the purpose of meeting depositor withdrawals
are called its reserves. Its desired amount of reserves is equal to its deposits mul-
tiplied by the desired reserve-deposit ratio, as implied by Equation 21.1. When
an individual commercial bank has insufficient reserves, it may choose to bor-
row reserves from the Fed. For historical reasons, lending of reserves by the Fed-
eral Reserve to commercial banks is called discount window lending. The
interest rate that the Fed charges commercial banks that borrow reserves is
called the discount rate. Loans of reserves by the Fed directly increase the quan-
tity of reserves in the banking system, leading ultimately to increases in bank de-
posits and the money supply.
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9The sale of existing government bonds by the Federal Reserve in an open-market sale should not be
confused with the sale of newly issued government bonds by the Treasury when it finances government
budget deficits. Whereas open-market sales reduce the money supply, Treasury sales of new bonds do
not affect the money supply. The difference arises because the Federal Reserve does not put the money
it receives in an open-market sale back into circulation, leaving less money for the public to hold. In
contrast, the Treasury puts the money it receives from selling newly issued bonds back into circulation
as it purchases goods and services.



Be careful not to confuse the discount rate and the federal funds rate. The dis-
count rate is the interest rate commercial banks pay to the Fed; the federal funds
rate is the interest rate commercial banks charge each other for short-term loans.10

A THIRD WAY OF CONTROLLING THE MONEY SUPPLY:

CHANGING RESERVE REQUIREMENTS

As we showed in Chapter 21 (in particular, Equation 21.2), the economy’s money
supply depends on three factors: the amount of currency the public chooses to hold,
the supply of bank reserves, and the reserve-deposit ratio maintained by commer-
cial banks. The reserve-deposit ratio is equal to total bank reserves divided by total
deposits. If banks kept all of their deposits as reserves, the reserve-deposit ratio
would be 100 percent, and banks would not make any loans. As banks lend out
more of their deposits, the reserve-deposit ratio falls.

Within a certain range, commercial banks are free to set the reserve-deposit ra-
tio they want to maintain. However, Congress granted the Fed the power to set min-
imum values of the reserve-deposit ratio for commercial banks. The legally required
values of the reserve-deposit ratio set by the Fed are called reserve requirements.

Changes in reserve requirements can be used to affect the money supply, al-
though the Fed does not usually use them in this way. For example, suppose that
commercial banks are maintaining a legally mandated minimum 3 percent reserve-
deposit ratio. If the Fed wants to expand the money supply, it could reduce required
reserves to, say, 2 percent of deposits. This would allow banks to lend a greater por-
tion of their deposits and keep a smaller percentage of deposits as required reserves.
If banks wanted to make new loans, these new loans would generate additional
deposits, as we saw in Chapter 21. A decline in the economywide reserve-deposit
ratio would therefore cause the money supply to rise.

Suppose, on the other hand, the Fed wanted to contract the money supply. If
the Fed raised required reserves to, say, 5 percent of deposits, commercial banks
would need to raise their reserve-deposit ratio to at least 5 percent. This would lead
to a contraction of loans and deposits, which would decrease the money supply.
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RECAP THE FEDERAL RESERVE AND INTEREST RATES

■ In the market for money, the money demand curve slopes downward, re-
flecting the fact that a higher nominal interest rate increases the opportu-
nity cost of holding money and thus reduces the amount of money people
want to hold. The money supply curve is vertical at the quantity of money
that the Fed chooses to supply. The equilibrium nominal interest rate i is
the interest rate at which the quantity of money demanded by the public
equals the fixed supply of money made available by the Fed.

■ The Federal Reserve controls the nominal interest rate by changing the
supply of money. An open-market purchase of government bonds in-
creases the money supply and lowers the equilibrium nominal interest
rate. An increase in discount window lending or a reduction in reserve re-
quirements will have the same effect. Conversely, an open-market sale of
bonds reduces the money supply and increases the nominal interest rate,
as will a decrease in discount window lending or an increase in reserve re-
quirements. The Fed can prevent changes in the demand for money from
affecting the nominal interest rate by adjusting the quantity of money
supplied appropriately. 

10The discount rate, also known as the primary credit rate, is normally set one percentage point above
the federal funds rate.



702 CHAPTER 24 STABILIZING THE ECONOMY: THE ROLE OF THE FEDERAL RESERVE

■ S U M M A R Y ■

• The central bank of the United States is called the
Federal Reserve System, or the Fed for short. The
Fed’s two main responsibilities are making monetary
policy, which means determining how much money
will circulate in the economy, and overseeing and
regulating financial markets, especially banks. Cre-
ated in 1914, one of the original purposes of the
Federal Reserve was to help eliminate or control
banking panics. A banking panic is an episode in
which depositors, spurred by news or rumors of the
imminent bankruptcy of one or more banks, rush to
withdraw their deposits from the banking system.
Because banks do not keep enough reserves on hand
to pay off all depositors, even a financially healthy
bank can run out of cash during a panic and be
forced to close. LO1

• In the short run, the Fed can control the real interest
rate as well as the nominal interest rate. Since the real
interest rate equals the nominal interest rate minus
the inflation rate, and because the inflation rate ad-
justs relatively slowly, the Fed can change the real in-
terest rate by changing the nominal interest rate. In
the long run, the real interest rate is determined by the
balance of saving and investment (see Chapter 20).
The nominal interest rate that the Fed targets most
closely is the federal funds rate, which is the rate com-
mercial banks charge each other for very short-term
loans. LO2, LO5

• The Federal Reserve’s actions affect the economy be-
cause changes in the real interest rate affect planned
spending. For example, an increase in the real interest
rate raises the cost of borrowing, reducing consump-
tion and planned investment. Thus, by increasing the
real interest rate, the Fed can reduce planned spend-
ing and short-run equilibrium output. Conversely, by
reducing the real interest rate, the Fed can stimulate
planned aggregate expenditure and thereby raise
short-run equilibrium output. The Fed’s ultimate ob-
jectives are to eliminate output gaps and maintain
low inflation. To eliminate a recessionary output gap,

the Fed will lower the real interest rate. To eliminate
an expansionary output gap, the Fed will raise the
real interest rate. LO2

• A policy rule describes how the action a policymaker
takes depends on the state of the economy. Specifically,
a monetary policy rule for the Fed illustrates how the
actual real interest rate set by the Fed depends on its
real interest rate target and the extent to which infla-
tion differs from the Fed’s target rate of inflation. LO3

• The nominal interest rate is determined in the market
for money, which has both a demand side and a sup-
ply side. The money demand curve relates the aggre-
gate quantity of money demanded to the nominal
interest rate. Because an increase in the nominal in-
terest rate increases the opportunity cost of holding
money, which reduces the quantity of money de-
manded, the money demand curve slopes down. Fac-
tors other than the nominal interest rate that affect
the demand for money (such as the price level of real
GDP) will shift the demand curve to the right or left.
The supply curve for money is vertical at the value of
the money supply set by the Fed. Money market equi-
librium occurs at the nominal interest rate at which
money demand equals the money supply. The Fed can
reduce the nominal interest rate by increasing the
money supply (shifting the money supply curve to the
right) or increase the nominal interest rate by reduc-
ing the money supply (shifting the money supply
curve to the left). LO4, LO5

• In addition to open-market purchases and sales, the
Federal Reserve has two other tools that it can use to
change the money supply. The first involves changes
in discount window lending, which occur when com-
mercial banks borrow additional reserves from the
Fed. The second involves changes in reserve require-
ments, which are the minimum values of the reserve-
deposit ratio that commercial banks are required to
maintain. However, the Fed uses these two additional
tools infrequently to change the money supply. LO5

■ K E Y  T E R M S ■
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PROBLEMS 703

■ R E V I E W  Q U E S T I O N S ■

1. Why does the real interest rate affect planned ag-
gregate expenditure? Give examples. LO2

2. The Fed faces a recessionary gap. How would you
expect it to respond? Explain step by step how its
policy change is likely to affect the economy. LO2

3. The Fed decides to take a contractionary policy ac-
tion. Under what circumstances would this type of
policy action be most appropriate? What would
you expect to happen to the nominal interest rate,
the real interest rate, and the money supply? LO2,

LO4

4. Sketch a policy rule relating the Fed’s setting of the
real interest rate to inflation. Explain why it slopes
upward. LO3

5. Show graphically how the Fed controls the nominal
interest rate. Can the Fed control the real interest
rate? LO5

6. What effect does an open-market purchase of
bonds by the Fed have on nominal interest rates?
Discuss in terms of (a) the effect of the purchase on
bond prices and (b) the effect of the purchase on the
supply of money. LO5

■ P R O B L E M S ■

1. An economy is described by the following equations:

The real interest rate, expressed as a decimal, is 0.10 (that is, 10 percent). LO2

a. Find a numerical equation relating planned aggregate expenditure to output.
b. Using a table (or algebra if you have used the appendix to this chapter),

solve for short-run equilibrium output.
c. Show your result graphically using the Keynesian cross diagram.

2. For the economy described in problem 1 above: LO2

a. Suppose that potential output Y* equals 12,000. What real interest rate
should the Fed set to bring the economy to full employment? You may take
as given that the multiplier for this economy is 5.

b. Repeat part a for the case in which potential output Y* equals 9,000
c.*Show that the real interest rate you found in part a sets national saving equal

to planned investment when the economy is at potential output. This result
shows that the real interest rate must be consistent with equilibrium in the
market for saving when the economy is at full employment. (Hint: Review
the material on national saving in Chapter 20.)

3.*Here is another set of equations describing an economy: LO2

a. Find a numerical equation relating planned aggregate expenditure to output
and to the real interest rate.

 Y*  40,000.

 T  8,000,

 NX  1,800,

 G  7,800,

 Ip  8,000  20,000r,

 C  14,400  0.5(Y  T)  40,000r,

 T  3,000.

 NX  0,

 G  1,800,

 Ip  2,000  10,000r,

 C  2,600  0.8(Y  T)  10,000r,

*Problems marked with an asterisk (*) are more difficult.
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b. At what value should the Fed set the real interest rate to eliminate any
output gap? (Hint: Set output Y equal to the value of potential output
given above in the equation you found in part a. Then solve for the real
interest rate that also sets planned aggregate expenditure equal to poten-
tial output.)

4. Suppose that an economy is currently operating above potential output. This
has led the inflation rate to rise above the Fed’s long-run target for the inflation
rate. LO2, LO3

a. Explain, in words, what the Fed’s reaction to this situation will be in terms
of changes in the real interest rate.

b. Explain, in words, how the Fed’s action in part a will affect planned aggre-
gate expenditure and short-run equilibrium output.

c. Use a pair of diagrams (the Keynesian cross and the Fed’s monetary policy
rule) to illustrate the actions you described in parts a and b. Label the graphs
so that a reader can match up your verbal descriptions with the graphs.

d.*Suppose that instead of operating at an output level that is higher than po-
tential output, the economy is at potential output when the inflation rate
rises. Do parts a through c for this scenario. What does this tell you about
the difficulties the Fed faces in fighting inflation?

5. During the heavy Christmas shopping season, sales of retail stores, online sales
firms, and other merchants rise significantly. LO4

a. What would you expect to happen to the money demand curve during the
Christmas season? Show graphically.

b. If the Fed took no action, what would happen to nominal interest rates
around Christmas?

c. In fact, nominal interest rates do not change significantly in the fourth quar-
ter of the year, due to deliberate Fed policy. Explain and show graphically
how the Fed can ensure that nominal interest rates remain stable around
Christmas.

6. The following table shows Uma’s estimated annual benefits of holding different
amounts of money: LO4

Average money holdings ($) Total benefit ($)

500 35

600 47

700 57

800 65

900 71

1,000 75

1,100 77

1,200 77

a. How much money will Uma hold on average if the nominal interest rate is
9 percent? 5 percent? 3 percent? Assume that she wants her money holding
to be a multiple of $100. (Hint: Make a table comparing the extra benefit of
each additional $100 in money holdings with the opportunity cost, in terms
of forgone interest, of additional money holdings.)

b. Graph Uma’s money demand curve for interest rates between 1 percent and
12 percent.

*Problems marked with an asterisk (*) are more difficult.
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■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

24.1 Verify directly for each date in Table 24.1 that

For example, for December 1929, we can check that 45.9  3.85  
3.15/0.075.

Suppose that the currency held by the public in December 1933 had been
3.79, as in December 1930, rather than 4.85, and that the difference (4.85  
3.79  1.06) had been left in the banks. Then bank reserves in December
1933 would have been 3.45  1.06  4.51 and the money supply would have
been 3.79  (4.51/0.133)  37.7. The money supply would still have fallen
between 1930 and 1933 if people had not increased their holdings of cur-
rency, but only by about half as much. LO1

24.2 Over the course of 1931, currency holdings by the public rose by $0.80 bil-
lion, but bank reserves fell overall by only $0.20 billion. Thus, the Fed must
have replaced $0.60 billion of lost reserves during the year through open-
market purchases. Currency holdings at the end of 1931 were $4.59 billion.
To have kept the money supply at the December 1930 value of $44.1 billion,

Money supply  Currency  
Bank reserves

Desired reserve  Deposit ratio

7. How would you expect each of the following to affect the economywide
demand for money? Explain. LO4

a. Competition among brokers forces down the commission charge for selling
holdings of bonds or stocks.

b. Grocery stores begin to accept credit cards in payment.
c. Financial investors become concerned about increasing riskiness of stocks.
d. Online banking allows customers to check balances and transfer funds be-

tween checking and mutual fund investments 24 hours a day.
e. The economy enters a boom period.
f. Political instability increases in developing nations.

8. For each of the scenarios described in problem 7, answer the following ques-
tions: LO4, LO5

a. What will happen to the nominal interest rate if the Fed does not change the
money supply? Explain your reasoning using a supply-and-demand graph of
the money market.

b. What must the Fed do in order to keep the nominal interest rate from chang-
ing as you described in part a? Explain your reasoning using a supply-and-
demand graph of the money market.

9. By law, the Federal Reserve must report twice each year to Congress about
monetary policy and the state of the economy. When the Monetary Policy Re-
port is presented, it is customary for the Fed chairman to testify before Con-
gress, to update legislators on the economic situation. LO1, LO2, LO5

a. Obtain a copy of the most recent Monetary Policy Report from the Fed’s
Web page, www.federalreserve.gov (click “Monetary Policy,” then click on
“Monetary Policy Report to Congress.”)

b. Read the report and answer the following questions:
i. In the period covered by the testimony, did monetary policy ease, tighten,

or remain neutral?
ii. What principal developments in the economy led the Fed to take the ac-

tions that it did?



the Fed would have had to ensure that bank deposits equaled $44.1 billion  
$4.59 billion, or $39.51 billion. As the reserve-deposit ratio in 1931 was
0.095, this would have required bank reserves of 0.095($39.51 billion), or
$3.75 billion, compared to the actual value in December 1931 of $3.11 bil-
lion. Thus, to keep the money supply from falling, the Fed would have had to
increase bank reserves by $0.64 billion more than it did. The Fed has been
criticized for increasing bank reserves by only about half what was needed to
keep the money supply from falling. LO1

24.3 If r 0.03, then consumption is C 640 0.8(Y 250) 400(0.03) 428 
0.8Y, and planned investment is IP 250 600(0.03) 232. Planned aggre-
gate expenditure is given by

To find short-run equilibrium output, we can construct a table analogous to
Table 23.1. As usual, some trial and error is necessary to find an appropriate
range of guesses for output (column 1).

  980  0.8Y.

  (428  0.8Y)  232  300  20

 PAE  C  IP  G  NX
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Determination of Short-Run Equilibrium Output

(1) (2) (3) (4)
Output Planned aggregate expenditure

Y PAE  980 0.8Y Y PAE Y  PAE?

4,500 4,580  80 No

4,600 4,660  60 No

4,700 4,740  40 No

4,800 4,820  20 No

4,900 4,900 0 Yes

5,000 4,980 20 No

5,100 5,060 40 No

5,200 5,140 60 No

5,300 5,220 80 No

5,400 5,300 100 No

5,500 5,380 120 No

Short-run equilibrium output equals 4,900, as that is the only level of output
that satisfies the condition Y PAE.

The answer can be obtained more quickly by simply setting Y PAE and
solving for short-run equilibrium output Y. Remembering that PAE 980 
0.8Y and substituting for PAE, we get

So lowering the real interest rate from 5 percent to 3 percent increases short-
run equilibrium output from 4,800 to 4,900.

If you have read Appendix B to the preceding chapter on the multiplier, there
is yet another way to find the answer. Using that appendix, we can determine
that the multiplier in this model is 5, since 1 (1  mpc)  1 (1  0.8)  5.

 Y  5  980  4,900.

 Y(1  0.8)  980

 Y  980  0.8Y



Each percentage point reduction in the real interest rate increases consump-
tion by 4 units and planned investment by 6 units, for a total impact on
planned spending of 10 units per percentage point reduction. Reducing the
real interest rate by 2 percentage points, from 5 percent to 3 percent, thus in-
creases autonomous expenditure by 20 units. Because the multiplier is 5, an
increase of 20 in autonomous expenditure raises short-run equilibrium out-
put by 20  5  100 units, from the value of 4,800 to the new value of
4,900. LO2

24.4 When the real interest rate is 5 percent, output is 4,800. Each percentage
point reduction in the real interest rate increases autonomous expenditure by
10 units. Since the multiplier in this model is 5, to raise output by 50 units, the
real interest rate should be cut by 1 percentage point, from 5 percent to 4 per-
cent. Increasing output by 50 units, to 4,850, eliminates the output gap. LO2

24.5 If the nominal interest rate is above its equilibrium value, then people are
holding more money than they would like. To bring their money holdings
down, they will use some of their money to buy interest-bearing assets such as
bonds. If everyone is trying to buy bonds, however, the price of bonds will be
bid up. An increase in bond prices is equivalent to a fall in market interest
rates. As interest rates fall, people will be willing to hold more money. Even-
tually interest rates will fall enough that people are content to hold the
amount of money supplied by the Fed, and the money market will be in equi-
librium. LO4, LO5
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A P P E N D I X

Mone t a r y  Po l i c y  i n  t h e

Ba s i c  K eyn e s i a n  Mode l
his appendix extends the algebraic analysis of the basic Keynesian
model (presented in Appendix A to the last chapter) to include the
role of monetary policy. The main difference from that appendix is

that in this analysis, the real interest rate is allowed to affect planned spend-
ing. We will not describe the supply and demand for money algebraically but
will simply assume that the Fed can set the real interest rate r at any level it
chooses.

The real interest rate affects consumption and planned investment. To cap-
ture these effects, we will modify the equations for those two components of
spending as follows:

The first equation is the consumption function with an additional term, equal to
 ar. Think of a as a fixed number, greater than zero, that measures the strength
of the interest rate effect on consumption. Thus, the term  ar captures the idea
that when the real interest rate r rises, consumption declines by a times the in-
crease in the interest rate. Likewise, the second equation adds the term  br to
the equation for planned investment spending. The parameter b is a fixed posi-
tive number that measures how strongly changes in the real interest rate affect
planned investment; for example, if the real interest rate r rises, planned invest-
ment is assumed to decline by b times the increase in the real interest rate. We
continue to assume that government purchases, taxes, and net exports are
exogenous variables, so that and 

To solve for short-run equilibrium output, we start as usual by finding the
relationship of planned aggregate expenditure to output. The definition of
planned aggregate expenditure is

PAE  C  IP
 G  NX.

NX  NX.T  T,G  G,

 IP
 I  br.

 C  C  (mpc)(Y  T)  ar,

T



Substituting the modified equations for consumption and planned investment into
this definition, along with the exogenous values of government spending, net ex-
ports, and taxes, we get

The first term in brackets on the right side describes the behavior of consumption,
and the second bracketed term describes planned investment. Rearranging this
equation in order to group together terms that depend on the real interest rate and
terms that depend on output, we find

This equation is similar to Equation 23A.1, in Appendix A to the last chapter, ex-
cept that it has an extra term,  (a b)r, on the right side. This extra term captures
the idea that an increase in the real interest rate reduces consumption and planned
investment, lowering planned spending. Notice that the term  (a  b)r is part of
autonomous expenditure since it does not depend on output. Since autonomous ex-
penditure determines the intercept of the expenditure line in the Keynesian cross di-
agram, changes in the real interest rate will shift the expenditure line up (if the real
interest rate decreases) or down (if the real interest rate increases).

To find short-run equilibrium output, we use the definition of short-run equi-
librium output to set Y PAE and solve for Y:

(24A.1)

Equation 24A.1 shows that short-run equilibrium output once again equals the
multiplier, times autonomous expenditure, 

Autonomous expenditure in turn depends on the real interest rate
r. The equation also shows that the impact of a change in the real interest rate on
short-run equilibrium output depends on two factors: (1) the effect of a change in
the real interest rate on consumption and planned investment, which depends on
the magnitude of and (2) the size of the multiplier, which re-
lates changes in autonomous expenditure to changes in short-run equilibrium out-
put. The larger the effect of the real interest rate on planned spending, and the
larger the multiplier, the more powerful will be the effect of a given change in the
real interest rate on short-run equilibrium output.

To check Equation 24A.1, we can apply it to the example we worked through
numerically and graphically in the chapter. In that example, we are given 

and The
real interest rate set by the Fed is 5 percent, or 0.05. Substituting these values into
Equation 24A.1 and solving, we obtain

This is the same result we found in the text.

  5  960  4,800

 Y  a 1

1  0.8
b 640  0.8  250  250  300  20  (400  600)  0.05 

b  600.a  400,mpc  0.8,T  250,NX  20,G  300,I  250,
C  640,

1/(1  mpc),(a  b),

NX  (a  b)r.
C  (mpc)T  I  G  1/ 11  mpc2,

 Y  a 1

1  mpc
b (C  (mpc)T  I  G  NX)  (a  b)r .

 Y(1  mpc)   C  (mpc)T  I  G  NX  (a  b)r

   C  (mpc)T  I  G  NX  (a  b)r  (mpc)Y

 Y  PAE

PAE   C  (mpc)T  I  G  NX  (a  b)r  (mpc)Y.

PAE   C  (mpc)(Y  T)  ar   I  br  G  NX.
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C H A P T E R

25
Agg r eg a t e  Demand and

Agg r eg a t e  S upp l y
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Define the aggregate demand curve, explain why it slopes downward, and

explain why it shifts.

2. Define the aggregate supply curve, explain why it slopes upward, and ex-

plain why it shifts.

3. Show how the aggregate demand curve and the aggregate supply curve

determine the short-run equilibrium levels of output and inflation, and

show how the aggregate demand curve, the aggregate supply curve, and

the long-run aggregate supply curve determine the long-run equilibrium

levels of output and inflation.

4. Analyze how the economy adjusts to expansionary and recessionary gaps

and relate this to the concept of a self-correcting economy.

5. Use the aggregate demand–aggregate supply model to study the sources

of inflation in the short run and in the long run.

uring the summer and fall of 1996, the unemployment rate was
falling and stood below 5.5 percent, generally considered to be the
natural unemployment rate at that time. The rapid pace of economic

growth suggested that an expansionary gap would open and an increase in in-
flation would result. Many economists were urging Federal Reserve chairman
Alan Greenspan to increase the federal funds rate to slow the economy and
prevent the possible surge in inflation. Yet Greenspan was unconvinced. He
thought he saw evidence of new economic developments that would permit the
rapid growth to continue without increased inflation. If he was right, an ag-
gressive increase in interest rates was not only unnecessary but could damage
the economy.

D



Did the Fed raise interest rates in 1996? What happened to output and infla-
tion? We will discuss Greenspan’s decision at length later in this chapter, but it is
only one example of the difficult macroeconomic policy choices that government
officials face year after year.

In this chapter and the next, we will examine policy choices that the U.S.
government has made over the past 30 years. To do this, we develop and apply
the aggregate demand–aggregate supply model. We start in this chapter by build-
ing the model in three steps. First, we develop aggregate demand both intuitively
and in a way that connects it to the analysis of the previous two chapters on
planned aggregate expenditure, output, current inflation, and their relationships
with fiscal and monetary policy. Second, we study how current inflation is related
to factors such as expectations about future inflation and the output gap and use
this analysis to build aggregate supply. Third, we put aggregate demand and ag-
gregate supply together to see how output and inflation are determined simulta-
neously. We than put the model to work by analyzing expansionary gaps and
recessionary gaps.

By the end of this chapter, you’ll understand the dilemma Alan Greenspan faced
in 1996, be able to analyze why economists were arguing for higher interest rates,
and understand why Greenspan resisted raising interest rates. We will apply the
model to more dilemmas and problems in fiscal and monetary policy in the follow-
ing chapter.

THE AGGREGATE DEMAND–AGGREGATE

SUPPLY MODEL: A BRIEF OVERVIEW

The aggregate demand–aggregate supply model, or AD-AS for short, is one of the
workhorse models in macroeconomics. Its usefulness is due to the fact that it shows
how output and inflation are determined simultaneously in both the short run and
the long run. AD-AS thus allows us to show what an economy is doing at a partic-
ular point in time and lets us see where the economy is going in the future. This is
particularly helpful for analyzing macroeconomic policy since we can use the model
to trace out the effects of fiscal and monetary policy on the economy today, in the
near future, and in the long run.

Figure 25.1 shows the aggregate demand–aggregate supply (AS-AD) diagram,
which is graphical tool we use to apply to the AS-AD model to real-world situa-
tions. The current inflation rate  is on the vertical axis and the current level of out-
put Y is on the horizontal axis. The aggregate demand (AD) curve is downward
sloping due to the fact that lower rates of inflation lead to higher levels of spending
and output. The aggregate supply (AS) curve is upward sloping because the level of
output relative to its potential is an important determinant of current inflation. The
vertical line labeled long-run aggregate supply (LRAS) gets its name from the fact
that it shows the level of potential output Y*; in the long run, this is the output level
at which the economy will operate. The intersection of the three curves shows the
economy in long-run equilibrium: output is equal to potential output Y*, and in-
flation  

1
is equal to both expected inflation and the Federal Reserve’s long-run tar-

get for inflation.
Can any or all of the curves shift? Why are the curves sloped the way that they

are? Can the economy be at a point away from long-run equilibrium? If the econ-
omy is away from potential output, will it return to its long-run equilibrium? What
role can, or should, government policy play in returning the economy to long-run
equilibrium? To answer questions like these, and to put this model to work, we
need to dig into the details of how aggregate demand and aggregate supply each
work. We can then return to the AD-AS diagram and use it to answer our questions
in both this chapter and the next.
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INFLATION, SPENDING, AND OUTPUT:

THE AGGREGATE DEMAND CURVE

In the previous two chapters, we made the assumption that firms are willing to meet
the demand for their products at preset prices. When firms simply produce what is
demanded, the level of planned aggregate expenditure determines the nation’s real
GDP. If the resulting level of short-run equilibrium output is lower than potential
output, a recessionary output gap develops, and if the resulting level of output
exceeds potential output, the economy experiences an expansionary gap.

As we will discuss shortly, output gaps can cause inflation to either increase
(if it is an expansionary gap) or decrease (if it is a recessionary gap.) Policymakers
can eliminate output gaps by taking actions that affect the level of spending through
fiscal policy or monetary policy.

INFLATION, THE FED, AND THE AD CURVE

One of the primary responsibilities of the Fed is to maintain a low and stable rate
of inflation. For example, in recent years, the Fed has tried to keep inflation in the
United States in the range of 2 to 3 percent. The Fed can do this by using monetary
policy to minimize output gaps; indeed, the Fed’s monetary policy rule embodies
this idea since it shows that the Fed raises the real interest rate when inflation rises
and lowers the real interest rate when inflation falls.

We can connect monetary policy, the inflation rate, and output as follows:1

c 1 c r1 T planned C and planned I1 T PAE 1 TY.

INFLATION, SPENDING, AND OUTPUT: THE AGGREGATE DEMAND CURVE 713

1We derived these relationships in Chapters 23 and 24. If you were not assigned these chapters, you can
take these relationships as a given.
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Deriving the AD Curve Graphically.
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The link between inflation  and the real interest rate r is the Fed’s monetary policy
rule: when inflation rises, the Fed increases the nominal interest rate and, since
inflation is slow to change, this raises the real interest rate. The increase in the real
interest rate decreases planned aggregate expenditure PAE by decreasing planned
consumption C and planned investment I and thus decreases short-run equilibrium
output Y via the multiplier process. The same reasoning applies when inflation falls:

The aggregate demand curve summarizes these relationships. Specifically, the
aggregate demand (AD) curve shows the relationship between short-up equilibrium
output Y and the rate of inflation  , holding all other factors constant. Typical AD
curves are shown in both Figures 25.1 and 25.2.

The name of the curve reflects the fact that short-run equilibrium output equals
total planned spending, that is, the demand for goods and services on the part of all
consumers, businesses, and governments in the economy. The AD curve slopes down-
ward because of the Fed’s monetary policy rule: when inflation rises, the Fed raises
real interest rates and this causes planned spending and short-run output to fall.

Deriving the AD Curve: Graphical Analysis
We can understand how the AD curve works in more detail by deriving it graphi-
cally. Figure 25.2 presents three graphs. Let’s begin by using the Fed’s monetary

T  1 T r 1 c planned C and planned I 1 c PAE 1 c Y.
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policy rule (shown in the upper-left corner) to derive the AD curve (shown in the
lower-right corner).

Suppose that the inflation rate rises; this is shown by on the monetary pol-
icy rule and in the AD curve. The Fed, following its monetary policy rule, will in-
crease the real interest rate when inflation rises, as shown by . Consumers and
businesses will decrease their planned spending because of the increase in the real
interest rate, and this will reduce the equilibrium level of GDP, as shown by on
the AD curve.

We can show graphically how the real interest rate affects planned spending,
and hence output, by adding a graph of the Keynesian cross (shown in upper-right
corner) to the discussion.2 When the Fed raises the real interest rate ( in the mon-
etary policy rule), planned consumption and planned investment decrease, causing
the expenditure line to fall as shown by . Equilibrium output falls as indicated by

. The decrease in output shown by is exactly the same amount as shown
by arrow .

Why does output decline when planned spending falls? Because of the multi-
plier process: the decline in planned spending causes output to fall, which in turn
causes planned spending to fall, and so on until the economy reaches a new, lower
equilibrium level of output. The AD curve thus embodies everything that you
learned in the previous two chapters (the basic Keynesian model, the multiplier
process, and the Fed’s monetary policy) in one graph.

SHIFTS OF THE AD CURVE

The downward slope of the AD curve reflects the fact that, if all other factors are
held constant, a higher rate of inflation will lead to lower planned spending and
thus lower short-run equilibrium output. However, at a given inflation rate, other
factors can increase or decrease planned spending and short-run equilibrium out-
put. This will cause the AD curve to shift to the right or to the left. Specifically, for
a given level of inflation, if there is a change in the economy that increases short-run
equilibrium output, the AD curve will shift to the right. If, on the other hand, the
change reduces short-run equilibrium output at each level of inflation, the AD curve
will shift to the left.

We will focus on two types of changes in the economy that affect planned
spending and shift the AD curve: (1) exogenous changes in spending and
(2) changes in the Fed’s monetary policy rule.

Exogenous Changes in Spending
Planned spending is affected by changes in output and the real interest rate.
However, many factors other than output or the real interest rate can have an ef-
fect on spending. For example, changes in consumer confidence and consumers’
wealth affect consumption spending even if there has been no change in output
or the real interest rate. Decreased business confidence or new technological op-
portunities may lead firms to decrease or increase their planned investment.
Fiscal policy affects the level of government purchases and taxes collected and
thus changes total spending as well. Finally, changes in the willingness of foreigners
to purchase domestic goods or of domestic residents to purchase foreign goods
will affect net exports.

We will refer to changes in planned spending that are not caused by changes in
output or the real interest rate as exogenous changes in spending. For instance, at a
given inflation rate (and thus for a given real interest rate set by the Fed), an exogenous
increase in spending raises short-run equilibrium output. Because output increases
at every given level of inflation, an exogenous increase in spending shifts the AD

curve to the right. This result is illustrated in Figure 25.3.
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An example of an exogenous increase in spending is an increase in consumer
spending caused by a stock market boom. A stock market boom causes consumers’
wealth to increase, and thus consumers will be more willing to spend at any given
level of output and the real interest rate. If the current inflation rate is  

1
, the result

of the stock market boom will be that output will rise from Y
1

to Y
2
. And, since we

chose  
1

arbitrarily, the spending must increase at every level of inflation, resulting
in a shift to the right of the AD curve from AD

1
to AD

2
.

Similarly, at a given inflation rate, an exogenous decline in spending causes
short-run equilibrium output to fall. For example, suppose that the government
reduces its spending in order to decrease the budget deficit. This will cause spend-
ing to decrease at any given inflation rate and thus shifts the AD curve to the left.

EXERCISE 25.1

For each of the following events, use a graph and words to show how each

event affects the AD curve:

a. Due to widespread concerns about future weakness in the economy,

businesses reduce their spending on new capital.

b. The federal government reduces income taxes and leaves its spending

unchanged.

Tightening and Easing Monetary Policy
The Fed’s monetary policy rule describes how the Fed sets the real interest rate at
each level of inflation. Figure 25.4 shows a typical monetary policy rule. The Fed’s
long-run target for the inflation rate  

1
determines the Fed’s long-run target for the

real interest rate r
1
. The Fed increases the real interest rate above r

1
if inflation rises

above its long-run target and lowers the real interest rate below r
1

if inflation falls
below its long-run target.

Under normal circumstances, the Fed follows a stable monetary policy rule.
This implies that the Fed’s normal increases and decreases in the real interest
rate move the economy along a stable AD curve. However, there are times when
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. An example of this
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FIGURE 25.4

The Fed’s Monetary

Policy Rule.

The Fed’s monetary policy

rule shows the level at which

the Fed will set the real

interest rate for any given

inflation rate. The Fed’s long-

run target for the inflation

rate,  
1
, determines the

Fed’s long-run target for the

real interest rate, r
1
. The Fed

increases the real interest

rate above its long-run target

if inflation rises above its

long-run target and lowers

the real interest rate below

its long-run target if inflation

falls below its long-run target.

the Fed will shift its monetary policy rule in response to economic events and
target either a lower or higher long-run rate of inflation; this is known either
as tightening monetary policy or easing monetary policy. The Fed is said to be
tightening monetary policy when it lowers its long-run target for the inflation
rate. When the Fed raises its long-run target for the inflation rate, it is easing
monetary policy.

Figure 25.5 shows the effects of tightening and easing monetary policy on the
monetary policy rule. Suppose that the current inflation rate is at the Fed’s current
long-run inflation target  

1
. What if the Fed decides that this target is too high? The

top graph in Figure 25.5 shows that if the Fed lowers its long-run inflation target
from  

1
to  

2
, this will shift the monetary policy rule to the left, from MPR

1
to

MPR
2
. This means that, at the current inflation rate  

1
, the Fed must increase the

real interest rate from r
1

to r
2

in order to follow its new, tighter monetary policy
rule.

Easing monetary policy is shown in lower graph of Figure 25.5. Again, begin
by assuming that the current inflation rate is at the Fed’s current long-run inflation
target  

1
. Now, suppose that the Fed increases its long-run target for the inflation

rate from  
1

to  
2
. This shifts the monetary policy rule to the right from MPR

1
to

MPR
2

and implies that the Fed will lower the real interest rate from r
1

to r
2

at the
current inflation rate  

1
.

With this analysis in mind, we can now show how tightening and easing mon-
etary policy affect the AD curve. Figure 25.6 illustrates the effects of tightening
monetary policy. At the current inflation rate, the decrease in the Fed’s inflation tar-
get causes the Fed to increase the real interest rate (as we showed in Figure 25.5),
which in turn reduces spending and output from Y

1
to Y

2
. The Fed’s monetary pol-

icy rule has shifted as well, so the Fed will set the real interest rate at a higher level
for every inflation rate, thus shifting the entire AD curve to the left from AD

1
to

AD
2
. Correspondingly, easing monetary policy shifts the AD curve to the right.

That is, the Fed sets a lower real interest rate at every given rate of inflation than it
did previously; this causes spending and output to increase at every level of inflation
and shifts the AD curve rightward.
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FIGURE 25.5

A Shift in the Fed’s

Monetary Policy Rule.
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RECAP THE AGGREGATE DEMAND (AD) CURVE

■ The AD curve shows the relationship between short-run equilibrium out-
put and inflation. The AD curve reflects the effects of the Fed’s monetary
policy rule on spending: higher inflation leads the Fed to raise the real in-
terest rate, which reduces spending and thus short-run equilibrium out-
put. The AD curve thus slopes downward.

■ An exogenous increase in spending shifts the AD curve to the right while
an exogenous decrease in spending shifts the AD curve to the left. Exoge-
nous changes in spending arise from any change in spending that is not
caused by a change in output or the real interest rate.



FIGURE 25.6

How Tightening and

Easing Monetary Policy

Affect the AD Curve.

When the Fed tightens

monetary policy, it decreases

its long-run target for the

inflation rate and raises the

real interest rate at the

current inflation rate  
1
. This

causes spending and output

to fall from Y
1

to Y
2

and shifts

the AD curve to the left from

AD
1

to AD
2
. The opposite

happens when the Fed eases

monetary policy: the AD

curve shifts to the right.

INFLATION AND AGGREGATE SUPPLY

So far, we have focused on how changes in inflation affect spending and short-run
equilibrium output, a relationship captured by the AD curve. Now, we need to ex-
amine how changes in output affect the level of inflation; we call this relationship
the aggregate supply (AS) curve. Specifically, the AS curve shows the relationship
between the inflation rate  and short-run equilibrium output Y given current in-
flation expectations and holding all other factors constant. The AS curve slopes up-
ward because actual inflation is related to the gap between actual output and
potential output: when output is below potential, actual inflation is below expected
inflation and when output is above potential actual inflation is above expected
inflation.

To understand the AS curve, we proceed in two steps. First, we examine two
factors that affect prices charged by firms: inflation inertia and output gaps. It
turns out that these two factors make the AS curve slope upward, as shown in
Figure 25.1. Second, we examine two other factors that affect the prices charged by
firms: changes in inflation expectations and inflation shocks. These last two factors
cause the AS curve to shift.

INFLATION INERTIA, OUTPUT GAPS, AND THE AS CURVE

Inflation Inertia
Physicists have noted that a body will tend to keep moving at a constant speed and
direction unless it is acted upon by some outside force—a tendency they refer to
as inertia. Applying this concept to economics, many observers have noted that
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■ Tightening or easing monetary policy shifts the AD curve. The Fed tight-
ens monetary policy when it lowers its long-run target for the inflation
rate; this causes the AD curve to shift to the left since the Fed will raise
the real interest rate at any given inflation rate. Easing monetary policy is
a situation where the Fed raises its long-run target for the inflation rate,
thus lowering real interest rates at every level of inflation and causing the
AD curve to shift to the right.
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inflation seems to be inertial, in the sense that it tends to remain roughly constant
as long as the economy is at potential output and there are no external shocks to
the price level.

Economists refer to this phenomenon as inflation inertia. If the rate of inflation
is one year is 2 percent, it may be 3 percent or even 4 percent in the next year. But
unless the nation experiences very unusual economic conditions, inflation is un-
likely to rise to 6 percent or 8 percent or fall to  2 percent in the following year.
This relatively sluggish behavior contrasts sharply with the behavior of economic
variables such as stock prices or commodity prices, which can change rapidly from
day to day. For example, oil prices might well rise by 20 percent over the course of
a year and then fall 20 percent over the next year. Yet since about 1992, the U.S.
inflation rate has generally remained in the range of 2–4 percent per year.

Why does inflation tend to adjust relatively slowly in modern industrial
economies? To answer this question, we must consider two closely related factors
that play an important role in determining the inflation rate: the behavior of
the public’s inflation expectations and the existence of long-term wage and price
contracts.

Inflation Expectations Let’s first consider the public’s expectations about in-
flation. In negotiating future wages and prices, both buyers and sellers take into ac-
count the rate of inflation they expect to prevail in the next few years. As a result,
today’s expectations of future inflation may help to determine the future inflation
rate. Suppose, for example, that office worker Fred and his boss Colleen agree that
Fred’s performance this past year justifies an increase of 2 percent in his real wage
for next year. What nominal, or dollar, wage increase should they agree on? If Fred
believes that inflation is likely to be 3 percent over the next year, he will ask for a
5 percent increase in his nominal wage to obtain a 2 percent increase in his real wage.
If Colleen agrees that inflation is likely to be 3 percent, she should be willing to go
along with a 5 percent nominal increase, knowing that it implies only a 2 percent in-
crease in Fred’s real wage. Thus, the rate at which Fred and Colleen expect prices to
rise affects the rate at which at least one price—Fred’s nominal wage—actually rises.

A similar dynamic affects the contracts for production inputs other than labor.
For example, if Colleen is negotiating with her office supply company, the prices she
will agree to pay for next year’s deliveries of copy paper and staples will depend on
what she expects the inflation rate to be. If Colleen anticipates that the price of office
supplies will not change relative to the prices of other goods and services, and that
the general inflation rate will be 3 percent, then she should be willing to agree to a
3 percent increase in the price of office supplies. On the other hand, if she expects the
general inflation rate to be 6 percent, then she will agree to pay 6 percent more for
copy paper and staples next year, knowing that a nominal increase of 6 percent im-
plies no change in the price of office supplies relative to other goods and services.

Economywide, then, the higher the expected rate of inflation, the more nominal
wages and the cost of other inputs will tend to rise. But if wages and other costs of
production grow rapidly in response to expected inflation, firms will have to raise
their prices rapidly as well in order to cover their costs. Thus, a high rate of ex-
pected inflation tends to lead to a high rate of actual inflation. Similarly, if expected
inflation is low, leading wages and other costs to rise relatively slowly, actual infla-
tion should be low as well.

EXERCISE 25.2

Assume that employers and workers agree that real wages should rise by

2 percent next year.

a. If inflation is expected to be 2 percent next year, what will happen to

nominal wages next year?
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b. If inflation is expected to be 4 percent next year, rather than 2 percent,

what will happen to nominal wages next year?

c. Use your answers from parts a and b to explain how an increase in ex-

pected inflation will affect the following year’s actual rate of inflation.

The conclusion that actual inflation is partially determined by expected infla-
tion raises the question of what determines inflation expectations. To a great extent,
people’s expectations are influenced by their recent experience. If inflation has been
low and stable for some time, people are likely to expect it to continue to be low.
But if inflation has recently been high, people will expect it to continue to be high.
If inflation has been unpredictable, alternating between low and high levels, the
public’s expectations will likewise tend to be volatile, rising or falling with news or
rumors about economic conditions or economic policy.

Figure 25.7 illustrates schematically how low and stable inflation may tend to
be self-perpetuating. As the figure shows, if inflation has been low for some time,
people will continue to expect low inflation. Increase in nominal wages and other
production costs thus will tend to be small. If firms raise prices only enough to
cover costs, then actual inflation will be low, as expected. This low actual rate in
turn will promote low expected inflation, perpetuating the “virtuous circle.”
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FIGURE 25.7

A Virtuous Circle of Low

Inflation and Low

Expected Inflation.

Low inflation leads people to

expect low inflation in the

future. As a result, they agree

to accept small increases in

wages and in the prices of

the goods and services 

they supply, which keeps

inflation—and expected

inflation—low. In a similar

way, high inflation leads

people to expect high

inflation, which in turn tends

to produce high inflation.

Slow increase in
wages and other
production costs

Low expected
inflation
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The same logic applies in reverse in an economy with high inflation: A persis-
tently high inflation rate leads the public to expect high inflation, resulting in higher
increases in nominal wages and other production costs. As Figure 25.7 demon-
strates, this in turn contributes to a high rate of actual inflation, and so on in a vi-
cious circle. This role of inflation expectations in the determination of wage and
price increases helps to explain why inflation often seems to adjust slowly.

Long-term Wage and Price Contracts The role of inflation expectations in
inflation inertia is strengthened by a second key element, the existence of long-term
wage and price contracts. Union wage contracts, for example, often extend for
three years into the future. Likewise, contracts that set the prices manufacturing
firms pay for parts and raw materials often cover several years.

Long-term contracts serve to “build in” wage and price increases that depend
on inflation expectations at the time the contracts were signed. For example, a
union negotiating in a high-inflation environment is much more likely to demand a
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rapid increase in nominal wages over the life of the contract than would a union in
an economy in which prices are stable.

To summarize, in the absence of external shocks, inflation tends to remain rel-
atively stable over time—at least in low-inflation industrial economies like that of
the United States. In other words, inflation is inertial (or, as some people put it,
“sticky”). Inflation tends to be inertial for two main reasons. The first is the behav-
ior of people’s expectations of inflation. A low inflation rate leads people to expect
low inflation in the future, which results in reduced pressure for wage and price in-
creases. Similarly, a high inflation rate leads people to expect high inflation in the
future, resulting in more rapid increases in wages and prices. The effects of expec-
tations are reinforced by the existence of long-term wage and price contracts, which
is the second reason inflation tends to be stable over time. Long-term contracts tend
to build in the effects of people’s inflation expectations.

EXERCISE 25.3

Using Figure 25.7, discuss why the Federal Reserve has a strong incentive

to maintain a low inflation rate in the economy.

Output Gaps and Inflation
Just as a physical object will change speed if it is acted on by outside forces, so var-
ious economic forces can change the rate of inflation. An important factor influ-
encing the rate of inflation is the output gap, which we defined in Chapter 22 as the
difference between potential output and actual output (Y  Y*). At a particular
time, the level of short-run equilibrium output may happen to equal the economy’s
long-run productive capacity, or potential output. But that is not necessarily the
case. Output may exceed potential output, giving rise to an expansionary gap, or it
may fall short of potential output, producing a recessionary gap. Let’s consider what
happens to inflation in each of these three possible cases: no output gap, an expan-
sionary gap, and a recessionary gap.

No Output Gap: Y Y* If actual output equals potential output, then by def-
inition there is no output gap. When the output gap is zero, firms are satisfied in the
sense that their sales equal their maximum sustainable production rates. As a result,
firms have no incentive to either reduce or increase their prices relative to the prices
of other goods and services. However, the fact that firms are satisfied with their sales
does not imply that inflation—the rate of change in the overall price level—is zero.

To see why, let’s go back to the idea of inflation inertia. Suppose that inflation
has recently been steady at 3 percent per year, so that the public has come to expect
an inflation rate of 3 percent per year. If the public’s inflation expectations are re-
flected in the wage and price increases agreed to in long-term contracts, then firms
will find their labor and materials costs are rising at 3 percent per year. To cover
their costs, firms will need to raise their prices by 3 percent per year. Note that if all
firms are increasing their prices by 3 percent per year, the relative prices of various
goods and services in the economy—say, the price of ice cream relative to the price
of a taxi ride—will not change. Nevertheless, the economywide rate of inflation
equals 3 percent, the same as in previous years. We conclude that, if the output gap
is zero, the rate of inflation will tend to remain the same.

Expansionary Gap: Y  Y* Suppose now that an expansionary gap exists, so
that most firms’ sales exceed their maximum sustainable production rates. As we
might expect in situations in which the quantity demanded exceeds the quantity
firms desire to supply, firms will ultimately respond by trying to increase their rela-
tive prices. To do so, they will increase their prices by more than the increase in their
costs. If all firms behave this way, then the general price level will begin to rise more
rapidly than before. Thus, when an expansionary gap exists, the rate of inflation
will tend to increase.
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FIGURE 25.8

Deriving the AS Curve.
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Recessionary Gap: Y  Y* Finally, if a recessionary gap exists, firms will be
selling an amount less than their capacity to produce, and they will have an incen-
tive to cut their relative prices so they can sell more. In this case, firms will raise
their prices less than needed to cover fully their increases in costs, as determined by
the existing inflation rate. As a result, when a recessionary gap exists, the rate of in-
flation will tend to decrease.

Deriving the AS Curve: Graphical Analysis
We can now derive the AS curve by combining inflation inertia and the behavior of
inflation when there are output gaps. In particular, we can summarize what we have
learned in the following equation:

Current inflation ( )   expected inflation ( 
1
)

  Change in inflation caused by an output gap

We label the first term on the right-hand side of the equation as expected inflation,
rather than inflation inertia, because, as we discussed above, the primary cause of
inflation inertia is agents’ expectations of future inflation.

Let’s begin with the situation where there is no output gap. Then,

We show this situation as point A in Figure 25.8. Next, suppose that the economy
has an expansionary gap. In this situation, the inflation rate will be equal to the
amount of inertia in the economy plus some additional amount caused by the econ-
omy being above potential output level, that is,

Current inflation ( 
2
) 7 expected inflation ( 

1
).

Current inflation ( 
1
)  expected inflation ( 

1
).
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This is shown as point B in Figure 25.8. Finally, suppose that there is a recessionary
gap. In this case,

Current inflation is lower than expected inflation because the recessionary gap
encourages firms to reduce their prices and thus puts downward pressure on the
inflation rate. Points A, B, and C in Figure 25.8 thus trace out the AS curve at the
expected inflation level of  

1
.

Current inflation ( 
3
) 6 expected inflation ( 

1
).



SHIFTS OF THE AS CURVE

We will focus on two types of changes in the economy that shift the AS curve:
(1) changes in inflation expectations and (2) inflation shocks.

Changes in Inflation Expectations
We discussed earlier how inflation expectations are formed and how either a virtuous
or vicious cycle reinforces these expectations. (See Figure 25.7.) Why might inflation
expectations change? What happens to the AS curve when inflation expectations
change?

Suppose that wages and prices in certain industries begin to rise faster than
workers and firms thought they would rise. This will cause the actual rate of infla-
tion to be higher than what was expected and can lead people to revise upward
their expected rate of inflation. Figure 25.9 shows what happens to the AS curve
when expected inflation rises. Originally, AS

1
is the AS curve for the economy and

expected inflation is at  
1
. After inflation expectations rise, expected inflation is at

 
2
; the entire AS curve thus shifts upward because output gaps still have the same

effect on actual inflation.
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FIGURE 25.9
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EXERCISE 25.4

Draw an AS curve, being sure to label the current level of expected infla-

tion. How will the AS curve be affected if inflation expectations fall?

Inflation Shocks
The second factor that can affect the inflation rate is a shock that directly affects
prices, which we will refer to as an inflation shock. An inflation shock is a sud-
den change in the normal behavior of inflation, unrelated to the nation’s output
gap. A large increase in the price of imported oil, for example, raises the price of
gasoline, heating oil, and other fuels, as well as of goods made with oil or services
using oil.

A famous example of an inflation shock is the sudden increase in the price of
oil that took place in the early 1970s. In late 1973, at the time of the Yom Kippur
War between Israel and a coalition of Arab nations, the Organization of Petroleum-
Exporting Countries (OPEC) dramatically cut its supplies of crude oil to the indus-
trialized nations, quadrupling world oil prices in a matter of months. The sharp
increase in oil prices was quickly transferred to the price of gasoline, heating oil,



and goods and services that were heavily dependent on oil, such as air travel. The
effects of the oil price increase, together with agricultural shortages that increased
the price of food, contributed to a significant rise in the overall U.S. inflation rate
in 1974.

An inflation shock that causes an increase in inflation, like the large rise in oil
prices in 1973, is called an adverse inflation shock and shifts the AS curve upward.
An inflation shock that reduces inflation, such as the sharp decline in oil prices
that occurred in 1986, is called a favorable inflation shock and shifts the AS
curve down.

AGGREGATE DEMAND–AGGREGATE

SUPPLY ANALYSIS

We can now put the AD curve and the AS curve together and analyze how inflation
and output are determined simultaneously. Let’s return to Figure 25.1: this diagram
shows the economy in long-run equilibrium, which is the situation where actual
output Y

1
is equal to potential output and actual inflation  

1
equals expected infla-

tion and the Fed’s inflation target. Graphically, this is shown when the AD curve,
the AS curve, and the LRAS curve intersect at a single point.

The economy does not have to be in long-run equilibrium at every point in
time. The AD curve and the AS curve can intersect at levels of output that are above
or below potential output; this is called a short-run equilibrium. That is, the econ-
omy is in a short-run equilibrium when there is either an expansionary gap or a re-
cessionary gap. An economy can be in short-run equilibrium, but it will not remain
there. Let’s examine both an expansionary gap and a recessionary gap to see why
this is the case.

AN EXPANSIONARY GAP

Figure 25.10 illustrates how an economy adjusts over time when it begins with an
expansionary gap. The economy is initially in equilibrium with actual output Y

1

and actual inflation  
1
. At this point, there is an expansionary gap since actual

output Y
1

is greater than potential output Y
2
. The AD curve will remain at AD

1
as

long as there is no change in the Fed’s monetary policy rule and there are exogenous
changes in spending.

Since the AD curve does not move, how will long-run equilibrium be restored?
Graphically, the AS curve must shift to the left from AS

1
to AS

2
and inflation must

rise from  
1

to  
2
. But why does the AS curve shift to the left? What is the eco-

nomics behind this shift?
As we discussed earlier in the chapter, changes in workers’ and firms’ expecta-

tions about inflation shift the AS curve, and this is the mechanism through which
the economy adjusts from short-run equilibrium to long-run equilibrium. An ex-
pansionary gap causes both the actual and expected rates of inflation to rise as
firms respond to high demand by raising their prices more rapidly than their costs
are rising. Specifically, suppose that firms see that actual output is above potential
output; this means that most firms will be experiencing excess demand for their
products and they will respond by raising their prices. This will increase the infla-
tion rate since not just one price relative to another is rising but the general level of
prices is rising at a faster rate.

This is just the beginning of the story. Go to Figure 25.7 and look at the box
marked “low inflation”; if we change this box to “higher inflation” and follow the
clockwise arrow to the next box, we will change “low expected inflation” to
“higher expected inflation.” Higher expected inflation shifts the AS curve to the left
as wages and production costs begin to rise faster than before; that is, we change
the box marked “slow increase in wages and other production costs” to “faster
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increases in wages and other production costs.” The circle is now complete: actual
inflation continues to rise, causing expected inflation to rise, causing wages and
production costs to increase at a faster rate.

This explains why inflation rises, but why does actual output fall to potential
output? Remember the Fed’s monetary policy rule: as inflation rises, the Fed increases
the real interest rate. So, as inflation rises, the Fed will increase the real interest rate
and spending will fall so that the economy moves along the AD curve and output
falls while inflation is rising. We thus move from short-run equilibrium to long-run
equilibrium, with actual output equal to potential output Y

2
and actual inflation

equal to expected inflation  
2
.

A RECESSIONARY GAP

The economy’s adjustment to a recessionary gap is similar to that for an expan-
sionary gap. The adjustment of inflation in response to a recessionary gap is shown
graphically in Figure 25.11. Again, the economy is initially in equilibrium with ac-
tual output Y

1
and actual inflation  

1
. At this point, there is a recessionary gap since

actual output Y
1

is less than potential output Y
2
. The AD curve will remain at AD

1

as long as there is no change in the Fed’s monetary policy rule and there are exoge-
nous changes in spending.

As was the case with an expansionary gap, the AS curve must shift, in this case
to the right from AS

1
to AS

2
, to close the gap as long as the AD curve is stable.

Inflation will fall from  
1

to  
2

as workers’ and firms’ expectations about inflation
fall due to the recessionary gap. (Again, as in the case of an expansionary gap,
Figure 25.7 is helpful. In this case, lower inflation causes lower expected inflation
and this in turn slows the growth of wages and other production costs.) Actual out-
put will rise from Y

1
to potential output Y

2
because the Fed will follow its monetary
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FIGURE 25.10

Adjustment to an Expansionary Gap.

The economy is initially in equilibrium with output Y
1

and inflation  
1
. At this point, there is an expansionary gap (i.e., Y

1
is

greater than Y
2
). The AD curve remains at AD

1
as long as there is no change in the Fed’s monetary policy rule. 1 Since the AD

curve does not move, workers and firms know that the only way to restore long-run equilibrium is for inflation to rise from  
1

to  
2

so they increase the level of expected inflation from  
1

to  
2
. This shifts the AS curve to the left from AS

1
to AS

2
and causes

actual inflation to rise. The Fed follows its monetary policy rule and increases the real interest rate as inflation rises, so spending

and output fall as inflation rises and the economy moves along the AD curve to long-run equilibrium at output Y
2

and inflation  
2
.



policy rule and lower the real interest rate as inflation falls, stimulating increased
levels of consumption and investment spending.

THE SELF-CORRECTING ECONOMY

Our analysis of Figures 25.10 and 25.11 makes an important general point: The
economy tends to be self-correcting in the long run. In other words, given enough
time, output gaps tend to disappear without changes in monetary or fiscal policy
(other than the change in the real interest rate embodied in the Fed’s policy rule).
Expansionary output gaps are eliminated by rising inflation, while recessionary
output gaps are eliminated by falling inflation. This result contrasts sharply with
the basic Keynesian model, which does not include a self-correcting mechanism.
The difference in results is explained by the fact that the basic Keynesian model
concentrates on the short-run period, during which prices do not adjust, and
does not take into account the changes in prices and inflation that occur over a
longer period.

Does the economy’s tendency to self-correct imply that aggressive monetary
and fiscal policies are not needed to stabilize output? The answer to this question
depends crucially on the speed with which the self-correction process takes place. If
self-correction takes place very slowly, so that actual output differs from potential
for protracted periods, then active use of monetary and fiscal policy can help to sta-
bilize output. But if self-correction is rapid, then active stabilization policies are
probably not justified in most cases, given the lags and uncertainties that are in-
volved in policymaking in practice. Indeed, if the economy returns to full employ-
ment quickly, then attempts by policymakers to stabilize spending and output may
end up doing more harm than good, for example, by causing actual output to
“overshoot” potential output.
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FIGURE 25.11

Adjustment to a Recessionary Gap.

The economy is initially in equilibrium with output Y
1

and inflation  
1
. At this point, there is a recessionary gap (i.e., Y

1
is less than

Y
2
). The AD curve remains at AD

1
as long as there is no change in the Fed’s monetary policy rule. 1 Since the AD curve does not

move, workers and firms know that the only way to restore long-run equilibrium is for inflation to fall from  
1

to  
2
, so they

decrease the level of expected inflation from  
1

to  
2
. This shifts the AS curve to the right from AS

1
to AS

2
and causes actual

inflation to fall. The Fed follows its monetary policy rule and decreases the real interest rate as inflation falls, so spending and

output rise as inflation falls and the economy moves along the AD curve to long-run equilibrium at output Y
2

and inflation  
2
.



The speed with which a particular economy corrects itself depends on a variety
of factors, including the prevalence of long-term contracts and the efficiency and
flexibility of product and labor markets. (For a case study, see the comparison of
U.S. and European labor markets in Chapter 18.) However, a reasonable conclusion
is that the greater the initial output gap, the longer the economy’s process of self-
correction will take. This observation suggests that stabilization policies should not
be used actively to try to eliminate relatively small output gaps, but that they may
be quite useful in remedying large gaps—for example, when the unemployment rate
is exceptionally high.
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RECAP AD-AS AND THE SELF-CORRECTING ECONOMY

■ The economy is in short-run equilibrium when there is either an expan-
sionary gap or a recessionary gap. Graphically, this is where the AD curve
and the AS curve intersect at a point either to the left or to the right of the
LRAS line.

■ The economy is in long-run equilibrium when actual output equals po-
tential output (there is no output gap) and the inflation rate is stable.
Graphically, long-run equilibrium occurs when the AD curve, the AS
curve, and the LRAS line intersect at a common point.

■ Inflation adjusts gradually to bring the economy into long-run equilib-
rium (a phenomenon called the economy’s self-correcting tendency). In-
flation rises to eliminate an expansionary gap and falls to eliminate a
recessionary gap.

■ The more rapid the self-correction process, the less need for active stabiliza-
tion policies to eliminate output gaps. In practice, policymakers’ attempts to
eliminate output gaps are more likely to be helpful when the output gap is
large than when it is small.

SOURCES OF INFLATION

We have seen that inflation can rise or fall in response to an output gap. But what
creates the output gaps that give rise to changes in inflation? And are there factors
besides output gaps that can affect the inflation rate? In this section we use the
AD-AS diagram to explore the ultimate sources of inflation. We first discuss how
excessive growth in aggregate spending can spur inflation, then turn to factors
operating through the supply side of the economy.

EXCESSIVE AGGREGATE SPENDING

One important source of inflation in practice is excessive aggregate spending—or,
in more colloquial terms, “too much spending chasing too few goods.”

For example, wars and military buildups are potentially inflationary because
increased spending on military hardware raises total demand relative to the econ-
omy’s productive capacity. In the face of rising sales, firms increase their prices more
quickly, raising the inflation rate.

Figure 25.12 illustrates this process. The economy is initially in equilibrium
with output Y

1
equal to potential output and inflation  

1
equal to expected infla-

tion and the Fed’s long-run inflation target. An increase in military spending, as we
discussed earlier in the chapter, is an exogenous increase in spending and therefore



shifts the AD curve from AD
1

to AD
2
. Output increases from Y

1
to Y

2
, opening an

expansionary gap that causes the inflation rate to rise from  
1

to  
2
.

The increase in output caused by the increase in military spending is temporary,
however. Assuming that the Fed does not tighten monetary policy, the AD curve
will remain at AD

2
.3 Actual inflation is now above the rate that workers and

firms expected and so they increase the level of expected inflation; as we saw be-
fore, this shifts the AS curve to the left, causing inflation to increase even more.
Eventually, inflation must rise to  

3
in order to restore long-run equilibrium. The

rising inflation rate will cause the Fed to raise the real interest rate (since it is fol-
lowing its monetary policy rule), causing spending and output to decline from Y

2

to potential output Y
1
.

We see now why the increase in output created by the military buildup was only
temporary: in the long run, actual output returns to the level of potential output, but
at a higher inflation rate. There is another cost that is not shown in Figure 25.12.
Since output has returned to its original level while government spending has in-
creased, some other component of spending must now be lower than it was origi-
nally. Recall that as inflation rose from  

2
to  

3
, the Fed increased the real interest

rate. As a result, the long-run level of investment will fall; in Chapter 20, we called
the phenomenon the crowding out of investment in the long run, following an in-
crease in government spending.

Does the Fed have the power to prevent the increased inflation that is induced
by a rise in military spending? The answer is yes. We saw earlier that a decision by
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3We examine the case where the Fed tightens monetary policy in response to an exogenous spending
increase in the next chapter.
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FIGURE 25.12

War and Military Buildup as a Source of Inflation.

The economy is initially in equilibrium with output Y
1

equal to potential output and inflation  
1

equal to expected inflation and

the Fed’s long-run inflation target. 1 An increase in exogenous spending caused by an increase in military spending shifts the AD

curve from AD
1

to AD
2
. The causes output to increase from Y

1
to Y

2
and opens an expansionary gap, causing the inflation rate to

rise from  
1

to  
2
. 2 If the Fed maintains its current long-run inflation target at  

1
and does not tighten monetary policy, the

AD curve will remain at AD
2
. Since inflation is now above its expected rate, AS will shift to the left from AS

1
to AS

2
, causing

inflation to increase. The Fed will raise interest rates as inflation rises from  
2

to  
3
, which causes output to return to potential

output Y
1
.



the Fed to reduce its target inflation rate will shift the AD curve to the left. So if the
Fed aggressively tightens monetary policy as the military buildup proceeds, it can
reverse the rightward shift of the AD curve caused by increased government spend-
ing. The Fed’s policy works because the higher real interest rate it sets at each level
of inflation acts to reduce consumption and investment spending. The reduction in
private spending offsets the increase in demand by the government, eliminating—or
at least moderating—the inflationary impact of the military purchases.

We should not conclude, by the way, that avoiding the inflationary conse-
quences of a military buildup makes the buildup costless to society. The private
sector must give up some resources so that more of the nation’s output can be
devoted to military purposes. This reduction in resources reduces both current
living standards (by reducing consumption) and future living standards (by
reducing investment).

How did inflation get started in the United States in the 1960s?

In the United States from 1959 through 1963, inflation hovered around 1 percent
per year. Beginning in 1964, however, inflation began to rise, reaching nearly 6 per-
cent in 1970. Why did inflation become a problem in the United States in the
1960s?

Increases in government spending, plus the failure of the Federal Reserve to act
to contain inflation, appear to explain most of the increase in inflation during the
1960s. On the fiscal side, military expenditures increased dramatically in the latter
part of the decade, as the war in Vietnam escalated. Defense spending rose from
$50.6 billion, or about 7.4 percent of GDP, in 1965 to $81.9 billion, or 9.4 percent
of GDP, in 1968, and it remained at a high level for some years. To appreciate the
size of this military buildup relative to the size of the economy, note that the
increase in military spending alone between 1965 and 1968 was about 2 percent
of GDP. In contrast, in 2001 the total U.S. defense budget was a little over 3 per-
cent of GDP. Moreover, at about the same time as the wartime military buildup,
government spending on social programs—reflecting the impact of President
Lyndon Johnson’s Great Society and War on Poverty initiatives—also increased
dramatically.

These government-induced increases in total spending contributed to an eco-
nomic boom. Indeed, the 1961–1969 economic expansion was the longest in his-
tory at the time, being surpassed only recently by the long expansion of the 1990s.
However, an expansionary gap developed and eventually inflation began to rise, as
would have been predicted by the analysis summarized in Figure 25.12.

An interesting contrast exists between these effects of the 1960s military
buildup and those of the 1980s buildup under President Reagan, which did not lead
to an increase in inflation. One important difference between the two eras was the
behavior of the Federal Reserve. Except for a brief attempt in 1966, the Federal Re-
serve generally did not try actively to offset inflationary pressures during the 1960s.
That failure may have been simply a miscalculation, or it may have reflected a re-
luctance to take the politically unpopular step of slowing the economy during a pe-
riod of great political turmoil. But in the early 1980s, under Paul Volcker, the
Federal Reserve acted vigorously to contain inflation. As a result, inflation actually
declined in the 1980s, despite the military buildup. ◆

EXERCISE 25.5

Use an AD-AS diagram to illustrate the short-run and long-run effects of a

fall in consumer spending on inflation. How does the decline in spending af-

fect output in the short run and in the long run?
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Whereas output gaps cause gradual changes in inflation, on occasion an eco-
nomic shock can cause a relatively rapid increase or decrease in inflation. We dis-
cussed these types of shocks, known as inflation shocks, earlier in the chapter, when
we developed the AS curve. Let’s examine a specific example of an adverse inflation
shock and trace out its consequences for output and inflation.

Why did inflation escalate in the United States in the 1970s?

Having risen in the second half of the 1960s, inflation continued to rise in the 1970s.
Already at 6.2 percent in 1973, inflation jumped to 11.0 percent in 1974. After sub-
siding from 1974 to 1978, it began to rise again in 1979, to 11.4 percent, and
reached 13.5 percent in 1980. Why did inflation increase so much in the 1970s?

Figure 25.13 shows the effects of an adverse inflation shock. The economy is
initially in equilibrium with output Y

1
equal to potential output and inflation  

1

equal to expected inflation and the Fed’s long-run inflation target. The adverse in-
flation shock shifts the AS curve to the left from AS

1
to AS

2
and inflation begins to

rise. An inflation increases to  
2
, the Fed raises the real interest rate, which causes

spending and output to decrease from Y
1

to Y
2

and opens a recessionary gap.
An inflation shock thus creates the worst possible scenario for macroeconomic

policymakers: higher inflation coupled with a recessionary gap. This situation was
termed stagflation, that is, stagnation plus inflation, when the U.S. economy expe-
rienced this type of shock in 1973–1975, after the first oil shock. Stagflation ap-
peared again in 1980, after the second oil shock.

As we discuss in more detail in the next chapter, an adverse inflation shock and
stagflation create a dilemma for macroeconomic policymakers. One possible reac-
tion by the government is to not make any changes to monetary or fiscal policy. Be-
cause of the recessionary gap that now exists, inflation will eventually begin to drift
downward, until finally the recessionary gap is eliminated. Graphically, this decline
in inflation is represented by a rightward shift of the AS curve, from AS

2
to AS

1

(See Figure 25.11). Inflation will stop declining when long-run equilibrium is re-
stored at the original rate of inflation  

1
and output equals potential output.

A “do-nothing” policy approach over time would eliminate both the output
gap and the surge in inflation, but while the economy adjusted back towards its

“I told you the Fed should have tightened.”



long-run equilibrium, the economy would experience a protracted recession. Con-
sequently, policymakers might opt to eliminate the recessionary gap more quickly
by pursuing a more expansionary fiscal policy or by loosening monetary policy. Ap-
plying either policy will shift the AD curve to the right from AD

1
to AD

2
and move

actual output towards potential output. This expansionary policy would help to re-
store output to the full-employment level more quickly, but as Figure 25.13 shows,
it also would stablize inflation at a new, higher level. U.S. policymakers in the 1970s
tried to use monetary and fiscal policy to eliminate the recessionary gap more
quickly and found themselves dealing with higher and higher rates of inflation. We
show in the next chapter how, beginning in October 1979, tighter monetary policy
ultimately reduced inflation to acceptable levels. ◆

In Chapter 21, we discussed the long-run relationship between inflation and
money growth. The example of an inflation shock shows that inflation does not
always originate from excessive money growth; it can arise from a variety of fac-
tors. However, our analysis also shows that, in the absence of monetary easing,
inflation that arises from factors such as inflation shocks eventually will die
away. By contrast, sustained inflation requires that monetary policy remain easy,
that is, policymakers allow the money supply to rise rapidly. In this respect, our
analysis of this chapter is consistent with the earlier long-run analysis, which con-
cluded that sustained inflation is possible only if monetary policy is sufficiently
expansionary.
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FIGURE 25.13

The Effects of an Adverse Inflation Shock.

The economy is initially in equilibrium with output Y
1

equal to potential output and inflation  
1

equal to expected inflation and the

Fed’s long-run inflation target. 1 An adverse inflation shock shifts the AS curve to the left from AS
1

to AS
2
. This causes output to

decrease from Y
1

to Y
2
, opening a recessionary gap. If the Fed does nothing, then the AS curve will shift back from AS

2
to AS

1
as

workers and firms realize that the Fed will not change its monetary policy rule in response to the shock and the economy remains

below potential output. 2 If the Fed responds to the supply shock by loosening monetary policy, it will raise its long-run inflation

target to  
3

since this is the inflation rate that is consistent with long-run equilibrium and the new AS curve AS
2
. The Fed thus

lowers the real interest rate at every inflation rate and shifts the AD curve to the right from AD
1

to AD
2
. Output returns to

potential output Y
1
, but now inflation has risen to  

3
.
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FIGURE 25.14

The Potential Effects of

Tax Rate Reductions on

Aggregate Demand and

Aggregate Supply.

The economy is initially in

equilibrium with output Y
1

equal to potential output and

inflation  
1

equal to expected

inflation and the Fed’s long-run

inflation target. 1 A decline in

potential output shifts the

LRAS line from LRAS
1

to LRAS
2
.

The opens an expansionary

gap since actual output Y
1

is

now greater than potential

output Y
2
. The inflation rate

therefore rises until long-run

equilibrium is restored at

potential output and a new,

higher inflation rate  
2
.

EXERCISE 25.6

Inflation shocks also can be beneficial for the economy, such as when oil

prices declined in the late 1990s. What effect would a decrease in oil prices

have on output and inflation?

SHOCKS TO POTENTIAL OUTPUT

In analyzing the effects of increased oil prices on the U.S. economy in the 1970s, we
assumed that potential output was unchanged in the wake of the shock. However,
the sharp rise in oil prices during that period probably affected the economy’s po-
tential output as well. As oil prices rose, for example, many companies retired less
energy-efficient equipment or scrapped older “gas-guzzling” vehicles. A smaller
capital stock implies lower potential output.

If the increases in oil prices did reduce potential output, their inflationary im-
pact would have been compounded. Figure 25.14 illustrates the effects on the econ-
omy of a sudden decline in potential output. For the sake of simplicity, the figure
includes only the effects of the reduction in potential output, and not the direct
effect of the inflation shock on the AS curve. (Problem 3 at the end of the chapter asks
you to combine the two effects.)

Suppose once again that the economy is in long-run equilibrium with output Y
1

equal to potential output and inflation  
1

equal to expected inflation and the Fed’s
long-run inflation target. Now, potential output falls unexpectedly, from Y

1
to Y

2
,

shifting the long-run aggregate supply line leftward from LRAS
1

to LRAS
2
. After

this decline in potential output, is the economy still in long-run equilibrium at out-
put Y

1
and inflation  

1
? The answer is no because output now exceeds potential

output at that point, that is, an expansionary gap has developed. This gap reflects
the fact that at inflation rate  

1
, planned spending is still has not changed and is still

at Y
1
; the capacity of firms to supply goods and services has been reduced to Y

2
.

As we have seen, an expansionary gap leads to rising inflation. Thus, inflation
will increase until it reaches inflation rate  

2
in Figure 25.14. At that point, output
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has fallen to the new, lower level of potential output because the Fed followed its
monetary policy rule and raised the real interest rate as inflation rose, thus decreas-
ing planned spending and output.

Sharp changes in potential output and inflation shocks are both referred to as
aggregate supply shocks. As we have seen, an adverse aggregate supply shock of
either type leads to lower output and higher inflation, and therefore poses a diffi-
cult challenge for policymakers. A difference between the two types of aggregate
supply shocks is that the output losses associated with an adverse inflation shock
are temporary (because the economy self-corrects and will ultimately return to its
initial level of potential output), but those associated with a fall in potential output
are permanent (output remains lower even after the economy has reached a new
long-run equilibrium).

WAS GREENSPAN RIGHT IN 1996?

In the introduction to this chapter, we described the Fed’s dilemma in 1996. Al-
though the unemployment rate was falling below what many economists consid-
ered to be the natural rate of unemployment at that time, Alan Greenspan believed
that the economy could continue to grow without stoking inflation. Because he did
not see inflation as a threat, despite the rapid rate of economic growth, Geenspan
did not support an increase in interest rates to slow the economy. Consequently, the
Fed did not increase interest rates.

Prior to becoming chairman of the Fed, Greenspan had his own economic con-
sulting company. In that capacity, he had acquired a reputation for his knowledge
of the economy and his ability to dissect economic data to discover trends not ob-
vious to others. He continued his practice of painstaking data analysis when he
went to the Fed.

During the summer and fall of 1996, Greenspan was puzzled. Although most
people thought the economy was operating close to potential output, both price and
wage inflation were lower than they had been when the economy was near potential
in the past. Furthermore, though companies did not seem to be raising their prices,
corporate profits were surging. Putting these and other clues together, Greenspan
concluded that productivity must be rising rapidly. Higher productivity reduces
firms’ costs and allows them to increase profits even if they don’t increase prices.
Indeed, businesspeople in a range of industries were reporting productivity gains
resulting from business restructuring and expanded capital investment. Since the
official government data did not indicate substantial increases in productivity,
Greenspan asked economists at the Fed to examine the official data in greater detail.

What they found was puzzling. When they used the official government data to
construct detailed productivity data for each industry, some of the results didn’t
seem to make sense. The industry data, for example, implied that productivity in
many service-producing industries had risen very slowly and had actually fallen in
several industries. Given the substantial improvements in communications and
information technology, these results were implausible. As reported in the minutes
of the September 24, 1996, meeting of the Federal Reserve Open Market Commit-
tee, “this result . . . suggested considerable error in estimating output and prices for
many services. Consequently, it was likely that actual productivity growth was
higher than the current measures indicated.”4

The economists’ analysis convinced Greenspan that substantial but as yet un-
measured gains in productivity had increased productive capacity in many industries
and in the economy as a whole. Consequently, potential output was higher than
people had thought. With potential output higher, the economy could continue to
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aggregate supply shock either

an inflation shock or a shock

to potential output; adverse

aggregate supply shocks of both

types reduce output and

increase inflation

4Minutes from the Federal Reserve’s September 24, 1996, meeting (http://www.federalreserve.gov/FOMC/
minutes/19960924.htm).



RECAP SOURCES OF INFLATION

■ Inflation may result from excessive spending, which creates an expansion-
ary output gap and puts upward pressure on prices. For example, a military
buildup that raises government purchases sharply may cause the economy
to overheat. However, monetary policy or fiscal policy can be used to offset
excessive spending, preventing higher inflation from emerging.

TABLE 25.1

U.S. Macroeconomic Data, Annual Averages, 1985–2000

% Growth in Unemployment Inflation Productivity
Years real GDP rate (%) rate (%) growth (%)

1985–1995 2.8 6.3 3.5 1.5

1995–2000 4.1 4.8 2.5 2.5

SOURCE: Economic Report of the President (http://www.gpoaccess/gov/eop).

grow without generating an expansionary gap or higher inflation. An increase in
the federal funds rate was not necessary.

History tells us that Greenspan was right: during the latter part of the 1990s,
the U.S. economy benefited from a large, positive shock to potential output. The
main contributing factor was impressive technological advance, particularly in com-
puters, software, and communications. These advances were reflected in more rapid
productivity growth and an increase in potential output. And productivity gains
from the adoption of new information technology propelled the economy without
exacerbating inflation.

As Table 25.1 shows, real GDP growth during the 1995–2000 period was 4.1 per-
cent per year, significantly higher than the average growth rate over the previous
decade; and unemployment averaged only 4.8 percent, also significantly better than
the prior decade. Despite this rapid economic growth, inflation during 1995–2000
averaged only 2.5 percent per year. Furthermore, average annual growth of output
per hour worked accelerated from 1.5 percent during the 1985–1995 period to
2.5 percent during 1995–2000.
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Graphically, the effects of a positive shock to potential output are just the re-
verse of those seen in Figure 25.14, which shows the effects of an adverse shock. A
positive shock to potential output causes the LRAS line to shift right, leading in the
short run to a recessionary gap that puts downward pressure on the inflation rate.
In the new, long-run equilibrium, output is higher and inflation lower than initially.
These results are consistent with the U.S. experience of the latter part of the 1990s.
As Greenspan said in a January 2000 speech to the Economic Club of New York,
“When we look back at the 1990s . . . (w)e may conceivably conclude . . . (that) the
American economy was experiencing a once-in-a-century acceleration of innova-
tion, which propelled forward productivity, output, corporate profits, and stock
prices at a pace not seen in generations, if ever.”

EXERCISE 25.7

What if productivity hadn’t increased in the late 1990s? How would the

economy have been different in 2000?
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■ S U M M A R Y ■

• This chapter developed the aggregate demand–
aggregate supply (AD-AS) model. This model shows
how inflation and output are determined simultane-
ously and how output and inflation change over
time. The AS-AD diagram is the graphical tool used
to apply the AD-AS model. LO3

• The aggregate demand (AD) curve shows the rela-
tionship between inflation and short-run equilibrium
output. The AD curve slopes downward because of
the Fed’s monetary policy rule: when inflation rises,
the Fed raises real interest rates and this causes
planned spending and short-run output to fall. For
any given value of inflation, an exogenous increase in
spending raises short-run equilibrium output, shifting
the AD cure to the right. Likewise, an exogenous de-
cline in spending shifts the AD curve to the left. The
AD curve also can be shifted by a change in the Fed’s
monetary policy rule. Specifically, if the Fed tightens
monetary policy, the AD curve will shift to the left
and if the Fed loosens monetary policy, the AD curve
will shift to the right. LO1

• The aggregate supply (AS) curve shows the relation-
ship between the rate of inflation and short-run equi-
librium output given current inflation expectations
and holding all other factors constant. In low-inflation
industrial economies like the United States today, in-
flation tends to be inertial, or slow to adjust to changes
in the economy. This inertial behavior reflects the fact
that inflation depends in part on people’s expectations
of future inflation, which in turn depend on their

recent experience with inflation. Long-term wage and
price contracts tend to “build in” the effects of peo-
ple’s expectations for multiyear periods. The AS curve
slopes upward because actual inflation is related to the
gap between actual output and potential output: when
output is below potential, actual inflation is below ex-
pected inflation and when output is above potential,
actual inflation is above expected inflation. LO2

• The economy is in short-run equilibrium when there
is either an expansionary gap or a recessionary gap;
graphically, this is where the AD curve and the AS
curve intersect at a point either to the left or to the
right of the long-run aggregate supply (LRAS) curve.
The economy is long-run equilibrium when actual
output is equal to potential output and actual infla-
tion equals expected inflation; graphically, this is
where the AD curve, the AS curve, and the LRAS
curve interest at a single point. LO3

• Inflation adjusts gradually to move the economy from
short-run equilibrium to long-run equilibrium (a phe-
nomenon called the economy’s self-correcting ten-
dency). Inflation rises to eliminate an expansionary
gap and falls to eliminate a recessionary gap. The
more rapid the self-correction process, the smaller the
need for active stabilization policies to eliminate out-
put gaps. In practice, the larger the output gap, the
more useful such policies are. LO4

• Excessive spending, which increases aggregate de-
mand, may lead to expansionary output gaps and

■ Inflation also may arise from an aggregate supply shock, either an infla-
tion shock or a shock to potential output. An inflation shock is a sudden
change in the normal behavior of inflation, unrelated to the nation’s out-
put gap. An example of an inflation shock is a run-up in energy and food
prices large enough to raise the overall price level. An inflation shock cre-
ates stagflation, a combination of recession and higher inflation.

■ Stagflation poses a difficult dilemma for policymakers. If they take no ac-
tion, eventually inflation will subside and output will recover, but in the
interim, the economy may suffer a protracted period of recession. If they
use monetary or fiscal policy to increase aggregate demand, they will
shorten the recession but also may lock in the higher level of inflation.

■ A shock to potential output is a sharp change in potential output. Like an
adverse inflation shock, an adverse shock to potential output results in
both higher inflation and lower output. Because lower potential output
implies that productive capacity has fallen, however, output does not re-
cover following a shock to potential output, as it eventually does follow-
ing an inflation shock.



result in higher inflation. The increase in spending can
result from increases in private spending (consump-
tion or private investment) or increases in government
spending. LO5

• Aggregate supply shocks also may cause inflation.
Aggregate supply shocks include both inflation

shocks—sudden changes in the normal behavior of
inflation, created, for example, by a rise in the price
of imported oil—and shocks to potential output.
Adverse supply shocks both lower output and in-
crease inflation, creating a difficult dilemma for
policymakers. LO5
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■ K E Y  T E R M S ■

aggregate demand (AD) 
curve (714)

aggregate supply (AS) curve (719)
aggregate supply shock (734)
easing monetary policy (717)

exogenous changes in 
spending (715)

inflation shock (724)
long-run aggregate supply

(LRAS) line (712)

long-run equilibrium (725)
short-run equilibrium (725)
tightening monetary 

policy (717)

■ R E V I E W  Q U E S T I O N S ■

1. What two variables are related by the aggregate de-
mand (AD) curve? Explain how the behavior of the
Fed helps to determine the slope of this curve. LO1

2. State how each of the following affects the AD curve
and explain: LO1

a. An increase in government purchases.
b. A cut in taxes.
c. A decline in planned investment spending by

firms.
d. A decision by the Fed to increase its target rate

of inflation.

3. Why does the overall rate of inflation tend to adjust
more slowly than prices of commodities, such as oil
or grain? LO2

4. Discuss the relationship between output gaps and
inflation. How is this relationship captured in the
AS curve? LO2

5. Sketch an AD-AS diagram depicting an economy
away from long-run equilibrium. Indicate the econ-
omy’s short-run equilibrium point. Discuss how the
economy reaches long-run equilibrium over a period
of time. Illustrate the process in your diagram. LO3

6. True or false: The economy’s self-correcting ten-
dency makes active use of stabilization policy un-
necessary. Explain. LO4

7. What factors led to increased inflation in the United
States in the 1960s and 1970s? LO5

8. Why does an adverse inflation shock pose a partic-
ularly difficult dilemma for policymakers? LO5

■ P R O B L E M S ■

1. For each of the following events, use an AD-AS diagram to show the short-run
and long-run effects on output and inflation. Assume the economy starts in
long-run equilibrium. LO1, L02, L03, LO4

a. An increase in consumer confidence leads to higher consumption spending.
b. The government reduces income taxes.
c. The Fed loosens monetary policy.
d. Oil prices drop sharply.
e. A war increases government purchases.



■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

25.1 a. At the current level of inflation, output, and real interest rate, an exoge-
nous reduction in business spending on new capital will reduce planned in-
vestment, causing a reduction in short-run equilibrium output. Because
output has fallen for a given level of inflation, the decrease in business
spending leads to a leftward shift in the AD curve.

b. At the current level of inflation, output, and real interest rare, a reduction
in federal income taxes increases consumers’ disposable income (Y  T ),
which leads to an exogenous increase in consumption at all income levels
and leads to an increase in short-run equilibrium output. Because output

2. Suppose that the government cuts taxes in response to a recessionary gap, but
because of legislative delays the tax cut is not put in place for 18 months. As-
suming that the government’s objective is to stabilize output and inflation, use
an AD-AS diagram to illustrate how this policy action might actually prove to
be counterproductive. LO1, L02, L03, LO4

3. Suppose that a permanent increase in oil prices both creates an inflationary
shock and reduces potential output. Use an AD-AS diagram to show the
effects of the oil price increase on output and inflation in the short run
and the long run, assuming that there is no policy response. What happens
if the Fed responds to the oil price increase by adopting a tighter monetary
policy? LO2, L03, LO4

4. An economy is initially in recession. Using an AD-AS diagram, show the process
of adjustment under each of the following policies. Discuss the costs and benefits
of each approach in terms of output loss and inflation. LO1, L02, L03, LO4

a. The Fed responds by adopting a looser monetary policy.
b. The Fed does not change its monetary policy rule.

5. An economy’s AD curve is described by the following equation:

Y  13,000  20,000 ,

where Y is output and  is inflation (measured as a decimal). Initially, the inflation
rate is 0.04 (i.e., 4 percent) and potential output equals 12,000 LO3, L04, LO5

a. Find inflation and output in short-run equilibrium. Show your work.
b. Find inflation and output in long-run equilibrium. Show your work.

6.*This problem asks you to trace out the adjustment of inflation when the econ-
omy starts with an output gap. Suppose that the economy’s aggregate demand
curve is

Y  1,000  1,000 ,

where Y is output and  is inflation (measured as a decimal). Potential output
equals 950 and the initial inflation rate is 0.10 (i.e., 10 percent). LO3, L04, LO5

a. Find output and inflation for this economy in short-run equilibrium and in
long-run equilibrium.

b. Suppose that, each quarter, inflation adjusts according to the following 
rule:

This quarter’s inflation  Last quarter’s inflation  0.0004(950 Y ).

This is a quantitative way of summarizing the AS curve. Starting from the ini-
tial value of 10 percent for inflation, find the value of inflation for each of the
next five quarters. Does inflation come close to its long-run value?
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*Problems marked by an asterisk (*) are more difficult.
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has increased for a given level of inflation, the reduction in income taxes
leads to a rightward shift in the AD curve. LO2

25.2 a. If inflation is expected to be 2 percent next year and workers are expecting
a 2 percent increase in their real wages, then they will expect, and ask for,
a 4 percent increase in their nominal wages.

b. If inflation is expected to be 4 percent next year, rather than 2 percent,
workers will expect, and ask for, a 6 percent increase in their nominal wages.

c. If wage costs rise, firms will need to increase the prices of their goods and
services to cover their increased costs, leading to an increase in inflation. In
part b, when expected inflation was 4 percent, firms will be faced with
larger increases in nominal wages than in part a, when expected inflation
was only 2 percent. Thus, we can expect firms to raise prices by more when
expected inflation is 4 percent than when expected inflation is 2 percent.
From this example, we can conclude that increased inflationary expecta-
tions lead to higher inflation. LO2

25.3 If the inflation rate is high, the economy will tend to stay in this high-
inflation state due to expectations of high inflation and the existence of
long-term wage and price contracts, while if the inflation rate is low,
the economy will likewise tend to stay in this low-inflation state for simi-
lar reasons. However, since high inflation rates impose economic costs 
on society, as pointed out in Chapter 17, the Federal Reserve has an in-
centive to avoid the high-inflation state by keeping inflation low, which
helps to maintain people’s expectations of low inflation and leads to
lower future inflation rates—perpetuating the “virtuous circle” illustrated
in Figure 25.7. LO1, LO2

25.4 The graph should look the same as Figure 25.9 except the AS curve shifts
downward. LO2

25.5 The effects will be the opposite of those illustrated in Figure 25.12. LO3

25.6 A decrease in oil prices is an example of a “beneficial” inflation shock and
the economic effects of such a shock are the reverse of those illustrated in
Figure 25.13. LO3

25.7 If productivity growth hadn’t increased in the last half of the 1990s, the LRAS
would not have shifted as far to the right as it actually did. As a consequence,
the average inflation rate would not have fallen as much as illustrated in
Table 25.1 and average real GDP growth would have been smaller. Similarly,
if productivity growth slows in the future from its actual 1995–2000 rate, we
can expect higher inflation and lower GDP growth than we otherwise would
have experienced. LO3, LO5
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LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Analyze the short-run and long-run effects of anti-inflationary monetary

policy.

2. Discuss the policy options available to the Fed in response to an aggregate

demand shock.

3. Discuss the policy options available to the Fed in response to an aggregate

supply shock.

4. Explain the roles played by the core rate of inflation, anchored inflation-

ary expectations, and central bank credibility in keeping inflation low.

5. Describe how fiscal policy can affect both aggregate demand and aggre-

gate supply.

6. Address the question: why is macroeconomic policy as much an art as a

science?

n October 6, 1979, the Federal Open Market Committee, the policy-
making committee of the Federal Reserve, held a highly unusual—and
unusually secretive—Saturday meeting. Fed Chairman Paul Volcker

may have called the Saturday meeting because he knew the financial markets
would be closed and thus would not be able to respond to any “leaks” to the press
about the discussions. Or perhaps he hoped that the visit of Pope John Paul II to
Washington on the same day would distract the news media from goings-on at
the Fed. However unnoticed this meeting may have been at the time, in retro-
spect it marked a turning point in postwar U.S. economic history.

When Volcker called the October 6 meeting, he had been chairman of the
Fed for only six weeks. Six feet eight inches tall with a booming bass voice, and
a chain-smoker of cheap cigars, Volcker had a reputation for financial conser-
vatism and personal toughness. Partly for those qualities, President Carter had
appointed Volcker to head the Federal Reserve in August 1979. Carter needed
a tough Fed chairman to restore confidence in both the economy and the gov-
ernment’s economic policies. The U.S. economy faced many problems, including

O
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Paul Volcker faced a tough
assignment.

a doubling of oil prices following the overthrow of the Shah of Iran and a worri-
some slowdown in productivity growth. But in the minds of the public, the
biggest economic worry was an inflation rate that seemed to be out of control. In
the second half of 1979, the annual rate of increase in consumer prices had
reached 13 percent; by the spring of 1980 the inflation rate had risen to nearly
16 percent. Volcker’s assignment: to bring inflation under control and stabilize
the U.S. economy.

Volcker knew that getting rid of inflation would not be easy, and he warned his
colleagues that a “shock treatment” might be necessary. His plan was couched in
technical details, but in essence he proposed to reduce the rate of growth of the
money supply sharply. Everyone in the room knew that slowing the growth of the
money supply would cause interest rates to rise and aggregate spending to fall. In-
flation might be brought down, but at what cost in terms of recession, lost output,
and lost jobs? And how would the financial markets, which were already shaky,
react to the new approach?

Officials in the room stirred nervously as Volcker spoke about the necessity of
the move. Finally, a vote was called. Every hand went up.

What happened next? We will discuss the policies of the Volcker Fed and their
effects later in this chapter. First, however, we must develop more background on
the links between monetary policy and inflation.

We begin this chapter by extending the model used in preceding chapters to il-
lustrate the short-run and long-run effects of tightening monetary policy in order to
reduce inflation. We then use the model to discuss how the Fed can maintain low
inflation when the economy is hit by shocks to aggregate demand or aggregate sup-
ply, and we also describe the ways in which monetary policy might be made more
effective. Next, we examine a policy that was used shortly after the Fed’s fateful
meeting: supply-side economics. This was an attempt to reduce inflation by in-
creasing the growth of potential output. We also examine several practical difficul-
ties in devising and implementing monetary and fiscal policy.

USING MONETARY POLICY TO REDUCE 

HIGH INFLATION

As we discussed in Chapter 17, moderate to high rates of inflation are economically
costly. What, then, should policymakers do if they believe that the inflation rate is
too high? The most common policy response is to tighten monetary policy to reduce
inflation in both the short run and the long run.

We can use the aggregate demand–aggregate supply (AS-AD) model that we
developed in the previous chapter to analyze the effects of tighter monetary policy
on inflation and output. Recall from the previous chapter that when the Fed tight-
ens monetary policy, it raises the real interest rate at every given rate of inflation.
This reduces planned spending at every inflation rate and thus shifts the AD curve
to the left. Figure 26.1 shows the effects of this policy in both the short run and the
long run.

In Figure 26.1, the economy is initially in equilibrium with output Y
1

equal to
potential output and inflation  

1
equal to both expected inflation and the Fed’s

long-run inflation target. The AD curve shifts to the left from AD
1

to AD
2

when the
Fed chooses a lower long-run inflation target of  

3
and tightens monetary policy.

This causes output to fall from Y
1

to Y
2
, opening a recessionary gap. The reces-

sionary gap causes inflation to fall, which is shown by the movement along the
AS curve and the fall in inflation from  

1
to  

2
in Figure 26.1.

The Fed has thus reduced inflation, but at a cost: Output is now below potential,
and, from Okun’s Law, we know that the unemployment rate is above the natural
rate of unemployment.

742 CHAPTER 26 MACROECONOMIC POLICY



In
fl

a
ti

o
n

  

Output Y

Y
2

Y
1

AD2

AD1

AS1

AS2

LRAS

 
1

 
2

 
3

2

1

0

FIGURE 26.1

Short-Run and Long-Run Effects of an Anti-inflationary Monetary Policy.

The economy is initially in equilibrium with output Y
1

equal to potential output and inflation  
1

equal to expected inflation and

the Fed’s long-run inflation target. The Fed sets a lower long-run inflation target  
3

which shifts the AD curve to the left, from

AD
1

to AD
2
. This causes output to fall from Y

1
to Y

2
, opening a recessionary gap. The recessionary gap causes inflation to fall

from  
1

to  
2
. Actual inflation,  

2
, is now below expected inflation,  

1
, so households and firms reduce their inflationary

expectations. This shifts the AS curve to the right, from AS
1

to AS
2
. Long-run equilibrium is restored at the Fed’s new inflation

target of  
3

and inflationary expectations are reduced to  
3

as well.

The Long Run
The payoff to tightening monetary policy comes in the long run. Actual inflation,
 

2
, is now below expected inflation,  

1
, so households and firms will reduce their

inflationary expectations; this shifts the AS curve to the right. As the AS curve
shifts to the right, the economy moves along the curve AD

2
because, as the infla-

tion rate falls, the Fed will follow its monetary policy rule and reduce the real in-
terest rate, causing planned spending to rise. This process will continue until
long-run equilibrium is restored at the Fed’s new inflation target of  

3
and infla-

tionary expectations are reduced to  
3

as well. The result is that inflation has been
reduced (from  

1
to  

3
), output has returned to potential, and unemployment has

fallen back to the natural rate.
The adoption of a tighter monetary policy therefore inflicts short-term pain

(a decline in output, high unemployment, a temporarily high real interest rate) to
achieve long-term gain (a permanent reduction in inflation with output and unem-
ployment returning to their long-run levels).

EXERCISE 26.1

Suppose that the Fed decides that the current inflation rate is too low and

increase its long-run inflation target. Show, using an AS-AD diagram, how

this affects output and inflation in the short run and the long run.

Now that we have seen how the adoption of a tighter monetary policy affects
the economy, Example 26.1 discusses the situation faced by the Fed and Paul Volcker
that we introduced at the beginning of this chapter.

USING MONETARY POLICY TO REDUCE HIGH INFLATION 743
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“I don’t like 6 per-cent unemployment, either. But I can live with it.”

How was inflation conquered in the 1980s?

After reaching double-digit levels in the late 1970s and 13.5 percent in 1980, inflation in

the United States fell all the way to 3.2 percent in 1983, and it remained in the 2–5 per-

cent range for the rest of the decade. In the 1990s, inflation fell even lower, in the

2–3 percent range in most years. How was inflation conquered in the 1980s?

The person who was most directly responsible for the conquest of inflation in the

1980s was the Federal Reserve’s chairman, Paul Volcker. Following the secret Saturday

meeting he called on October 6, 1979 (described in the introduction to this chapter), the

Federal Open Market Committee agreed to adopt a strongly anti-inflationary monetary

policy. The results of this policy change on the U.S. economy are shown in Table 26.1,

which includes selected macroeconomic data for the period 1978–1985.

The data in Table 26.1 fit our analysis of anti-inflationary monetary policy quite

well. First, as our model predicts, in the short run the Fed’s adoption of a tighter

monetary policy led to a recession. In fact, two recessions followed the Fed’s action

in 1979, a short one in 1980 and a deeper one in 1981–1982. Note that growth in

real GDP was negative in 1980 and 1982, and the unemployment rate rose signifi-

cantly, peaking at 9.7 percent in 1982. Nominal and real interest rates also rose, a direct

effect of the shift in monetary policy. Inflation, however, did not respond much during

the period 1979–1981. All these results are consistent with the short-run analysis in

Figure 26.1.

By 1983, however, the situation had changed markedly. The economy had recovered,

with strong growth in real GDP in 1983–1985. In 1984 the unemployment rate, which

tends to lag the recovery, began to decline. Interest rates remained relatively high, per-

haps reflecting other factors besides monetary policy. Most significantly, inflation fell in

1982–1983 and stabilized at a much lower level. Inflation has remained low in the United

States ever since.
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The Economic Naturalist

Example 26.1



RECAP USING MONETARY POLICY TO REDUCE HIGH

INFLATION

Inflation can be reduced by policies that shift the aggregate demand curve left-
ward, such as the adoption of a “tighter” monetary policy. In the short run,
the effects of a change to a tighter, more anti-inflationary monetary policy are
felt largely on output, so that a disinflation (a substantial reduction in infla-
tion) may create a significant recessionary gap. In the long run, output should
return to potential and inflation should decline. These predictions were borne
out during the Volcker disinflation of the early 1980s.

TABLE 26.1

U.S. Macroeconomic Data, 1978–1985

Nominal Real
Growth in Unemployment Inflation interest interest

Year real GDP (%) rate (%) rate (%) rate (%) rate (%)

1978 5.5 6.1 7.6 8.3 0.7

1979 3.2 5.8 11.4 9.7  1.7

1980  0.2 7.1 13.5 11.6  1.9

1981 2.5 7.6 10.3 14.4 4.1

1982  2.0 9.7 6.2 12.9 6.7

1983 4.3 9.6 3.2 10.5 7.3

1984 7.3 7.5 4.3 11.9 7.6

1985 3.8 7.2 3.6 9.6 6.0

SOURCE: Economic Report of the President (http://www.gpoaccess.gov/eop) and calculations by
the authors.

•

A substantial reduction in the rate of inflation, like the one the Fed engineered
in the 1980s, is called a disinflation. But again, disinflation may come at the cost
of a large recessionary gap and high unemployment like that experienced by the
United States in the early 1980s. Is this cost worth bearing? This question is not
an easy one to answer because the costs of inflation are difficult to measure. Policy-
makers around the world appear to agree on the necessity of containing inflation,
however, as many countries fought to bring their own inflation rates down to 2 per-
cent or less in the 1980s and 1990s. Canada and Great Britain are among the many
industrial countries that have borne the costs of sharp reductions in inflation.

Can the costs of disinflation be reduced? Unfortunately, no one has found a
pain-free method of lowering the inflation rate. Accordingly, in recent years central
banks around the world have striven to keep inflation at manageable levels, to
avoid the costs of disinflation. In the next section, we discuss how the Fed can
maintain a low rate of inflation when the economy is buffeted by shocks to aggre-
gate demand or aggregate supply.

KEEPING INFLATION LOW 745

disinflation a substantial 

reduction in the rate of inflation

KEEPING INFLATION LOW

In the two decades since the Volcker disinflation, the United States has had rela-
tively low inflation. Although inflation briefly rose above 5 percent in 1990, it has
stayed below the 3.6 percent achieved in 1986 in all but three years. During this
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FIGURE 26.2

Accommodating Monetary Policy.

The economy is initially in equilibrium with output Y
1

equal to potential output and inflation  
1

equal to expected inflation and

the Fed’s long-run inflation target. An increase in exogenous spending, caused by an increase in military spending, for

instance, shifts the AD curve from AD
1

to AD
2
. This causes output to increase from Y

1
to Y

2
. This opens an expansionary gap and

causes the inflation rate to rise from  
1

to  
2
. Inflation is above the Fed’s long-run inflation target, so the Fed must choose how

to respond. The Fed does not tighten monetary policy. The AD curve will remain at AD
2
, and since inflation is now above

the expected rate, AS will shift to the left from AS
1

to AS
2
. The Fed will raise interest rates as inflation rises from  

2
to  

3
which

causes output to return to potential output Y
1
.
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same period, real GDP growth has averaged 3.2 percent per year and the two eco-
nomic recessions the United States has experienced have been short and relatively
mild. Most economists believe that low inflation is an important reason for in-
creased economic growth and greater economic stability. Moreover, a low inflation
rate makes costly disinflations unnecessary. Thus, keeping inflation low is one of
the best things that the Federal Reserve can do for the U.S. economy.

In this section, we examine the Fed’s policy choices in a low-inflation environ-
ment. We illustrate how policy responses and the consequences of anti-inflationary
policies may differ according to whether the disturbances in the economy are
caused by shocks in spending or shocks to aggregate supply.

RESPONDING TO SHOCKS IN SPENDING

As we learned in the last chapter, changes in monetary policy are not the only fac-
tors that shift the aggregate demand curve. The aggregate demand curve also will
shift in response to changes in fiscal policy and other exogenous changes in spend-
ing. As we will see, if these changes in spending are permanent, the Fed will be able
to maintain inflation at its original target inflation rate in the long run only if it
tightens monetary policy.

To understand this point, let’s revisit our analysis in the previous chapter of the
effects of a change in fiscal policy. In Figure 26.2, the economy is initially in equilib-
rium with output Y

1
equal to potential output and inflation  

1
equal to expected in-

flation and the Fed’s long-run inflation target. Now suppose an increase in military
spending shifts the AD curve to the right, from AD

1
to AD

2
. This causes output to

increase from Y
1

to Y
2

and opens an expansionary gap. The expansionary gap causes
inflation to rise above the Fed’s long-run target for inflation, from  

1
to  

2
.

1

2
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FIGURE 26.3

Maintaining Low Inflation after a Change in Spending.

The economy is initially in equilibrium with output Y
1

equal to potential output and inflation  
1

equal to expected inflation and

the Fed’s long-run inflation target. 1 An increase in exogenous spending, caused by an increase in military spending, for

instance, shifts the AD curve form AD
1

to AD
2
. This causes output to increase from Y

1
to Y

2
. This opens an expansionary gap and

causes the inflation rate to rise from  
1

to  
2
. Inflation is above the Fed’s long-run inflation target, so the Fed must choose how

to respond. 2 The alternative to accommodating the spending shock (see Figure 26.2) is for the Fed to tighten monetary

policy. This implies that at every inflation rate, the Fed raises the real interest rate higher than it does when it accommodates

the spending shock. This shifts the AD curve back from AD
2

to AD
1

and causes output to return to potential output Y
1
. AS does

not shift since the Fed’s action prevents any change in inflationary expectations.

At this point, the Fed has to choose the type of monetary policy it will pursue.
One possibility, shown in Figure 26.2, is to allow the economy’s self-correction
process to work without interference. As we saw in the previous chapter, this
means that the Fed will follow its current monetary policy rule and will keep its
long-run inflation target at  

1
. Since inflation is now at  

2
, the Fed will raise in-

terest rates until the economy reaches potential output at an inflation rate of  
3
.

The Fed will stop raising the real interest at this point because the expansionary
gap has closed and inflation will not rise above  

3
unless there is another shock to

AD or AS.
Economists use the word accommodating to describe a policy that allows the

effects of a shock to occur. In this example, the Fed’s accommodating policy is to al-
low the spending shock to increase output in the short run and inflation in the short
run and the long run. There are two important implications of the Fed’s accommo-
dating policy. First, in the short run, the economy experiences a period of rapid
growth and higher inflation caused by the spending shock followed by a contrac-
tion in output with inflation rising even higher. Second, in the long run, the econ-
omy returns to potential output, where it began, but now has a higher inflation
rate. A short-run boom is paid for with a short-run bust and a higher long-run in-
flation rate.

The other possible policy that the Fed can follow is to drive inflation back to
the long-run inflation target. This policy is illustrated in Figure 26.3, where, once
again, the economy is initially in equilibrium with output Y

1
equal to potential

output and inflation  
1

equal to expected inflation and the Fed’s long-run infla-
tion target. An increase in military spending shifts the AD curve to the right, from
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accommodating policy a pol-

icy that allows the effects of a

shock to occur



AD
1

to AD
2
, causing output to increase from Y

1
to Y

2
and opening an expansion-

ary gap that causes inflation to rise above the Fed’s long-run target for inflation,
from  

1
to  

2
.

Now, suppose that the Fed tightens monetary policy. Recall that a tighter mone-
tary policy implies that the Fed raises the real interest rate at every level of inflation,
which reduces planned spending and shifts the AD curve to the left. This is shown in
Figure 26.3: when the Fed tightens monetary policy, the AD curve shifts back from
AD

2
to AD

1
. Output returns to potential output Y

1
and, since no expansionary gap

opens, inflation remains at  
1
. The AS curve does not shift since the Fed’s action pre-

vents any change in inflationary expectations. The Fed’s preemptive action thus sta-
bilizes output at potential and keeps inflation at the Fed’s long-run target.

Why does the Fed have to increase the target for the real interest rate in order
to maintain stable output and inflation? Recall from Chapter 20 that the real
interest rate is determined by saving and investment in the long run. An increase in
military spending, or any other increase in government spending (or reduction in
net taxes) will increase the government budget deficit. As we discussed in Chapter
20, an increase in the federal budget deficit reduces national saving and increases
the real interest rate in the long run. In order to avoid long-run inflationary conse-
quences, the Fed must raise its target real interest rate to a level that is compatible
with long-run equilibrium in the market for saving and investment.

This model also can be used to analyze a sudden reduction in spending. Start-
ing again at potential output, a reduction in spending will shift the aggregate de-
mand curve to the left. The Fed can eliminate the recessionary gap resulting from
this shift by reducing its real interest rate target. Once again, real GDP returns to
potential and inflation returns to the Fed’s target rate of inflation.

EXERCISE 26.2

Suppose the economy is initially in long-run equilibrium and there is a sud-

den decrease in spending. Use the aggregate supply–aggregate demand

graph to illustrate and explain what happens to output and inflation in the

short run and the long run if the Fed accommodates the spending decrease?

Why did the Fed lower interest rates in 2003?

As we discussed in the last chapter, the Fed reduced the federal funds rate from
6.50 percent in January 2001 to 1.75 percent in December 2001 in order to fight
the 2001 recession. After the economy began to recover in 2002 and 2003, however,
the Fed again reduced the federal funds rate to 1.25 percent in November 2002 and
1.0 percent in June 2003. Why did the Fed continue to reduce the federal funds rate
even during the recovery?

There were several reasons for the Fed’s policy choices. First, as we mentioned
before, economic growth even during the recovery was slower than it had been in
previous recoveries. Second, job growth did not keep up with the growth in output,
due to the unusual increases in productivity. In addition, there was a major slow-
down in investment spending as businesses became more cautious, especially fol-
lowing the decline in the stock market. As a result, the Fed was concerned that
aggregate demand might fall and create a recessionary gap. The reduction in in-
vestment spending also implied that there might have been a reduction in the long-
run real interest rate at which saving equaled investment. In response, the Fed
reduced its target real interest rate, which shifted its monetary policy rule down (to
the right). (See Figure 25.5.)

The Fed’s action prevented the aggregate demand curve from falling further and
thereby avoided a recession. This is another illustration of how the Fed can stabilize
both inflation and output when there is a shock to aggregate demand. ◆
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FIGURE 26.4

Accommodating an Aggregate Supply Shock.

The economy is initially in equilibrium with output Y
1

equal to potential output and inflation  
1

equal to expected inflation and

the Fed’s long-run inflation target. 1 An adverse inflation shock shifts the AS curve from AS
1

to AS
2
. The Fed responds to the

increase in inflation by following the monetary policy rule and increasing the real interst rate; this causes output to fall from Y
1

to Y
2
.

2 The Fed accommodates the aggregate supply shock by loosening monetary policy. Specifically, the Fed raises the long-run

inflation target to  
3

since this is the inflation rate that workers and firms expect after the adverse inflation shock. The Fed thus

lowers the real interest rate at every inflation rate and shifts the AD curve to the right from AD
1

to AD
2

and output returns to

potential output Y
1
. AS does not shift again since the Fed’s action ratifies the increase in inflationary expectations.

RESPONDING TO SHOCKS IN AGGREGATE SUPPLY

As we’ve seen, shocks in aggregate demand do not require the Fed to make a diffi-
cult choice between inflation and the stability of output. The Fed can maintain sta-
ble inflation and output by adjusting its target real interest rate to the real interest
rate at which saving equals investment in the long run.

However, shocks to aggregate supply do create such a dilemma. If the Fed
maintains the initial target inflation rate, the economy may experience a protracted
recessionary or expansionary gap. If, on the other hand, it wants to hasten the re-
turn to potential GDP, it may have to change the inflation target.

We illustrate this dilemma in Figures 26.4 and 26.5. In both figures, the econ-
omy is initially in long-run equilibrium with output Y

1
equal to potential output

and inflation  
1

equal to expected inflation and the Fed’s long-run inflation target.
An adverse inflation shock then shifts the AS curve from AS

1
to AS

2
in each figure.

The Fed responds to the increase in inflation by following the monetary policy rule
and increasing the real interest rate; the increase in the real interest rate causes
planned spending to decline and output falls from Y

1
to Y

2
.

Now, with the economy in a recession at output Y
2

and inflation rate  
2
, the

Fed faces a choice: accommodate the shock or bring inflation back down to  
1
.

Figure 26.4 shows the consequences for output and inflation if the Fed loosens
monetary policy and accommodates the adverse inflation shock. Specifically, the
Fed raises the long-run inflation target to  

3
, the level of inflation that workers and

firms expect when the economy returns to potential output. The Fed thus lowers
the real interest rate at each level of inflation and shifts the AD curve to the right,
from AD

1
to AD

2
. As the AD curve shifts to the right, the inflation rate rises to-

wards the Fed’s new long-run inflation target,  
3
.
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FIGURE 26.5

Maintaining Low Inflation after an Adverse Inflation Shock.

The economy is initially in equilibrium with output Y
1

equal to potential output and inflation  
1

equal to expected inflation and the

Fed’s long-run inflation target. 1 An adverse inflation shock shifts the AS curve from AS
1

to AS
2
. The Fed keeps the long-run

inflation target at  
1

and raises interest rates in response to the adverse inflation shock, 2 Inflation  
2

is lower than what people

expect inflation to be after the supply shock ( 
3
), so workers and firms reduce their inflationary expectations, shifting the AS curve

to the right. This process continues until long-run equilibrium is restored at the Fed’s long-run inflation target of  
1

and inflationary

expectations are reduced to  
1

as well.

The rise in inflation validates the new level of expected inflation  
3
: workers

and firms expect inflation to continue rising, so they push for faster increases in
wages and prices, which drives actual and expected inflation towards  

3
. The AS

curve thus remains at AS
2

and the economy eventually returns to potential output
with the new, higher long-run inflation rate  

3
. Consequently, the higher inflation

rate caused by the adverse inflation shock will be sustained and, in fact, increased
by the Fed’s accommodating monetary policy.

The alternative to accommodating the adverse inflation shock is for the Fed to
stick to the current long-run inflation target,  

1
. The do this, the Fed must keep the

real interest rate above the long-run target level and not lower it as when it accom-
modates the adverse inflation shock. Figure 26.5 illustrates this situation. The econ-
omy therefore remains at Y

2
for a longer time than when the Fed accommodates the

shock, that is, the recession caused by the adverse inflation shock is longer than
when the Fed lowers interest rates.
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The Fed’s willingness to keep interest rates high, and to not close the recessionary
gap, will convince workers and firms that inflation will not rise to the level they ex-
pected,  

3
. Expected inflation therefore starts to fall and the AS curve starts to shift

back towards AS
1
. Note how the Fed will react: as the AS curve shifts to the right, the

actual inflation rate will fall and the Fed will follow the monetary policy rule and
lower the real interest rate. The lower real interest rate will increase planned spending
and output and reduce the recessionary gap and, eventually, the economy will return
to potential output and the original level of inflation,  

1
.

In deciding which of these two policy alternatives to follow, the Fed might like
to know how long it would take for the economy to return to potential if it did not
change monetary policy. The answer depends on the speed with which the aggregate
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FIGURE 26.6

The Changing Volatility

of Real GDP.

Since 1985 there has been a

dramatic reduction in the

volatility of real GDP.
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supply curve shifts down when an adverse inflation shock creates a recessionary
gap. If the AS curve shifts down quickly, the Fed is more likely to keep the target in-
flation rate unchanged at  

1
because any recession will probably be short. If, on the

other hand, the AS curve shifts down very slowly, the Fed may be more inclined to
increase the target inflation rate to avoid a lengthy recession.

Ironically, the speed with which the aggregate supply curve shifts back down
following an adverse inflation shock depends partly on the public’s expectation of
how the Fed will act. If people are confident that the Fed will maintain the original
target inflation rate, their expectations of future inflation will not change even if
inflation rises temporarily. If this is the case, we describe people’s expectations of
inflation as being anchored. When an adverse supply shock increases inflation, people
with anchored expectations believe that the Fed will act to ensure that inflation
quickly falls back to the initial level. Workers will then be less likely to ask for in-
flationary wage increases and firms will be less likely to raise prices. The second
round of inflation will be eliminated, the aggregate supply line will shift back to AS

1

more rapidly, and output will return to potential more quickly. Because any reces-
sion will be shorter if inflationary expectations are anchored, the Fed also will be
comfortable keeping the target inflation rate unchanged.

If, on the other hand, the Fed has frequently accommodated higher inflation
rates in the past, expectations of inflation may not be anchored. If the public believes
the Fed will raise the target inflation rate, expectations of future inflation will be
higher. Workers will then demand larger wage increases and firms will raise prices
more rapidly. In that event, the short-run aggregate supply line will shift down more
slowly, and the return to full employment will be prolonged. Thus, the Fed has a
stake in convincing the public that it will maintain its original target inflation rate.

Let’s look at two periods during which anchored inflationary expectations may
have contributed to improved macroeconomic performance.

WHY HAS MACROECONOMIC VOLATILITY IN THE UNITED

STATES DECLINED SO MUCH SINCE 1985?

Since about 1985, both real GDP growth and inflation have become much less
volatile than they were prior to 1985. As shown in Figure 26.6, the variability in the
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growth rate of real GDP has been about half of what it was prior to 1985. In addi-
tion, the rate of inflation has declined by two-thirds.1

Reduced macroeconomic volatility has numerous benefits for the economy. It
improves market functioning, makes economic and business planning easier, and re-
duces the resources devoted to managing inflation risks. More stable output and
employment reduce the economic uncertainty confronting households and firms.

But why has macroeconomic volatility in the United States declined so
markedly? Many economists believe that better macroeconomic policy, especially
monetary policy, is responsible for the reduced variability in both output and in-
flation. Prior to 1981, the Federal Reserve often allowed inflation to rise in re-
sponse to shocks to aggregate demand and aggregate supply. This was followed by
periodic attempts to rein in the inflation that followed. These swings in monetary
policy from ease to tightness contributed to volatility in both output and inflation.
Since the early 1980s, however, the Fed has been more consistent in its efforts to
keep inflation from rising. These efforts have paid off by anchoring inflationary ex-
pectations, which, as we have just discussed, can stabilize not only inflation, but
output, too.2

While most economists attribute the reduced variability in inflation to actions
of the Fed, others believe that structural changes in the economy, and not the Fed,
are largely responsible for the reduced variability in output. These structural
changes include changes in technology, business practices, and other structural fea-
tures that have improved the ability of the economy to absorb shocks. Some exam-
ples of these changes include better management of inventories, deregulation, the
shift away from manufacturing and toward services, and an increased openness to
trade and international capital flows.

WHY DIDN’T THE OIL PRICE INCREASES OF 2003–2005

LEAD TO A RECESSION OR A SUBSTANTIAL INCREASE 

IN INFLATION?

In Chapter 25, we discussed the experience of the U.S. economy following the sub-
stantial oil price increases of 1973–1974 and 1979. The world price of crude oil
was about $3 per barrel in 1972; by the end of 1974, that price had quadrupled to
$12. After remaining relatively constant for the next four years, the price nearly
tripled again between 1978 and 1981, reaching $35 per barrel in 1981. In both
cases, the price increases caused inflation shocks and were followed by stagflation—
a period of recession and high inflation. With the exception of several periods of
very low prices and an upward spike in 1999–2000, the price of oil fell gradually
after 1981, reaching about $23 per barrel in 2002.

Starting in 2002, oil prices again rose dramatically, and the increase accelerated
in 2003, 2004, and 2005.3 By late 2004, average oil prices had exceeded $40 per
barrel and prices rose above $65 per barrel in August 2005. These oil price in-
creases led to neither a recession nor a substantial increase in inflation. Real GDP
grew at an annual rate of 2.7 percent in 2003, 4.2 percent in 2004, and 3.5 percent
during the first half of 2005. Although the consumer price index rose by 1.9 per-
cent in 2003, 3.4 percent in 2004, and 3.5 percent (at an annual rate) during the
first seven months of 2005, this increase was much less dramatic than in earlier
periods.
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1Olivier J. Blanchard and John A. Simon, “The Long and Large Decline in U.S. Output Volatility,”
Brookings Papers on Economic Activity, No. 1 (2001), pp. 135–64. Students who have taken statistics
know that scientists generally use the variance of a variable (or its square root, called the standard de-
viation) to measure its variability.
2Ben Bernanke, “The Great Moderation,” February 20, 2004, http://www.federalreserve.gov/boarddocs/
speeches/2004/20040220/default.htm.
3U.S. Department of Energy, Monthly Energy Review (www.eia.doe.gov/emeu/mer/prices.html).



Why did the economy respond so differently in 2003 to 2005? Several explana-
tions have been offered. The first thing to note is that the real price of oil, which is
the price of oil relative to the CPI, reached its (annual average) peak in 1981, when
its price was $35 per barrel and the CPI was 0.91. By July 2005, the CPI had risen to
1.95. Consequently, a price of $35 per barrel in 1981 was equivalent to a price of
$35(1.95 0.91) $75 per barrel in July 2005. In real terms, the actual price of $65
in August 2005 was still below its peak in 1981.

Prior to the first inflation shock of 1973, the technology used in U.S. factories
was based on cheap oil. When the real price rose sharply during the next decade,
some energy-intensive factories became obsolete and were shut down. Over time,
new energy-saving technologies were also developed and adopted. Consequently, by
the time real oil prices increased again in 2003–2004, U.S. factories already em-
ployed technologies that were profitable even with high energy prices.

Furthermore, the U.S. economy as a whole is now less reliant on energy. Manu-
facturing, which is still energy-intensive, comprises a smaller share of GDP as the
United States has become a more service-oriented economy. New homes are better
insulated and appliances and cars (even some SUVs) have become more energy effi-
cient. As a result, the ratio of energy use per dollar of output fell from 14,427 Btus4

per dollar of real GDP (in 2000 dollars) in 1981 to 9,462 Btus per dollar of real
GDP in 2003.

A third reason for the (to-date) relatively benign response of the American
economy to the latest oil price increase is related to inflationary expectations and
the inflation-fighting reputation of the Fed. When the first two oil price increases
shifted the aggregate supply line up, the initial bulges in inflation were followed by
second rounds of inflation. The oil price increases led to increases in inflationary ex-
pectations because the public thought the Fed might accommodate the higher infla-
tion, and higher inflationary expectations in turn led to further increases in wages
and prices. In this manner, the higher inflation was sustained.

In contrast, today most economists believe that inflationary expectations are
more firmly anchored than they were in the 1970s. Much of the credit for this de-
velopment belongs to Paul Volcker and Alan Greenspan. During their terms as chair
of the Federal Reserve, the Fed acquired a reputation as an inflation fighter. Similar
to the earlier oil price shocks, the 2003–2005 oil price increase also pushed the ag-
gregate supply line up. In this later period, however, people believed the Fed would
quickly act to keep inflation low and preempt the second round of inflation. Con-
sequently, expectations of inflation did not rise, and the aggregate supply line shifted
down much more quickly.

THE CORE RATE OF INFLATION

A bulge in inflation is not inevitable when there is an adverse aggregate supply
shock such as a sharp increase in energy prices. In principle, the Fed could prevent
inflation from rising by adopting such a tight monetary policy that the initial bulge
coming from higher energy prices would be offset by declines in nonenergy prices.
Yet experience suggests that such a policy is likely to be too costly in terms of lost
output as well as unnecessary for keeping inflation under control in the longer term.
Instead, some economists suggest that the Fed accept the immediate inflationary
effect of an oil price increase but act to minimize any second-round effect that occurs
if the shock changes inflationary expectations and thereby affects wages and nonoil
prices. If the Fed can prevent energy price increases from changing inflationary ex-
pectations, it can prevent inflation from becoming permanently higher.

To allow a temporary bulge but keep long-term inflationary expectations from
rising, the Fed can focus on the core rate of inflation, defined as the rate of increase
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In response to changes in spending that create shocks in aggregate demand,
the Fed can maintain stable inflation and output by adjusting its target real in-
terest rate to the real interest rate at which saving equals investment in the
long run. Shocks to aggregate supply (such as inflation shocks), however,
force the Fed to choose between maintaining inflation and stabilizing output.
If inflationary expectations are anchored, however, the return to potential
output following an inflation shock will occur more rapidly. By monitoring
the core rate of inflation, the Fed can determine whether an inflation shock
has led to any second-round effects on inflation and can act accordingly.

TABLE 26.2

U.S. Annualized Inflation Rates, July 2002–July 2005

Annualized Annualized core inflation
CPI inflation (CPI inflation excluding

Period (%) food and energy) (%)

July 2002–July 2003 2.1 1.5

July 2003–July 2004 3.0 1.8

July 2004–July 2005 3.2 2.1

SOURCE: U.S. Bureau of Labor Statistics (http://www.bls.gov/data/).

of all prices except energy and food, the two items most frequently responsible for
inflation shocks.5 Because core inflation excludes the sources of the most volatile
price changes, it is considered to be a useful short-term measure of the underlying
inflation trend. If the core rate of inflation does not change, the initial supply shock
probably has not led to any second-round effects. Thus, the Fed may decide to
adopt a tighter monetary policy only if the core rate of inflation exceeds its target
inflation rate. Note that the Fed’s focus on core inflation does not mean that it does
not care about overall inflation, which includes oil and food prices. Rather, by
focusing on the core rate of inflation, the Fed can prevent the bulge in inflation
following an inflation shock from becoming permanent.

Table 26.2 presents the general and core rates of inflation from July 2002
through July 2005. During this period, the general rate of inflation rose signifi-
cantly, reflecting the sharp increase in oil prices we discussed in the previous section.
The core rate of inflation, however, was both lower and increased by less, implying
that the Fed successfully mitigated the second-round effects.
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5Since energy and food are used as inputs in many other industries, some of the indirect effects of an
increase in the prices of energy and food will be included even in the core rate of inflation.

INFLATIONARY EXPECTATIONS 

AND CREDIBILITY

As we saw in the previous section, macroeconomic performance may be improved
if inflationary expectations are anchored. But what determines whether expecta-
tions are anchored? Most economists believe that it depends on the credibility of
monetary policy, which is the degree to which the public believes the central bank’s

credibility of monetary policy

the degree to which the public

believes the central bank’s

promises to keep inflation low,

even if doing so may impose

short-run economic costs



promises to keep inflation low, even if doing so may impose short-run economic
costs.

The importance of credibility was illustrated in our earlier analysis of an ad-
verse inflation shock. In that case, the Fed’s credibility as an inflation-fighter pre-
empted the second-round effects of inflation and hastened the return to full
employment at the original rate of inflation. Economists have identified several in-
stitutional characteristics that may affect the credibility of the central bank’s pro-
nouncements to keep inflation low and thus its ability to do so. These include the
degree of central bank independence, the announcement of explicit inflation targets,
and the establishment of a reputation for fighting inflation.

CENTRAL BANK INDEPENDENCE

The credibility of monetary policy may be enhanced if central bankers are insulated
from short-term political considerations, a condition that is sometimes referred to as
central bank independence. Independent central banks will be better able to take a
long-term view of the economy. In particular, they can pursue anti-inflation policy
when it is necessary, even if it leads to a temporary recession. Elected politicians, on
the other hand, face frequent reelections, and they may be swayed by short-term po-
litical considerations to allow the economy to overexpand at the cost of higher infla-
tion in the long run. Because of its enhanced credibility, an independent central bank
may find it easier to anchor the public’s expectations of inflation, reducing the dura-
tion of any inflationary or recessionary gap and promoting overall economic stability.

Various factors contribute to a central bank’s independence. Among the many
possible factors, we list four:

■ The length of appointments to the central bank. Central banks are considered
to be more independent if their central bankers are appointed for long terms,
especially if the terms are staggered so that a single president or group of legis-
lators cannot replace them all at once.

■ Whether the central bank’s actions are subject to frequent interference, review,
or veto by the legislative branch. Central banks are considered to be more in-
dependent if their actions are not subject to frequent interference or review.

■ Whether the central bank has the obligation, as it does in some countries, to fi-
nance the national deficit by buying newly issued government bonds. The
obligation to do so reduces a central bank’s independence.

■ The degree to which the central bank’s budget is controlled by the legislative
or executive branch of government. Central banks are considered to be more
independent if they are allowed to set and control their own budgets.

The U.S. Federal Reserve is generally considered to be a relatively independent central
bank. The seven members of the Federal Reserve are appointed to staggered terms of
14 years, in contrast to the members of the U.S. House of Representatives, the presi-
dent, and members of the Senate, who must face reelection every two, four, and six
years, respectively. Although appointments to the Fed’s Board of Governors must be
approved by the Senate, and the Federal Reserve is subject to general oversight by
the Congress, the daily policy actions of the Fed are not subject to review, approval,
or veto by either the executive, legislative, or judicial branches of government. Finally,
the Fed is under no obligation to finance the national deficit, and it controls its own
budget. On the other hand, the law that created the Fed (the Federal Reserve Act)
does not explicitly prohibit interference in monetary policy decisions by the legisla-
tive and executive branches of government. This prohibition is explicit in the central
banking laws of many other countries.

Empirical evidence supports the proposition that countries should foster
the independence of their central banks. Countries whose central banks are
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more independent have lower rates of inflation. More importantly, the lower infla-
tion does not appear to come at the cost of lower output or higher unemployment,
according to most studies. By enhancing a central bank’s credibility, greater central
bank independence leads to better overall economic outcomes.

ANNOUNCING A NUMERICAL INFLATION TARGET

Some economists believe that expectations are more firmly anchored and the
central bank is perceived as more credible in those countries in which the central
bank announces an explicit, numerical target for inflation. We have already intro-
duced the idea of a target rate of inflation in our discussion of the monetary policy
rule. Generally speaking, central banks must have an idea of the inflation rate
they would like to achieve in order to make sensible policy. The more controversial
question is whether central banks should announce their target inflation rate to
the public. Proponents argue that announcing a numerical target for long-run
inflation, and then sticking to it, will increase credibility and better anchor inflation
expectations.

Many central banks publicly announce their inflation target. The Bank of
Canada, for example, began announcing its inflation target in 1991. Since 1995, that
target has been 2 percent. In March 2008, the Bank of England’s inflation target was
2 percent, and the Central Bank of Brazil’s target was 4.5 percent. Other central
banks provide a range for their target rather than, or in addition to, a single number.
The Bank of Israel and the Reserve Bank of New Zealand, for example, both had a
1–3 percent target range as of March 2008; in Chile the range was 2–4 percent.

Central banks that announce their targets typically provide additional infor-
mation to the public. This information may include their forecasts of inflation, real
GDP and other variables, as well as some discussion of the specific policies that will
be needed to meet their targets. Advocates believe that announcing inflation targets
and accompanying them with supporting information enhances the credibility of
the central bank and reduces uncertainty among households and firms. This helps
to anchor inflationary expectations, keep inflation low, and maintain full employ-
ment. Note that it makes sense for a central bank to announce a long-run inflation
target, in that the central bank is able to control the rate of inflation in the long run.
It would not make sense for a central bank to announce a long-run target for real
GDP or employment because these variables are determined by a host of factors
(such as productivity and the supply of labor) that are not under the control of the
central bank.

Once an inflation target is announced, the central bank may choose to adhere
to it strictly, or it may be more flexible. A central bank that sets a strict target tries
to meet the target all the time without regard for the consequences for output. As
we have seen, this policy keeps output at potential when the economy is beset by
spending shocks, but it may result in a recession if the central bank acts to eliminate
even the initial bulge in inflation following a shock to aggregate supply such as an
inflation shock. In practice, virtually all central banks that announce an inflation
target are flexible inflation targeters—they try to hit their inflation target in the long
run or on average over a long period while responding to short-term shocks to ag-
gregate supply in a way that takes account of both output gaps and inflation. In
these cases, the announced inflation targets correspond to the target inflation rate
in the monetary policy rule.

Advocates of announcing explicit numerical targets believe that this practice re-
duces uncertainty in financial markets and among the public. Reduced uncertainty
allows people to plan more effectively, save the resources used to protect themselves
from unexpected inflation, and improve market functioning. By putting the prestige
of the central bank behind its commitment to meet the target, the advocates also be-
lieve that explicit inflation targets enhance the central bank’s credibility and anchor
inflation expectations.
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Supporters of inflation targets emphasize that it has been successful in both de-
veloping and industrialized countries. They believe that explicit targets in Brazil, Chile,
Mexico, and Peru are one important reason why the central banks in nine of the most
populous Latin American countries were able to reduce their inflation rates from 160
percent per year in the 1980s and 235 percent during the first half of the 1990s to only
13 percent per year in 1995–1999 and less than 8 percent in the period 2000–2004.6

Those central banks, such as the Federal Reserve, that do not announce an ex-
plicit target to the public still may have a target or range in mind when making pol-
icy. Instead of announcing a specific number to the public, however, these banks
typically state that they are interested in keeping inflation low, without defining ex-
actly what that means. Proponents of this approach believe that a system of pub-
licly announced targets is too rigid and may reduce the flexibility of the central
bank to deal with unexpected circumstances. They worry that having an explicit
inflation target may lead the central bank to pay too much attention to inflation
and not enough attention to stabilizing output and maintaining full employment.
Finally, opponents of explicit inflation targeting for the United States emphasize
that the Fed has achieved good results without having a publicly announced target.
They suggest following the adage “if it ain’t broke, don’t fix it.”

Why shouldn’t the inflation target be zero?

Because central banks often state that they are in favor of stable prices, it would
seem that the logical long-run target for inflation is 0 percent. However, most econ-
omists believe that an inflation target of zero is too low, and central banks that an-
nounce an explicit inflation target usually choose values that are low but above
zero. Why shouldn’t the inflation target be zero?

Several reasons have been offered. First, because hitting the target at all times
is impossible in practice, an inflation target of 0 percent increases the risk that the
economy will experience periods of deflation (negative inflation). The deflationary
experiences of the United States in the 1930s and, more recently, in Japan in the
1990s,  illustrate that deflation can be difficult to stop once it starts, and it can lead
to painful and persistent declines in real GDP, especially if people expect it to con-
tinue. Many policymakers prefer to reduce the risk of deflation by choosing an in-
flation target above 0 percent.

Second, there are times when the Fed may wish to counteract negative shocks
to the economy with a negative real interest rate, but this requires that inflation be
greater than zero. Recall that the real interest rate is equal to the nominal interest
rate minus the rate of inflation. Thus, a negative real interest rate requires setting a
nominal interest rate less than inflation. If inflation is zero (or less than zero), how-
ever, a negative real interest rate would require a negative nominal interest rate. But
the federal funds rate cannot fall below zero because banks would rather keep their
reserves than lend them out at a negative nominal interest rate. Consequently, a
negative real interest rate must be accompanied by inflation greater than zero.

Third, as we saw in Chapter 17, some evidence suggests that the conventional
measures of inflation tend to overstate the “true” rate of inflation by about one per-
centage point. Consequently, if the Fed wanted to maintain “true” price stability
(that is, “true” inflation of 0 percent), this would require conventionally measured
rates of inflation of at least 1 percent.

Finally, some economists believe that a small amount of inflation is necessary
to “grease” our economic engine. The analysis in Chapter 18 indicated that tech-
nological change and shifts in product demand may require real wages in some
industries or occupations to fall in an efficiently operating economy, even when real
wages in other industries and occupations are rising. If inflation is positive, a
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6Ben Bernanke, “Inflation in Latin America: A New Era?” February 11, 2005, http://www.federalreserve.
gov/boarddocs/speeches/2005/20050211/default.htm.
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worker’s real wage will fall whenever her nominal wage rises by less than the rate
of inflation. If, for example, her nominal wage rises by 4 percent but prices rise by
5 percent, her real wage (that is, the amount of goods and services she can buy with
her earnings) will fall. If, however, inflation is 0 percent and prices are not chang-
ing, the only way in which a worker’s real wage can fall is if her nominal wage it-
self falls. Some evidence suggests that workers will strenuously resist cuts in their
nominal wages.7 They seem to be less resistant to having their nominal wages rise
by a smaller percent than inflation even though this, too, reduces their real wage.
Consequently, inflation can provide the “grease” required to reduce real wages in
some industries and achieve economic efficiency.8 Critics of the “grease” theory,
however, argue that workers will become less resistant to nominal wage cuts at very
low or zero rates of inflation. In a low inflation environment, nominal wage cuts
would, of necessity, be more common and workers would get used to the idea. ◆

Was inflation almost too low in 2002–2003?

By late 2002, some Fed policymakers began to worry that inflation might actually be
too low. Minutes of the Federal Reserve’s September 24, 2002, Federal Open Market
Committee meeting indicate that committee members were concerned that continu-
ing weakness in the U.S. economy was likely to lead to “quite low and perhaps de-
clining inflation” well into 2003.9 With prices of consumer goods rising only about
1.5 percent from September 2001 to September 2002, members noted that “further
sizable disinflation . . . could create problems for the implementation of monetary
policy through conventional means in the event of an adverse shock to the economy.”

During 2001 and 2002 the Federal Reserve had reduced the federal funds rate
to 1.75 percent, the lowest level in four decades, in an attempt to provide economic
stimulus to an economy slowly emerging from recession. Why did low inflation and
a low federal funds rate create a potential problem for the Fed?

As pointed out in Chapter 24, business and consumer spending respond to real
interest rates, not nominal interest rates. With a federal funds rate of 1.75 percent
and an inflation rate of 1.5 percent, the resulting real rate of interest—the difference
between the nominal interest rate and the inflation rate—was already down to
0.25 percent. If the Fed was forced in the future to stimulate aggregate spending
further in response to a negative economywide spending shock, it might need to
reduce the real rate of interest below 0 percent, which, as we have learned in our
discussion of a 0 percent target for inflation, requires a positive rate of inflation.
Thus, if the inflation rate fell to 0 percent, the Fed’s ability to conduct expansionary
monetary policy to offset a recessionary gap would be limited. Indeed, partly as a
preemptive measure to prevent further economic weakening and declines in inflation,
the Fed acted at its next meeting, in November 2002, to cut the federal funds rate
to 1.25 percent, and it was reduced even further, to 1.0 percent, in June 2003.

Even if the federal funds rate were reduced all the way to 0 percent, however, Fed
officials at the time also noted that the Fed would still have options available to stim-
ulate aggregate spending. Although the federal funds rate is a very short-term interest
rate, large portions of investment and especially mortgage lending are influenced more
by long-term interest rates. Long-term rates are typically higher than and may not
move in concert with the federal funds rate. If the Fed wanted to spur investment and
the federal funds rate was pushed to zero, it could offer to buy large quantities of long-
term U.S. Treasury bonds. Recall from Chapter 21 that bond prices and interest rates

758 CHAPTER 26 MACROECONOMIC POLICY

7This does not mean that nominal wages never fall. Many workers in the airline industry, for example,
have had to accept lower nominal wages as their employers compete with newer low-cost airlines such
as Southwest and Jet Blue.
8George A. Akerlof, William T. Dickens, and George L. Perry, “The Macroeconomics of Low Inflation,”
Brookings Papers on Economic Activity, No. 1 (1996), pp. 1–76.
9Minutes from the Federal Reserve’s September 2002 FOMC meeting are available online at
http://www.federalreserve.gov/fomc/minutes/20020924.htm.



RECAP INFLATIONARY EXPECTATIONS AND CREDIBILITY

Macroeconomic performance may be improved if expectations of inflation
are anchored. Anchored expectations, in turn, depend on the extent to which
a central bank’s anti-inflation pronouncements are viewed as credible. Several
institutional characteristics may help to enhance a central bank’s credibility:
the extent to which the central bank is independent from the executive and
legislative branches of the government, the announcement of a numerical in-
flation target, and the reputation of the central bank as an “inflation hawk.”

move in opposite directions. Consequently, if the Fed bought long-term bonds, bond
prices would rise and long-term interest rates would fall. Alternatively, a central bank
could buy other financial assets. For example, some central banks, although not the
Fed, are allowed to buy stocks. Central bank purchases of stocks would increase stock
prices and household wealth and might stimulate consumption. When short-term in-
terest rates fell to zero in Japan, for example, the Bank of Japan bought a limited
amount of stocks from Japanese banks that were in financial trouble.

Another option might be for the Fed to commit itself to keeping both the cur-
rent and future federal funds rate very low. This policy, which was actually imple-
mented by the Bank of Japan in its “zero interest rate policy” (called ZIRP), might
give some firms the confidence to invest today, which would increase spending and
raise output. By using these “nontraditional” monetary policy tools, the Fed could,
if necessary, stimulate the economy even if the federal funds rate fell to 0 percent.
However, these alternative tools are largely untested and would be difficult to apply
with precision. Hence, the Fed and most other central banks try to keep inflation
from falling so low that achieving a negative real interest rate is impossible. ◆

CENTRAL BANK REPUTATION

Ultimately, credibility can be won and maintained only by performance, and a cen-
tral bank’s performance will depend partly on its reputation as being an “inflation
hawk” or an “inflation dove.” An inflation hawk is someone who is committed to
achieving and maintaining low inflation, even at some short-run cost in reduced
output and employment. An inflation dove is someone who is not strongly com-
mitted to achieving and maintaining low inflation.

Inflation hawks believe that low and stable inflation allows the economy to grow
more rapidly in the long run and therefore will be worth the possible short-run cost.
Somewhat paradoxically, inflation hawks also may achieve more stable output and
employment, even in the short run. Central banks that have acquired reputations as
an inflation hawk will find it easier to anchor inflationary expectations. As we have
learned, anchored expectations reduce the inflationary impact of an inflation shock
by minimizing the second-round effects of that shock. Recall that anchored expecta-
tions also increase the speed with which short-run aggregate supply shifts down fol-
lowing an adverse inflation shock or an aggregate demand shock. Consequently, by
anchoring expectations, a central bank that is viewed as an inflation hawk may be
better able to stabilize output at potential GDP, even in the short run.

But how does a central bank acquire a reputation as an inflation hawk? Some
central bankers acquire this reputation only after conducting monetary policy like
an inflation hawk. Sometimes, however, the president can select people to serve on
the Fed who already have acquired reputations as inflation hawks, based on their
professional or academic backgrounds. Jimmy Carter’s appointment of Paul Volcker
as chair of the Fed is a famous example of a chair coming to the Fed with a well-
established reputation as an inflation hawk.
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TABLE 26.3

The Effects of a Reduction in Tax Rates on Tom’s After-Tax Wage Rates

Pre-tax wage Tax rate Taxes paid After-tax wage

$10 40% (  0.40) $4 $6

$10 30% (  0.30) $3 $7

FISCAL POLICY AND THE SUPPLY SIDE

So far, we have focused on monetary policy and its effects. Now, we turn our at-
tention to fiscal policy. Recall that in Chapters 23 and 25 we focused on the role of
fiscal policy—government spending and taxes—in the determination of aggregate
expenditure and aggregate demand. We saw, for example, that increased govern-
ment spending or lower taxes can expand the economy by increasing aggregate de-
mand. However, most economists agree that fiscal policies affect the economy’s
productive capacity, or potential output, as well as aggregate demand. In general, a
supply-side policy is a policy that affects potential output (the “supply side” of the
economy). As we discuss here, fiscal policies are often supply-side policies in this
sense.

For example, government expenditures on public capital increase aggregate
spending, as we have already discussed. However, they also may increase the econ-
omy’s potential output. The interstate highway system, begun under President
Eisenhower, is a case in point: By lowering the costs of long-distance transportation,
interstate highways made the U.S. economy more productive and increased poten-
tial output. Thus, spending on public capital may be a supply-side policy as well as
influence on aggregate demand.

Government tax and transfer programs affect the incentives, and thus the eco-
nomic behavior, of households and firms. To the extent that changes in behavior in
turn affect potential output, tax and transfer programs also have supply-side effects.
A lower tax rate on interest income (as opposed to all income), for example, may
increase people’s willingness to save for the future, as we saw in Chapter 20. Al-
though greater saving implies lower consumption expenditures and thus weaker ag-
gregate demand in the short run, greater saving also leads to more investment in the
long run and a faster rate of capital formation in the economy. As a result, poten-
tial output will grow more rapidly.

Tax and transfer policies also affect potential output by affecting the supply of
labor. For example, lower tax rates on earnings may increase potential output by in-
ducing people to work more hours. To illustrate, suppose that Tom earns $10 per
hour before taxes and his tax rate is 40 percent. Thus, for each hour he works, Tom
earns $10; pays 40 percent of $10, or $4, in taxes; and takes home $6 in after-tax
earnings. Tom’s situation is depicted in the first line of Table 26.3. Now suppose his
tax rate is reduced to 30 percent. If Tom’s before-tax wage rate remains equal to
$10, his taxes on each hour of work fall to 30 percent of $10, or $3, and he takes
home $7 in after-tax earnings, as illustrated in the second line of Table 26.3. Con-
sequently, a reduction in Tom’s tax rate from 40 percent to 30 percent increases his
after-tax wage from $6 to $7 per hour.
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supply-side policy a policy that

affects potential output

Reductions in tax rates may increase the number of hours people want to work
and reduce the amount of time they want to spend at home watching television and
doing chores because the opportunity cost of staying home has risen. Tom’s oppor-
tunity cost of watching an additional hour of television, for example, is equal to the
amount of after-tax earnings he could have earned during that hour, which has risen
from $6 to $7.



TABLE 26.4

Marginal Tax Rates Faced by a Self-Employed Single Person in the

United States, 2005

Pre-tax earnings Marginal tax rate

$ 10,000 28%

25,000 32

50,000 42

100,000 45

250,000 51

$500,000 53

ASSUMPTIONS: All income is earned income, and there are no itemized deductions. Taxes include
federal and state income taxes, as well as Social Security, Disability, and Medicare taxes. The
marginal state income tax rate, which differs among states, is assumed to be 3 percent on income
between $10,000 and $50,000, 4 percent on income between $50,000 and $100,000, and 5 per-
cent on income above $100,000.

SOURCE: http://www.smartmoney.com/tax/filing/index.cfm?story=marginal.

According to the Cost-Benefit Principle, individuals make decisions by com-
paring the extra benefits with the extra costs. In examining the effects of tax rates
on economic incentives, therefore, economists focus on people’s marginal tax rate
which is the tax rate on the marginal or extra dollar of income, or the amount by
which taxes rise when before-tax income rises by one dollar. Someone’s marginal
tax rate can differ considerably from his average tax rate, which is calculated by
dividing his total taxes by his total before-tax income to obtain the percentage of
before-tax income he pays in taxes.

Although there was no difference between Tom’s marginal and average tax
rates in Table 26.3, this is not true for most people, as we show in Exercise 26.3.
In 2007 total taxes collected by federal, state, and local governments were about
30 percent of U.S. GDP and many of these taxes, such as property taxes, do not de-
pend on income. Most Americans, however, face marginal tax rates on their incomes
that are greater than 30 percent.

EXERCISE 26.3

Suppose Tom pays no taxes on the first $10,000 of his income. Suppose,

however, he has to pay taxes of 20 percent on any additional income. Thus,

if he earns $11,000, he pays .20($11,000  $10,000)  $200 in taxes. Simi-

larly, if he earns $15,000, he pays .20($15,000  $10,000) $1,000 in taxes.

Calculate Tom’s average and marginal tax rates if he earns $5,000, $11,000,

and $15,000.

Estimating your marginal tax rate

Recall that a person’s marginal tax rate is the amount by which her taxes rise when
her before-tax income rises by one dollar. Calculating one’s marginal tax rate can be
difficult because there are many taxes that depend directly on income, such as fed-
eral income taxes, state income taxes, and Social Security, Disability, and Medicare
taxes. Calculating some of these taxes can be complicated and depends upon family
composition, sources of income (wages, interest, dividends, etc.), medical expenses,
and many other details.

Nevertheless, you can estimate your marginal tax rate at several internet sites.
Table 26.4 lists the marginal tax rates from one popular Web site for a single, self-
employed person with no dependents at various income levels.
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Note that the marginal tax rate in every case in Table 26.4 is greater than the
average economywide tax rate of 30 percent.10 Note also that the marginal tax rate
actually falls between $50,000 and $100,000. Although the marginal federal in-
come tax rates increase with income, the marginal Social Security and Medicare tax
rate falls after one earns more than about $90,000 per year, and most Americans
pay more in Social Security taxes than they do in federal income taxes.11 ◆

EXERCISE 26.4

Go to the Web site listed in Table 26.4 and estimate your own marginal tax

rate.

Changes in marginal tax rates may affect other aspects of the labor supply de-
cision besides the number of hours worked. For example, consider a student’s deci-
sion about whether to invest the time and money necessary to become a doctor.
From an economic perspective, the return to that investment in human capital is the
extra income that the student will be able to earn as a doctor, relative to what he or
she might earn without a medical degree. If the marginal tax rate on earnings is
high, the economic incentive to become a doctor will be lower, and the student may
decide not to make that investment. Likewise, a lower marginal tax rate increases
the incentive for people to be entrepreneurial and to take risks—for example, by
starting their own companies—since they know that they will be able to keep a
larger portion of the returns to their efforts. As we discussed in Chapter 19, entre-
preneurship is an important source of economic growth.

In Figure 26.7 we illustrate one scenario in which a cut in marginal tax rates in-
creases both aggregate demand and aggregate supply. As before, the tax cut shifts
the aggregate demand curve to the right, from AD

1
to AD

2
. Now, however, the tax

cut also increases potential output so the long-run aggregate supply line also shifts
to the right. As a result, real output will increase in both the short run and the long
run. Whether the rate of inflation also will increase depends on the relative size of
the two shifts. For simplicity, we have drawn them so that inflation remains con-
stant, but this need not be the case.

Although economists agree that tax rates affect economic behavior, the magni-
tude and sometimes even the direction of the effects can be controversial. In our
earlier example, we showed that a decline in Tom’s tax rate implies an increase in
his after-tax wage rate. As we mentioned, the increase in Tom’s after-tax wage gives
him an incentive to work more hours and to watch less television because the op-
portunity cost of watching television instead of working has risen. On the other
hand, the reduction in Tom’s tax rate also might increase his after-tax wage to such
an extent that he may feel that he can afford to work even fewer hours and still pay
his bills.12 Empirical studies of the labor market suggest that the responsiveness of
an individual’s labor supply to changes in taxes depends on many factors, including
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10Marginal tax rates for families with children are more difficult to calculate because of the earned in-
come tax credit, which subsidizes low-income workers with children. If one treats the credit as a nega-
tive tax, the marginal tax rate for low-income families with children is often negative, and many Web
sites that calculate marginal tax rates, like Smart Money’s, do not account for the tax credit. On the
other hand, if one counts as a tax the reduction in government transfer payments and benefits (such as
food stamps, welfare benefits, and Medicaid) that low-income families lose when they earn additional
income, their marginal tax rates can often exceed 50 percent.
11Since the data in Table 26.4 refer to self-employed individuals, they include Social Security, Disability,
and Medicare taxes of 15.3 percent on all earned income below about $90,000 and 2.9 percent on all
earned income above that amount. Although the employers of workers who are not self-employed are
responsible for paying half of these taxes, most economists agree that employees effectively pay both the
employee and employer portions of the tax. The tax rate calculations do not account for the fact that
some (but not all) of the extra Social Security taxes people pay will result in greater Social Security ben-
efits when they retire.
12Students who have taken introductory microeconomics may recognize this as an example of substitu-
tion and income effects.
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age, sex, marital status, and education. For example, married women have tradi-
tionally been more likely to move in and out of the labor force and appear to be
more responsive to changes in after-tax wages than are their husbands, who have
historically tended to remain in the labor market on a full-time basis even when tax
rates change.

While many Americans may be dismayed by what they consider to be high
taxes, Europeans generally have considerably higher marginal tax rates. In the fol-
lowing example, we examine the claim that the higher marginal tax rates in Europe
are responsible for the fact that the typical European works many fewer hours each
year than the typical American.

Why do Americans work more hours than Europeans?

The average American works many more hours than the average Western European.

Not only is the average workweek longer in America, but Americans generally take fewer

vacations, have fewer holidays, retire later, and experience less unemployment than

Europeans. As indicated in Table 26.5, during the period 1993–1996, the average

American worked 100 64 1.56 times as many hours as the average Italian, or 56 percent

more hours. Similarly, the average American worked (100 75)  75 33 percent more

hours than the average German. The average Japanese, on the other hand, worked

(104 100)  100 4 percent more hours than the average American. Why?

Edward Prescott found that most of these differences can be explained by the varia-

tion in marginal tax rates on labor income among these countries.13 The Japanese, for

example, worked the most and had the lowest marginal tax rate of 37 percent, while the

Italians worked the least and had the highest marginal tax rate of 64 percent. Moreover,
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Example 26.2
The Economic Naturalist

13Prescott’s marginal tax rates include taxes on consumption as well as income.

FIGURE 26.7

The Potential Effects of Tax Rate Reductions on Aggregate Demand and Aggregate Supply.

The economy is initially in equilibrium with output Y
1

equal to potential output and inflation  
1

equal to expected inflation and

the Fed’s long-run inflation target. 1 A reduction in tax rates shifts the AD curve from AD
1

to AD
2
. 2 If the supply-side effects

of the tax-rate reduction are strong, the LRAS curve also will shift from LRAS
1

to LRAS
2
. In this case, inflation remains at  

1
and

output rises from Y
1

to Y
2
.



TABLE 26.5

Hours Worked per Person and Marginal Tax Rates, 1993–1996

Hours worked per person per year
Country relative to the U.S. (U.S. 100) Marginal tax rate

Japan 104 37%

United States 100 40

United Kingdom 88 44

Canada 88 52

Germany 75 59

France 68 59

Italy 64 64

during the period 1970–1974, when the marginal tax rates in Europe were much closer

to those in the United States, the average European worked as much as the average

American. Prescott concludes that reductions in marginal tax rates in Europe would con-

siderably increase both labor supply and potential output.

Most economists agree that higher tax rates help to explain why continental Europeans

work fewer hours than Americans, but many note that there are other explanations as

well. These explanations include Europe’s higher unionization rates and government reg-

ulations that limit workweeks and the number of hours that stores may remain open. The

differences in workhours also may be related to more generous social security systems

supporting the unemployed, the sick and disabled, and those who retire early in many

European countries.14

Some observers also have suggested that Europeans simply have a greater taste for

leisure and the “good life” than Americans do. However, as Prescott points out, people

in most European countries worked much longer hours in the past (when, among other

things, tax rates were lower) than they do today, which suggests that the underlying pref-

erences of Europeans and Americans may not be all that different. Yet, the decrease in

hours worked over time among a larger sample of European countries is only weakly

related to the increase in tax rates.15 Clearly, this remains a controversial issue. •
If lower tax rates tend to increase potential output, why not reduce taxes to

zero? The answer is that, ultimately, government expenditures can be paid for only
through taxes. Of course, the government can run a deficit for a while, borrowing
to cover the difference between what it spends and what it collects in taxes. But
deficits can be harmful (they may reduce national saving, as we saw in Chapter 20),
and in any case the government’s borrowing eventually must be repaid with future
taxes. Thus, in the long run, taxes should be set at a level commensurate with the
government’s rate of spending.

The important message is that fiscal policy can affect potential ouptut as well as
aggregate demand. Thus, in making fiscal policy, government officials should take into
account not only the need to stabilize aggregate demand but also the likely effects of
government spending, taxes, and transfers on the economy’s productive capacity.
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SOURCE: Edward C. Prescott, “Why Do Americans Work So Much More Than Europeans?”
Federal Reserve Bank of Minneapolis Quarterly Review, July 2004, pp. 2–13.

14Stephen Nickell, “Employment and Taxes,” London School of Economics Centre for Economic
Performance Discussion Paper No. 634, May 2004, and Alberto Alesina, Edward Glaeser, and Bruce
Sacerdote, “Work and Leisure in the U.S. and Europe: Why So Different?” National Bureau of Economic
Research Working Paper No. 11278, April 2005.
15Olivier Blanchard, “The Economic Future of Europe,” Journal of Economic Perspectives 18, No. 1
(2004), pp. 3–26.



RECAP FISCAL POLICY AND THE SUPPLY SIDE

■ A supply-side policy is a policy that affects potential output. Fiscal poli-
cies affect aggregate demand, but they also may be supply-side policies.

■ Government expenditures on public capital—such as roads, airports, and
schools—increase aggregate expenditure but also may increase potential
output.

■ Government tax and transfer programs affect the incentives, and thus the
economic behavior, of households and firms.

■ People may respond to reductions in their marginal tax rates by working
more hours, investing more in education, and taking more entrepreneurial
risks, all of which contribute to greater potential output. The size of the
effect of tax changes on labor supply remains somewhat controversial.

■ Fiscal policymakers should take into account the effects of spending and
tax decisions on potential output as well as on aggregate demand.

POLICYMAKING: ART OR SCIENCE?

In the last four chapters, we have analyzed the basic economics underlying fiscal
and monetary policy. We worked through examples showing how much policy-
makers would have to increase government spending or cut taxes in order to elimi-
nate a specific recessionary gap and restore output to its full employment level in
the short run. We also calculated the real interest rate the Fed would have to set in
order to eliminate other output gaps. While those examples are useful in under-
standing how fiscal and monetary policy works, they overstate the precision of
policymaking.

In analyzing macroeconomic policy, one might be tempted to think of the econ-
omy as an automobile and the policymaker as its driver. By judiciously steering,
braking, or accelerating at the appropriate times, the driver of a car can safely con-
trol it. He can steer it around obstacles. He can accelerate when the car is sluggish
going up hills or if it needs an extra boost to pass another car. And he can step on
the brake if the car is going too fast down a hill or if a hazard lies ahead.

Unfortunately, conducting macroeconomic policy is much more difficult than
driving a car. The driver of a car typically knows exactly where he is at all times. He
also knows his destination and can clearly see the road ahead. He has precise con-
trol over the accelerator, brake, and steering wheel. Finally, in most instances, he
knows from experience how and when the car will respond to his actions. The real-
world economy, on the other hand, is more complex because the economic policy-
maker has less information and control than the driver of a car. As one of us wrote,
“if making monetary policy is like driving a car, then the car is one that has an un-
reliable speedometer, a foggy windshield, and a tendency to respond unpredictably
and with a delay to the accelerator or the brake.”16

Perfect macroeconomic policy would require each of the following: (1) accurate
knowledge of the current state of the economy, (2) knowledge of the future path of
the economy if no policy changes are implemented, (3) the precise value of poten-
tial output to determine the existence and size of any output gap, (4) complete and
immediate control over the tools of fiscal and monetary policy, and (5) knowledge
of how and when the economy will respond to changes in policy.
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16Ben S. Bernanke, “The Logic of Monetary Policy,” December 2, 2004, http://www.federalreserve.gov/
boarddocs/speeches/2004/20041202/default.htm.



Unfortunately, macroeconomic policy in reality is far from this ideal. The cur-
rent levels of many macroeconomic indicators such as real GDP often are not
known until several months later, and even after that they are subject to multiple
revisions. Because policymakers do not have very precise knowledge of the current
state of the economy, they may not be able to act decisively.

Further, policymakers are often unsure about the future path of the economy if
no policy changes are implemented. If the economy will move to its potential level
in the near future in the absence of any policy changes, it will be unnecessary and
often unwise for policymakers to act now to eliminate an output gap. Instead of
hastening the move back to full employment, policy changes may lead the economy
to overshoot, necessitating a policy reversal in the future and potentially destabi-
lizing the economy.

Economists are also unsure about the exact levels of potential output and the
natural rate of unemployment. For example, most economists now believe that
macroeconomic policy was often too expansionary (and, hence, too inflationary)
during the 1970s because policymakers overestimated the potential level of output
and hence underestimated the natural rate of unemployment.

Even when policy changes are needed, it can take a long time for policymakers
to implement the appropriate policy changes. The inside lag of macroeconomic pol-
icy refers to the delay between the date a policy change is needed and the date that
policy change is implemented. During this period, the policymakers’ economic ad-
visers must recognize that a persistent output gap exists and determine the correct
policy change. The policymakers must then accept the desirability of that policy
change and implement it.

The inside lag for monetary policy is substantially shorter than the inside lag
for fiscal policy. Once monetary policymakers accept the desirability of a change in
the federal funds rate, they only have to wait until the next meeting of the Federal
Open Market Committee. Since this committee meets eight times per year, the max-
imum delay is about seven weeks. In urgent situations, the Committee has been
known to act during conference calls in between meetings. And once the Commit-
tee decides to change the federal funds rate, the Federal Reserve Bank of New York
almost immediately conducts the open-market operations sufficient to move the
rate to its desired level.

The inside lag for fiscal policy, on the other hand, is considerably longer. After
the president proposes a change in tax rates or government spending, both houses
of Congress must approve it. This process can take a long time, especially when one
or both of the houses of Congress are controlled by the opposing political party.
One of the reasons for these delays is that the exact form of a change in taxes or
government spending can vary considerably. Should personal income taxes or busi-
ness taxes be cut? Should defense spending or spending on education be increased?
Even after Congress has approved the policy change and the president has signed
the bill, it sometimes takes a long time to implement the tax changes or make the
additional expenditures.

Finally, economists have only an approximate idea of the exact output effect
of a change in policy. The marginal propensity to consume is not known with
certainty and need not be the same for all changes in income. Similarly, Fed pol-
icymakers have only an approximate idea of the effect of a given change in the
real interest rate on planned spending. Economists have constructed statistical
models of the economy that track the historical performance of the economy
reasonably well. Yet these same statistical models have often yielded disappoint-
ing and unreliable forecasts of the future path of the economy. Part of the problem
is that it is difficult to predict the values of the exogenous variables in the econ-
omy, such as government spending or tax rates. In addition, the economic struc-
ture of the economy itself occasionally changes over time. The extent to which
investment responds to changing real interest rates, for example, has varied over
time.
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RECAP POLICYMAKING: ART OR SCIENCE?

Macroeconomic policymaking is a difficult and inexact science. Policymakers
do not know the precise state of the economy, the future path of the economy
if no policy changes are implemented, or the precise level of potential output.
They also have imperfect control over policy instruments and imprecise
knowledge of the effects of any policy changes. The existence of inside and
outside lags makes policymaking even more difficult. Consequently, macro-
economic policymaking is an art as well as a science.

Furthermore, both fiscal and monetary policymakers are never sure about the
length of time before the effects on planned spending will occur. The outside lag of
macroeconomic policy refers to the delay between the date a policy change is imple-
mented and the date by which most of its effects on the economy have occurred.
Although fiscal policy has a longer inside lag than monetary policy, its outside lag may
be shorter. Changes in government spending have an immediate effect on real GDP
and the economy, although the multiplier effects continue into the future. Similarly,
households often respond to tax cuts by increasing their consumption expenditures
immediately. On the other hand, investment responds more slowly when the Fed
changes the real interest rate since the interest rate is one among many factors that
businesses look at before building a new factory or buying an expensive new machine.

Because our knowledge of the economy is imperfect, policymaking at its best
also will be imperfect. In terms of our aggregate supply–aggregate demand model,
policymakers don’t know exactly how much or how fast the aggregate demand
curve will shift in response to policy changes. They also don’t know how fast the
aggregate supply curve shifts up when output exceeds its potential level or how fast
it shifts down if output is less than potential.

During the 1960s, economists were more confident about their ability to main-
tain output at its potential level using the appropriate monetary and fiscal policies.
They believed they could compute the size of output gaps, and devise policies to
eliminate these gaps. Many also believed they could easily predict the future path of
the economy under alternate policy scenarios, and they were comfortable imple-
menting frequent policy changes in order to “fine-tune” the economy. Finally, many
economists mistakenly thought policymakers could deliver a permanently higher
level of output with just a bit more inflation and did not believe the now generally
accepted view that the long-run aggregate supply line is vertical.

The experience of the past few decades has made economists more humble,
even about identifying an output gap. Some economists believe that we are at po-
tential output when the unemployment rate is 4.5 percent, while others believe the
natural rate of unemployment is as high as 5.5 or even 6.0 percent. Consequently,
whenever the actual unemployment rate lies between 4.5 and 6 percent, some econ-
omists think they see a recessionary gap while others see an expansionary gap.

Because of these uncertainties, macroeconomic policymakers tend to proceed
cautiously. The Fed, for example, avoids large changes in interest rates and rarely
raises or lowers the federal funds rate more than one-half of a percentage point
(from 5 percent to 5.5 percent, for example) at any one time. Indeed, the typical
change in the interest rate is one-quarter of a percentage point. Similarly, policy-
makers are now less likely to try to “fine-tune” the economy.

Is macroeconomic policymaking an art or a science, then? In practice it appears
to be both. Scientific analyses, such as the development of detailed statistical models
of the economy, have proved useful in making policy. But human judgment based
on long experience—what has been called the “art” of macroeconomic policy—plays
a crucial role in successful policymaking and is likely to continue to do so.
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■ R E V I E W  Q U E S T I O N S ■

1. How does the adoption of a tighter monetary pol-
icy, like that conducted by the Volcker Fed in the
early 1980s, affect output, inflation, and the real in-
terest rate in the short run? In the long run? LO1

2. Suppose there is an increase in taxes. What is the
short-run effect on output, inflation, and the real
interest rate, assuming any supply-side effects are
minimal? What will be the effect in the long run if

■ K E Y  T E R M S ■

accommodating policy (747)
anchored inflationary

expectations (751)
average tax rate (761)
central bank independence (755)

core rate of inflation (753)
credibility of monetary 

policy (754)
disinflation (745)
inflation dove (759)

inflation hawk (759)
inside lag (766)
marginal tax rate (761)
outside lag (767)
supply-side policy (760)

■ S U M M A R Y ■

• To reduce inflation, monetary policymakers must
shift the aggregate demand curve to the left by adopt-
ing a “tighter” monetary policy. In the short run, the
main effects of an anti-inflationary policy may be re-
duced output and higher unemployment, as the econ-
omy experiences a recessionary gap. These short-run
costs of disinflation must be balanced against the
long-run benefits of a lower rate of inflation. Over
time, output and employment will return to their
maximum sustainable levels and inflation declines.
The disinflation engineered by the Fed under Chair-
man Paul Volcker in the early 1980s followed this
pattern. LO1

• Changes in exogenous spending shift the aggregate
demand curve. In response, the Fed can maintain sta-
ble inflation and output by adjusting its target real in-
terest rate to the real interest rate at which saving
equals investment in the long run. LO2

• Supply shocks, such as inflation shocks, however,
force the Fed to choose between maintaining inflation
and stabilizing output. If inflationary expectations are
anchored, the return to potential output following a
supply shock will occur more rapidly. LO3

• Changes in the core rate of inflation allow the Fed to
determine whether an inflation shock has changed in-
flationary expectations and led to further changes in
wages and nonoil and nonfood prices, which are
sometimes called the second-round effects of the

inflation shocks. If the core rate of inflation does not
change, the effects of the supply shock on inflation
are more likely to be temporary. LO4

• Anchored inflationary expectations will improve eco-
nomic performance in the long run and also may re-
duce the volatility of output and inflation in the short
run. Inflationary expectations are more likely to be
anchored if the central bank’s policies are viewed as
credible and the public believes the central bank’s
promises to keep inflation low. LO4

• A central bank’s credibility may be enhanced if it is
insulated from short-term political considerations and
is allowed to take a long-term view of the economy.
Credibility also may be enhanced if the central bank
publicly announces a numerical inflation target and if
it has a reputation as an “inflation hawk.” LO4

• Economists now recognize that the analogy between
driving a car and managing the economy is a poor
one. Unlike driving a car, macroeconomic policymak-
ing is an inexact science. Policymakers do not know
the precise state of the economy, the future path of the
economy if no policy changes are implemented, or
the precise level of potential output. In addition, they
have imperfect control over policy instruments and
imprecise knowledge of the effects of any policy
changes. During the past few decades, economic poli-
cymakers have become more humble about their ability
to “fine-tune” the economy. LO5
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the Fed chooses to adjust its target real interest rate
to the new long-run real interest rate at which sav-
ing equals investment? LO2

3. Suppose there is a sudden increase in oil prices.
What will be the effect on output and inflation in
the short run? What is the “dilemma” faced by the
Fed as a result of the adverse inflation shock? LO3

4. What are anchored inflationary expectations and
how do they reduce the cost of an adverse inflation
shock? LO4

5. What is the core rate of inflation and what is its rel-
evance for macroeconomic policymaking? LO4

6. What factors determine a central bank’s indepen-
dence? What are the benefits of having an inde-
pendent central bank? LO4

7. How does a reduction in the marginal tax rate affect
both aggregate demand and aggregate supply? LO5

■ P R O B L E M S ■

1. Suppose the economy is initially in long-run equilibrium and the Fed adopts a
looser monetary policy and raises its long-run target for the inflation rate. LO1

a. Explain how this change in monetary policy will affect the AD curve.
b. Use your result for part a along with an AD-AS diagram to illustrate and ex-

plain what will happen to output and inflation in both the short run and the
long run.

2. Suppose the economy is initially in long-run equilibrium and experiences a fa-
vorable inflation shock. LO3

a. Explain how the AS curve is affected in the short run.
b. Use your result for part a along with an AD-AS diagram to illustrate and ex-

plain what will happen to output and inflation in both the short run and the
long run if the Fed accommodates the favorable supply shock.

c. Use your result for part a along with an AD-AS diagram to illustrate and ex-
plain what will happen to output and inflation in both the short run and the
long run if the Fed does not accommodate the favorable supply shock.

3. Suppose the economy is initially in long-run equilibrium and the government
reduces the marginal tax rate. LO5

a. Use a graph like Figure 26.7 to illustrate and explain what will happen to out-
put and inflation in both the short run and the long run if the effects of the tax
cuts are stronger on aggregate demand than on long-run aggregate supply.

b. How would your conclusions in part a be affected if the effects of the tax
cuts are stronger on long-run aggregate supply than on aggregate demand?
Explain using a graph like Figure 26.7.

4. Suppose the economy is initially in long-run equilibrium. Due to a decline in
house prices, suppose that consumers reduce their consumption spending.
LO2, LO3

a. Explain how the decline in consumer spending affects the AD curve.
b. If the Fed does not change its monetary policy rule, how will the Fed react to

the decline in consumer spending? Use an AD-AS diagram to illustrate and
explain your answer.

c. Now, in addition to the decline in consumer spending, suppose that the
economy experiences an adverse inflation shock.
i. Explain how the adverse inflation shock affects the AS curve.
ii. Discuss, using AD-AS diagrams, what choices the Fed now must make re-

garding monetary policy. (Hint: Think about whether or not they should
tighten monetary policy and trace through the effects of tightening versus
not tightening policy.)
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5. Using the theory presented in this chapter, explain why the adoption of a
tighter, more anti-inflationary monetary policy might be politically unpopular.
LO1, LO5

6. Suppose there is a large increase in oil or food prices. LO4

a. If the core rate of inflation remains unchanged, what might the Fed infer
about inflationary expectations and the second-round effects of the inflation
shock? How might it respond?

b. If the core rate of inflation rises substantially, what might the Fed infer about
inflationary expectations and the second-round effects of the inflation shock?
How might it respond?

7. What are the advantages of having an independent central bank? Describe the
institutional features that make a central bank independent. LO4

8. Explain how the recognition that macroeconomic policymaking is an inex-
act science affects your recommended policy response to the following situ-
ations: LO6

a. Your estimate of the natural rate of unemployment is 5 percent, and the actual
unemployment rate is 5.5 percent.

b. Your estimate of the natural rate of unemployment is 5 percent, and the actual
unemployment rate is 8 percent.

■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■
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26.2 The economy is initially in equilibrium with output Y
1

equal to potential out-
put and inflation  

1
equal to expected inflation and the Fed’s long-run infla-

tion target. 1 A sudden decrease in spending shifts the AD curve from AD
1

to
AD

2
. This causes output to decrease from Y

1
to Y

2
. This opens a recessionary

26.1 The economy is initially in equilibrium with output Y
1

equal to potential out-
put and inflation  

1
equal to expected inflation and the Fed’s long-run infla-

tion target. 1 An increase in the Fed’s long-run inflation target shifts the AD
curve from AD

1
to AD

2
. This causes output to increase from Y

1
to Y

2
. This opens

an expansionary gap and causes the inflation rate to rise from  
1

to  
2
. 2 Since

inflation is now above its expected rate, AS will shift to the left from AS
1

to AS
2
.

The Fed will follow its new policy rule and raise the real interest rate as inflation
rises from  

2
to  

3
which causes output to return to potential output Y

1
. LO1
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26.3 If Tom earned $5,000, he would pay no taxes, so his average tax rate would
be 0 percent. If he earned $5,001, he would still pay no taxes, so his marginal
tax rate also would be 0 percent.

If Tom earned $11,000, he would pay 0.20 ($11,000  $10,000)  $200 in
taxes, so his average tax rate would be $200 $11,000  0.018, or 1.8 percent.
If his income rose by $1 so that he earned $11,001, his taxes would be 0.20
($11,001  $10,000)  $200.20. Thus, he would pay an additional $.20 in
taxes and his marginal tax rate would be 20 percent.

If Tom earned $15,000, he would pay 0.20 ($15,000  $10,000)  $1,000
in taxes, and his average tax rate would be $1,000/$15,000  0.067, or 6.7 per-
cent. If his income rose by $1 to $15,001, he would pay an additional $.20 in
taxes, so his marginal tax rate would still be 20 percent. LO5

26.4 Your answer depends on your particular circumstances. LO5
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gap and causes the inflation rate to fall from  
1

to  
2
. 2 Since inflation is now

below its expected rate, AS will shift to the right from AS
1

to AS
2
. The Fed

will follow its policy rule and lower the real interest rate as inflation falls from
 

2
to  

3
, which causes output to return to potential output Y

1
. LO2
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8
T H E  I N T E R N A T I O N A L

E CO N O M Y
■

One of the defining economic trends of recent decades is the “glob-

alization” of national economies. Since the mid-1980s, the value of

international trade has increased at nearly twice the rate of world

GDP, and the volume of international financial transactions has ex-

panded at many times that rate. From a long-run perspective, the

rapidly increasing integration of national economies we see today is

not unprecedented: Before World War I, Great Britain was the

center of an international economic system that was in many ways

nearly as “globalized” as our own, with extensive international

trade and lending. But even the most far-seeing nineteenth-century

merchant or banker would be astonished by the sense of immediacy

that recent revolutionary changes in communications and trans-

portation have imparted to international economic relations. For

example, teleconferencing and the internet now permit people on

opposite sides of the globe to conduct “face-to-face” business ne-

gotiations and transactions.

We introduced international dimensions of the economy at sev-

eral points in this book already (for example, in our discussion of

comparative advantage and trade in Chapter 2 and our analysis of

the labor market effects of globalization in Chapter 18). Chapter 27

focuses on a particularly important variable in international eco-

nomics, the exchange rate. The exchange rate plays a key role in de-

termining patterns of trade. Furthermore, as we will see, the type

of exchange rate system a country adopts has important implica-

tions for the effectiveness of its macroeconomic policies. Chapter

28 completes our analysis of international trade, considering both

the broad benefits of trade in goods and capital and the reasons

why we sometimes see attempts to block or reduce trade.
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27
Ex chang e  Ra t e s  and t h e

Open E c onomy
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Define the nominal exchange rate and apply the terms appreciation and

depreciation to movements in the nominal exchange rate.

2. Use supply and demand to analyze how the nominal exchange rate is de-

termined in the short run.

3. Distinguish between flexible exchange rates and fixed exchange rates, and

discuss the advantages and disadvantages of each system.

4. Define the real exchange rate and show it is related to the prices of

goods across pairs of countries.

5. Understand the law of one price and apply the purchasing power parity

theory of exchange rates to long-run exchange rate determination.

wo Americans visiting London were commiserating over their prob-
lems understanding English currency. “Pounds, shillings, tuppence,
thruppence, bob, and quid, it’s driving me crazy,” said the first American.

“This morning it took me 20 minutes to figure out how much to pay the taxi
driver.”

The second American was more upbeat. “Actually,” he said, “since I
adopted my new system, I haven’t had any problems at all.”

The first American looked interested. “What’s your new system?”
“Well,” replied the second, “now, whenever I take a taxi, I just give the dri-

ver all the English money I have. And would you believe it, I have got the fare 
exactly right every time!”

T



Dealing with unfamiliar currencies—and translating the value of foreign
money into dollars—is a problem every international traveler faces.1 The trav-
eler’s problem is complicated by the fact that exchange rates—the rates at which
one country’s money trades for another—may change unpredictably. Thus, the
number of British pounds, Russian rubles, Japanese yen, or Australian dollars
that a U.S. dollar can buy may vary over time, sometimes quite a lot.

The economic consequences of variable exchange rates are much broader
than their impact on travel and tourism, however. For example, the competi-
tiveness of U.S. exports depends in part on the prices of U.S. goods in terms of
foreign currencies, which in turn depend on the exchange rate between the
U.S. dollar and those currencies. Likewise, the prices Americans pay for im-

ported goods depend in part on the value of the dollar relative to the currencies of
the countries that produce those goods. Exchange rates also affect the value of
financial investments made across national borders. For countries that are heavily
dependent on trade and international capital flows—the majority of the world’s
nations—fluctuations in the exchange rate may have a significant economic impact.

This chapter discusses exchange rates and the role they play in open economies.
We start by introducing the nominal exchange rate—the rate at which one national
currency trades for another. We then show how exchange rates affect the prices of
exports and imports, and thus the pattern of trade.

Next we turn to the question of how exchange rates are determined in the short
run. Exchange rates may be divided into two broad categories: flexible and fixed.
The value of a flexible exchange rate is determined freely in the market for national
currencies, known as the foreign exchange market. Flexible exchange rates vary con-
tinually with changes in the supply of and demand for national currencies. In con-
trast, the value of a fixed exchange rate is set by the government at a constant level.
Because most large industrial countries, including the United States, have a flexible
exchange rate, we will focus on that case first. We show that a country’s monetary
policy plays a particularly important role in determining the exchange rate. Further-
more, in an open economy with a flexible exchange rate, the exchange rate becomes
a tool of monetary policy, in much the same way as the real interest rate.

Although most large industrial countries have a flexible exchange rate, many small
and developing economies fix their exchange rates, so we will consider the case of fixed
exchange rates as well. We explain first how a country’s government (usually, its cen-
tral bank) maintains a fixed exchange rate at the officially determined level. We will
then discuss the relative merits of fixed and flexible exchange rates. We close the
chapter by introducing the real exchange rate—the rate at which one country’s goods
trade for another’s—and discussing how exchange rates are determined in the long run.

EXCHANGE RATES

The economic benefits of trade between nations in goods, services, and assets are
similar to the benefits of trade within a nation. In both cases, trade in goods and
services permits greater specialization and efficiency, whereas trade in assets allows
financial investors to earn higher returns while providing funds for worthwhile
capital projects. However, there is a difference between the two cases. Trade in
goods, services, and assets within a nation normally involves a single currency—
dollars, yen, pesos, or whatever the country’s official form of money happens to
be—whereas trade between nations usually involves dealing in different currencies.
So, for example, if an American resident wants to purchase an automobile manu-
factured in South Korea, she (or more likely, the automobile dealer) must first trade
dollars for the Korean currency, called the won. The Korean car manufacturer is
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1However, British money today is less complicated to understand than suggested by the introductory
story. In 1971 the British switched to a decimal monetary system, under which each pound is worth
100 pence. At that time, the traditional British system, under which a pound equaled 20 shillings and
each shilling equaled 12 pence, was abandoned.

Foreign currency conundrums.



then paid in won. Similarly, an Argentine who wants to purchase shares in a U.S.
company (a U.S. financial asset) must first trade his Argentine pesos for dollars and
then use the dollars to purchase the shares.

NOMINAL EXCHANGE RATES

Because international transactions generally require that one currency be traded for
another, the relative values of different currencies are an important factor in inter-
national economic relations. The rate at which two currencies can be traded for
each other is called the nominal exchange rate, or more simply the exchange rate,
between the two currencies. For example, if one U.S. dollar can be exchanged for
110 Japanese yen, the nominal exchange rate between the U.S. and Japanese cur-
rencies is 110 yen per dollar. Each country has many nominal exchange rates, one
corresponding to each currency against which its own currency is traded. Thus, the
dollar’s value can be quoted in terms of English pounds, Swedish kroner, Israeli
shekels, Russian rubles, or dozens of other currencies.

Table 27.1 gives exchange rates between the dollar and seven other important
currencies as of the close of business in New York City on March 20, 2008. As
Table 27.1 shows, exchange rates can be expressed either as the amount of foreign
currency needed to purchase one U.S. dollar (left column) or as the number of U.S.
dollars needed to purchase one unit of the foreign currency (right column). These
two ways of expressing the exchange rate are equivalent: each is the reciprocal of
the other. For example, on March 20, 2008, the U.S.–Canadian exchange rate could
have been expressed either as 1.0265 Canadian dollars per U.S. dollar or as 0.9742
U.S. dollar per Canadian dollar, where 0.9742  1 1.0265.
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TABLE 27.1

Nominal Exchange Rates for the U.S. Dollar

Foreign U.S. dollars/foreign
Country currency/U.S. dollar currency

United Kingdom (pound) 0.5045 1.9823

Canada (Canadian dollar) 1.0265 0.9742

Mexico (peso) 10.7230 0.0933

Japan (yen) 98.79 0.0101

Switzerland (Swiss franc) 1.0107 0.9894

South Korea (won) 1009.15 0.0010

European Union (euro) 0.6486 1.5417

Source: Federal Reserve Bank of New York, Rates for March 20, 2008, 12 noon.

We can also use the data in Table 27.1 to find the exchange rate between any
pair of countries in the table. For example, suppose that you need to find the ex-
change rate between the British pound and the Canadian dollar. The table tells us
that we can purchase one U.S. dollar for 1.0265 Canadian dollars; it also tells us
that we can buy one U.S. dollar for 0.5045 British pound. This implies that

Thus, we can find the exchange rate between British pounds and Canadian dollars
in two ways. First, we can find out how much one Canadian dollar is worth in
terms of British pounds by dividing both sides of the above equation by 1.0265:

1 Canadian dollar  
0.5045

1.0265
 British pound  0.4915 British pound

1.0265 Canadian dollars  0.5045 British pound

nominal exchange rate the

rate at which two currencies can

be traded for each other



In other words, you could buy 0.4915 British pound for 1 Canadian dollar on
March 20, 2008. Alternatively, we can divide both sides of the first equation by
0.5045:

That is, you could buy 2.035 Canadian dollars for 1 British pound on March 20,
2008.

EXERCISE 27.1

From the business section of a newspaper or an online source (try the

Federal Reserve Bank of St. Louis FRED database, http://research.stlouis-

fed. org/fred2/), find recent quotations of the value of the U.S. dollar against

the British pound, the Canadian dollar, and the Japanese yen. Based on

these data, find the exchange rate (a) between the pound and the Canadian

dollar and (b) between the Canadian dollar and the yen. Express the

exchange rates you derive in two ways (e.g., both as pounds per Canadian

dollar and as Canadian dollars per pound).

Figure 27.1 shows the nominal exchange rate for the U.S. dollar from 1973 to
2007. Rather than showing the value of the dollar relative to that of an individual
foreign currency, such as the Japanese yen or the British pound, the figure expresses
the value of the dollar as an average of its values against other major currencies.
This average value of the dollar is measured relative to a base value of 100 in 1973.
So, for example, a value of 120 for the dollar in a particular year implies that the
dollar was 20 percent more valuable in that year, relative to other major currencies,
than it was in 1973.

1 British pound  
1.0265

0.5045
 Canadian dollars  2.035 Canadian dollars
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FIGURE 27.1

The U.S. Nominal

Exchange Rate,

1973–2007.

This figure shows the value

of the dollars as an average

of its values against other

major currencies, relative to

a base value of 100 in 1973.
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You can see from Figure 27.1 that the dollar’s value has fluctuated over time,
sometimes increasing (as in the period 1980–1985) and sometimes decreasing (as in
1985–1987 and 2002–2007). An increase in the value of a currency relative to
other currencies is known as an appreciation; a decline in the value of a currency

appreciation an increase in the

value of a currency relative to

other currencies



relative to other currencies is called a depreciation. So we can say that the dollar
appreciated in 1980–1985 and depreciated in 1985–1987 and 2002–2007.

We will use the symbol e to stand for a country’s nominal exchange rate.
Table 27.1 shows that we can express the exchange rate as either foreign currency
units per unit of domestic currency or vice versa. The choice is arbitrary, but it is
important because you need to be consistent whenever you are analyzing exchange
rates. Thus, we will define e as the number of units of foreign currency that each
unit of domestic currency will buy. For example, if we treat the United States as the
“home” or “domestic” country and Japan as the “foreign” country, e will be de-
fined as the number of Japanese yen that one U.S. dollar will buy. Defining the
nominal exchange rate this way implies that an increase in e corresponds to an ap-
preciation, or a strengthening, of the home currency since each unit of domestic cur-
rency will then buy more units of foreign currency. Similarly, a decrease in e implies
depreciation, or weakening, of the home currency since each unit of domestic cur-
rency will buy fewer units of foreign currency.

FLEXIBLE VERSUS FIXED EXCHANGE RATES

Figure 27.1 shows that the exchange rate between the U.S. dollar and other curren-
cies isn’t constant but varies continually. Indeed, changes in the value of the dollar oc-
cur daily, hourly, even minute by minute. Such fluctuations in the value of a currency
are normal for countries like the United States, which have a flexible or floating
exchange rate. The value of a flexible exchange rate is not officially fixed but
varies according to the supply and demand for the currency in the foreign exchange
market—the market on which currencies of various nations are traded for one an-
other. We will discuss the factors that determine the supply and demand for curren-
cies shortly.

Some countries do not allow their currency values to vary with market condi-
tions but instead maintain a fixed exchange rate. The value of a fixed exchange
rate is set by official government policy. (A government that establishes a fixed ex-
change rate typically determines the exchange rate’s value independently, but
sometimes exchange rates are set according to an agreement among a number of
governments.) Some countries fix their exchange rates in terms of the U.S. dollar
(Hong Kong, for example), but there are other possibilities. Many African coun-
tries fix the value of their currencies in terms of the euro, the currency of the
European Union. Under the gold standard, which many countries used until its
collapse during the Great Depression, currency values were fixed in terms of
ounces of gold.
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flexible exchange rate an

exchange rate whose value is

not officially fixed but varies

according to the supply and

demand for the currency in the

foreign exchange market

foreign exchange market the

market on which currencies of

various nations are traded for

one another

fixed exchange rate an

exchange rate whose value is set

by official government policy

RECAP NOMINAL EXCHANGE RATES

■ The nominal exchange rate between two currencies is the rate at which
the currencies can be traded for each other. More precisely, the nominal
exchange rate e for any given country is the number of units of foreign
currency that can be bought for one unit of the domestic currency.

■ An appreciation is an increase in the value of a currency relative to other
currencies (a rise in e); a depreciation is a decline in a currency’s value 
(a fall in e).

■ An exchange rate can be either flexible—meaning that it varies freely ac-
cording to supply and demand for the currency in the foreign exchange
market—or fixed, meaning that its value is established by official govern-
ment policy.

depreciation a decrease in the

value of a currency relative to

other currencies



THE DETERMINATION OF THE EXCHANGE RATE

IN THE SHORT RUN

Countries that have flexible exchange rates, such as the United States, see the interna-
tional values of their currencies change continually. What determines the value
of the nominal exchange rate at any point in time? In this section, we use supply
and demand analysis to answer this question for the short run. Our focus for the
moment is on flexible exchange rates, whose values are determined by the foreign
exchange market. Later in the chapter we discuss the case of fixed exchange rates,
the costs and benefits of each type of exchange rate, and the determination of ex-
change rates in the long run.

A SUPPLY AND DEMAND ANALYSIS

In this section, we analyze the foreign exchange market and discuss the factors
that affect the supply of and demand for dollars, and thus the U.S. exchange rate.
As we will see, dollars are demanded in the foreign exchange market by foreign-
ers who seek to purchase U.S. goods, services, and assets. Similarly, dollars are
supplied by U.S. residents who need foreign currencies to buy foreign goods,
services, and assets. The market equilibrium exchange rate is the value of the dol-
lar that equates the number of dollars supplied and demanded in the foreign
exchange market.

Before proceeding, we need to be careful about our terminology. In Chapter 21,
we analyzed how the supply of money (controlled by the Fed) and the demand for
money by the public determine the nominal interest rate. However, the supply of
and demand for money in the domestic economy, as presented in that chapter, are
not equivalent to the supply and demand for dollars in the foreign exchange mar-
ket. The foreign exchange market is the market in which the currencies of various
nations are traded for one another. The supply of dollars to the foreign exchange
market is not the same as the money supply set by the Fed; rather, it is the number
of dollars U.S. households and firms offer to trade for other currencies. Likewise,
the demand for dollars in the foreign exchange market is not the same as the do-
mestic demand for money, but is the number of dollars holders of foreign currencies
seek to buy. To understand the distinction, keep in mind that while the Fed deter-
mines the total supply of dollars available in the U.S. economy, a dollar is not sup-
plied to the foreign exchange market until a holder of dollars, such as an American
household or firm, offers to trade it for foreign currency.

The Supply of Dollars
Anyone who holds dollars, from an international bank to a Russian citizen whose
dollars are buried in the backyard, is a potential supplier of dollars to the foreign
exchange market. In practice, however, the principal suppliers of dollars to the
foreign exchange market are U.S. households and firms. Why would a U.S. house-
hold or firm want to supply dollars in exchange for foreign currency? There are
two major reasons. First, a U.S. household or firm may need foreign currency to
purchase foreign goods or services. For example, a U.S. automobile importer may
need yen to purchase Japanese cars, or an American tourist may need yen to make
purchases in Tokyo. Second, a U.S. household or firm may need foreign currency
to purchase foreign assets. For example, an American mutual fund may wish to
acquire stocks issued by Japanese companies, or an individual U.S. saver may
want to purchase Japanese government bonds. Because Japanese assets are priced
in yen, the U.S. household or firm will need to trade dollars for yen to acquire
these assets.

The supply of dollars to the foreign exchange market is illustrated by the
upward-sloping curve in Figure 27.2. We will focus on the market in which dollars
are traded for Japanese yen, but bear in mind that similar markets exist for every other
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pair of traded currencies. The vertical axis of the figure shows the U.S.–Japanese
exchange rate as measured by the number of yen that can be purchased with each
dollar. The horizontal axis shows the number of dollars being traded in the
yen–dollar market.

The supply curve for dollars is upward-sloping indicating that the more yen
each dollar can buy, the more dollars people are willing to supply to the foreign ex-
change market. Why? At given prices for Japanese goods, services, and assets, the
more yen a dollar can buy, the cheaper those goods, services, and assets will be in
dollar terms.

For example, suppose a video game costs 5,000 yen in Japan and a dollar can
buy 100 yen; the dollar price of the video game will be

5,000 yen $1 100 yen  $50.2

If, however, the yen price of a dollar rises to 200 yen, the dollar price of the same
video game that costs 5,000 yen in Japan will then be

5,000 yen $1 200 yen  $25.

If lower dollar prices will induce Americans to increase their total dollar expendi-
tures on Japanese goods, services, and assets, a higher yen–dollar exchange rate will
increase the supply of dollars to the foreign exchange market. Thus, the supply
curve for dollars is upward-sloping.

The Demand for Dollars
In the yen–dollar foreign exchange market, demanders of dollars are those who
wish to acquire dollars in exchange for yen. Most demanders of dollars in the
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ing it the first way in this example so that the yen will cancel when we perform the multiplication and
we are left with the dollar price.



yen–dollar market are Japanese households and firms, although anyone who hap-
pens to hold yen is free to trade them for dollars. Why demand dollars? The reasons
for acquiring dollars are analogous to those for acquiring yen. First, households and
firms that hold yen will demand dollars so that they can purchase U.S. goods and
services. For example, a Japanese firm that wants to license U.S.-produced software
needs dollars to pay the required fees, and a Japanese student studying in an
American university must pay tuition in dollars. The firm or the student can acquire
the necessary dollars only by offering yen in exchange. Second, households and
firms demand dollars in order to purchase U.S. assets. The purchase of Hawaiian
real estate by a Japanese company or the acquisition of Microsoft stock by a Japanese
pension fund are two examples.

The demand curve for dollars will be downward-sloping, as illustrated in Fig-
ure 27.2. The quantity of dollars demanded will be low when dollars are expensive
in terms of yen and high when dollars are cheap in terms of yen.

Suppose the licensing fee for a piece of U.S.-produced software is $30. If it costs
a Japanese business 200 yen to buy $1, the software will cost the Japanese

$30  200 yen $1  6,000 yen.3

If, however, the price of a dollar falls to 100 yen, the yen price of the same software
that costs $30 in the United States will then be

$30  100 yen $1  3,000 yen.

As the yen price per dollar falls, U.S. goods, services, and assets become cheaper
and more attractive to the Japanese. They respond by buying more U.S. goods,
services, and assets and thereby demanding more dollars.

The Market Equilibrium Value of the Dollar
As mentioned earlier, the United States maintains a flexible, or floating, exchange
rate, which means that the value of the dollar is determined by the forces of supply
and demand in the foreign exchange market. In Figure 27.2, the equilibrium value
of the dollar is e*, the yen–dollar exchange rate at which the quantity of dollars
supplied equals the quantity of dollars demanded. In general, the market equilibrium
value of the exchange rate is not constant but changes with shifts in the supply of
and demand for dollars in the foreign exchange market.

CHANGES IN THE SUPPLY OF DOLLARS

Recall that people supply dollars to the yen–dollar foreign exchange market in or-
der to purchase Japanese goods, services, and assets. Factors that affect the desire
of U.S. households and firms to acquire Japanese goods, services, and assets there-
fore will affect the supply of dollars to the foreign exchange market. Some factors
that will increase the supply of dollars, shifting the supply curve for dollars to the
right, include

■ An increased preference for Japanese goods. For example, suppose that Japanese
firms produce some popular new consumer electronics. To acquire the yen
needed to buy these goods, American importers will increase their supply of
dollars to the foreign exchange market.

■ An increase in U.S. real GDP. An increase in U.S. real GDP will raise the in-
comes of Americans, allowing them to consume more goods and services (recall
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the relationship between consumption and income we discussed in
Chapter 23). Some part of this increase in consumption will take the
form of goods imported from Japan. To buy more Japanese goods,
Americans will supply more dollars to acquire the necessary yen.

■ An increase in the real interest rate on Japanese assets or a decrease in
the real interest rate on U.S. assets. Recall that U.S. households and
firms acquire yen in order to purchase Japanese assets as well as goods
and services. Other factors, such as risk, held constant, the higher the
real interest rate paid on Japanese assets (or the lower the real interest
rate paid on U.S. assets), the more Japanese assets Americans will
choose to hold. To purchase additional Japanese assets, U.S. households
and firms will supply more dollars to the foreign exchange market.

Conversely, reduced demand for Japanese goods, a lower U.S. GDP, a lower
real interest rate on Japanese assets, or a higher real interest rate on U.S. assets will
reduce the number of yen Americans need, in turn reducing their supply of dollars
to the foreign exchange market and shifting the supply curve for dollars to the left.

Suppose, for example, that Japanese firms come to dominate the video game
market, with games that are more exciting and realistic than those produced in the
United States. All else being equal, how will this change affect the relative value of
the yen and the dollar?

The increased quality of Japanese video games will increase the demand for the
games in the United States. To acquire the yen necessary to buy more Japanese
video games, U.S. importers will supply more dollars to the foreign exchange mar-
ket. As Figure 27.3 shows, the increased supply of dollars will reduce the value of
the dollar. In other words, a dollar will buy fewer yen than it did before. At the
same time, the yen will increase in value: A given number of yen will buy more
dollars than it did before.
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EXERCISE 27.2

The U.S. goes into a recession, and real GDP falls. All else equal, how is this

economic weakness likely to affect the value of the dollar?
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CHANGES IN THE DEMAND FOR DOLLARS

The factors that change the demand for dollars in the foreign exchange market, and
thus shift the dollar demand curve, are analogous to the factors that affect the sup-
ply of dollars. Factors that will increase the demand for dollars include

■ An increased preference for U.S. goods by foreign customers. For example,
Japanese airlines might find that U.S.-built aircraft are superior to others, and
decide to expand the number of American-made planes in their fleets. To buy
the American planes, Japanese airlines would demand more dollars on the
foreign exchange market.

■ An increase in real GDP abroad, which implies higher incomes abroad, and
thus more demand for imports from the United States.

■ An increase in the real interest rate on U.S. assets or a reduction in the real in-
terest rate on Japanese assets would make U.S. assets more attractive to foreign
savers. To acquire U.S. assets, Japanese savers would demand more dollars.

Does a Strong Currency Imply a Strong Economy?
Politicians and the public sometimes take pride in the fact that their national cur-
rency is “strong,” meaning that its value in terms of other currencies is high or ris-
ing. Likewise, policymakers sometimes view a depreciating (“weak”) currency as a
sign of economic failure.

Contrary to popular impression, there is no simple connection between the
strength of a country’s currency and the strength of its economy. For example, Fig-
ure 27.1 shows that the value of the U.S. dollar relative to other major currencies
was greater in 1973 than in the year 2007, though U.S. economic performance was
considerably better in 2007 than in 1973, a period of deep recession and rising in-
flation. Indeed, the one period shown in Figure 27.1 during which the dollar rose
markedly in value, 1980–1985, was a time of recession and high unemployment in
the United States.

One reason a strong currency does not necessarily imply a strong economy is
that an appreciating currency (an increase in e) tends to hurt a country’s net ex-
ports. For example, if the dollar strengthens against the yen (that is, if a dollar
buys more yen than before), Japanese goods will become cheaper in terms of dol-
lars. The result may be that Americans prefer to buy Japanese goods rather than
goods produced at home. Likewise, a stronger dollar implies that each yen buys
fewer dollars, so exported U.S. goods become more expensive to Japanese con-
sumers. As U.S. goods become more expensive in terms of yen, the willingness of
Japanese consumers to buy U.S. exports declines. A strong dollar therefore may
imply lower sales and profits for U.S. industries that export, as well as for U.S. in-
dustries (like automobile manufacturers) that compete with foreign firms for the
domestic U.S. market.

MONETARY POLICY AND THE EXCHANGE RATE

Of the many factors that could influence a country’s exchange rate, among the most
important is the monetary policy of the country’s central bank. Monetary policy
affects the exchange rate primarily through its effect on the real interest rate.

Suppose the Fed is concerned about inflation and tightens U.S. monetary policy
in response. The effects of this policy change on the value of the dollar are shown
in Figure 27.4. Before the policy change, the equilibrium value of the exchange rate
is e*, at the intersection of supply curve S and the demand curve D (point E in the
figure). The tightening of monetary policy raises the domestic U.S. real interest rate,
making U.S. assets, such as bonds, more attractive to both foreign and American
financial investors. The increased willingness of foreign investors to buy U.S.
assets increases the demand for dollars, shifting the demand curve rightward from
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D to D . The willingness of American investors to buy more U.S. assets (and pre-
sumably fewer foreign assets) decreases the supply of dollars and shifts the supply
curve leftward from S to S . The equilibrium moves from point E to point F, and the
market equilibrium value of the dollar rises from e* to e* .

In short, a tightening of monetary policy by the Fed raises the demand for
dollars and reduces the supply of dollars, causing the dollar to appreciate. By simi-
lar logic, an easing of monetary policy, which reduces the real interest rate, would
make U.S. assets, such as bonds, less attractive to both Americans and foreigners.
This would weaken the demand for dollars but increase the supply of dollars (as
Americans buy more foreign assets), causing the dollar to depreciate.

The appreciation of the dollar in the first half of the 1980s and the deprecia-
tion of the dollar between 2002 and 2007 were primarily the result of U.S. mon-
etary policy. For instance, we discussed, in Chapter 26, how the Fed responded to
the surge in inflation in the late 1970s by raising the real interest rate sharply in
hopes of reducing aggregate demand and inflationary pressures. As a result, the
real interest rate in the United States rose from negative values in 1979 and 1980
to more than 7 percent in 1983 and 1984 (see Table 26.1). Attracted by these
high real returns, U.S. and foreign savers rushed to buy U.S. assets, driving the
value of the dollar up significantly. The Fed’s attempt to bring down inflation was
successful. By the middle of the 1980s, the Fed was able to ease U.S. monetary
policy. The resulting decline in the real interest rate reduced the demand for U.S.
assets, and thus for dollars, at which point the dollar fell back almost to its 1980
level.

Similarly, Figure 27.1 shows that the dollar depreciated substantially starting in
early 2002. There are several reasons for this depreciation, but we will focus on
two. First, the U.S. economy grew faster during this period than that of most of the
countries to which we export (Canada, Mexico, and Japan). Consequently, the sup-
ply of dollars (to pay for imports) increased. Second, as we discussed in Chapter 24,
the Fed reduced the federal funds rate from 6 percent in early 2001 to 1 percent in
June 2003 and kept it at 1 percent until June 2004. Although the steep decline in
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the federal funds rate was not accompanied by equal declines in long-term nominal
and real interest rates, they, too, fell. The decline in U.S. real interest rates reduced
the attractiveness of U.S. bonds to both Americans and foreigners. Consequently,
the supply of dollars rose and the demand for dollars fell, contributing to the de-
preciation of the dollar.

THE EXCHANGE RATE AS A TOOL OF MONETARY POLICY

In a closed economy, monetary policy affects aggregate demand solely through the
real interest rate. For example, by raising the real interest rate, a tight monetary pol-
icy reduces consumption and investment spending. In an open economy with a flex-
ible exchange rate, the exchange rate serves as another channel for monetary policy,
one that reinforces the effects of the real interest rate.

To illustrate, suppose that policymakers are concerned about inflation and
decide to restrain aggregate demand. To do so, they increase the real interest rate,
reducing consumption and investment spending. But, as Figure 27.4 shows, the
higher real interest rate also increases the demand for dollars and reduces the sup-
ply of dollars, causing the dollar to appreciate. The stronger dollar, in turn, further
reduces aggregate demand. Why? As we saw in discussing the exchange rate, a
stronger dollar reduces the cost of imported goods, thereby increasing imports. It
also makes U.S. exports more costly to foreign buyers, which tends to reduce ex-
ports. Recall that net exports—or exports minus imports—is one of the four com-
ponents of aggregate demand. Thus, by reducing exports and increasing imports, a
stronger dollar (more precisely, a higher exchange rate) reduces aggregate demand.4

In sum, when the exchange rate is flexible, a tighter monetary policy reduces
net exports (through a stronger dollar) as well as consumption and investment
spending (through a higher real interest rate). Conversely, an easier monetary policy
weakens the dollar and stimulates net exports, reinforcing the effect of the lower
real interest rate on consumption and investment spending. Thus, relative to the
case of a closed economy we studied earlier, monetary policy is more effective in an
open economy with a flexible exchange rate.

The tightening of monetary policy under Fed Chairman Volcker in the early
1980s illustrates the effect of monetary policy on net exports. As we discussed
above, Volcker’s tight-money policies were a major reason for the 50 percent
appreciation of the dollar during 1980–1985. In 1980 and 1981, the United States
enjoyed a trade surplus, with exports that modestly exceeded imports. Largely in
response to a stronger dollar, the U.S. trade balance fell into deficit after 1981. By
the end of 1985, the U.S. trade deficit was about 3 percent of GDP, a substantial
shift in less than half a decade.
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4We are temporarily assuming that the prices of U.S. goods in dollars and the prices of foreign goods in
foreign currencies are not changing.

RECAP DETERMINING THE EXCHANGE RATE IN THE

SHORT RUN

■ Supply and demand analysis is a useful tool for studying the short-run de-
termination of the exchange rate. U.S. households and firms supply dollars
to the foreign exchange market to acquire foreign currencies, which they
need to purchase foreign goods, services, and assets. Foreigners demand
dollars in the foreign exchange market to purchase U.S. goods, services,
and assets. The market equilibrium exchange rate equates the quantities of
dollars supplied and demanded in the foreign exchange market.



FIXED EXCHANGE RATES

So far we have focused on the case of flexible exchange rates, the relevant case for
most large industrial countries like the United States. However, the alternative ap-
proach, fixing the exchange rate, has been quite important historically and is still
used in many countries, especially small or developing nations. In this section, we
will see how our conclusions change when the nominal exchange rate is fixed
rather than flexible. One important difference is that when a country maintains a
fixed exchange rate, its ability to use monetary policy as a stabilization tool is
greatly reduced.

HOW TO FIX AN EXCHANGE RATE

In contrast to a flexible exchange rate, whose value is determined solely by supply
and demand in the foreign exchange market, the value of a fixed exchange rate is
determined by the government (in practice, usually the finance ministry or treasury
department, with the cooperation of the central bank). Today, the value of a fixed
exchange rate is usually set in terms of a major currency such as the U.S. dollar, or
relative to a “basket” of currencies, typically those of the country’s trading partners.
Historically, currency values were often fixed in terms of gold or other precious
metals, but in recent years precious metals have rarely if ever been used for that
purpose.

Once an exchange rate has been fixed, the government usually attempts to keep
it unchanged for some time.5 However, sometimes economic circumstances force
the government to change the value of the exchange rate. A reduction in the official
value of a currency is called a devaluation; an increase in the official value is called
a revaluation. The devaluation of a fixed exchange rate is analogous to the depre-
ciation of a flexible exchange rate; both involve a reduction in the currency’s value.
Conversely, a revaluation is analogous to an appreciation.

The supply and demand diagram we used to study flexible exchange rates can
be adapted to analyze fixed exchange rates. Let’s consider the case of a country
called Latinia, whose currency is called the peso. Figure 27.5 shows the supply and

FIXED EXCHANGE RATES 787

■ An increased preference for foreign goods, an increase in U.S. real GDP,
an increase in the real interest rate on foreign assets, or a decrease in the
real interest rate on U.S. assets will increase the supply of dollars on the
foreign exchange market, lowering the value of the dollar. An increased
preference for U.S. goods by foreigners, an increase in real GDP abroad,
an increase in the real interest rate on U.S. assets, or a decrease in the real
interest rate on foreign assets will increase the demand for dollars, raising
the value of the dollar.

■ A tight monetary policy raises the real interest rate, increasing the de-
mand for dollars, reducing the supply of dollars, and strengthening the
dollar. A stronger dollar reinforces the effects of tight monetary policy on
aggregate spending by reducing net exports, a component of aggregate
demand. Conversely, an easy monetary policy lowers the real interest rate,
weakening the dollar.

devaluation a reduction in the

official value of a currency (in a

fixed-exchange-rate system)

revaluation an increase in the

official value of a currency (in a

fixed-exchange-rate system)

5There are exceptions to this statement. Some countries employ a crawling peg system, under which the
exchange rate is fixed at a value that changes in a preannounced way over time. For example, the gov-
ernment may announce that the value of the fixed exchange rate will fall 2 percent each year. Other
countries use a target zone system, in which the exchange rate is allowed to deviate by a small amount
from its fixed value. To focus on the key issues, we will assume that the exchange rate is fixed at a sin-
gle value for a protracted period.



demand for the Latinian peso in the foreign exchange market. Pesos are supplied to
the foreign exchange market by Latinian households and firms who want to acquire
foreign currencies to purchase foreign goods, services, and assets. Pesos are de-
manded by holders of foreign currencies who need pesos to purchase Latinian
goods, services, and assets. The exchange rate on the vertical axis of Figure 27.5
will now be the number of dollars (foreign currency) per peso (domestic currency).
Figure 27.5 shows that the quantities of pesos supplied and demanded in the for-
eign exchange market are equal when a peso equals 0.1 dollar (10 pesos to the dol-
lar). Hence 0.1 dollar per peso is the market equilibrium value of the peso. If
Latinia had a flexible-exchange-rate system, the market supply and demand for pe-
sos would determine the exchange rate, and the peso would trade at 10 pesos to the
dollar in the foreign exchange market.

Instead of flexible exchange rates, suppose that Latinia has decided to fix the
exchange rate and that the government has decreed the value of the Latinian peso
to be 8 pesos to the dollar, or 0.125 dollar per peso. This official value of the peso,
0.125 dollar, is indicated by the solid horizontal line in Figure 27.5. Notice that it
is greater than the market equilibrium value, corresponding to the intersection of
the supply and demand curves. When the officially fixed value of an exchange rate
is greater than its market equilibrium value, the exchange rate is overvalued. The
official value of an exchange rate also can be lower than its market equilibrium
value, in which case the exchange rate is undervalued.

In this example, Latinia’s commitment to hold the peso at 8 to the dollar is
inconsistent with the market equilibrium value of 10 to the dollar, as determined
by supply and demand in the foreign exchange market (the Latinian peso is over-
valued). How could the Latinian government deal with this inconsistency? There
are several possibilities. First, Latinia could simply devalue its currency, from
0.125 dollars per peso to 0.10 dollars per peso, which would bring the peso’s of-
ficial value into line with its market equilibrium value. As we will see, devalua-
tion is often the ultimate result of an overvaluation of a currency. However, a
country with a fixed exchange rate will be reluctant to change the official value
of its exchange rate every time the market equilibrium value changes. If a country
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must continuously adjust its exchange rate to market conditions, it might as well
switch to a flexible exchange rate.

As a second alternative, Latinia could try to maintain its overvalued ex-
change rate by restricting international transactions. Imposing quotas on imports
and prohibiting domestic households and firms from acquiring foreign assets
would effectively reduce the supply of pesos to the foreign exchange market, rais-
ing the market equilibrium value of the currency. An even more extreme action
would be to prohibit Latinians from exchanging the peso for other currencies
without government approval, a policy that would effectively allow the govern-
ment to determine directly the supply of pesos to the foreign exchange market.
Such measures might help to maintain the official value of the peso. However, re-
strictions on trade and capital flows are extremely costly to the economy because
they reduce the gains from specialization and trade and deny domestic house-
holds and firms access to foreign capital markets. Thus, a policy of restricting
international transactions to maintain a fixed exchange rate is likely to do more
harm than good.

The third and most widely used approach to maintaining an overvalued ex-
change rate is for the government to become a demander of its own currency in the
foreign exchange market. Figure 27.5 shows that at the official exchange rate of
0.125 dollar per peso, the private sector quantity of pesos supplied (point B) ex-
ceeds the private sector quantity of pesos demanded (point A). To keep the peso
from falling below its official value, in each period the Latinian government could
purchase a quantity of pesos in the foreign exchange market equal to the length of
the line segment AB in Figure 27.5. If the government followed this strategy, then
at the official exchange rate of 0.125 dollar per peso, the total quantity of pesos de-
manded (i.e., the private quantity demanded at point A plus the quantity of pesos
the government is willing to purchase AB) would equal the private quantity of pe-
sos supplied (point B). This situation is analogous to government attempts to keep
the price of a commodity, like grain or milk, above its market level. To maintain an
official price of grain that is above the market-clearing price, the government must
stand ready to purchase the excess supply of grain forthcoming at the official price.
In the same way, to keep the “price” of its currency above the market-clearing
level, the government must buy the excess pesos supplied at the official price.

To be able to purchase its own currency and maintain an overvalued exchange
rate, the government (usually the central bank) must hold foreign currency assets,
called international reserves, or simply reserves. For example, the Latinian central
bank may hold dollar deposits in U.S. banks or U.S. government debt, which it can
trade for pesos in the foreign exchange market as needed. In the situation shown in
Figure 27.5, to keep the peso at its official value, in each period the Latinian central
bank will have to spend an amount of international reserves equal to the length of
the line segment AB.

Because a country with an overvalued exchange rate must use part of its re-
serves to support the value of its currency in each period, over time its available re-
serves will decline. The net decline in a country’s stock of international reserves over
a year is called its balance-of-payments deficit. Conversely, if a country experiences
a net increase in its international reserves over the year, the increase is called its
balance-of-payments surplus.

Quantifying Latinia’s Balance-of-Payments Deficit
Suppose that the demand for and supply of Latinian pesos in the foreign exchange
market are

Supply  17,600  24,000e,

Demand  25,000  50,000e,
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where the Latinian exchange rate e is measured in dollars per peso. Officially, the
value of the peso is 0.125 dollar. We can find the market equilibrium exchange rate
of the peso by equating the demand and supply of pesos:

Solving for e, we get

7,400  74,000e

e  0.10.

So the market equilibrium value of the exchange rate is 0.10 dollar per peso, as in
Figure 27.5.

At the official exchange rate, 0.125 dollar per peso, the demand for pesos is
25,000   50,000(0.125)  18,750 and the supply of pesos is 17,600   24,000
(0.125)   20,600. Thus, the quantity of pesos supplied to the foreign exchange
market exceeds the quantity of pesos demanded by 20,600  18,750  1,850
pesos. To maintain the fixed rate, the Latinian government must purchase 1,850
pesos per period, which is the Latinian balance-of-payments deficit. Since pesos
are purchased at the official rate of 8 pesos to the dollar, the balance-of-payments
deficit in dollars is 1,850 pesos  0.125 dollars peso  $1,850 8  $231.25.

EXERCISE 27.3

Suppose that, in the example above, the fixed value of the peso is 0.15 dollar

per peso. What do you conclude about the relationship between the degree

of currency overvaluation and the resulting balance-of-payments deficit?

Although a government can maintain an overvalued exchange rate for a time
by offering to buy back its own currency at the official price, there is a limit to this
strategy since no government’s stock of international reserves is infinite. Eventually
the government will run out of reserves, and the fixed exchange rate will collapse.

EXERCISE 27.4

Diagram a case in which a fixed exchange rate is undervalued rather than

overvalued. Show that, to maintain the fixed exchange rate, the central

bank must use domestic currency to purchase foreign currency in the for-

eign exchange market.With an undervalued exchange rate, is the country’s

central bank in danger of running out of international reserves? (Hint: Keep

in mind that a central bank is always free to print more of its own currency.)

MONETARY POLICY AND THE FIXED EXCHANGE RATE

We have seen that there is no really satisfactory way of maintaining a fixed ex-
change rate above its market equilibrium value for an extended period. A central
bank can maintain an overvalued exchange rate for a time by using international re-
serves to buy up the excess supply of its currency in the foreign exchange market.
But a country’s international reserves are limited and may eventually be exhausted
by the attempt to keep the exchange rate artificially high.

An alternative to trying to maintain an overvalued exchange rate is to take ac-
tions that increase the market equilibrium value of the exchange rate. If the ex-
change rate’s market equilibrium value can be raised enough to equal its official
value, then the overvaluation problem will be eliminated. The most effective way to

25,000  50,000e  17,600  24,000e.
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change the exchange rate’s market equilibrium value is through monetary policy. As
we saw earlier in the chapter, a tight monetary policy that raises the real interest
rate will increase the demand for the domestic currency, as domestic assets become
more attractive to foreign financial investors. Higher real interest rates also will de-
crease the supply of domestic currency as domestic assets become more attractive to
domestic citizens, too. Increased demand and decreased supply of the currency will,
in turn, raise its market equilibrium value.

The use of monetary policy to support a fixed exchange rate is shown in
Figure 27.6. At first, the demand and supply of the Latinian peso in the foreign
exchange market are given by the curves D and S, so the market equilibrium value
of the peso equals 0.10 dollar per peso—less than the official value of 0.125 dollar
per peso. Just as before, the peso is overvalued. This time, however, the Latinian
central bank uses monetary policy to eliminate the overvaluation problem. To do
so, the central bank increases the domestic real interest rate, making Latinian
assets more attractive to both foreign and domestic financial investors. This
increase in the real interest rate thus will raise the demand for pesos from D to D 

and reduce the supply of pesos from S to S . After the changes in supply and
demand, the market equilibrium value of the peso equals the officially fixed value,
as can be seen in Figure 27.6. Because the peso is no longer overvalued, it can be
maintained at its fixed value without loss of international reserves or fear of
speculative attack. Conversely, an easing of monetary policy (a lower real interest
rate) could be used to remedy an undervaluation, in which the official exchange
rate is below the market equilibrium value.
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FIGURE 27.6

A Tightening of Monetary Policy Eliminates an Overvaluation.

With the demand for the peso given by D and the supply given by S, equilibrium occurs at point E and the market equilibrium

value of the peso equals 0.10 dollar per peso—below the official value of 0.125 dollar per peso. The overvaluation of the peso

can be eliminated by tighter monetary policy, which raises the domestic real interest rate, making domestic assets more

attractive to both foreign and domestic financial investors. The demand for pesos will increase from D to D , and the supply of

pesos will fall from S to S . These changes in supply and demand raise the peso’s market equilibrium value to 0.125 dollar per

peso, the official value. The peso is no longer overvalued.
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Although monetary policy can be used to keep the market equilibrium value of the
exchange rate equal to the official value, using monetary policy in this way has some
drawbacks. In particular, if monetary policy is used to set the market equilibrium
value of the exchange rate equal to the official value, it is no longer available for sta-
bilizing the domestic economy. Suppose, for example, that the Latinian economy
were suffering a recession due to insufficient aggregate demand at the same time that
its exchange rate is overvalued. The Latinian central bank could lower the real inter-
est rate to increase spending and output, or it could raise the real interest rate to elim-
inate overvaluation of the exchange rate, but it cannot do both. Hence, if Latinian
officials decide to maintain the fixed exchange rate, they must give up any hope of
fighting the recession using monetary policy. The fact that a fixed exchange rate lim-
its or eliminates the use of monetary policy for the purpose of stabilizing aggregate
demand is one of the most important features of a fixed-exchange-rate system.

MONETARY POLICY, FIXED EXCHANGE RATES,

AND THE GREAT DEPRESSION

Many policy mistakes (as well as a great deal of bad luck) contributed to the sever-
ity of the Great Depression. For example, U.S. policymakers, in an attempt to
protect domestic industries, imposed the infamous Hawley-Smoot tariff in 1930.
Other countries quickly retaliated with their own tariffs, leading to the virtual
collapse of international trade.

However, the most serious mistakes by far were made in the realm of monetary
policy. As we discussed in Chapter 24, the U.S. money supply contracted by one-
third between 1929 and 1933. Associated with this unprecedented decline in the
money supply were sharply falling output and prices and surging unemployment.
At least three separate monetary policy errors were responsible for the collapse in
output between 1929 and 1933. We discussed two of them in Chapter 24:

■ The Federal Reserve tightened monetary policy significantly in 1928 and 1929,
despite the absence of inflation. Fed officials took this action primarily in an
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“It’s just a flesh wound. I got it defending the dollar.”



attempt to “rein in” the booming stock market, which they feared was rising
too quickly. Their “success” in dampening stock market speculation was more
than they bargained for, however, as rising interest rates and a slowing economy
contributed to a crash in stock prices that began in October 1929.

■ The Fed allowed thousands of U.S. banks to fail during the banking panics of
1930 to 1933. Apparently, officials believed that the failures would eliminate
only the weakest banks, strengthening the banking system overall. However,
the banking panics sharply reduced bank deposits and the overall money supply,
as shown in Table 24.1.

The third policy error, related to the subject of this chapter, arose from the U.S.
government’s exchange rate policies. When the Depression began, the United States,
like most other major countries, was on the gold standard, with the value of the
dollar officially set in terms of gold. By establishing a fixed value for the dollar, the
United States effectively created a fixed exchange rate between he dollar and other
currencies whose values were set in terms of gold. As the Depression worsened, Fed
officials were urged by Congress to ease monetary policy to stop the fall in output
and prices. However, under a fixed exchange rate, monetary policy cannot be used
to stabilize the domestic economy. Specifically, policymakers of the early 1930s
feared that if they eased monetary policy, foreign financial investors might perceive
the dollar to be overvalued and start selling dollars, forcing a devaluation of the
dollar or even the abandonment of the gold standard altogether. The Fed therefore
made no serious attempt to use monetary policy to arrest the decline in output from
1929 to 1933.6

In hindsight, we can see that the Fed’s decision to place a higher priority on re-
maining on the gold standard than on stimulating the economy was a major error.
Indeed, countries that abandoned the gold standard in favor of a floating exchange
rate, such as Great Britain and Sweden, or those that had never been on the gold
standard (Spain and China) were able to increase their money supplies and to
recover much more quickly from the Depression than the United States. The Fed
evidently believed, erroneously as it turned out, that stability of the exchange rate
would somehow translate into overall economic stability.

Upon taking office in March 1933, Franklin D. Roosevelt reversed several of
these policy errors. He took active measures to restore the health of the banking
system, and he suspended the gold standard. The money supply stopped falling and
began to grow rapidly. Output, prices, and stock prices recovered rapidly from
1933 to 1937, although unemployment remained high. Ultimate recovery from the
Depression was interrupted by another recession in 1937–1938.

THE INTERNATIONAL MONETARY FUND

The International Monetary Fund (IMF) was established after World War II, partly
as a response to the disastrous exchange rate policies of the 1930s. An international
agency, the IMF is controlled by a 24-member executive board. Eight executive
board members represent individual countries (China, France, Germany, Japan,
Russia, Saudi Arabia, the United Kingdom, and the United States); the other 16
members each represents a group of countries. A managing director oversees the
IMF’s operations and its approximately 2,700 employees.

The original purpose of the IMF was to help manage the system of fixed
exchange rates, called the Bretton Woods system, put in place after World War II.
Under Bretton Woods, the IMF’s principal role was to lend international reserves to
member countries that needed them so that those countries could maintain their ex-
change rates at the official values. This, it was hoped, would allow countries to
maintain fixed exchange rates and use monetary policy to alleviate recessions.
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However, by 1973 the United States, the United Kingdom, Germany, and
most other industrial nations had abandoned fixed exchange rates for flexible
rates, leaving the IMF to find a new mission. Since 1973 the IMF has been
involved primarily in lending to developing countries. It lent heavily to Mexico
when that country experienced difficulties maintaining its fixed exchange rate in
1994, and it made loans to East Asian countries during the 1997–1998 crisis.
Other countries that received large IMF loans in recent years include Russia,
Turkey, and Brazil.

The IMF’s performance in recent crises has been controversial. Many ob-
servers credit the IMF with helping Mexico, the East Asian nations, and others
to recover quickly from the effects of exchange rate problems and contend that
the IMF plays a vital role in maintaining international economic stability. How-
ever, some critics have charged that the IMF has required recipients of its loans
to follow economic policies—such as tight monetary policies and fiscal cutbacks—
that have turned out to be ill-advised. Others have claimed that the IMF’s loans
help foreign financial investors and the richest people in the countries receiving
loans rather than the average person. For example, the IMF was severely
embarrassed by reports that much of the nearly $5 billion it lent to Russia in
1998 has disappeared into the bank accounts of unscrupulous citizens, including
gangsters.

The IMF also has come into conflict with the World Bank, a separate inter-
national institution that was set up at the same time as the IMF. The World Bank,
whose mission is to provide long-term loans to help poor nations develop their
economies, has complained that IMF interventions in poor countries interfered
with World Bank programs and objectives. In 2000, a report commissioned by the
U.S. Congress recommended reducing the IMF’s powers (as well as, incidentally,
those of the World Bank). The debate over the IMF’s proper role has continued
throughout the first decade of the 21st century.
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RECAP FIXED EXCHANGE RATES

■ The value of a fixed exchange rate is set by the government. The official
value of a fixed exchange rate may differ from its market equilibrium
value, as determined by supply and demand in the foreign exchange mar-
ket. An exchange rate whose officially fixed value exceeds its market
equilibrium value is overvalued; an exchange rate whose officially fixed
value is below its market equilibrium value is undervalued.

■ For an overvalued exchange rate, the quantity of the currency supplied to
the foreign exchange market at the official exchange rate exceeds the quan-
tity demanded. The government can maintain an overvalued exchange rate
for a time by using its international reserves (foreign currency assets) to pur-
chase the excess supply of its currency. The net decline in a country’s stock
of international reserves during the year is its balance-of-payments deficit.

■ Because a country’s international reserves are limited, it cannot maintain
an overvalued exchange rate indefinitely. Moreover, if financial investors
fear an impending devaluation of the exchange rate, they may launch a
speculative attack, selling domestic currency assets and supplying large
amounts of the country’s currency to the foreign exchange market—an
action that exhausts the country’s reserves even more quickly. Because a
rapid loss of reserves may force a devaluation, financial investors’ fear of
devaluation may prove a self-fulfilling prophecy.



SHOULD EXCHANGE RATES BE FIXED 

OR FLEXIBLE?

Should countries adopt fixed or flexible exchange rates? In briefly comparing the
two systems, we will focus on two major issues: (1) the effects of the exchange rate
system on monetary policy and (2) the effects of the exchange rate system on trade
and economic integration.

On the issue of monetary policy, we have seen that the type of exchange rate a
country has strongly affects the central bank’s ability to use monetary policy to sta-
bilize the economy. A flexible exchange rate actually strengthens the impact of mon-
etary policy on aggregate demand. However, a fixed exchange rate prevents
policymakers from using monetary policy to stabilize the economy because they
must instead use it to keep the exchange rate’s market equilibrium value at its offi-
cial value (or else risk speculative attacks).

In large economies like that of the United States, giving up the power to stabilize
the domestic economy via monetary policy makes little sense. Thus large economies
should nearly always employ a flexible exchange rate. However, in small economies,
giving up this power may have some benefits. An interesting case is that of Argentina,
which for the period 1991–2001 maintained a one-to-one exchange rate between its
peso and the U.S. dollar. Although prior to 1991 Argentina had suffered periods of
hyperinflation, while the peso was pegged to the dollar, Argentina’s inflation rate es-
sentially equaled that of the United States. By tying its currency to the dollar and giv-
ing up the freedom to set its monetary policy, Argentina attempted to commit itself
to avoiding the inflationary policies of the past, and instead placed itself under the
“umbrella” of the Federal Reserve. Unfortunately, early in 2002, investors’ fears that
Argentina would not be able to repay its international debts led to a speculative at-
tack on the Argentine peso. The fixed exchange rate collapsed, the peso depreciated,
and Argentina experienced an economic crisis from which it has not yet fully recov-
ered. The lesson is that a fixed exchange rate alone cannot stop inflation in a small
economy if other policies are not sound as well. Large fiscal deficits, which were fi-
nanced by foreign borrowing, ultimately pushed Argentina into crisis.

The second important issue is the effect of the exchange rate on trade and eco-
nomic integration. Proponents of fixed exchange rates argue that fixed rates promote
international trade and cross-border economic cooperation by reducing uncertainty
about future exchange rates. For example, a firm that is considering building up its
export business knows that its potential profits will depend on the future value of its
own country’s currency relative to the currencies of the countries to which it exports.
Under a flexible-exchange-rate regime, the value of the home currency fluctuates
with changes in supply and demand and is therefore difficult to predict far in ad-
vance. Such uncertainty may make the firm reluctant to expand its export business.
Supporters of fixed exchange rates argue that if the exchange rate is officially fixed,
uncertainty about the future exchange rate is reduced or eliminated.

One problem with this argument, which has been underscored by episodes like
the East Asian crisis and the Argentine crisis, is that fixed exchange rates are not
guaranteed to remain fixed forever. Although they do not fluctuate from day to day
as flexible rates do, a sustained overvaluation may lead suddenly and unpredictably
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■ A tight monetary policy, which increases the real interest rate, raises the
demand for the currency and hence its market equilibrium value. By rais-
ing a currency’s market equilibrium value to its official value, tight mon-
etary policies can eliminate the problem of overvaluation and stabilize the
exchange rate. However, if monetary policy is used to set the market equi-
librium value of the exchange rate, it is no longer available for stabilizing
the domestic economy.



to a large devaluation. Thus, a firm that is trying to forecast the exchange rate 10
years into the future may face as much uncertainty if the exchange rate is fixed as if
it is flexible.

The potential instability of fixed exchange rates has led some countries to try
a more radical solution to the problem of uncertainty about exchange rates: the
adoption of a common currency.

THE EURO: A COMMON CURRENCY FOR EUROPE

Since World War II, the nations of western Europe have worked to increase
economic cooperation and trade among themselves. European leaders recognized
that a unified and integrated European economy would be more productive and
perhaps more competitive with the U.S. economy than a fragmented one. As part of
this effort, these countries established fixed exchange rates in the 1970s under the
auspices of a system called the European Monetary System (EMS). Unfortunately,
the EMS did not prove stable. Numerous devaluations of the various currencies
occurred, and in 1992 severe problems maintaining their exchange rates forced
several nations, including Great Britain, to abandon the fixed-exchange-rate system.

In December 1991, in Maastricht in the Netherlands, the member countries of
the European Community (EC) agreed to a pact popularly known as the Maastricht
Treaty. One of the major provisions of the treaty, which took effect in November
1993, was the member countries would strive to adopt a common currency. Effec-
tive January 1, 1999, 11 western European nations, including France, Germany,
and Italy, adopted a common currency, called the euro. In several stages, the euro
replaced the French franc, the German mark, the Italian lira, and other national
currencies. The process was completed in early 2002, when the old currencies were
completely eliminated and replaced by euros.

The advent of the euro means that Europeans no longer have to change
currencies when trading with other European countries, much as Americans from
different states can trade with each other without worrying that a “New York
dollar” will change in value relative to a “California dollar.” The euro should help
to promote European trade and cooperation while eliminating the necessity of
individual countries maintaining fixed exchange rates.

Because western Europe now has a single currency, it also must have a common
monetary policy. The EC members agreed that European monetary policy would be
put under the control of a new European Central Bank (ECB), a multinational insti-
tution located in Frankfurt, Germany. The ECB, in effect, has become “Europe’s Fed.”

One potential problem with having a single monetary policy for many different
countries is that different countries may face different economic conditions, so a sin-
gle monetary policy cannot respond to all of them. For example, in recent years, some
countries in Europe (such as Germany) have grown slowly, suggesting the need for an
easier monetary policy, while other countries (such as Ireland) have seen increases in
inflation, which implies a need for adopting a tighter monetary policy. Because the
ECB can choose only a single monetary policy for all the countries using the euro, con-
flicts of interest may arise among the member nations of the European Union.

DETERMINATION OF THE EXCHANGE RATE IN

THE LONG RUN

In this section, we discuss how exchange rates are determined in the long run. In
our short-run analysis, we assumed that both the dollar price of U.S. goods and the
foreign currency price of foreign goods (for example, the price of Sony Playstations
in yen) did not change. In discussing the long run, we must relax this assumption.
The theory we shall use to discuss the long-run determination of the exchange rate
is called the theory of purchasing power parity. In order to explain this theory, we
must first introduce the real exchange rate.
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THE REAL EXCHANGE RATE

The nominal exchange rate tells us the price of the domestic currency in terms of a
foreign currency. As we will see in this section, the real exchange rate is the price of
the average domestic good or service in terms of the average foreign good or service.

To provide background for discussing the real exchange rate, imagine you are
in charge of purchasing for a U.S. corporation that is planning to acquire a large
number of new computers. The company’s computer specialist has identified two
models, one Japanese-made and one U.S.-made, that meet the necessary specifica-
tions. Since the two models are essentially equivalent, the company will buy the one
with the lower price. However, since the computers are priced in the currencies of
the countries of manufacture, the price comparison is not so straightforward. Your
mission—should you decide to accept it—is to determine which of the two models
is cheaper.

To complete your assignment, you will need two pieces of information: the
nominal exchange rate between the dollar and the yen and the prices of the two
models in terms of the currencies of their countries of manufacture.

Suppose that a U.S.-made computer costs $2,400, and a similar Japanese-made
computer costs 242,000 yen. If the nominal exchange rate is 110 yen per dollar,
which computer is the better buy? To make this price comparison, we must measure
the prices of both computers in terms of the same currency. To make the compari-
son in dollars, we first convert the Japanese computer’s price into dollars. The price
in terms of Japanese yen is ¥242,000 (the symbol ¥ means “yen”), and we are told
that ¥110 $1. As we did earlier, we find the dollar price of the Japanese computer
by observing that for any good or service,

Price in yen  Price in dollars Value of dollar in terms of yen.

Note that the value of a dollar in terms of yen is just the yen–dollar exchange rate.
Making this substitution and solving, we get

Price in dollars 

  $2,200.

Notice that the yen symbol appears in both the numerator and the denominator of
the ratio, so it cancels out. Our conclusion is that the Japanese computer is cheaper
than the U.S. computer at $2,200, or $200 less than the price of the U.S. computer,
$2,400. The Japanese computer is the better deal.

EXERCISE 27.5

Using the same information, compare the prices of the Japanese and

American computers by expressing both prices in terms of yen.

The fact that the Japanese computer was cheaper implied that your firm would
choose it over the U.S.-made computer. In general, a country’s ability to compete in
international markets depends in part on the prices of its goods and services relative
to the prices of foreign goods and services, when the prices are measured in a com-
mon currency. In the hypothetical example of the Japanese and U.S. computers, the
price of the domestic (U.S.) good relative to the price of the foreign (Japanese) good
is $2,400/$2,200, or 1.09. So the U.S. computer is 9 percent more expensive than
the Japanese computer, putting the U.S. product at a competitive disadvantage.

More generally, economists ask whether on average the goods and services pro-
duced by a particular country are expensive relative to the goods and services

¥242,000
  
¥110 $1

Price in yen
   
Yen dollar exchange rate
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produced by other countries. This question can be answered by the country’s real
exchange rate. Specifically, a country’s real exchange rate is the price of the average
domestic good or service relative to the price of the average foreign good or service,
when prices are expressed in terms of a common currency.

To obtain a formula for the real exchange rate, recall that e equals the nominal
exchange rate (the number of units of foreign currency per dollar) and that P equals
the domestic price level, as measured, for example, by the consumer price index. We
will use P as a measure of the price of the “average” domestic good or service. Sim-
ilarly, let Pf equal the foreign price level. We will use Pf as the measure of the price
of the “average” foreign good or service.

The real exchange rate equals the price of the average domestic good or
service relative to the price of the average foreign good or service. It would not be
correct, however, to define the real exchange rate as the ratio P/Pf because the
two price levels are expressed in different currencies. As we saw in our example
of U.S. versus Japanese computers, to convert foreign prices into dollars, we must
divide the foreign price by the exchange rate. By this rule, the price in dollars of
the average foreign good or service equals Pf/e. Now we can write the real
exchange rate as

Real exchange rate 

 

To simplify this expression, multiply the numerator and denominator by e to get

Real exchange rate (27.1)

which is the formula for the real exchange rate.
To check this formula, let’s apply it to the computer example. (For this exercise,

we imagine that computers are the only good produced by the United States and
Japan, so the real exchange rate becomes just the price of U.S. computers relative to
Japanese computers.) In that example, the nominal exchange rate e was ¥110/$1,
the domestic price P (of a computer) was $2,400, and the foreign price Pf was
¥242,000. Applying Equation 27.1, we get

Real exchange rate (for computers) 

 

 1.09,

which is the same answer we got earlier.
The real exchange rate, an overall measure of the cost of domestic goods rela-

tive to foreign goods, is an important economic variable. It incorporates both the
nominal exchange rate and the relative prices of goods and services across coun-
tries: when the real exchange rate is high, domestic goods are on average more ex-
pensive than foreign goods (when priced in the same currency). A high real
exchange rate implies that domestic producers will have difficulty exporting to
other countries (domestic goods will be “overpriced”), while foreign goods will sell
well in the home country (because imported goods are cheap relative to goods

¥264,000
  
¥242,000

(¥110 $1)  $2,400
   

¥242,000

eP
 
Pf

P
 
Pf
 e

Price of domestic good
    
Price of foreign good, in dollars
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produced at home). Since a high real exchange rate tends to reduce exports and
increase imports, we conclude that net exports will tend to be low when the real
exchange rate is high. Conversely, if the real exchange rate is low, then the home
country will find it easier to export (because its goods are priced below those of
foreign competitors), while domestic residents will buy fewer imports (because
imports are expensive relative to domestic goods). Thus, net exports will tend to be
high when the real exchange rate is low.

In our earlier analysis, we showed how an increase in the nominal exchange
rate e will reduce net exports by making exports more expensive to foreigners
and by making imports cheaper for Americans. Equation 27.1 shows that an in-
crease in e also will increase the real exchange rate, all other things equal, most
notably, the ratio P/Pf. And an increase in the real exchange rate will again reduce
net exports.

A SIMPLE THEORY OF EXCHANGE RATES: PURCHASING

POWER PARITY (PPP)

The most basic theory of how nominal exchange rates are determined in the long
run is called purchasing power parity, or PPP. To understand this theory, we
must first discuss a market equilibrium economic concept, called the law of one
price. The law of one price states that if transportation costs are relatively small,
the price of an internationally traded commodity must be the same in all loca-
tions. For example, if transportation costs are not too large, the price of a bushel
of wheat ought to be the same in Bombay, India, and Sydney, Australia. Note
that this condition implies that the real exchange rate must equal one in the long
run. Suppose that were not the case—that the price of wheat in Sydney were only
half the price in Bombay. In that case, grain merchants would have a strong
incentive to buy wheat in Sydney and ship it to Bombay, where it could be sold
at double the price of purchase. As wheat left Sydney, reducing the local supply,
the price of wheat in Sydney would rise, while the inflow of wheat into Bombay
would reduce the price in Bombay. According to the Equilibrium Principle
(Chapter 3), the international market for wheat would return to equilibrium only
when unexploited opportunities to profit had been eliminated—specifically, only
when the prices of wheat in Sydney and in Bombay became equal or nearly equal
(with the difference being less than the cost of transporting wheat from Australia
to India).

Let’s look at a specific example. Suppose that a bushel of grain costs 5 Aus-
tralian dollars in Sydney and 150 rupees in Bombay. If the law of one price holds
for grain, what is the nominal exchange rate between Australia and India? Because
the market value of a bushel of grain must be the same in both locations, we know
that the Australian price of wheat must equal the Indian price of wheat, so that

5 Australian dollars 150 rupees.

Dividing by 5, we get

1 Australian dollars  30 Indian rupees.

Thus, the nominal exchange rate between Australia and India should be 30 rupees
per Australian dollar.

Alternatively, if we use Equation 27.1 and the PPP assumption that the real ex-
change rate will equal one,

1  
eP
 

Pf
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Equilibrium



and

e  Pf
 P  150 Indian rupees 5 Australian dollars

 30 Indian rupees per 1 Australian dollar.

EXERCISE 27.6

The price of gold is $300 per ounce in New York and 2,500 kronor per

ounce in Stockholm, Sweden. If the law of one price holds for gold, what

is the nominal exchange rate between the U.S. dollar and the Swedish

krona?

These examples illustrate the application of the purchasing power parity theory.
According to the purchasing power parity (PPP) theory, nominal exchange rates are
determined as necessary for the law of one price to hold.

A particularly useful prediction of the PPP theory is that in the long run, the
currencies of countries that experience significant inflation will tend to depreci-
ate. To see why, we will extend our analysis of the price of grain in India and
Australia.

Suppose India experiences significant inflation so that the price of a bushel of
grain in Bombay rises from 150 to 300 rupees. Australia has no inflation, so the
price of grain in Sydney remains unchanged at 5 Australian dollars. If the law of
one price holds for grain, what will happen to the nominal exchange rate between
Australia and India?

We know that the market value of a bushel of grain must be the same in both
locations. Therefore,

5 Australian dollars  300 rupees.

Equivalently,

1 Australian dollar  60 rupees.

The nominal exchange rate is now 60 rupees per Australian dollar. Before In-
dia’s inflation, the nominal exchange rate was 30 rupees per Australian dollar. So,
in this example, inflation has caused the rupee to depreciate against the Australian
dollar. Conversely, Australia, with no inflation, has seen its currency appreciate
against the rupee.

This link between inflation and depreciation makes economic sense. Inflation
implies that a nation’s currency is losing purchasing power in the domestic market.
Analogously, exchange rate depreciation implies that the nation’s currency is losing
purchasing power in international markets.

Figure 27.7 shows annual rates of inflation and nominal exchange rate depre-
ciation for the 10 largest South American countries from 1995 to 2004.7 Inflation
is measured as the annual rate of change in the country’s consumer price index; de-
preciation is measured relative to the U.S. dollar. As you can see, inflation varied
greatly among South American countries during the period. For example, Chile’s in-
flation rate was within two percentage points of the inflation rate of the United
States, while Venezuela’s inflation was 33 percent per year.

Figure 27.7 shows that, as the PPP theory implies, countries with higher infla-
tion during the 1995–2004 period tended to experience the most rapid depreciation
of their currencies.
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7Since Ecuador, the 10th country, adopted the U.S. dollar as its currency in 2000, the data for Ecuador
refer to the period 1995–2000.



SHORTCOMINGS OF THE PPP THEORY

Empirical studies have found that the PPP theory is useful for predicting changes in
nominal exchange rates over the relatively long run. In particular, this theory helps
to explain the tendency of countries with high inflation to experience depreciation
of their exchange rates, as shown in Figure 27.7. However, the theory is less suc-
cessful in predicting short-run movements in exchange rates.

A particularly dramatic failure of the PPP theory occurred in the United
States in the early 1980s. As Figure 27.1 indicates, between 1980 and 1985, the
value of the U.S. dollar rose nearly 50 percent relative to the currencies of U.S.
trading partners. This strong appreciation was followed by an even more rapid
depreciation during 1986 and 1987. PPP theory could explain this roller-coaster
behavior only if inflation were far lower in the United States than in U.S. trad-
ing partners from 1980 to 1985, and far higher from 1986 to 1987. In fact,
inflation was similar in the United States and its trading partners throughout
both periods.

Why does the PPP theory work less well in the short run than the long run? Re-
call that this theory relies on the law of one price, which says that the price of an in-
ternationally traded commodity must be the same in all locations. The law of one
price works well for goods such as grain or gold, which are standardized com-
modities that are traded widely. However, not all goods and services are traded in-
ternationally, and not all goods are standardized commodities.

Many goods and services are not traded internationally because the assump-
tion underlying the law of one price—that transportation costs are relatively
small—does not hold. For example, for Indians to export haircuts to Australia,
they would need to transport an Indian barber to Australia every time a Sydney
resident desired a trim. Because transportation costs prevent haircuts from being
traded internationally, the law of one price does not apply to them. Thus, even if
the price of haircuts in Australia were double the price of haircuts in India, mar-
ket forces would not necessarily force prices toward equality in the short run.
(Over the long run, some Indian barbers might emigrate to Australia.) Other
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FIGURE 27.7
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examples of nontraded goods and services are agricultural land, buildings, heavy
construction materials (whose value is low relative to their transportation costs),
and highly perishable foods. In addition, some products use nontraded goods and
services as inputs: A McDonald’s hamburger served in Moscow has both a trad-
able component (frozen hamburger patties) and a nontradable component (the la-
bor of counter workers). In general, the greater the share of nontraded goods and
services in a nation’s output, the less precisely the PPP theory will apply to the
country’s exchange rate.8

The second reason the law of one price and the PPP theory sometimes fail to
apply is that not all internationally traded goods and services are perfectly stan-
dardized commodities, like grain or gold. For example, U.S.-made automobiles and
Japanese-made automobiles are not identical; they differ in styling, horsepower, re-
liability, and other features. As a result, some people strongly prefer one nation’s
cars to the other’s. Thus, if Japanese cars cost 10 percent more than American cars,
U.S. automobile exports will not necessarily flood the Japanese market since many
Japanese will still prefer Japanese-made cars even at a 10 percent premium. Of
course, there are limits to how far prices can diverge before people will switch to the
cheaper product. But the law of one price, and hence the PPP theory, will not apply
exactly to nonstandardized goods.
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8Trade barriers, such as tariffs and quotas, also increase the costs associated with shipping goods from
one country to another. Thus, trade barriers reduce the applicability of the law of one price in much the
same way that physical transportation costs do.

RECAP DETERMINATION OF THE EXCHANGE 

RATE IN THE LONG RUN

■ The real exchange rate is the price of the average domestic good or service
relative to the price of the average foreign good or service, when prices
are expressed in terms of a common currency. A useful formula for the
real exchange rate is eP/Pf, where e is the nominal exchange rate, P is the
domestic price level, and Pf is the foreign price level.

■ An increase in the real exchange rate implies that domestic goods are be-
coming more expensive relative to foreign goods, which tends to reduce
exports and stimulate imports. Conversely, a decline in the real exchange
rate tends to increase net exports.

■ The most basic theory of nominal exchange rate determination in the
long run, purchasing power parity (PPP), is based on the law of one price.
The law of one price states that if transportation costs are relatively small,
the price of an internationally traded commodity must be the same in all
locations. According to the PPP theory, the nominal exchange rate be-
tween two currencies can be found by setting the price of a traded com-
modity in one currency equal to the price of the same commodity
expressed in the second currency.

■ A useful prediction of the PPP theory is that the currencies of countries
that experience significant inflation will tend to depreciate over the long
run. However, the PPP theory does not work well in the short run. The
fact that many goods and services are nontraded, and that not all traded
goods are standardized, reduces the applicability of the law of one price,
and hence of the PPP theory.
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• The nominal exchange rate between two currencies is
the rate at which the currencies can be traded for each
other. A rise in the value of a currency relative to
other currencies is called an appreciation; a decline in
the value of a currency is called a depreciation. LO1

• Supply and demand analysis is a useful tool for
studying the determination of exchange rates in the
short run. The equilibrium exchange rate, also called
the market equilibrium value of the exchange rate,
equates the quantities of the currency supplied and
demanded in the foreign exchange market. A cur-
rency is supplied by domestic residents who wish to
acquire foreign currencies to purchase foreign goods,
services, and assets. An increased preference for for-
eign goods, an increase in the domestic GDP, an in-
crease in the real interest rate on foreign assets, or a
decrease in the real interest rate on domestic assets all
will increase the supply of a currency on the foreign
exchange market and thus lower its value. A currency
is demanded by foreigners who wish to purchase do-
mestic goods, services, and assets. An increased pref-
erence for domestic goods by foreigners, an increase
in real GDP abroad, an increase in the domestic real
interest rate, or a decrease in the foreign real interest
rate all will increase the demand for the currency on
the foreign exchange market and thus increase its
value. LO2

• If the exchange rate is flexible, a tight monetary pol-
icy increases the demand for the currency, reduces the
supply of currency, and causes it to appreciate. The
stronger currency reinforces the effects of the tight
monetary policy on aggregate demand by reducing
net exports. Conversely, easy monetary policy lowers
the real interest rate and weakens the currency, which
in turn stimulates net exports. LO3

• The value of a fixed exchange rate is officially estab-
lished by the government. A fixed exchange rate
whose official value exceeds its market equilibrium
value in the foreign exchange market is said to be
overvalued. An exchange rate whose official value is
below its market equilibrium value is undervalued. A
reduction in the official value of a fixed exchange rate
is called a devaluation; an increase in its official value
is called a revaluation. LO3

• For an overvalued exchange rate, the quantity of the
currency supplied at the official exchange rate exceeds

the quantity demanded. To maintain the official rate,
the country’s central bank must use its international
reserves (foreign currency assets) to purchase the ex-
cess supply of its currency in the foreign exchange
market. Because a country’s international reserves are
limited, it cannot maintain an overvalued exchange
rate indefinitely. LO3

• A tight monetary policy, by raising the market equi-
librium value of the exchange rate, can eliminate the
problem of overvaluation. However, if monetary pol-
icy is used to set the market equilibrium value of the
exchange rate equal to the official value, it is no
longer available for stabilizing the domestic economy.
Thus, under fixed exchange rates, monetary policy
has little or no power to affect domestic output and
employment. LO3

• The real exchange rate is the price of the average do-
mestic good or service relative to the price of the av-
erage foreign good or service, when prices are
expressed in terms of a common currency. The real
exchange rate incorporates both the nominal ex-
change rate and the relative levels of prices among
countries. An increase in the real exchange rate im-
plies that domestic goods and services are becoming
more expensive relative to foreign goods and services,
which tends to reduce exports and increase imports.
Conversely, a decline in the real exchange rate tends
to increase net exports. LO4

• A basic theory of nominal exchange rate determina-
tion in the long run, the purchasing power parity
(PPP) theory, is based on the law of one price. The
law of one price states that if transportation costs
are relatively small, the price of an internationally
traded commodity must be the same in all locations.
According to the PPP theory, we can find the nomi-
nal exchange rate between two currencies by setting
the price of a commodity in one of the currencies
equal to the price of the commodity in the second
currency. The PPP theory correctly predicts that the
currencies of countries that experience significant
inflation will tend to depreciate in the long run.
However, the fact that many goods and services are
not traded internationally, and that not all traded
goods are standardized, makes the PPP theory less
useful for explaining short-run changes in exchange
rates. LO5
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■ K E Y  T E R M S ■

appreciation (778)
balance-of-payments deficit (789)
balance-of-payments surplus (789)
depreciation (779)
devaluation (787)
fixed exchange rate (779)
flexible exchange rate (779)

foreign exchange market (779)
international reserves (789)
law of one price (799)
market equilibrium value of the

exchange rate (782)
nominal exchange rate (777)
overvalued exchange rate (788)

purchasing power parity 
(PPP) (800)

real exchange rate (798)
revaluation (787)
undervalued exchange rate (788)

■ R E V I E W  Q U E S T I O N S ■

1. Japanese yen trade at 110 yen per dollar and Mex-
ican pesos trade at 10 pesos per dollar. What is the
nominal exchange rate between the yen and the
peso? Express in two ways. LO1

2. Why do U.S. households and firms supply dollars to
the foreign exchange market? Why do foreigners de-
mand dollars in the foreign exchange market? LO2

3. Under a flexible exchange rate, how does an easing
of monetary policy (a lower real interest rate) affect
the value of the exchange rate? Does this change in
the exchange rate tend to weaken or strengthen the
effect of the monetary ease on output and employ-
ment? Explain. LO3

4. Define overvalued exchange rate. Discuss four ways
in which government policymakers can respond to

an overvaluation. What are the drawbacks of each
approach? LO3

5. Contrast fixed and flexible exchange rates in terms
of how they affect (a) the ability of monetary policy
to stabilize domestic output and (b) the predictabil-
ity of future exchange rates. LO3

6. Define nominal exchange rate and real exchange rate.
How are the two concepts related? LO1, LO4

7. Would you expect the law of one price to apply to
crude oil? To fresh milk? To taxi rides? To compact
discs produced in different countries by local
recording artists? Explain your answer in each case.
LO5

■ P R O B L E M S ■

1. Using the data in Table 27.1, find the nominal exchange rate between the Mex-
ican peso and the Japanese yen. Express in two ways. How do your answers
change if the peso appreciates by 10 percent against the dollar while the value
of the yen against the dollar remains unchanged? LO1

2. Suppose a French bottle of champagne costs 20 euros. LO1, LO2

a. If the euro–dollar exchange rate is 0.8 euro per dollar, so that a dollar can
buy 0.8 euro, how much will the champagne cost in the United States?

b. If the euro–dollar exchange rate rises to 1 euro per dollar, how much will the
champagne cost in the United States?

c. If an increase in the euro–dollar exchange rate leads to an increase in Amer-
icans’ dollar expenditures on French champagne, what will happen to the
amount of dollars supplied to the foreign exchange market as the euro–dollar
exchange rate rises?

3. Consider an Apple iPod that costs $240. LO1, LO2

a. If the euro–dollar exchange rate is 1 euro per dollar, so that it costs a European
1 euro to buy a dollar, how much will the iPod cost in France?

b. If the euro–dollar exchange rate falls to 0.8 euro per dollar, how much will
the iPod cost in France?

c. Consequently, what will happen to French purchases of iPods and the
amount of dollars demanded in the foreign exchange market as the
euro–dollar exchange rate falls?
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4. How would each of the following be likely to affect the value of the dollar, all
else being equal? Explain. LO2

a. U.S. stocks are perceived as having become much riskier financial investments.
b. European computer firms switch from U.S.-produced software to software

produced in India, Israel, and other nations.
c. As East Asian economies grow, international financial investors become

aware of many new, high-return investment opportunities in the region.
d. The U.S. government imposes a large tariff on imported automobiles.
e. The Federal Reserve reports that it is less concerned about inflation and

more concerned about an impending recession in the United States.
f. The European Central Bank becomes less concerned about European infla-

tion and more concerned about an impending recession in Europe.

5. The demand for and supply of shekels in the foreign exchange market are

Demand 30,000 8,000e,

Supply  25,000 12,000e,

where the nominal exchange rate is expressed as U.S. dollars per shekel. LO2,

LO3

a. What is the market equilibrium value of the shekel?
b. The shekel is fixed at 0.30 U.S. dollar. Is the shekel overvalued, undervalued,

or neither? Find the balance-of-payments deficit or surplus in both
shekels and dollars. What happens to the country’s international reserves
over time?

c. Repeat part b for the case in which the shekel is fixed at 0.20 U.S. dollar.

6. The annual demand for and supply of shekels in the foreign exchange market
is as given in problem 5. The shekel is fixed at 0.30 dollar per shekel. The coun-
try’s international reserves are $600. Foreign financial investors hold checking
accounts in the country in the amount of 5,000 shekels. LO2, LO3

a. Suppose that foreign financial investors do not fear a devaluation of the shekel,
and thus do not convert their shekel checking accounts into dollars. Can the
shekel be maintained at its fixed value of 0.30 U.S. dollar for the next year?

b. Now suppose that foreign financial investors come to expect a possible devalu-
ation of the shekel to 0.25 U.S. dollar. Why should this possibility worry them?

c. In response to their concern about devaluation, foreign financial investors
withdraw all funds from their checking accounts and attempt to convert
those shekels into dollars. What happens?

d. Discuss why the foreign investors’ forecast of devaluation can be considered
a “self-fulfilling prophecy.”

7. Eastland’s currency is called the eastmark and Westland’s currency is called the
westmark. In the market in which eastmarks and westmarks are traded for each
other, the supply of and demand for eastmarks are given by

Demand 25,000 5,000e 50,000(r
E
 r

W
),

Supply  18,500 8,000e 50,000(r
E
 r

W
).

The nominal exchange rate e is measured as westmarks per eastmark, and r
E

and r
W

are the real interest rates prevailing in Eastland and Westland, respec-
tively. LO2, LO3

a. Explain why it makes economic sense for the two real interest rates to ap-
pear in the demand and supply equations in the way they do.

b. Initially, r
E
 r

W
 0.10, or 10 percent. Find the market equilibrium value of

the eastmark.
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c. The Westlandian central bank grows concerned about inflation and raises
Westland’s real interest rate to 12 percent. What happens to the market equi-
librium value of the eastmark?

d. Assume that the exchange rate is flexible and that Eastland does not change
its real interest rate following the increase in Westland’s real interest rate. Is
the action of the Westlandian central bank likely to increase or reduce ag-
gregate demand in Eastland? Discuss.

e. Now suppose that the exchange rate is fixed at the value you found in part
b. After the action by the Westlandian central bank, what will the East-
landian central bank have to do to keep its exchange rate from being over-
valued? What effect will this action have on the Eastlandian economy?

f. In the context of this example, discuss the effect of fixed exchange rates on
the ability of a country to run an independent monetary policy.

8. A British-made automobile is priced at £20,000 (20,000 British pounds). A
comparable U.S.-made car costs $26,000. One pound trades for $1.50 in the
foreign exchange market. Find the real exchange rate from the perspective of
the United States and from the perspective of Great Britain. Which country’s
cars are more competitively priced? LO4

9. Between last year and this year, the CPI in Blueland rose from 100 to 110 and
the CPI in Redland rose from 100 to 105. Blueland’s currency unit, the blue,
was worth $1 (U.S.) last year and is worth 90 cents (U.S.) this year. Redland’s
currency unit, the red, was worth 50 cents (U.S.) last year and is worth 45 cents
(U.S.) this year.
Find the percentage change from last year to this year in Blueland’s nominal ex-
change rate with Redland and in Blueland’s real exchange rate with Redland.
(Treat Blueland as the home country.) Relative to Redland, do you expect Blue-
land’s exports to be helped or hurt by these changes in exchange rates? LO1,

LO4

10. Answer each of the following questions. LO5

a. Gold is $350 per ounce in the United States and 2,800 pesos per ounce in
Mexico. What nominal exchange rate between U.S. dollars and Mexican
pesos is implied by the PPP theory?

b. Mexico experiences inflation so that the price of gold rises to 4,200 pesos
per ounce. Gold remains $350 per ounce in the United States. According to
the PPP theory, what happens to the exchange rate? What general principle
does this example illustrate?

c. Gold is $350 per ounce in the United States and 4,200 pesos per ounce in
Mexico. Crude oil (excluding taxes and transportation costs) is $30 per bar-
rel in the United States. According to the PPP theory, what should a barrel of
crude oil cost in Mexico?

d. Gold is $350 per ounce in the United States. The exchange rate between the
United States and Canada is 0.70 U.S. dollar per Canadian dollar. How
much does an ounce of gold cost in Canada?

■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

27.1 Answers will vary, depending on when the data are obtained. LO1

27.2 A decline in U.S. GDP reduces consumer incomes and hence imports. As
Americans are purchasing fewer imports, they supply fewer dollars to the for-
eign exchange market, so the supply curve for dollars shifts to the left. Re-
duced supply raises the market equilibrium value of the dollar. LO2

27.3 At a fixed value for the peso of 0.15 dollar, the demand for the peso
equals 25,000  50,0000.15  17,500. The supply of the peso equals
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17,600  24,000(0.15)  21,200. The quantity supplied at the official rate
exceeds the quantity demanded by 3,700. Latinia will have to purchase 3,700
pesos each period, so its balance-of-payments deficit will equal 3,700 pesos,
or 3,700  0.15  555 dollars. This balance-of-payments deficit is larger
than we found when the exchange rate was 0.125. We conclude that
the greater the degree of overvaluation, the larger the country’s balance-of-
payments deficit is likely to be. LO2, LO3

27.4 The figure shows a situation in which the official value of the currency is below
the market equilibrium value, as determined by the supply of and demand for
the currency in the foreign exchange market, so the currency is undervalued. At
the official value of the exchange rate, the quantity demanded of the domestic
currency (point B) exceeds the quantity supplied (point A). To maintain the of-
ficial value, the central bank must supply domestic currency to the foreign ex-
change market each period in the amount AB. In contrast to the case of an
overvalued exchange rate, here the central bank is providing its own currency
to the foreign exchange market and receiving foreign currencies in return.

The central bank can print as much of its own currency as it likes, and so with
an undervalued currency, there is no danger of running out of international re-
serves. Indeed, the central bank’s stock of international reserves increases in
the amount AB each period, as it receives foreign currencies in exchange for
the domestic currency it supplies. LO2, LO3

27.5 The dollar price of the U.S. computer is $2,400, and each dollar is equal to
110 yen. Therefore, the yen price of the U.S. computer is (110 yen dollar)  

($2,400), or 264,000 yen. The price of the Japanese computer is 242,000 yen.
Thus, the conclusion that the Japanese model is cheaper does not depend on
the currency in which the comparison is made. LO4

27.6 Since the law of one price holds for gold, its price per ounce must be the same
in New York and Stockholm:

$300  2,500 kronor.

Dividing both sides by 300, we get

$1  8.33 kronor.

So the exchange rate is 8.33 kronor per dollar. LO5

Quantity of pesos traded

Demand
for pesos

Supply of pesos

Official value

Market equilibrium
value

D
o

ll
a
r/

p
e
so

 e
x
c
h

a
n

g
e
 r

a
te

A B

0





C H A P T E R

28
I n t e r n a t i o n a l  Tr a d e  and

Cap i t a l  F l ow s
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

1. Understand how trade balances and net capital inflows are related.

2. Show how international trade affects a country’s consumption possibilities.

3. Discuss how some groups win and others lose from free trade.

4. Describe the effects of tariffs and quotas on domestic prices, domestic

production, and domestic consumption.

5. Analyze the factors that determine international capital flows and how

these flows affect capital formation and the domestic real interest rate.

6. Use the relationship between domestic saving and the trade balance to

understand how domestic saving, the trade balance, and net capital in-

flows are related.

ational economies do not exist in isolation but are increasingly interde-
pendent. The United States, because of its size and the wide variety
of goods and services it produces, is one of the most self-sufficient

economies on the planet. Even so, in 2007, the United States exported about
12 percent of all the goods and services it produced and imported from abroad
almost 17 percent of the goods and services that Americans used. Sometimes
international flows of goods and services become a matter of political and eco-
nomic concern. For example, congressional representatives of states producing
steel or textiles repeatedly complain that low-priced imports of these goods
threaten the jobs of their constituents. Ross Perot, the Texas businessman and
1992 presidential candidate, predicted such problems when he opposed the
adoption of the North American Free Trade Agreement (NAFTA) and similar
agreements designed to promote international trade in goods and services. (Perot
made famous the phrase “giant sucking sound” to describe what he thought free
trade would do to American jobs.)

N



Saving, like goods and services, also flows across national boundaries as savers
purchase financial assets in countries other than their own and borrowers look
abroad for sources of financing. Flows of funds between lenders and borrowers lo-
cated in different countries are referred to as international capital flows. Like trade
in goods and services, international capital flows also become matters of political
and economic concern. For example, in early 2006 Dubai Ports World announced
a $6.85 billion purchase of the Peninsular & Oriental Steam Navigation Company
of Britain. The purchase meant that Dubai Ports World would control terminal op-
erations spanning 30 terminals in 18 countries, including six terminals in the United
States. Members of Congress immediately objected to the sale, arguing that Dubai
Ports World was directly controlled by the government of Dubai and that a foreign
government should not have control over important U.S. ports such as New York,
Philadelphia, and Baltimore. By the end of 2006, Dubai Ports World decided to end
the controversy and sold its U.S. assets to a U.S. company.1

This chapter addresses international trade and international capital flows and
their effects on the broader economy. We first examine data on U.S. international
trade in goods and services, and then analyze how trade in goods and services is
directly connected with international capital flows. We next focus on international
trade in goods and services. Specifically, we review the idea of comparative ad-
vantage and show how a nation can consume more goods and services when it
specializes in those products in which it has a comparative advantage and then
trade freely among themselves. We then discuss reasons why there is often oppo-
sition to trade. The benefits of opening the economy to trade definitely exceed the
costs, but in real-world situations the benefits are often spread among many peo-
ple while the costs are borne by a smaller group. The fact that open trade may
hurt some groups creates political pressure to enact measures restricting trade, and
we analyze the costs and benefits of these measures. Finally, we discuss interna-
tional capital flows. As we will see, for many countries, including the United
States, foreign saving provides an important supplement to domestic saving as a
means of financing capital formation.

THE TRADE BALANCE AND NET 

CAPITAL INFLOWS

In Chapter 16, we introduced the term net exports (NX), the value of a country’s
exports less the value of its imports. An equivalent term for the value of a country’s
exports less the value of its imports is the trade balance. Because exports need not
equal imports in each quarter or year, the trade balance (or net exports) need not al-
ways equal zero. If the trade balance is positive in a particular period so that the
value of exports exceeds the value of imports, a country is said to have a trade
surplus for that period equal to the value of its exports minus the value of its
imports. If the trade balance is negative, with imports greater than exports, the
country is said to have a trade deficit equal to the value of its imports minus the
value of its exports.

Figure 28.1 shows the components of the U.S. trade balance since 1960. The
blue line represents U.S. exports as a percentage of GDP; the red line, U.S. imports
as a percentage of GDP. When exports exceed imports, the vertical distance between
the two lines gives the U.S. trade surplus as a percentage of GDP. When imports
exceed exports, the vertical distance between the two lines represents the U.S. trade
deficit. Figure 28.1 shows first that international trade has become an increasingly
important part of the U.S. economy in the past several decades. In 1960, only 5 per-
cent of U.S. GDP was exported, and the value of imports equaled 4.3 percent of
U.S. GDP. In 2007, by comparison, 12 percent of U.S. production was sold abroad
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and imports amounted to almost 17 percent of U.S. GDP. Second, the figure shows
that since the late 1970s, the United States has consistently run trade deficits,
frequently equal to 2 percent or more of GDP.

Purchases or sales of real and financial assets across international borders
(which are economically equivalent to lending and borrowing across interna-
tional borders) are known as international capital flows. From the perspective of
a particular country, say the United States, purchases of domestic (U.S.) assets by
foreigners are called capital inflows; purchases of foreign assets by domestic
(U.S.) households and firms are called capital outflows. To remember these terms,
it may help to keep in mind that capital inflows represent funds “flowing in” to
the country (foreign savers buying domestic assets), while capital outflows are
funds “flowing out” of the country (domestic savers buying foreign assets). The
difference between the two flows is expressed as net capital inflows—capital in-
flows minus capital outflows—or net capital outflows—capital outflows minus
capital inflows.

One can look at net capital flows in either direction; what matters is to choose
a perspective and stick with it consistently. Throughout this chapter, we will focus
on net capital inflows, which, once again, are equal to foreign purchases of domes-
tic assets (which bring funds into the country) minus domestic purchases of foreign
assets (which send funds out of the country). Note that capital inflows and outflows
are not counted as exports or imports because they refer to the purchase of existing
real and financial assets rather than currently produced goods and services.

The trade balance represents the difference between the value of goods and ser-
vices exported by a country and the value of goods and services imported by the
country. Net capital inflows represent the difference between purchases of domestic
assets by foreigners and purchases of foreign assets by domestic residents. There is
a precise and very important link between these two imbalances: in any given pe-
riod, the trade balance and net capital inflows sum to zero. It’s convenient to write
this relationship as an equation:

NX  KI  0, (28.1)

where NX is the trade balance (i.e., net exports) and KI stands for net capital in-
flows. The relationship given by Equation 28.1 is an identity, meaning that it is true
by definition.

To see why Equation 28.1 holds, let’s think about a specific example. Suppose
that a U.S. resident purchases an imported good, say, a Japanese automobile priced
at $20,000. The U.S. buyer pays by check so that the Japanese car manufacturer
now holds $20,000 in an account in a U.S. bank.
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FIGURE 28.1

The U.S. Trade Balance,

1960–2007.

This figure shows U.S.

exports and imports as a

percentage of GDP. Since the

late 1970s, the United States

has run a trade deficit, with

imports exceeding exports.

Source: Bureau of Economic Analysis (http://www.bea.gov).
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What will the Japanese manufacturer do with this $20,000? Basically, there are
two possibilities. First, the Japanese company may use the $20,000 to buy U.S.-
produced goods and services, such as U.S.-manufactured car parts or Hawaiian va-
cations for its executives. In this case, the United States has $20,000 in exports to
balance the $20,000 automobile import. Because exports equal imports, the U.S.
trade balance is unaffected by these transactions (for these transactions, NX 0).
Because no assets are bought or sold, there are no capital inflows or outflows ( that
is, KI 0). So under this scenario, the condition that the trade balance plus net cap-
ital inflows equals zero, as stated in Equation 28.1, is satisfied.

Alternatively, the Japanese car producer might use the $20,000 to acquire U.S.
assets such as a U.S. Treasury bond or some land adjacent to a manufacturing plant
it owns in the United States. In this case, the United States compiles a trade deficit
of $20,000 because the $20,000 car import is not offset by an export (that is,
NX  $20,000). And there is a corresponding capital inflow of $20,000, reflect-
ing the purchase of a U.S. asset by the Japanese company (that is, KI $20,000).
Once again, the trade balance and net capital inflows sum to zero and Equa-
tion 28.1 is satisfied.

In fact, there is a third possibility, which is that the Japanese car company
might swap its dollars to some other party outside the United States. For example,
the company might trade its dollars to another Japanese firm or individual in ex-
change for Japanese yen. However, the acquirer of the dollars would then have the
same two options as the car company—to buy U.S. goods and services or acquire
U.S. assets—so that the equality of net capital inflows and the trade deficit would
continue to hold.

This relationship between the trade balance and net capital inflows makes an
important point that policymakers ignore at their peril: A country with a trade
deficit also must be receiving capital inflows. That is, Equation 28.1 tells us that if
a trade deficit exists (that is, NX 0), then it must be true that net capital inflows
are positive (i.e., KI 0). Thus, policies that aim to restrict trade in goods and ser-
vice, and thus reduce the trade deficit, have a clear cost since they will reduce the
flow of international capital.

We will return to this issue later in the chapter. For now, we turn to the ques-
tion of why nations trade in the first place.

COMPARATIVE ADVANTAGE AS 

A BASIS FOR TRADE

Chapter 2 began with the story of the Nepalese cook Birkhaman, a remarkable
jack-of-all-trades who could do everything, from butchering a goat to fixing an
alarm clock. Yet despite his range of skills, Birkhaman, like most Nepalese, was
quite poor. The reason for Birkhaman’s poverty, as we saw in Chapter 2, was pre-
cisely his versatility. Because he did so many different things, he could not hope to
become as productive in each separate activity as someone who specialized entirely
in that activity.

The alternative to a nation of Birkhamans is a country in which each person
specializes in the activity at which he is relatively best, or has a comparative advan-
tage. This specialization, combined with trade between producers of different goods
and services, allows a society to achieve a higher level of productivity and standard
of living than one in which each person is essentially self-sufficient.

This insight, that specialization and trade among individuals can yield impres-
sive gains in productivity, applies equally well to nations. Factors such as climate,
natural resources, technology, workers’ skills and education, and culture provide
countries with comparative advantages in the production of different goods and
services. For example, as we saw in Chapter 2, the large number of leading research
universities in the United States gives that nation a comparative advantage in the
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design of technologically sophisticated computer hardware and software. Likewise,
the wide international use of the English language endows the United States with a
comparative advantage in producing popular films and TV shows. Similarly,
France’s climate and topography, together with the accumulated knowledge of gen-
erations of vintners, provide that country a comparative advantage in producing
fine wines, while Australia’s huge expanses of arable land give that country a com-
parative advantage in producing grain.

The Principle of Comparative Advantage tells us that we can all enjoy more
goods and services when each country produces according to its comparative ad-
vantage, and then trades with other countries. In the next section, we explore this
fundamental idea in greater detail.

PRODUCTION AND CONSUMPTION POSSIBILITIES AND

THE BENEFITS OF TRADE

In this section, we will consider how international trade benefits an individual
country. To do so, we will contrast the production and consumption opportunities
in a closed economy—one that does not trade with the rest of the world—with the
opportunities in an open economy—one that does trade with other economies.

Recall from Chapter 2 that the production possibilities curve (PPC) for a two-
good economy is a graph that shows the maximum amount of one good that can be
produced for every possible level of production of the other good. For purposes of
illustration, we consider an economy that produces only two goods, coffee and
computers. In such an economy, the point C on the PPC shown in Figure 28.2 tells
us that the maximum production of coffee is 100,000 pounds per year when the
economy is producing 1,000 computers per year.
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Production Possibilities Curve for a Many-Worker Economy.
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Recall also from Chapter 2 that the smoothly bowed shape of the PPC in Fig-
ure 28.2 is typical for an economy that employs a large number of workers and
is the result of the Principle of Increasing Opportunity Cost. The slope of the PPC
at each point reflects the opportunity cost of producing an additional computer.
For instance, the opportunity cost, in terms of coffee, of producing an extra com-
puter at point C is given by the slope of the line tangent to the PPC at that point.
Computers will be produced first by workers with the greatest comparative ad-
vantage (the lowest opportunity cost); the slope of the PPC therefore becomes
more and more sharply negative as we move from left to right along the curve.
Thus, at Point D, where the economy is producing 50,000 pounds per year of
coffee and 2,000 computers per year, the slope of the PPC is steeper than at C.
This means that the opportunity cost of an additional computer (the number of
pounds of coffee that must be forgone to produce an additional computer) is
greater at D than at C.

CONSUMPTION POSSIBILITIES WITH AND WITHOUT

INTERNATIONAL TRADE

A country’s production possibilities curve shows the quantities of different goods
that its economy can produce. However, economic welfare depends most directly
not on what a country can produce, but on what its citizens can consume. The com-
binations of goods and services that a country’s citizens might feasibly consume are
called the country’s consumption possibilities.

The relationship between a country’s consumption possibilities and its produc-
tion possibilities depends on whether or not the country is open to international
trade. In a closed economy with no trade, people can consume only the goods and
services produced within their own country. In a closed economy, then, society’s
consumption possibilities are identical to its production possibilities. A situation in
which a country does not trade with other nations, producing everything its citizens
consume, is called autarky.

The case of an open economy, which trades with the rest of the world, is quite
different. In an open economy people are not restricted to consuming what is pro-
duced in their own country because part of what they produce can be sent abroad
in exchange for other goods and services. Indeed, we will see in this section that
opening an economy up to trade may allow citizens to consume more of everything.
Thus, in an open economy, a society’s consumption possibilities are typically greater
than (and will never be less than) its production possibilities.

In the examples that follow, our focus will be on Costa Rica, which for sim-
plicity is assumed to produce and consume only two goods, coffee and computers.
Consider the PPC shown as curve ACDB in Figure 28.3. Point A, where the PPC in-
tercepts the vertical axis, indicates the maximum amount of coffee that Costa Rica
can produce, and point B, the horizontal intercept of the PPC, shows the maximum
number of computers it can produce. As before, the intermediate points on the PPC
represent alternative combinations of coffee and computers that can be produced.

Let’s begin by supposing that the Costa Rican economy is operating as a
closed economy at point D. (We do not need to ask why it starts there; just
assume that it does.) At point D Costa Rica produced and consumed 2,000 com-
puters per year and 50,000 pounds per year of coffee. Now, suppose that Costa
Rica gains the opportunity to buy or sell either good in the world market at prices
of $10 per pound for coffee and $500 per computer. Without changing its pro-
duction at all, we see that it immediately enjoys a new range of consumption
possibilities. For example, if it sold its entire production of 2,000 computers in
the world market at $500 apiece, the $1,000,000 it would earn would enable it to
purchase an additional 100,000 pounds of coffee each year. Thus, the point E in
Figure 28.3, which was not available to Costa Ricans in the absence of interna-
tional trade, is now attainable.
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Alternatively, suppose that Costa Ricans again start at D and now sell their an-
nual production of 50,000 pounds of coffee in the world market. The $500,000
they receive from this sale will enable them to buy an additional 1,000 computers
each year. Thus, the point F in Figure 28.3, which was also not a consumption op-
tion in the absence of international trade, now becomes available. And as you can
easily verify, any other point along the line EF also becomes available to Costa
Ricans if they produce at D and can exchange their goods in world markets at the
stated prices.

EXERCISE 28.1

Suppose prices in world markets are again $500 per computer and $10 per

pound for coffee. Show that if Costa Rica starts by producing at point D in

Figure 28.3, it can consume 500 computers per year and 125,000 pounds

per year of coffee. To do so, how many units of each good will it buy or sell

in world markets?

EXERCISE 28.2

If prices remain as before and if Costa Rica again starts by producing at

point D in Figure 28.3 and can trade in world markets, it can consume 2,500

computers per year and 25,000 pounds per year of coffee. To do so, how

many units of each good will it buy or sell in world markets?

Now, let’s pose a question: If Costa Rica can buy or sell in world markets at
$500 per computer and $10 per pound for coffee, would its best option be to pro-
duce at point D in Figure 28.3? No; in fact, all of the points between C and D along
the red line that connects them in Figure 28.3 are inefficient points since Costa
Ricans are producing inside their PPC. They would be better off by finding a point
that is on their PPC between points C and D rather than choosing any point along
the line connecting points C and D.

Is there a point that is on Costa Rica’s PPC from which they can gain from
trade? Point G in Figure 28.4 is exactly this kind of point. If Costa Rica produces
at point G in Figure 28.4 and can buy or sell computers and coffee in world mar-
kets at prices of $500 per computer and $10 per pound, the country’s consumption
possibilities will now lie along the line LM. This line has two key features. First, it

COMPARATIVE ADVANTAGE AS A BASIS FOR TRADE 815

FIGURE 28.3

Buying and Selling in

World Markets.

If Costa Rica produces at

point D and can buy or sell

computers and coffee in

world markets at prices of

$500 per computer and $10

per pound, respectively, it

can consume any point along

the line EF.C
o

ff
e
e
 (

p
o

u
n

d
s/

y
e
a
r)

Computers/year

150,000

120,000

100,000

50,000

1,000 2,000 2,400 3,000

E

C

D

FB

A

0



is drawn so that it is tangent to the PPC at point G in Figure 28.4. Second, the slope
of line LM is determined by the relative prices of coffee and computers on the world
market. Specifically, the slope of line LM, which is

(160,000 pounds of coffee year) (3,200 computers year)
 50 pounds of coffee per computer,

tells us how much coffee must be exchanged on world markets to obtain an addi-
tional computer.

With access to international trade, Costa Rica can consume the greatest
amount of both coffee and computers by producing at point G on the PPC and
trading on the international market to obtain the desired combination of coffee and
computers on line LM. (The exact combination of coffee and computers Costa
Ricans will choose depends on the preferences of its population.)

Why should the Costa Ricans produce at point G? At point G, and only at that
point, the slope of the PPC equals the slope of the consumption possibilities line,
LM. Hence, only at point G is the opportunity cost of increasing domestic com-
puter production equal to the opportunity cost of purchasing an extra computer on
the world market. If the opportunity cost of producing a computer domestically
exceeded the opportunity cost of purchasing a computer on the world mar-
ket, Costa Rica would gain by reducing its computer production and importing
more computers. Likewise, if the opportunity cost of producing a computer do-
mestically were less than the opportunity cost of purchasing a computer abroad,
Costa Rica would gain by increasing computer production and reducing com-
puter imports. Costa Rica’s best production combination, therefore, is at point
G, where the domestic and international opportunity costs of acquiring an extra
computer, measured in terms of coffee forgone, are equal.

816 CHAPTER 28 INTERNATIONAL TRADE AND CAPITAL FLOWS

FIGURE 28.4

Production Possibilities, Consumption Possibilities, and the Optimal Production Mix for an Open Economy.

If Costa Rica can buy or sell computers and coffee in world markets at prices of $500 per computer and $10 per pound, the

line LM maximizes the country’s consumption possibilities. The slope of this line is the rate at which coffee can be traded for

computers at the stated world prices—namely, 50 pounds of coffee per computer. The line LM is tangent to the production

possibilities curve at G. Costa Rica’s best option is to produce at point G and then trade in world markets (either sell computers

and buy coffee or vice versa) so as to reach its most desired point on the line LM.
C

o
ff

e
e
 (

p
o

u
n

d
s/

y
e
a
r)

Computers/year

Production possibilities

Consumption possibilities

150,000

120,000

100,000

80,000

50,000

160,000

1,000 1,600 2,400 3,000 3,200

L

A
E

C
G

D

B F
M

0



We have already stated the general conclusion that can be drawn from this
analysis. Once again, by opening itself up to trade, a country can consume more of
every good than if it relied solely on its own production. Graphically, the consump-
tion possibilities line in Figure 28.4 lies above the production possibilities curve,
showing that through trade, Costa Rica can consume combinations of computers
and coffee that would not be attainable if its economy were closed to trade.2

HOW DO WORLD PRICES AFFECT WHAT 

A COUNTRY PRODUCES?

In Chapter 2, we worked with production possibilities curves that were straight
lines rather than curves that bow outward like the ones shown in Figures 28.2
through 28.4. It turns out that straight-line PPCs allow us to see clearly the effects
of changes in world prices.

Let’s look at a situation where a country has a straight-line PPC. The 100 workers
in Islandia, a small island open economy, are equally productive in producing coffee
and tea. In a day’s work, each can produce either eight pounds of coffee or eight
pounds of tea. Workers who divide their time between the two activities will pro-
duce each good in proportion to the amount of time spent producing it.

Islandia’s production possibilities curve is shown in Figure 28.5. At one ex-
treme, if everyone works full time producing coffee, it can produce 800 pounds of
coffee per day and no tea (point A). At the other extreme, if everyone works full
time producing tea, it can produce 800 pounds of tea per day and no coffee
(point D). Any other point on the straight line joining A and D is also feasible. For
example, Islandians could produce 600 pounds of coffee per day and 200 pounds
of tea (point B), or 200 pounds of coffee per day and 600 pounds of tea (point C).

Given that Islandia can trade with other nations, the country’s goal should be
to produce the combination of tea and coffee that will sell for the largest possible
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other point on LM, then they realize no benefit from trade.



amount at world prices. If the world price of coffee is twice that of tea, Islandia’s
best bet would thus be to produce only coffee—that is, to produce at point A in Fig-
ure 28.5. Its consumption possibilities curve would then be the curve labeled AD 

in Figure 28.6(a). Since the price of coffee is twice the price of tea, the money
earned by selling 800 pounds of coffee would be enough to buy as much as 1,600
pounds of tea (point D ). With the money earned by selling the coffee it produces at
point A in world markets, the country could then consume any combination of cof-
fee and tea along the line AD .
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FIGURE 28.5
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Conversely, if the world price of tea is twice the world price of coffee, Islandians
do best by specializing completely in tea production, as at point D in Figure 28.6(a).
By selling the 800 pounds of tea produced at point D, they could buy as many as
1,600 pounds of coffee, or point A in Figure 28.6(b). With the money earned by
selling the tea it produces at point D in world markets, the country could then con-
sume any combination of coffee and tea along the line A  D.

Finally, if the world price of coffee were the same as the world price of tea, it
would not matter which point Islandians chose on their production possibilities
curve because every bundle along the PPC would sell for the same amount. In this
case, Islandia’s PPC would be identical to its consumption possibilities curve. It
would gain nothing from being able to participate in world markets.

EXERCISE 28.3

How would the above analysis be affected if a new variety of coffee plant

made each Islandian worker able to produce three times as much coffee as

before?

Clearly, the case of a straight-line production possibilities curve is different
from the case of a bow-shaped production possibilities curve. In the latter case, a
country typically maximizes its consumption possibilities by producing at the point
where the consumption possibilities line is tangent to the PPC, and then trading so
as to reach its most preferred point on the consumption possibilities line. In con-
trast, completely specialized production is the standard outcome in the case of a
straight-line production possibilities curve. In that case, a country typically maxi-
mizes its consumption possibilities by devoting all its resources to production of the
good for which the output per unit of resource input sells for the highest price.
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RECAP CONSUMPTION POSSIBILITIES AND PRODUCTION

POSSIBILITIES

■ A country’s consumption possibilities are the combinations of goods and
services that its citizens might feasibly consume.

■ In an economy that is closed to trade, residents can consume only what is
produced domestically (a situation of autarky). Hence, in a closed econ-
omy, consumption possibilities equal production possibilities.

■ The residents of an open economy can trade part of what they produce on
international markets. According to the Principle of Comparative Advan-
tage, trade allows everyone to do better than they could otherwise. Thus,
in an open economy, consumption possibilities are typically greater than,
and will never be less than, production possibilities.

■ Graphically, consumption possibilities in an open economy are described
by a downward-sloping straight line whose slope equals the amount of
the good on the vertical axis that must be traded on the international
market to obtain one unit of the good on the horizontal axis. In the case
of a bow-shaped production possibilities curve, a country maximizes its
consumption possibilities by producing at the point where the consump-
tion possibilities line is tangent to the PPC, and then trading so as to reach
its most preferred point on the consumption possibilities line. In the case
of a straight-line PPC, a country typically maximizes its consumption pos-
sibilities by specializing in the good for which an hour’s production sells
for the largest dollar amount in world markets.



TRADE RESTRICTIONS: CAUSES 

AND CONSEQUENCES

So far, we have shown that a country can improve its overall consumption possi-
bilities by trading with other countries. However, when we look around the
world, we see trade restrictions on many products and services. Why is this? To
understand, we must first look at which groups gain and which groups lose from
free trade.

Figures 28.2 and 28.4 are useful in understanding who gains and who loses
when an economy opens up to trade. Suppose that Costa Rica is initially closed to
trade and is producing coffee and computers at point D. When Costa Rica opens its
markets to international competition, it can buy and sell computers in the world
market at $500 per computer and coffee at $10 per pound. As we discussed earlier,
production moves from point D to point G, as shown in Figure 28.4.

Let’s further suppose that Costa Rican consumers continue to want 2,000 com-
puters per year as they did before the country opened to trade. At point G, they pro-
duce 1,600 computers and will thus need to import 400 computers. They can do
this by selling coffee: the computers they will cost Costa Rica $200,000, and since
coffee sells for $10 per pound, they can export 20,000 pounds of coffee and use the
proceeds to buy 400 computers.

Notice that this means that Costa Ricans now have the same number of com-
puters as before (2,000) and more coffee: 60,000 pounds (80,000 pounds that they
produce minus the 20,000 they export) versus the 50,000 pounds they enjoyed pre-
viously. Costa Rica, as a nation, is definitely better off. However, let’s look closer at
the producers and consumers of coffee and computers to see how each group fares
when Costa Rica opens up to international trade.

Clearly, Costa Rican computer users benefit from free trade in computers: they
get the same number of computers as before, but now the opportunity cost of com-
puters with trade (the slope of line LM in Figure 28.4) is lower than it was without
trade (the slope of the line at point D in Figure 28.2). In general, domestic con-
sumers of imported goods benefit from free trade. However, Costa Rican computer
producers will not be so happy about opening their market to international compe-
tition. The fall in computer prices to the international level implies that less-efficient
domestic producers will go out of business and that those who remain will proba-
bly earn lower profits. In general, domestic producers of imported goods are hurt
by free trade.

The opposite conclusions apply when we consider free trade in a good that
is exported after trade is opened. In the example of Costa Rica, an opening of
the coffee market raises the domestic price of coffee to the world price and
creates the opportunity for Costa Rica to export coffee. Domestic producers of
coffee benefit from the increased market (they can now sell coffee abroad as well
as at home) and from the higher price of their product. In short, domestic
producers of exported goods benefit from free trade. Costa Rican coffee
drinkers will be less enthusiastic, however; they must now have to pay the higher
world price of coffee. Further, if Costa Rican consumers decide that they want
more computers, coffee exports will increase further and it could even be the case
that the amount of coffee available in absolute terms is lower than before trade.
Thus, in general, domestic consumers of exported goods are hurt by free trade.

Free trade is efficient, in the sense that it increases the total economic surplus
available to the economy. Indeed, the efficiency of free trade is an application
of the Equilibrium Principle, that markets in equilibrium leave no unexploited
opportunities for individuals. Despite the efficiency of free trade, however, some
groups lose from trade, which generates political pressures to block or restrict
trade. In the next section, we will discuss the major types of policies used to
restrict trade.
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PROTECTIONIST POLICIES: TARIFFS AND QUOTAS

The view that free trade is injurious and should be restricted is known as protec-
tionism. Supporters of this view believe the government should attempt to “pro-
tect” domestic markets by raising legal barriers to imports. (It is interesting that
protectionists rarely attempt to restrict exports, even though they hurt consumers
of the exported good.) Two of the most common types of such barriers are tariffs
and quotas. A tariff is a tax imposed on an imported good. A quota is a legal limit
on the quantity of a good that may be imported.

Tariffs
Suppose that Costa Rican computer makers, dismayed by the penetration of “their”
market by imported computers, persuade their government to impose a tariff—that
is, a tax—on every computer imported into the country. Computers produced in
Costa Rica will be exempt from the tax.

From the point of view of domestic Costa Rican producers and consumers, the
imposition of the tariff has the same effects as an equivalent increase in the world
price of computers. Because the price (including the tariff) of imported computers
has risen, Costa Rican computer producers will be able to raise the price they
charge for their computers to the world price plus tariff, while the price Costa
Rican consumers must pay—whether their computers are imported or not—rises to
the higher price that includes the tariff.

The rise in the price of computers created by the tariff affects the quantities of
computers supplied and the quantities demanded by Costa Ricans. Domestic com-
puter producers, facing a higher price for computers, increase their production and
Costa Rican consumers, also reacting to the higher price, reduce their computer
purchases. As a result, the number of imported computers—the difference between
domestic purchases and domestic production—falls.

Who are the winners and the losers from the tariff, then? Relative to an envi-
ronment with free trade and no tariff, the winners are the domestic computer pro-
ducers and the losers are Costa Rican consumers, who must now pay more for
their computers. Another winner is the government, which collects revenue from
the tariff.

Why do consumers in the United States pay more than double the world

price for sugar?

In 2007, Americans paid an average of 21 cents per pound of raw sugar as compared with

an average world price of only 11.5 cents. What explains this huge price gap?

The short answer is that the United States imposes a tariff of more than 100 per-

cent on imported sugar. But that begs the following question: Why would legislators

in Congress approve a tariff that costs their constituents about $2 billion each year?

The most plausible answer is that in the political arena the Incentive Principle plays

out in very different ways for domestic consumers of sugar than for domestic pro-

ducers.

Because the typical family spends only a small fraction of one percent of its income

each week on sugar, few people would ever take the trouble to write their representa-

tives to complain about the price of sugar. Indeed, most people probably don’t even real-

ize that the sugar tariff exists. (Did you?)

For producers, the incentives are very different. For example, the sugar tariff was es-

timated to increase the profits of one large producer in Florida by some $65 million per

year. With that much at stake, producers not only write letters, they also hire skilled lob-

byists to promote their case. And more important, they make substantial political cam-

paign contributions to legislators who support the tariff.
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The gain to producers from the tariff is less than half the cost it imposes on con-

sumers. The country would thus enjoy an additional $1 billion in economic surplus if the

tariff was eliminated. Yet the fact remains that the costs of the tariff are diffuse while its

benefits are highly concentrated. Because of that asymmetry, political support for tariff

repeal promises to remain elusive. •

Quotas
An alternative to a tariff is a quota, or legal limit, on the number or value of foreign
goods that can be imported. One means of enforcing a quota is to require importers
to obtain a license or permit for each good they bring into the country. The gov-
ernment then distributes exactly the same number of permits as the number of
goods that may be imported under the quota.

How does the imposition of a quota on, say, computers affect the domestic
market for computers? It turns out that the two policies have precisely the same ef-
fects on imports, the domestic price, domestic purchases, and domestic production.
Specifically, the quota restricts the amount of computers that can be imported and
thus decreases the supply of computers available, driving up the price of computers.
The higher price encourages domestic producers to produce more but consumers
will buy fewer computers at the higher price.

Although the market effects of a tariff and a quota are the same, there is one
important difference between the two policies, which is that a tariff generates rev-
enue for the government, while a quota does not. With a quota, the revenue that
would have gone to the government is an economic rent to those firms who hold
the import licenses.

Why then would the government ever impose a quota rather than a tariff? One
possibility is that the distribution of import licenses is a means of rewarding the
government’s political supporters. Sometimes, international political concerns also
may play a role.

For example, after the oil price increases of the 1970s, American consumers be-
gan to buy small, fuel-efficient Japanese automobiles in large numbers. Reeling
from the new foreign competition, U.S. automobile producers petitioned the U.S.
government for assistance. In response, in May 1981 the U.S. government negoti-
ated a system of so-called voluntary export restraints, or VERs, with Japan. Under
the VER system, each Japanese auto producer would “voluntarily” restrict exports
to the United States to an agreed-upon level. VER quotas were changed several
times before the system was formally eliminated in 1994.

Several groups benefited from the VER system. As should be expected, U.S.
auto producers saw increased sales and profits when their Japanese competition
was reduced. But Japanese automobile producers also profited from the policy, de-
spite the reduction in their U.S. sales. The restrictions on the supply of their auto-
mobiles to the U.S. market allowed them to raise their prices in the U.S market
significantly—by several thousand dollars per car by the latter part of the 1980s, ac-
cording to some estimates. From an economic point of view, the VERs functioned
like a tariff on Japanese cars, except that the Japanese automobile producers, rather
than the U.S. government, got to keep the tariff revenue. A third group that bene-
fited from the VERs was European automobile producers, who saw U.S. demand
for their cars rise when Japanese imports declined.

The biggest losers from the VER system were clearly American car buyers,
who faced higher prices (particularly for Japanese imports) and reduced
selection. During this period, dealer discounts on new Japanese cars largely
disappeared, and customers often found themselves paying a premium over the
list price. Because the economic losses faced by American car buyers exceeded
the extra profits received by U.S. automobile producers, the VERs produced a
net loss for the U.S. economy that at its greatest was estimated at more than
$3 billion per year.
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The U.S. government’s choice of a VER system, rather than a tariff or a quota,
was somewhat puzzling. If a tariff on Japanese cars had been imposed instead of a
VER system, the U.S. government would have collected much of the revenue that
went instead to Japanese auto producers. Alternatively, a quota system with import
licenses given to U.S. car dealers would have captured some revenue for domestic
car dealers rather than Japanese firms. The best explanation for why the U.S. gov-
ernment chose VERs is probably political. U.S. policymakers may have been con-
cerned that the Japanese government would retaliate against U.S. trade restrictions
by imposing its own restrictions on U.S. exports. By instituting a system that did
minimal financial harm to—or even helped—Japanese auto producers, they may
have hoped to avoid retaliation from the Japanese.3

Tariffs and quotas are not the only barriers to trade that governments erect. Im-
porters may be subject to unnecessarily complex bureaucratic rules (so-called red-
tape barriers), and regulations of goods that are nominally intended to promote
health and safety sometimes have the side effect, whether intentionally or uninten-
tionally, of restricting trade. One example is European restrictions on imports of ge-
netically modified foods. Although these regulations were motivated in part by
concerns about the safety of such foods, they also help to protect Europe’s politi-
cally powerful farmers from foreign competition.

THE INEFFICIENCY OF PROTECTIONISM

Free trade is efficient because it allows countries to specialize in the production of
goods and services in which they have the greatest comparative advantage. Con-
versely, protectionist policies that limit trade are inefficient—they reduce total eco-
nomic surplus. The reason is similar to why some city governments impose rent
controls (see Chapter 3). Although rent controls reduce economic welfare overall,
some people benefit from them—namely, the tenants whose rents are held artifi-
cially below market level. Similarly, as we have seen in this section, tariffs and quo-
tas benefit certain groups. Because those who benefit from these restrictions (such
as firms facing import competition) are often better organized politically than those
who lose from trade barriers (such as consumers in general), lawmakers are some-
times persuaded to enact the restrictions.

The fact that free trade is efficient suggests an alternative to trade restrictions,
however. Because eliminating restrictions on trade increases total economic surplus, in
general the winners from free trade will be able to compensate the losers in such a way
that everyone becomes better off. Government programs that assist and retrain work-
ers displaced by import competition are an example of such compensation. As the In-
centive Principle reminds us, people are likely to resist policy changes that threaten
their incomes. Spreading the benefits of free trade—or at least reducing its adverse ef-
fects on certain groups—reduces the incentives of those groups to inhibit free trade.

Although we have focused on the winners and losers from trade, not all oppo-
sition to free trade is motivated by economic interest. For example, many oppo-
nents of trade have focused on environmental concerns. Protecting the environment
is an important and laudable goal, but once again the Efficiency Principle suggests
that restricting trade is not the most effective means of achieving that goal. Re-
stricting trade lowers world income, reducing the resources available to deal with
environmental problems. (High levels of economic development are in fact associ-
ated with lower, not higher, amounts of pollution.) Furthermore, much of the in-
come loss arising from barriers to trade is absorbed by poor nations trying to
develop their economies. For this reason, leaders of developing countries are among
the strongest advocates of free trade.
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3President Reagan’s autobiography confirms that policymakers were concerned that an alternative
method of limiting Japanese imports would provoke the Japanese into taking measures to limit U.S. ex-
ports to Japan. See Ronald Reagan, An American Life (New York: Simon and Schuster, 1990), p. 274.
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INTERNATIONAL CAPITAL FLOWS

Like the production of goods and services, saving and investment opportunities are
not necessarily restricted by national boundaries. The most productive use of a U.S.
citizen’s savings might be located far from U.S. soil, in helping to build a factory in
Thailand or starting a small business in Poland. Likewise, the best way for a Brazilian
saver to diversify her assets and reduce her risks could be to hold bonds and stocks
from a number of different countries. Over time, extensive financial markets have
developed to permit cross-border borrowing and lending. Financial markets in
which borrowers and lenders are residents of different countries are called interna-
tional financial markets.

International financial markets differ from domestic financial markets in at
least one important respect: Unlike a domestic financial transaction, an interna-
tional financial transaction is subject to the laws and regulations of at least two
countries, the country that is home to the lender and the country that is home to the
borrower. Thus, the size and vitality of international financial markets depend on
the degree of political and economic cooperation among countries. For example,
during the relatively peaceful decades of the late nineteenth and early twentieth cen-
turies, international financial markets were remarkably highly developed. Great
Britain, at the time the world’s dominant economic power, was a major interna-
tional lender, dispatching its savings for use around the globe. However, during the
turbulent years 1914–1945, two world wars and the Great Depression substantially
reduced both international finance and international trade in goods and services.
The extent of international finance and trade returned to the levels achieved in the
late nineteenth century only in the 1980s.

In thinking about international financial markets, it is useful to understand that
lending is economically equivalent to acquiring a real or financial asset, and borrowing
is economically equivalent to selling a real or financial asset. For example, savers lend
to companies by purchasing stocks or bonds, which are financial assets for the lender
and financial liabilities for the borrowing firms. Similarly, lending to a government is
accomplished in practice by acquiring a government bond—a financial asset for the
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■ Consumers of imported goods and producers of exported goods benefit
from trade, while consumers of exported goods and producers of im-
ported goods are hurt by trade. If those groups that are hurt have suffi-
cient political influence, they may persuade the government to enact
barriers to trade. The view that free trade is injurious and should be re-
stricted is called protectionism.

■ The two most common types of trade barriers are tariffs, or taxes on im-
ported goods, and quotas, legal limits on the quantity that can be im-
ported. A tariff raises the domestic price to the world price plus the tariff.
The result is increased domestic production, reduced domestic consump-
tion, and fewer imports. A quota has effects on the domestic market that
are similar to those of a quota. The main difference is that, under a quota,
the government does not collect tariff revenue.

■ Trade barriers are inefficient; they reduce the overall size of the economic
pie. Thus, in general, the winners from free trade should be able to com-
pensate the losers in such a way that everyone becomes better off. Gov-
ernment programs to help workers displaced by import competition are
an example of such compensation.



lender and a financial liability for the borrower, in this case the government. Savers also
can provide funds by acquiring real assets such as land; if I purchase a parcel of land
from you, though I am not making a loan in the usual sense, I am providing you with
funds that you can use for consuming or investing. In lieu of interest or dividends from
a bond or a stock, I receive the rental value of the land that I purchased.

From a macroeconomic perspective, international capital flows play two im-
portant roles. First, as we discussed at the beginning of this chapter, they allow
countries to run trade imbalances; a trade deficit is matched by net capital inflows
and a trade surplus is matched by net capital outflows. (Recall Equation 28.1.) Sec-
ond, they allow countries whose productive investment opportunities are greater
than domestic savings to fill in the gap by borrowing from abroad. The rest of this
chapter focuses on this second role.

THE DETERMINANTS OF INTERNATIONAL CAPITAL FLOWS

Capital inflows are purchases of domestic assets by foreigners, while capital out-
flows are purchases of foreign assets by domestic residents. For example, capital in-
flows into the United States include foreign purchases of items such as the stocks
and bonds of U.S. companies, U.S. government bonds, and real assets such as land
or buildings owned by U.S. residents. Why would foreigners want to acquire U.S.
assets, and, conversely, why would Americans want to acquire assets abroad?

The basic factors that determine the attractiveness of any asset, either domestic
or foreign, are return and risk. Financial investors seek high real returns; thus, with
other factors (such as the degree of risk and the returns available abroad) held con-
stant, a higher real interest rate in the home country promotes capital inflows by
making domestic assets more attractive to foreigners. By the same token, a higher
real interest rate in the home country reduces capital outflows by inducing domes-
tic residents to invest their savings at home. Thus, all else being equal, a higher real
interest rate at home increases net capital inflows. Conversely, a low real interest
rate at home tends to reduce net capital inflows (by increasing net capital outflows),
as financial investors look abroad for better opportunities. Figure 28.7 shows the
relationship between a country’s net capital inflows and the real rate of interest pre-
vailing in that country. When the domestic real interest rate is high, net capital
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FIGURE 28.7
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SAVING, INVESTMENT, AND CAPITAL INFLOWS

International capital flows have a close relationship to domestic saving and investment.
As we will see next, capital inflows augment the domestic saving pool, increasing the
funds available for investment in physical capital, while capital outflows reduce the
amount of saving available for investment. Thus capital inflows can help to promote
economic growth within a country, and capital outflows to restrain it.

To derive the relationship among capital inflows, saving, and investment, recall
from Chapter 16 that total output or income Y must always equal the sum of the
four components of expenditure: consumption (C), investment (I), government pur-
chases (G), and net exports (NX). Writing out this identity, we have

Y  C  I  G  NX.

Next, we subtract C G NX from both sides of the identity to obtain

Y  C  G  NX  I.
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inflows are positive (foreign purchases of domestic assets exceed domestic pur-
chases of foreign assets). But when the real interest rate is low, net capital inflows
are negative (that is, the country experiences net capital outflows).

The effect of risk on capital flows is the opposite of the effect of the real inter-
est rate. For a given real interest rate, an increase in the riskiness of domestic assets
reduces net capital inflows, as foreigners become less willing to buy the home coun-
try’s assets, and domestic savers become more inclined to buy foreign assets. For ex-
ample, political instability, which increases the risk of investing in a country, tends
to reduce net capital inflows. Figure 28.8 shows the effect of an increase in risk on
capital flows: At each value of the domestic real interest rate, an increase in risk re-
duces net capital inflows, shifting the capital inflows curve to the left.

EXERCISE 28.4

For given real interest rate and riskiness in the home country, how would

you expect net capital inflows to be affected by an increase in real interest

rates abroad? Show your answer graphically.
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FIGURE 28.9
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In Chapter 20 we saw that national saving S is equal to Y C G. If we make this
substitution in the preceding equation, we obtain

S  NX  I. (28.2)

Now recall that Equation 28.1 describes the relationship between the trade balance
NX and net capital inflows KI. In particular, the trade balance plus capital inflows
equals zero, or NX KI 0. This also can be written as KI  NX. If we make
this substitution in the above equation, we find that

S  KI  I. (28.3)

Equation 28.3, a key result, says that the sum of national saving S and net capital
inflows from abroad KI must equal domestic investment in new capital goods, I. In
other words, in an open economy, the pool of saving available for domestic invest-
ment includes not only national saving (the saving of the domestic private and pub-
lic sectors) but funds from savers abroad as well.

In Chapter 20, we introduced the saving-investment diagram, which shows that
in a closed economy, the supply of saving must equal the demand for saving. A sim-
ilar diagram applies to an open economy, except that the supply of saving in an
open economy includes net capital inflows as well as domestic saving. Figure 28.9
shows the open-economy version of the saving-investment diagram. The domestic
real interest rate is shown on the vertical axis and saving and investment flows on
the horizontal axis. As in a closed economy, the downward-sloping curve I shows
the demand for funds by firms that want to make capital investments. The curve
marked S KI shows the total supply of saving, including both domestic saving S
and net capital inflows from abroad KI. Since a higher domestic real interest rate in-
creases both domestic saving and net capital inflows, the S  KI curve is upward-
sloping. As Figure 28.9 shows, the equilibrium real interest rate in an open
economy, r*, is the level that sets the total amount of saving supplied (including net
capital inflows from abroad) equal to the amount of saving demanded for purposes
of domestic capital investment.



Figure 28.9 also indicates how net capital inflows can benefit an economy. A
country that attracts significant amounts of foreign capital flows will have a
larger pool of total saving and, hence, both a lower real interest rate and a higher
rate of investment in new capital than it otherwise would. The United States and
Canada both benefited from large inflows of capital in the early stages of their
economic development, as do many developing countries today. Because capital
inflows tend to react very sensitively to risk, an implication is that countries that
are politically stable and safeguard the rights of foreign investors will attract
more foreign capital and thus grow more quickly than countries without those
characteristics.

Capital Flows and Debt Crises
Although capital inflows are generally beneficial to the countries that receive them,
they are not costless. Countries that finance domestic capital formation primarily
by capital inflows face the prospect of paying interest and dividends to the foreign
financial investors from whom they have borrowed. A number of developing coun-
tries have experienced debt crises, arising because the domestic investments they
made with foreign funds turned out poorly, leaving them insufficient income to pay
what they owed their foreign creditors. An advantage to financing domestic capital
formation primarily with domestic saving is that the returns from the country’s cap-
ital investments accrue to domestic savers rather than flowing abroad. Argentina’s
debt crisis in 2001–2002 provides a clear case study of the costs and benefits of in-
ternational capital flows.

Argentina, with a wealth of natural resources and an educated population, has
long been among the most prosperous economies of Latin America. However, in
2001–2002 the country faced a severe economic crisis. Political dissatisfaction
reached so high a level that Argentines rioted in the streets of Buenos Aires, and the
country had five different presidents within a span of a few months.

Because Argentina is a developing economy with extensive human and nat-
ural resources, investments in new capital goods in that country could potentially
be very profitable. However, Argentina’s national saving rate is among the low-
est in Latin America. To make up the difference between the demand for invest-
ment (new capital goods) and the domestic supply of saving, Argentina borrowed
extensively from abroad, that is, capital inflows to Argentina were large. These
capital inflows helped Argentina to invest more and grow more quickly than it
otherwise might have. However, the rapid capital inflows also implied that, over
time, Argentina was building up a large debt to foreigners. Foreigners remained
willing to lend to Argentina so long as they expected to earn good returns on
their loans.

Unfortunately, in the late 1990s, the situation in Argentina took a turn for the
worse. In 1998, following a three-year growth boom, the Argentine economy
slowed considerably. Moreover, partly as a result of the slowing economy, which re-
duced tax receipts and raised the public’s demands for government services, the
government budgetary situation worsened. The central government of Argentina,
which had a budget surplus of over 2 percent of GDP in 1993, began to run large
deficits. Free-spending provincial and city governments ran deficits of their own,
which exacerbated the nation’s fiscal problem.

The increased government budget deficits reduced Argentina’s national sav-
ing, increasing the need to borrow abroad. But at the same time that Argentina’s
borrowing needs were rising, foreign lenders began to worry that the country—
with its slowing economy, high debt burden, and worsening government budget
deficits—was a much riskier location for investment than they had thought. In-
creased risk reduces the supply of capital inflows (see Figure 28.8) and thus also
reduces the total pool of saving available; the result is a higher domestic interest
rate, lower domestic investment, and hence a weakening economy. As the economy
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continued to weaken, and government budgets worsened, foreign lenders became
so pessimistic about Argentina that they would lend only at very high interest
rates, if at all. Ultimately Argentina was unable to repay even the interest on its
foreign debt and was forced to default (refuse to pay). At that point the country
became essentially unable to borrow abroad at any price. Investment in Argentina
collapsed, real interest rates soared, and Argentina was forced to negotiate with
government-sponsored agencies, such as the International Monetary Fund, to ob-
tain loans to rebuild its economy.

THE SAVING RATE AND THE TRADE DEFICIT

We have seen that a country’s exports and imports do not necessarily balance in
each period. Indeed, the United States has run a trade deficit, with its imports ex-
ceeding exports, for many years. What causes trade deficits? Stories in the media
sometimes claim that trade deficits occur because a country produces inferior goods
that no one wants to buy or because other countries impose unfair trade restrictions
on imports. Despite the popularity of these explanations, however, there is little
support for them in either economic theory or evidence. For example, the United
States has a large trade deficit with China, but no one would claim U.S. goods are
generally inferior to Chinese goods. And many developing countries have signifi-
cant trade deficits even though they, rather than their trading partners, tend to im-
pose the more stringent restrictions on trade.

Economists argue that, rather than the quality of a country’s exports or the ex-
istence of unfair trade restrictions, a low rate of national saving is the primary cause
of trade deficits.

We have already seen the relationship between national saving and the trade
balance in Equation 28.2, S NX I, which we rewrite as

S  I  NX. (28.4)

According to Equation 28.4, if we hold domestic investment (I) constant, a high
rate of national saving S implies a high level of net exports NX, while a low level of
national saving implies a low level of net exports. Furthermore, if a country’s na-
tional saving is less than its investment, or S  I, then Equation 28.4 implies that
net exports NX will be negative. That is, the country will have a trade deficit. The
conclusion from Equation 28.4 is that, holding domestic investment constant, low
national saving tends to be associated with a trade deficit (NX  0), and high
national saving is associated with a trade surplus (NX 0).

Why does a low rate of national saving tend to be associated with a trade
deficit? A country with a low national saving rate is one in which households and
the government have high spending rates, relative to domestic income and produc-
tion. Since part of the spending of households and the government is devoted to im-
ported goods, we would expect a low-saving, high-spending economy to have a high
volume of imports. Furthermore, a low-saving economy consumes a large propor-
tion of its domestic production, reducing the quantity of goods and services avail-
able for export. With high imports and low exports, a low-saving economy will
experience a trade deficit.

A country with a trade deficit also must be receiving capital inflows, as we
have seen. (Equation 28.1 tells us that if a trade deficit exists so that NX  0,
then it must be true that KI  0—net capital inflows are positive.) Is a low
national saving rate also consistent with the existence of net capital inflows?
The answer is yes. A country with a low national saving rate will not have suf-
ficient saving of its own to finance domestic investment. Thus, there likely will
be many good investment opportunities in the country available to foreign
savers, leading to capital inflows. Equivalently, a shortage of domestic saving
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will tend to drive up the domestic real interest rate, which attracts capital flows
from abroad.

Why is the U.S. trade deficit so large?

As shown by Figure 28.1, U.S. trade was more or less in balance until the mid-1970s.
Since the late 1970s, however, the United States has run large trade deficits, particu-
larly in the mid-1980s and since the latter part of the 1990s. Indeed, in 2004 the
trade deficit equaled 5.2 percent of U.S. GDP. Why is the U.S. trade deficit so large?

Figure 28.10 shows national saving, investment, and the trade balance for the
United States from 1960 to 2006 (all measured relative to GDP). Note that the
trade balance has been negative since the late 1970s, indicating a trade deficit. Note
also that trade deficits correspond to periods in which investment exceeds national
saving, as required by Equation 28.4.
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FIGURE 28.10
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U.S. national saving and investment were roughly in balance in the 1960s and
early 1970s, and, hence, the U.S. trade balance was close to zero during that pe-
riod. However, U.S. national saving fell sharply during the late 1970s and 1980s.
One factor that contributed to the decline in national saving was the large govern-
ment deficits of the era. Because investment did not decline as much as saving, the
U.S. trade deficit ballooned in the 1980s, coming under control only when invest-
ment fell during the recession of 1990–1991. Saving and investment both recovered
during the 1990s, but in the latter part of the 1990s, national saving dropped
again. This time the federal government was not at fault since its budget showed a
healthy surplus. Rather, the fall in national saving reflected a decline in private sav-
ing, the result of a powerful upsurge in consumption spending. Much of the in-
crease in consumption spending was for imported goods and services, which
increased the trade deficit. In 2002, however, the federal government again began
to have large budget deficits. This reduced national saving even more and led to a
record trade deficit in 2006.

Is the U.S. trade deficit a problem? The trade deficit implies that the United
States is relying heavily on foreign saving and net capital inflows to finance its do-
mestic capital formation. These foreign loans must ultimately be repaid with
interest. If the foreign savings are well invested and the U.S. economy grows,

EN 28
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“But we’re not just talking about buying a car—we’re talking about
confronting this country’s trade deficit with Japan.”

RECAP INTERNATIONAL CAPITAL FLOWS AND THE

BALANCE OF TRADE

■ Purchases or sales of assets across borders are called international capital
flows. If a person, firm, or government in (say) the United States borrows
from abroad, we say that there is a capital inflow into the United States.
In this case, foreign savers are acquiring U.S. assets. If a person, firm, or
government in the United States lends to someone abroad, thereby ac-
quiring a foreign asset, we say that there has been a capital outflow from
the United States to the foreign country. Net capital inflows to a given
country equal capital inflows minus outflows.

■ If a country imports more goods and services than it exports, it must bor-
row abroad to cover the difference. Likewise, a country that exports more
than it imports will lend the difference to foreigners. Thus, as a matter of
accounting, the trade balance NX and net capital inflows KI must sum to
zero in every period.

■ The funds available for domestic investment in new capital goods equal
the sum of domestic saving and net capital inflows from abroad. The
higher the return and the lower the risk of investing in the domestic coun-
try, the greater will be the capital inflows from abroad. Capital inflows
benefit an economy by providing more funds for capital investment, but
they can become a burden if the returns from investing in new capital
goods are insufficient to pay back the foreign lenders.

■ An important cause of a trade deficit is a low national saving rate. A
country that saves little and spends a lot will tend to import a greater
quantity of goods and services than it is able to export. At the same time,
the country’s low saving rate implies a need for more foreign borrowing
to finance domestic investment spending.

repayment will not pose a problem. However, if economic growth in the United
States slackens, repaying the foreign lenders will impose an economic burden in
the future. ◆
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■ S U M M A R Y ■

• The trade balance, or net exports, is the value of a
country’s exports less the value of its imports in a par-
ticular period. Exports need not equal imports in each
period. If exports exceed imports, the difference is
called a trade surplus, and if imports exceed exports,
the difference is called a trade deficit. LO1

• Trade takes place in assets as well as goods and ser-
vices. Purchases of domestic assets (real or financial)
by foreigners are called capital inflows, and pur-
chases of foreign assets by domestic savers are called
capital outflows. Net capital inflows are equal to cap-
ital inflows minus capital outflows, or foreign pur-
chases of domestic assets minus domestic purchases
of foreign assets. Because imports that are not fi-
nanced by sales of exports must be financed by sales
of assets, the trade balance and net capital inflows
sum to zero. LO1

• A country’s consumption possibilities are the combi-
nations of goods and services that might feasibly
be consumed by its citizens. In a closed economy,
the citizens’ consumption possibilities are identical to
their production possibilities. But in an open econ-
omy that does trade with other countries based on
comparative advantage, consumption possibilities are
typically greater than, and never less than, the econ-
omy’s production possibilities. Graphically, an open
economy’s consumption possibilities are described by
a downward-sloping line that just touches the PPC,
whose slope equals the amount of the good on the
vertical axis that must be traded to obtain one unit of
the good on the horizontal axis. A country achieves its
highest consumption possibilities by producing at the
point where the consumption possibilities line touches
the PPC and then trading to obtain the most preferred
point on the consumption possibilities line. LO2

• Free trade is beneficial to the economy as a whole,
but some groups—such as domestic producers of

imported goods—are hurt by free trade. Groups that
are hurt by trade may be able to induce the govern-
ment to impose protectionist measures such as tariffs
or quotas. LO3

• A tariff is a tax on an imported good that has the
effect of raising the domestic price of the good. A
higher domestic price increases domestic supply, re-
duces domestic demand, and reduces imports of the
good. A quota, which is a legal limit on the amount
of a good that may be imported, has the same ef-
fects as a tariff, except that the government collects
no tax revenue. Because free trade is efficient, the
winners from free trade should be able to compen-
sate the losers so that everyone becomes better off.
Thus, policies to assist those who are harmed by
trade, such as assistance and retraining for workers
idled by imports, are usually preferable to trade
restrictions. LO4

• The higher the real interest rate in a country, and the
lower the risk of investing there, the higher its net
capital inflows. The availability of capital inflows ex-
pands a country’s pool of saving, allowing for more
domestic investment and increased growth. A draw-
back to using capital inflows to finance domestic cap-
ital formation is that the returns to capital (interest
and dividends) accrue to foreign financial investors
rather than domestic residents. LO5

• A low rate of national saving is the primary cause of
trade deficits. A low-saving, high-spending country is
likely to import more than a high-saving country. It
also consumes more of its domestic production, leav-
ing less for export. Finally, a low-saving country is
likely to have a high real interest rate, which attracts
net capital inflows. Because the sum of the trade bal-
ance and net capital inflows is zero, a high level of net
capital inflows always accompanies a large trade
deficit. LO6

■ K E Y  T E R M S ■

autarky (814)
capital inflows (811)
capital outflows (811)
closed economy (813)
consumption possibilities (814)

international capital flows (811)
net capital inflows (811)
open economy (813)
protectionism (821)
quota (821)

tariff (821)
trade balance (810)
trade deficit (810)
trade surplus (810)
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■ R E V I E W  Q U E S T I O N S ■

1. Explain with examples why, in any period, a coun-
try’s net capital inflows equal its trade deficit LO1

2. What is meant by the consumption possibilities of a
country? How are consumption possibilities related
to production possibilities in a closed economy? In
an open economy? LO2

3. True or false and explain: Trade makes domestic pro-
ducers of an imported good better off and domestic
consumers of an imported good worse off. LO3

4. How would increased political instability in a coun-
try likely affect capital inflows, the domestic real in-
terest rate, and investment in new capital goods?
Show graphically. LO5

5. How are capital inflows or outflows related to do-
mestic investment in new capital goods? LO6

■ P R O B L E M S ■

Problems 1–5 refer to a small open economy whose production possibilities curve
is as shown by the curve ACGDB in the diagram.
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1. What is the maximum number of television sets this country can produce each
year? What is the maximum number of refrigerators? LO2

2. If refrigerators and television sets can each be bought or sold for $500 in the
world market, what is the maximum number of refrigerators this country can
consume each year? The maximum number of television sets? How would your
answers change if refrigerators and television sets both sold for $1,000? LO2

3. If refrigerators and television sets both sell for $1,000 in the world market, is it
possible for this country to consume 1,000 television sets per year and 2,200
refrigerators? Could the country consume 1,000 refrigerators each year and
2,500 television sets? LO2

4. If refrigerators and television sets both sell for $1,000 in the world market, how
many units of each good should this country produce? LO2

5. If the world price of refrigerators rose to $1,200 and the price of television sets
remained $1,000, how will this country alter the mix of the two goods it pro-
duces? How will it alter the mix of the two goods it consumes? LO2

6. A small open economy is equally productive in producing coffee and tea—that
is, for each additional pound of coffee it produces, it must sacrifice the production
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of exactly one pound of tea. What will this economy produce if the world price
of coffee is 20 percent higher than that of tea?. LO2, LO3

7. A developing economy requires 1,000 hours of work to produce a television set
and 10 hours of work to produce a bushel of corn. This economy has available
a total of 1,000,000 hours of work per day. LO2, LO3
a. Draw the PPC for daily output of the developing economy. Give numerical

values for the PPC’s vertical intercept, horizontal intercept, and slope. Relate
the slope to the developing country’s opportunity cost of producing each
good. If this economy does not trade, what are its consumption possibilities?

b. The developing economy is considering opening trade with a much larger,
industrialized economy. The industrialized economy requires 10 hours of
work to produce a television set and one hour of work to produce a bushel
of corn. Show graphically how trading with the industrialized economy af-
fects the developing economy’s consumption possibilities. Is opening trade
desirable for the developing economy?

8. Suppose that a U.S. worker can produce 1,000 pairs of shoes or 10 industrial
robots per year. For simplicity, assume there are no costs other than labor costs
and firms earn zero profits. Initially, the U.S. economy is closed. The domestic
price of shoes is $30 per pair, so a U.S. worker can earn $30,000 annually by
working in the shoe industry. The domestic price of a robot is $3,000, so a U.S.
worker also can earn $30,000 annually working in the robot industry. Now
suppose that the United States opens trade with the rest of the world. Foreign
workers can produce 500 pairs of shoes or one robot per year. The world price
of shoes after the United States opens its markets is $10 per pair, and the world
price of robots is $5,000. LO2, LO3

a. Describe the new consumption possibilities curve for the United States.
b. What do foreign workers earn annually, in dollars?
c. When it opens to trade, which good will the United States import and which

will it export?
d. Find the real income of U.S. workers after the opening to trade, measured in

(1) the number of pairs of shoes annual worker income will buy and (2) the
number of robots annual worker income will buy. Compare this real income
to the situation before the opening of trade.

e. Does trading in goods produced by “cheap foreign labor” hurt U.S. workers?
f. How might your conclusion in part c be modified in the short term if it is

costly for workers to change industries? What policy response might help
with this problem?

9. How do each of the following transactions affect (1) the trade surplus or deficit
and (2) capital inflows or outflows for the United States? Show that in each
case the identity that the trade balance plus net capital inflows equals zero
applies. LO1

a. A U.S. exporter sells software to Israel. She uses the Israeli shekels received
to buy stock in an Israeli company.

b. A Mexican firm uses proceeds from its sale of oil to the United States to buy
U.S. government debt.

c. A Mexican firm uses proceeds from its sale of oil to the United States to buy
oil drilling equipment from a U.S. firm.

d. A Mexican firm receives U.S. dollars from selling oil to the United States. A
French firm accepts the dollars as payment for drilling equipment. The
French firm uses the dollars to buy U.S. government debt.

e. A British financial investor writes a check on his bank account in New York
to purchase shares of General Motors stock (GM is a U.S. company).

10. Use a diagram like Figure 28.9 to show the effects of each of the following on
the real interest rate and capital investment of a country that is a net borrower
from abroad. LO5



ANSWERS TO IN-CHAPTER EXERCISES 835

a. Investment opportunities in the country improve owing to new technologies.
b. The government budget deficit rises.
c. Domestic citizens decide to save more.
d. Foreign investors believe that the riskiness of lending to the country has

increased.

■ A N S W E R S  T O  I N - C H A P T E R  E X E R C I S E S ■

28.1 If Costa Rica produces at point C and can trade in the world market at the
rate of 500 pounds of coffee per computer, it can sell 500 computers for
25,000 pounds of coffee. By so doing, Costa Rica can consume 125,000
pounds of coffee and 500 computers per year (point X in the diagram). LO2
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28.2 At the point Y in the diagram, Costa Rica consumes 2,500 computers per year
and 25,000 pounds of coffee. Costa Rica can go from C to Y by selling
75,000 pounds of coffee in the world market at the world price of 0.02 com-
puter per pound of coffee. At that price, its revenue from the sale of 75,000
pounds of coffee will enable it to purchase 2,000 computers. LO2
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28.3 Now each Islandian worker can produce either 24 pounds of coffee per day
or 8 pounds of tea. Workers who divide their time between the two activities
will again produce each good in proportion to the amount of time spent pro-
ducing it. Islandia’s production possibilities curve will now be the line AD in
the left panel of the diagram. If the world price of coffee is twice the world
price of tea, Islandia should again specialize completely in coffee production.
Its consumption possibilities curve is the line AD in the left panel.

If the world price of tea is twice the world price of coffee, Islandians will
still maximize their revenue from sales in world markets by specializing com-
pletely in coffee production. After all, an hour devoted to coffee production
yields 24 pounds of coffee, which is enough to buy 12 pounds of tea at world
prices, whereas an hour devoted to tea production would only yield 8 pounds
of tea. In this case, Islandia’s consumption possibilities curve would be line
AD in the right panel of the diagram. Finally, if the world price of coffee is
equal to the world price of tea, Islandia’s consumption possibilities curve
would be line AD  in the right panel. LO2, LO3

28.4 An increase in the real interest rate abroad increases the relative attractiveness of
foreign financial investments to both foreign and domestic savers. Net capital in-
flows to the home country will fall at each level of the domestic real interest rate.
The supply curve of net capital inflows shifts left, as in Figure 28.9 LO5
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G-1

A
Absolute advantage. One person has an absolute advantage

over another if he or she takes fewer hours to perform a
task than the other person.

Accommodating policy. A policy that allows the effects of a
shock to occur.

Accounting profit. The difference between a firm’s total rev-
enue and its explicit costs.

Adverse selection. The pattern in which insurance tends to be
purchased disproportionately by those who are most
costly for companies to insure.

Aggregate demand (AD) curve. Shows the relationship between
short-run equilibrium output Y and the rate of inflation  ,
holding all other factors constant; the AD curve slopes
downward because of the Fed’s monetary policy rule: when
inflation rises, the Fed raises nominal interest rates, which
in turn causes real interest rates to rise, and this causes
planned spending and short-run output to fall.

Aggregate supply (AS) curve. Shows the relationship between
the rate of inflation  and short-run equilibrium output
Y given current inflation expectations and holding all
other factors constant; the AS curve slopes upward be-
cause actual inflation is related to the gap between actual
output and potential output: when output is below po-
tential, actual inflation is below expected inflation and
when output is above potential, actual inflation is above
expected inflation.

Aggregate supply shock. Either an inflation shock or a shock
to potential output; adverse aggregate supply shocks of
both types reduce output and increase inflation.

Allocative function of price. Changes in prices direct re-
sources away from overcrowded markets and toward
markets that are underserved.

Anchored inflationary expectations. When people’s expecta-
tions of future inflation do not change even if inflation
rises temporarily.

Appreciation. An increase in the value of a currency relative
to other currencies.

Assets. Anything of value that one owns.
Asymmetric information. Situations in which buyers and sell-

ers are not equally well informed about the characteris-
tics of goods and services for sale in the marketplace.

Attainable point. Any combination of goods that can be pro-
duced using currently available resources.

Autarky. A situation in which a country is economically self-
sufficient; that is, it does not trade with other nations.

Automatic stabilizers. Provisions in the law that imply auto-
matic increases in government spending or decreases in
taxes when real output declines.

Autonomous consumption. Consumption spending that is
not related to the level of disposable income.

Autonomous expenditure. The portion of planned aggregate
expenditure that is independent of output.

Average benefit. Total benefit of undertaking n units of an
activity divided by n.

Average cost. Total cost of undertaking n units of an activity
divided by n.

Average labor productivity. Output per employed worker.
Average tax rate. Total taxes divided by total before-tax income.
Average total cost (ATC). Total cost divided by total output.
Average variable cost (AVC). Variable cost divided by total

output.

B
Balance-of-payments deficit. The net decline in a country’s

stock of international reserves over a year.
Balance-of-payments surplus. The net increase in a country’s

stock of international reserves over a year.
Balance sheet. A list of an economic unit’s assets and liabili-

ties on a specific date.
Bank reserves. Cash or similar assets held by commercial

banks for the purpose of meeting depositor withdrawals
and payments.

Banking panic. A situation in which news or rumors of the
imminent bankruptcy of one or more banks leads bank
depositors to rush to withdraw their funds.

Barrier to entry. Any force that prevents firms from entering
a new market.

Barter. The direct trade of goods or services for other goods
or services.

Basic elements of a game. The players, the strategies available
to each player, and the payoffs each player receives for
each possible combination of strategies.

Bequest saving. Saving done for the purpose of leaving an
inheritance.

Better-than-fair gamble. A gamble whose expected value is
positive.

Board of Governors. The leadership of the Fed, consisting of
seven governors appointed by the president to staggered
14-year terms.

Bond. A legal promise to repay a debt, usually including both
the principal amount and regular interest, or coupon,
payments.

Boom. A particularly strong and protracted expansion.
Buyer’s reservation price. The largest dollar amount the

buyer would be willing to pay for a good.
Buyer’s surplus. The difference between the buyer’s reserva-

tion price and the price he or she actually pays.

G L O S S A R Y



C
Capital gains. Increases in the value of existing assets.
Capital good. A long-lived good that is used in the production

of other goods and services.
Capital inflows. Purchases of domestic assets by foreign

households and firms.
Capital losses. Decreases in the value of existing assets.
Capital outflows. Purchases of foreign assets by domestic

households and firms.
Cartel. A coalition of firms that agree to restrict output for the

purpose of earning an economic profit.
Cash on the table. Economic metaphor for unexploited gains

from exchange.
Central bank independence. When central bankers are insu-

lated from short-term political considerations and are
allowed to take a long-term view of the economy.

Change in demand. A shift of the entire demand curve.
Change in supply. A shift of the entire supply curve.
Change in the quantity demanded. A movement along the de-

mand curve that occurs in response to a change in price.
Change in the quantity supplied. A movement along the sup-

ply curve that occurs in response to a change in price.
Closed economy. An economy that does not trade with the

rest of the world.
Coase theorem. If at no cost people can negotiate the pur-

chase and sale of the right to perform activities that cause
externalities, they can always arrive at efficient solutions
to the problems caused by externalities.

Collective good. A good or service that, to at least some de-
gree, is nonrival but excludable.

Commitment device. A way of changing incentives so as to
make otherwise empty threats or promises credible.

Commitment problem. A situation in which people cannot
achieve their goals because of an inability to make credi-
ble threats or promises.

Comparative advantage. One person has a comparative advan-
tage over another if his or her opportunity cost of perform-
ing a task is lower than the other person’s opportunity
cost.

Compensating wage differential. A difference in the wage
rate—negative or positive—that reflects the attractiveness
of a job’s working conditions.

Complements. Two goods are complements in consumption if
an increase in the price of one causes a leftward shift in
the demand curve for the other (or if a decrease causes a
rightward shift).

Compound interest. The payment of interest not only on the
original deposit but on all previously accumulated interest.

Constant (or parameter). A quantity that is fixed in value.
Constant returns to scale. A production process is said to

have constant returns to scale if, when all inputs are
changed by a given proportion, output changes by the
same proportion.

Consumer price index (CPI). For any period, measures the
cost in that period of a standard basket of goods and ser-
vices relative to the cost of the same basket of goods and
services in a fixed year, called the base year.

Consumer surplus. The economic surplus gained by the buy-
ers of a product as measured by the cumulative difference
between their respective reservation prices and the price
they actually paid.

Consumption expenditure. Spending by households on goods
and services such as food, clothing, and entertainment.

Consumption function. The relationship between consumption
spending and its determinants, in particular, disposable
income.

Consumption possibilities. The combination of goods and ser-
vices that a country’s citizens might feasibly consume.

Contraction. See Recession.
Contractionary policies. Government policy actions designed

to reduce planned spending and output.
Core rate of inflation. The rate of increase of all prices except

energy and food.
Cost-plus regulation. A method of regulation under which

the regulated firm is permitted to charge a price equal to
its explicit costs of production plus a markup to cover
the opportunity cost of resources provided by the firm’s
owners.

Costly-to-fake principle. To communicate information credi-
bly to a potential rival, a signal must be costly or difficult
to fake.

Coupon payments. Regular interest payments made to the
bondholder.

Coupon rate. The interest rate promised when a bond is is-
sued; the annual coupon payments are equal to the
coupon rate times the principal amount of the bond.

Credibility of monetary policy. The degree to which the pub-
lic believes the central bank’s promises to keep inflation
low, even if doing so may impose short-run economic
costs.

Credible promise. A promise to take an action that is in the
promiser’s interest to keep.

Credible threat. A threat to take an action that is in the threat-
ener’s interest to carry out.

Cross-price elasticity of demand. The percentage by which the
quantity demanded of the first good changes in response
to a 1 percent change in the price of the second.

Crowding out. The tendency of increased government deficits
to reduce investment spending.

Customer discrimination. The willingness of consumers to pay
more for a product produced by members of a favored
group, even if the quality of the product is unaffected.

Cyclical unemployment. The extra unemployment that occurs
during periods of recession.

D
Deadweight loss. The deadweight loss caused by a policy is

the reduction in economic surplus that results from adop-
tion of that policy.

Decision tree (or game tree). A diagram that describes the
possible moves in a game in sequence and lists the pay-
offs that correspond to each possible combination of
moves.

Deflating (a nominal quantity). The process of dividing a
nominal quantity by a price index (such as the CPI) to
express the quantity in real terms.

Deflation. A situation in which the prices of most goods
and services are falling over time so that inflation is
negative.

Demand curve. A schedule or graph showing the quantity of a
good that buyers wish to buy at each price.
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Demand for money. The amount of wealth an individual or
firm chooses to hold in the form of money.

Dependent variable. A variable in an equation whose value is
determined by the value taken by another variable in the
equation.

Deposit insurance. A system under which the government
guarantees that depositors will not lose any money even if
their bank goes bankrupt.

Depreciation. A decrease in the value of a currency relative to
other currencies.

Depression. A particularly severe or protracted recession.
Devaluation. A reduction in the official value of a currency

(in a fixed-exchange-rate system).
Diminishing returns to capital. If the amount of labor and

other inputs employed is held constant, then the greater
the amount of capital already in use, the less an additional
unit of capital adds to production.

Diminishing returns to labor. If the amount of capital and
other inputs in use is held constant, then the greater the
quantity of labor already employed, the less each addi-
tional worker adds to production.

Disappearing political discourse. The theory that people who
support a position may remain silent because speaking
out would create a risk of being misunderstood.

Discount rate. The interest rate that the Fed charges commer-
cial banks to borrow reserves.

Discount window lending. The lending of reserves by the
Federal Reserve to commercial banks.

Discouraged workers. People who say they would like to have
a job but have not made an effort to find one in the past
four weeks.

Disinflation. A substantial reduction in the rate of inflation.
Diversification. The practice of spreading one’s wealth over a

variety of different financial investments to reduce overall
risk.

Dividend. A regular payment received by stockholders for
each share that they own.

Dominant strategy. One that yields a higher payoff no matter
what the other players in a game choose.

Dominated strategy. Any other strategy available to a player
who has a dominant strategy.

Duration. The length of an unemployment spell.

E
Earned-income tax credit (EITC). A policy under which

low-income workers receive credits on their federal in-
come tax.

Easing monetary policy. A situation where the Fed raises its
long-run target for the inflation rate.

Economic efficiency. See Efficiency.
Economic loss. An economic profit that is less than zero.
Economic profit. The difference between a firm’s total rev-

enue and the sum of its explicit and implicit costs; also
called excess profit.

Economic rent. That part of the payment for a factor of
production that exceeds the owner’s reservation price,
the price below which the owner would not supply the
factor.

Economic surplus. The economic surplus from taking any
action is the benefit of taking the action minus its cost.

Economics. The study of how people make choices under con-
ditions of scarcity and of the results of those choices for
society.

Efficiency (or economic efficiency). Condition that occurs
when all goods and services are produced and consumed
at their respective socially optimal levels.

Efficient (or Pareto-efficient). A situation is efficient if no
change is possible that will help some people without
harming others.

Efficient markets hypothesis. The theory that the current price
of stock in a corporation reflects all relevant information
about its current and future earnings prospects.

Efficient point. Any combination of goods for which currently
available resources do not allow an increase in the pro-
duction of one good without a reduction in the production
of the other.

Elastic. The demand for a good is elastic with respect to price
if its price elasticity of demand is greater than 1.

Employer discrimination. An arbitrary preference by an em-
ployer for one group of workers over another.

Entrepreneurs. People who create new economic enterprises.
Equation. A mathematical expression that describes the rela-

tionship between two or more variables.
Equilibrium. A balanced or unchanging situation in which

all forces at work within a system are canceled by 
others.

Equilibrium price and equilibrium quantity. The price and
quantity of a good at the intersection of the supply and
demand curves for the good.

Excess demand (or shortage). The difference between the
quantity supplied and the quantity demanded when the
price of a good lies below the equilibrium price; buyers
are dissatisfied when there is excess demand.

Excess supply (or surplus). The difference between the quan-
tity supplied and the quantity demanded when the price
of a good exceeds the equilibrium price; sellers are dissat-
isfied when there is excess supply.

Exogenous changes in spending. Changes in planned spending
that are not caused by changes in output or the real interest
rate.

Expansion. A period in which the economy is growing at a
rate significantly above normal.

Expansionary gap. A positive output gap, which occurs
when actual output is higher than potential output 
(Y   Y*).

Expansionary policies. Government policy actions intended to
increase planned spending and output.

Expected value of a gamble. The sum of the possible out-
comes of the gamble multiplied by their respective proba-
bilities.

Expenditure line. A line showing the relationship between
planned aggregate expenditure and output.

Explicit costs. The actual payments a firm makes to its factors
of production and other suppliers.

External benefit (or positive externality). A benefit of an ac-
tivity received by people other than those who pursue the
activity.

External cost (or negative externality). A cost of an activity
that falls on people other than those who pursue the
activity.

Externality. An external cost or benefit of an activity.
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F
Factor of production. An input used in the production of a

good or service.
Fair gamble. A gamble whose expected value is zero.
Federal funds rate. The interest rate that commercial banks

charge each other for very short-term (usually overnight)
loans; because the Fed frequently sets its policy in terms
of the federal funds rate, this rate is closely watched in fi-
nancial markets.

Federal Open Market Committee (or FOMC). The committee
that makes decisions concerning monetary policy.

Federal Reserve System (or Fed). The central bank of the
United States.

Final goods or services. Goods or services consumed by the
ultimate user; because they are the end products of the
production process, they are counted as part of GDP.

Financial intermediaries. Firms that extend credit to borrow-
ers using funds raised from savers.

First-dollar insurance coverage. Insurance that pays all ex-
penses generated by the insured activity.

Fisher effect. The tendency for nominal interest rates to be
high when inflation is high and low when inflation is low.

Fixed cost. A cost that does not vary with the level of an ac-
tivity; the sum of all payments made to the firm’s fixed
factors of production.

Fixed exchange rate. An exchange rate whose value is set by
official government policy.

Fixed factor of production. An input whose quantity cannot
be altered in the short run.

Flexible exchange rate. An exchange rate whose value is not
officially fixed but varies according to the supply and de-
mand for the currency in the foreign exchange market.

Flow. A measure that is defined per unit of time.
Foreign exchange market. The market on which currencies of

various nations are traded for one another.
Fractional-reserve banking system. A banking system in

which bank reserves are less than deposits so that the re-
serve-deposit ratio is less than 100 percent.

Free-rider problem. An incentive problem in which too little
of a good or service is produced because nonpayers can-
not be excluded from using it.

Frictional unemployment. The short-term unemployment as-
sociated with the process of matching workers with jobs.

G
Game tree. See Decision tree.
Government budget deficit. The excess of government spend-

ing over tax collections (G   T).
Government budget surplus. The excess of government tax

collections over government spending (T   G); the gov-
ernment budget surplus equals public saving.

Government purchases. Purchases by federal, state, and local
governments of final goods and services; government pur-
chases do not include transfer payments, which are pay-
ments made by the government in return for which no
current goods or services are received, nor do they include
interest paid on the government debt.

Gross domestic product (GDP). The market value of the final
goods and services produced in a country during a given
period.

H
Head tax. A tax that collects the same amount from every

taxpayer.
Health maintenance organization (HMO). A group of physi-

cians that provides health services to individuals and
families for a fixed annual fee.

Human capital. An amalgam of factors such as education,
training, experience, intelligence, energy, work habits,
trustworthiness, initiative, and others that affect the value
of a worker’s marginal product.

Human capital theory. A theory of pay determination that
says a worker’s wage will be proportional to his or her
stock of human capital.

Hurdle method of price discrimination. The practice by which
a seller offers a discount to all buyers who overcome some
obstacle.

Hyperinflation. A situation in which the inflation rate is ex-
tremely high.

I
Imperfectly competitive firm. A firm that has at least some

control over the market price of its product.
Implicit costs. The opportunity costs of the resources supplied

by the firm’s owners.
Income effect. The change in the quantity demanded of a

good that results because a change in the price of a good
changes the buyer’s purchasing power.

Income elasticity of demand. The percentage by which a
good’s quantity demanded changes in response to a 1 per-
cent change in income.

Income-expenditure multiplier. The effect of a one-unit in-
crease in autonomous expenditure on short-run equilib-
rium output.

Increasing returns to scale. A production process is said to
have increasing returns to scale if, when all inputs are
changed by a given proportion, output changes by more
than that proportion; also called economies of scale.

Independent variable. A variable in an equation whose value
determines the value taken by another variable in the
equation.

Indexing. The practice of increasing a nominal quantity each
period by an amount equal to the percentage increase in
a specified price index. Indexing prevents the purchas-
ing power of the nominal quantity from being eroded by
inflation.

Induced expenditure. The portion of planned aggregate ex-
penditure that depends on output Y.

Inefficient point. Any combination of goods for which cur-
rently available resources enable an increase in the pro-
duction of one good without a reduction in the
production of the other.

Inelastic. The demand for a good is inelastic with respect to
price if its price elasticity of demand is less than 1.

Inferior good. A good whose demand curve shifts leftward
when the incomes of buyers increase.

Inflation dove. Someone who is not strongly committed to
achieving and maintaining low inflation.

Inflation hawk. Someone who is committed to achieving and
maintaining low inflation, even at some short-run cost in
reduced output and employment.
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Inflation-protected bonds. Bonds whose holders receive a
nominal interest rate each year equal to the fixed real rate
plus the actual rate of inflation during that year.

Inflation shock. A sudden change in the normal behavior of
inflation, unrelated to the nation’s output gap.

In-kind transfer. A payment made not in the form of cash but
in the form of a good or service.

Inside lag (of macroeconomic policy). The delay between the
date a policy change is needed and the date it is imple-
mented.

Intermediate goods or services. Goods or services used up in
the production of final goods and services and therefore
not counted as part of GDP.

International capital flows. Purchases or sales of real and fi-
nancial assets across international borders.

International reserves. Foreign currency assets held by a
government for the purpose of purchasing the domestic
currency in the foreign exchange market.

Investment. Spending by firms on final goods and services,
primarily capital goods.

Invisible hand theory. Adam Smith’s theory stating that the
actions of independent, self-interested buyers and sell-
ers will often result in the most efficient allocation of
resources.

L
Labor force. The total number of employed and unemployed

people in the economy.
Labor union. A group of workers who bargain collectively

with employers for better wages and working conditions.
Law of demand. People do less of what they want to do as the

cost of doing it rises.
Law of diminishing marginal utility. The tendency for the ad-

ditional utility gained from consuming an additional unit
of a good to diminish as consumption increases beyond
some point.

Law of diminishing returns. A property of the relationship be-
tween the amount of a good or service produced and the
amount of a variable factor required to produce it; the
law says that when some factors of production are fixed,
increased production of the good eventually requires ever
larger increases in the variable factor.

Law of one price. If transportation costs are relatively small,
the price of an internationally traded commodity must be
the same in all locations.

Lemons model. George Akerlof’s explanation of how asym-
metric information tends to reduce the average quality of
goods offered for sale.

Liabilities. The debts one owes.
Life-cycle saving. Saving to meet long-term objectives such as

retirement, college attendance, or the purchase of a home.
Logrolling. The practice whereby legislators support one an-

other’s legislative proposals.
Long run. A period of time of sufficient length that all the

firm’s factors of production are variable.
Long-run aggregate supply (LRAS) line. A vertical line show-

ing the economy’s potential output Y*.
Long-run equilibrium. Situation where actual output is equal

to potential output and actual inflation equals expected
inflation; graphically, this is where the AD curve, the AS
curve and the LRAS curve intersect at a single point.

M
M1. Sum of currency outstanding and balances held in check-

ing accounts.
M2. All the assets in M1 plus some additional assets that are

usable in making payments but at greater cost or inconve-
nience than currency or checks.

Macroeconomics. The study of the performance of national
economies and the policies that governments use to try to
improve that performance.

Marginal benefit. The marginal benefit of an activity is the in-
crease in total benefit that results from carrying out one
additional unit of the activity.

Marginal cost. The marginal cost of an activity is the increase
in total cost that results from carrying out one additional
unit of the activity; as output changes from one level to
another, the change in total cost divided by the corre-
sponding change in output.

Marginal product of labor (MP). The additional output a firm
gets by employing one additional unit of labor.

Marginal propensity to consume (mpc). The amount by
which consumption rises when disposable income rises by
$1; we assume that 0   mpc   1.

Marginal revenue. The change in a firm’s total revenue that
results from a one-unit change in output.

Marginal tax rate. The amount by which taxes rise when be-
fore-tax income rises by one dollar.

Marginal utility. The additional utility gained from consum-
ing an additional unit of a good.

Market. The market for any good consists of all buyers or
sellers of that good.

Market equilibrium. Occurs when all buyers and sellers are sat-
isfied with their respective quantities at the market price.

Market equilibrium value of the exchange rate. The exchange
rate that equates the quantities of the currency supplied
and demanded in the foreign exchange market.

Market power. A firm’s ability to raise the price of a good
without losing all its sales.

Maturation date. The date at which the principal of a bond
will be repaid.

Means-tested. A benefit program is means-tested if its benefit
level declines as the recipient earns additional income.

Medium of exchange. An asset used in purchasing goods and
services.

Menu costs. The costs of changing prices.
Microeconomics. The study of individual choice under

scarcity and its implications for the behavior of prices and
quantities in individual markets.

Monetary policy. Determination of the nation’s money supply.
Monetary policy reaction function. Describes how a central

bank takes action in response to changes in the state of
the economy.

Money. Any asset that can be used in making purchases.
Money demand curve. Shows the relationship between the ag-

gregate quantity of money demanded M and the nominal
interest rate i; because an increase in the nominal interest
rate increases the opportunity cost of holding money,
which reduces the quantity of money demanded, the
money demand curve slopes down.

Monopolistic competition. Industry structure in which a large
number of firms produce slightly differentiated products
that are reasonably close substitutes for one another.
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Moral hazard. The tendency of people to expend less effort pro-
tecting those goods that are insured against theft or damage.

Multiplier. See Income-expenditure multiplier.
Mutual fund. A financial intermediary that sells shares in

itself to the public, then uses the funds raised to buy a
wide variety of financial assets.

N
Nash equilibrium. Any combination of strategy choices in

which each player’s choice is his or her best choice, given
the other players’ choices.

National saving. The saving of the entire economy, equal to
GDP less consumption expenditures and government pur-
chases of goods and services, or Y   C   G.

Natural monopoly. A monopoly that results from economies
of scale (increasing returns to scale).

Natural rate of unemployment, u*. The part of the total un-
employment rate that is attributable to frictional and
structural unemployment; equivalently, the unemploy-
ment rate that prevails when cyclical unemployment is
zero, so the economy has neither a recessionary nor an ex-
pansionary output gap.

Negative externality. See External cost.
Negative income tax (NIT). A system under which the gov-

ernment would grant every citizen a cash payment each
year, financed by an additional tax on earned income.

Net capital inflows. Capital flows that are equal to foreign
purchases of domestic assets (which bring funds into the
country) minus domestic purchases of foreign assets
(which send funds out of the country); that is, capital in-
flows minus capital outflows.

Net exports. Exports minus imports.
Nominal exchange rate. The rate at which two currencies can

be traded for each other.
Nominal GDP. A measure of GDP in which the quantities

produced are valued at current-year prices; nominal GDP
measures the current dollar value of production.

Nominal interest rate. The annual percentage increase in the
nominal value of a financial asset; also known as the
market interest rate.

Nominal price. Absolute price of a good in dollar terms.
Nominal quantity. A quantity that is measured in terms of its

current dollar value.
Nonexcludable good. A good that is difficult, or costly, to ex-

clude nonpayers from consuming.
Nonrival good. A good whose consumption by one person

does not diminish its availability for others.
Normal good. A good whose demand curve shifts rightward

when the incomes of buyers increase.
Normal profit. The opportunity cost of the resources supplied

by the firm’s owners; Normal profit   Accounting profit  
Economic profit.

Normative economic principle. One that says how people
should behave.

O
Okun’s law. States that each extra percentage point of cyclical

unemployment is associated with about a 2 percentage
point increase in the output gap, measured in relation to
potential output.

Oligopoly. An industry structure in which a small number of
large firms produce products that are either close or per-
fect substitutes.

100 percent reserve banking. A situation in which banks’ re-
serves equal 100 percent of their deposits.

Open economy. An economy that trades with other countries.
Open-market operations. Open-market purchases and open-

market sales.
Open-market purchase. The purchase of government bonds

from the public by the Fed for the purpose of increasing
the supply of bank reserves and the money supply.

Open-market sale. The sale by the Fed of government bonds
to the public for the purpose of reducing bank reserves
and the money supply.

Opportunity cost. The opportunity cost of an activity is the
value of what must be forgone to undertake the activity.

Optimal combination of goods. The affordable combination
that yields the highest total utility.

Output gap, Y  Y*. The difference between the economy’s
actual output and its potential output at a point in time.

Outside lag (of macroeconomic policy). The delay between
the date a policy change is implemented and the date by
which most of its effects on the economy have occurred.

Outsourcing. A term increasingly used to connote having ser-
vices performed by low-wage workers overseas.

Overvalued exchange rate. An exchange rate that has an offi-
cially fixed value greater than its market equilibrium
value.

P
Parameter. See Constant.
Pareto-efficient. See Efficient.
Participation rate. The percentage of the working-age popula-

tion in the labor force (that is, the percentage that is either
employed or looking for work).

Payoff matrix. A table that describes the payoffs in a game for
each possible combination of strategies.

Peak. The beginning of a recession; the high point of eco-
nomic activity prior to a downturn.

Perfect hurdle. One that completely segregates buyers whose
reservation prices lie above some threshold from others
whose reservation prices lie below it, imposing no cost on
those who jump the hurdle.

Perfectly competitive market. A market in which no individ-
ual supplier has significant influence on the market price
of the product.

Perfectly discriminating monopolist. A firm that charges each
buyer exactly his or her reservation price.

Perfectly elastic demand. The demand for a good is perfectly
elastic with respect to price if its price elasticity of de-
mand is infinite.

Perfectly elastic supply curve. A supply curve whose elasticity
with respect to price is infinite.

Perfectly inelastic demand. The demand for a good is perfectly
inelastic with respect to price if its price elasticity of de-
mand is zero.

Perfectly inelastic supply curve. A supply curve whose elastic-
ity with respect to price is zero.

Personal Responsibility Act. The 1996 federal law that
transferred responsibility for welfare programs from the
federal level to the state level and placed a five-year
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lifetime limit on payment of AFDC benefits to any given 
recipient.

Planned aggregate expenditure (PAE). Total planned spending
on final goods and services.

Pork barrel spending. A public expenditure that is larger than
the total benefit it creates but that is favored by a legisla-
tor because his or her constituents benefit from the ex-
penditure by more than their share of the resulting extra
taxes.

Portfolio allocation decision. The decision about the forms in
which to hold one’s wealth.

Positional arms control agreement. An agreement in which
contestants attempt to limit mutually offsetting invest-
ments in performance enhancement.

Positional arms race. A series of mutually offsetting invest-
ments in performance enhancement that is stimulated by
a positional externality.

Positional externality. Occurs when an increase in one per-
son’s performance reduces the expected reward of an-
other’s in situations in which reward depends on relative
performance.

Positive economic principle. One that predicts how people
will behave.

Positive externality. See External benefit.
Potential output, Y*. The maximum sustainable amount of

output (real GDP) that an economy can produce; also
known as potential GDP or full-employment output.

Poverty threshold. The level of income below which the fed-
eral government classifies a family as poor.

Precautionary saving. Saving for protection against unex-
pected setbacks such as the loss of a job or a medical
emergency.

Present value of a perpetual annual payment. For an annual
interest rate r, the present value (PV) of a perpetual an-
nual payment (M) is the amount that would have to be
deposited today at that interest rate to generate annual in-
terest earnings of M: PV  M / r.

Price ceiling. A maximum allowable price, specified by law.
Price discrimination. The practice of charging different buyers

different prices for essentially the same good or service.
Price elasticity of demand. The percentage change in the

quantity demanded of a good or service that results from
a 1 percent change in its price.

Price elasticity of supply. The percentage change in the quan-
tity supplied that will occur in response to a 1 percent
change in the price of a good or service.

Price index. A measure of the average price of a given class of
goods or services relative to the price of the same goods
and services in a base year.

Price level. A measure of the overall level of prices at a partic-
ular point in time as measured by a price index such as
the CPI.

Price setter. A firm with at least some latitude to set its own
price.

Price taker. A firm that has no influence over the price at
which it sells its product.

Principal amount. The amount originally lent.
Prisoner’s dilemma. A game in which each player has a domi-

nant strategy, and when each plays it, the resulting payoffs
are smaller than if each had played a dominated strategy.

Private saving. The saving of the private sector of the econ-
omy is equal to the after-tax income of the private sector

minus consumption expenditures (Y   T   C); private
saving can be further broken down into household saving
and business saving.

Producer surplus. The economic surplus gained by the sellers
of a product as measured by the cumulative difference be-
tween the price received and their respective reservation
prices.

Production possibilities curve. A graph that describes the
maximum amount of one good that can be produced for
every possible level of production of the other good.

Profit. The total revenue a firm receives from the sale of its
product minus all costs—explicit and implicit—incurred
in producing it.

Profit-maximizing firm. A firm whose primary goal is to max-
imize the difference between its total revenues and total
costs.

Profitable firm. A firm whose total revenue exceeds its total cost.
Progressive tax. One in which the proportion of income paid

in taxes rises as income rises.
Proportional income tax. One under which all taxpayers pay

the same proportion of their incomes in taxes.
Protectionism. The view that free trade is injurious and

should be restricted.
Public good. A good or service that, to at least some degree, is

both nonrival and nonexcludable.
Public saving. The saving of the government sector is equal to

net tax payments minus government purchases (T   G).
Purchasing power parity (PPP). The theory that nominal ex-

change rates are determined as necessary for the law of
one price to hold.

Pure commons good. One for which nonpayers cannot easily
be excluded and for which each unit consumed by one
person means one less unit available for others.

Pure monopoly. The only supplier of a unique product with
no close substitutes.

Pure private good. One for which nonpayers can easily be ex-
cluded and for which each unit consumed by one person
means one less unit available for others.

Pure public good. A good or service that, to a high degree, is
both nonrival and nonexcludable.

Q
Quantity equation. Money times velocity equals nominal

GDP: M  V   P  Y.
Quota. A legal limit on the quantity of a good that may be

imported.

R
Rate of inflation. The annual percentage rate of change in the

price level, as measured, for example, by the CPI.
Rational person. Someone with well-defined goals who tries

to fulfill those goals as best he or she can.
Rational spending rule. Spending should be allocated across

goods so that the marginal utility per dollar is the same
for each good.

Rationing function of price. Changes in prices distribute scarce
goods to those consumers who value them most highly.

Real exchange rate. The price of the average domestic good or
service relative to the price of the average foreign good or
service, when prices are expressed in terms of a common
currency.
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Real GDP. A measure of GDP in which the quantities produced
are valued at the prices in a base year rather than at current
prices; real GDP measures the actual physical volume of
production.

Real interest rate. The annual percentage increase in the pur-
chasing power of a financial asset; the real interest rate on
any asset equals the nominal interest rate on that asset mi-
nus the inflation rate.

Real price. Dollar price of a good relative to the average dol-
lar price of all other goods and services.

Real quantity. A quantity that is measured in physical terms—
for example, in terms of quantities of goods and services.

Real wage. The wage paid to workers measured in terms of
purchasing power; the real wage for any given period is
calculated by dividing the nominal (dollar) wage by the
CPI for that period.

Recession (or contraction). A period in which the economy is
growing at a rate significantly below normal.

Recessionary gap. A negative output gap, which occurs when
potential output exceeds actual output (Y   Y*).

Regressive tax. A tax under which the proportion of income
paid in taxes declines as income rises.

Relative price. The price of a specific good or service in com-
parison to the prices of other goods and services.

Rent-seeking. The socially unproductive efforts of people or
firms to win a prize.

Repeated prisoner’s dilemma. A standard prisoner’s dilemma
that confronts the same players repeatedly.

Reserve requirements. Set by the Fed, the minimum values of
the ratio of bank reserves to bank deposits that commer-
cial banks are allowed to maintain.

Reserve-deposit ratio. Bank reserves divided by deposits.
Revaluation. An increase in the official value of a currency

(in a fixed-exchange-rate system).
Rise. See Slope.
Risk premium. The rate of return that financial investors re-

quire to hold risky assets minus the rate of return on safe
assets.

Risk-averse person. Someone who would refuse any fair
gamble.

Risk-neutral person. Someone who would accept any gamble
that is fair or better.

Run. See Slope.

S
Saving. Current income minus spending on current needs.
Saving rate. Saving divided by income.
Seller’s reservation price. The smallest dollar amount for

which a seller would be willing to sell an additional unit,
generally equal to marginal cost.

Seller’s surplus. The difference between the price received by
the seller and his or her reservation price.

Short run. A period of time sufficiently short that at least
some of the firm’s factors of production are fixed.

Short-run equilibrium. Situation when there is either an ex-
pansionary gap or a recessionary gap; graphically, this is
where the AD curve and the AS curve intersect at a point
either to the left or to the right of the LRAS curve.

Short-run equilibrium output. The level of output at which
output Y equals planned aggregate expenditure PAE; the

level of output that prevails during the period in which
prices are predetermined.

Shortage. See Excess demand.
Skill-biased technological change. Technological change that

affects the marginal products of higher-skilled workers
differently from those of lower-skilled workers.

Slope. In a straight line, the ratio of the vertical distance the
straight line travels between any two points (rise) to the
corresponding horizontal distance (run).

Socially optimal quantity. The quantity of a good that results
in the maximum possible economic surplus from produc-
ing and consuming the good.

Stabilization policies. Government policies that are used to af-
fect planned aggregate expenditure, with the objective of
eliminating output gaps.

Statistical discrimination. The practice of making judgments
about the quality of people, goods, or services based on
the characteristics of the groups to which they belong.

Stock. A measure that is defined at a point in time.
Stock (or equity). A claim to partial ownership of a firm.
Store of value. An asset that serves as a means of holding

wealth.
Structural unemployment. The long-term and chronic unem-

ployment that exists even when the economy is producing
at a normal rate.

Substitutes. Two goods are substitutes in consumption if an
increase in the price of one causes a rightward shift in the
demand curve for the other (or if a decrease causes a left-
ward shift).

Substitution effect. The change in the quantity demanded of a
good that results because buyers switch to or from substi-
tutes when the price of the good changes.

Sunk cost. A cost that is beyond recovery at the moment a de-
cision must be made.

Supply curve. A graph or schedule showing the quantity of a
good that sellers wish to sell at each price.

Supply-side policy. A policy that affects potential output.
Surplus. See Excess supply.

T
Target inflation rate. The Fed’s long-run goal for inflation.
Target real interest rate. The Fed’s long-run goal for the real

interest rate.
Tariff. A tax imposed on an imported good.
Tightening monetary policy. A situation where the Fed lowers

its long-run target for the inflation rate.
Time value of money. The fact that a given dollar amount to-

day is equivalent to a larger dollar amount in the future
because the money can be invested in an interest-bearing
account in the meantime.

Tit-for-tat. A strategy for the repeated prisoner’s dilemma in
which players cooperate on the first move, then mimic
their partner’s last move on each successive move.

Total cost. The sum of all payments made to the firm’s fixed
and variable factors of production.

Total expenditure  Total revenue. The dollar amount con-
sumers spend on a product is equal to the dollar amount
sellers receive.

Total revenue. See Total expenditure.
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Total surplus. The difference between the buyer’s reservation
price and the seller’s reservation price.

Trade balance (or net exports). The value of a country’s ex-
ports less the value of its imports in a particular period
(quarter or year).

Trade deficit. When imports exceed exports, the difference be-
tween the value of a country’s imports and the value of its
exports in a given period.

Trade surplus. When exports exceed imports, the difference
between the value of a country’s exports and the value of
its imports in a given period.

Tragedy of the commons. The tendency for a resource that has
no price to be used until its marginal benefit falls to zero.

Transfer payments. Payments the government makes to the
public for which it receives no current goods or services in
return.

Trough. The end of a recession; the low point of economic ac-
tivity prior to a recovery.

U
Unattainable point. Any combination of goods that cannot be

produced using currently available resources.
Undervalued exchange rate. An exchange rate that has an of-

ficially fixed value less than its market equilibrium value.
Unemployment rate. The number of unemployed people di-

vided by the labor force.
Unemployment spell. A period during which an individual is

continuously unemployed.
Unit elastic. The demand for a good is unit elastic with re-

spect to price if its price elasticity of demand is equal to 1.
Unit of account. A basic measure of economic value.

V
Value added. For any firm, the market value of its product or

service minus the cost of inputs purchased from other
firms.

Value of marginal product of labor (VMP). The dollar value
of the additional output a firm gets by employing one ad-
ditional unit of labor.

Variable. A quantity that is free to take a range of different
values.

Variable cost. A cost that varies with the level of an activity;
the sum of all payments made to the firm’s variable fac-
tors of production.

Variable factor of production. An input whose quantity can
be altered in the short run.

Velocity. A measure of the speed at which money changes
hands in transactions involving final goods and services,
or, equivalently, nominal GDP divided by the stock of
money. Numerically, V   (P   Y)   M, where V is velocity,
P   Y is nominal GDP, and M is the money supply whose
velocity is being measured.

Vertical intercept. In a straight line, the value taken by the de-
pendent variable when the independent variable equals
zero.

W
Wealth. The value of assets minus liabilities.
Wealth effect. The tendency of changes in asset prices to

affect households’ wealth and thus their consumption
spending.

Winner-take-all labor market. One in which small differences
in human capital translate into large differences in pay.

Worker mobility. The movement of workers between jobs,
firms, and industries.

Workers’ compensation. A government insurance system
that provides benefits to workers who are injured on
the job.
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A
Absolute advantage, 36

Absolute dollar amount, 9

Abstract models, 7–8

Accommodating monetary policy

for aggregate supply shocks, 749–751

definition, 747

for spending shocks, 746–748

Accountants, definition of profit, 204

Accounting identity, 436, 555

Accounting profit

of best-managed companies, 223

definition, 204

versus economic profit, 204–207

Accounting scandals, 589

Actual output

equal to potential output, 722

exceeding potential output, 733

versus potential output, 619, 620

Actual spending vs. planned spending,

636–637

Adams, Walter, 101

AD-AS analysis

effects of monetary policy, 742–751

expansionary gap, 725–726

inflation sources

excessive aggregate spending, 728–732

Fed actions in 1996, 734–735

shocks to potential output, 732–734

long-run equilibrium, 725

recessionary gap, 726–727

self-correcting economy, 727–728

short-run equilibrium, 725

AD-AS model, 712–713

Ad–copy writers, 357–358

Adverse aggregate supply shock, 734

Adverse inflation shock, 725

in U.S. in 1970s, 731–732

Adverse selection, 340

Advertisers, inefficiency avoided by, 407

Advertising

by airlines, 270–273

of cigarettes regulated, 278–279

and norms of taste, 317–318

Super Bowl ads, 337

Aerobics instructors, 212–214

Aesop’s fable, 549

Afghanistan war, 559, 654

Africa, AIDS epidemic, 518

African Americans, employment data, 500

Aggregate demand

effect of marginal tax rate, 762–763

effect of tax rate reduction, 733

restraining, 786

Aggregate demand–Aggregate supply

model; see AD-AS model

Aggregate demand curve, 712

and aggregate supply shocks, 749–751

definition, 714

deriving, 714–715

in expansionary gap, 725

and Federal Reserve System, 713–714

inflation, spending, output and,

713–718

with military spending, 729–730

in recessionary gap, 726

shift factors, 746–748

exogenous spending changes,

715–716

monetary policy changes, 716–718

Aggregate national spending, 555

Aggregate quantities, 426–429

Aggregate spending, 612

excessive, 728–732

military spending, 728–730

and potential output, 633–634

as stabilizing policy, 655–657

Aggregate supply

effect of marginal tax rate, 762–763

effects of tax rate reduction, 733

and inflation, 719–725

Aggregate supply curve, 712

definition, 719

deriving, 723

and inflation expectations, 720

and inflation inertia, 719–722

output gaps and inflation, 722–723

in recessionary gap, 726–727

shift due to inflation, 725

shift factors

changes in inflation expectations, 724

inflation shocks, 724–725

Aggregate supply long-run, 712

Aggregate supply shocks, 734

monetary policy response to, 749–751

Agriculture, technological changes, 531

AIDS epidemic, 518

Aid to Families with Dependent Children

(AFDC), 364

Airline fares, 84

Airline industry

and Aviation Consumer Action

Project, 187

compensation policy, 185–187

first-come, first-served policy, 185–187

in invisible hand theory, 219

price discrimination by, 256

Air pollution in Mexico City, 542–543

Air quality regulations, 306

Akerlof, George, 334, 758n

Alesine, Alberto, 764n

Algebra, 30–31

basic Keynesian model, 667–669,

709–710

of marginal revenue curve, 244–245

of profit maximization, 267–268

of supply and demand, 93–94

Allocative function of prices, 207–208

and free entry or exit, 214

Amazon.com, 330

Ambrose, Stephen E., 518, 531

American Airlines, 270–273

American Cancer Society, 357–358

Anabolic steroids, 315

Analyze This, 269, 282

Anchored inflationary expectations, 751

Anti-inflationary monetary policy

and central bank independence, 755–756

keeping inflation low, 745–747

long-run effects, 742

of Paul Volcker, 744

short-run effects, 743

Antipoverty programs, invisible hand

in, 220

Antitrust laws, 248

vigorous enforcement of, 259–260

Apple Computer, 533

Apple Macintosh, 78, 238

Appreciation (currency), 778–779

United States dollar, 785

Arbitration agreements, 316

Argentina

currency board, 696

debt crisis, 828–829

dollarization, 795

holding U.S. dollars, 696–697

Aristotle, 64

Assembly-line workers, 526–527

Asset bubbles, 688

Assets

of commercial banks, 593

definition, 551

Asymmetric information

and adverse selection, 340

conspicuous consumption as signal of

ability, 337–338

costly-to-fake principle, 336–337

credibility problem in trading, 336

definition, 333

example, 333–334

lemons model, 334–336

and moral hazard, 340–341

statistical discrimination, 338–340

Atari, 533

ATMs, 18–19, 582, 693

and velocity of money, 601

AT&T, 235, 258
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Attainable point, 43–44

Auction, price setting by, 626–627

Auction process, 412–413

Australia, average labor productivity

1990, 530

Autarky, 814

Automatic stabilizers, 658

Automobile accessories, 18

Automobile engine size, 140

Automobile industry, 427

mass production, 497

time factor in production, 280–282

with voluntary export restraints,

822–823

Automobile insurance costs, 339

Automobiles

gas prices and size of, 138–139

prices of, 116–117

Autonomous consumption, 638–639

Autonomous expenditure, 641–642, 668,

671, 710

government purchases in, 651–652

and lower real interest rate, 683

and real interest rate, 682

reduced in inflation, 685–686

Average benefit, 12–14

irrelevance of, 14–15

Average cost, 12–14

irrelevance of, 14–15

Average labor productivity

definition, 524

determinants

entrepreneurship, 532–534

human capital, 526–528

land, 531

management, 532–534

natural resources, 531

physical capital, 528–530

political and legal framework,

534–536

technology, 531–532

growth in U.S. since 1995, 532

increases in output from, 525

national comparisons in 1990, 530

U.S. vs. Indonesia and Bangladesh, 526

Average tax rate, 761

Average total cost, 159

of bottle production, 160

and economic profit/loss, 208–211

with economies of scale, 239–240

of natural monopoly, 257

and negative profit, 162–163

video game producers, 240–241

Average total cost curve, 160–161

Average variable cost, 159

of bottle production, 160

Average variable cost curve, 160

Aviation Consumer Action project, 187

Avocado market

with taxes, 192–194

without taxes, 192

Axelrod, Robert, 277

B
Babcock, L., 353n

Baby boom generation, 525

Balanced budget, 557–558

Balance-of-payments deficit, 789

Balance-of-payments surplus, 789–790

Balance sheet

of commercial banks, 595–596

definition, 551

Banifoot, Kösten, 12–13

Bank deposits, 582

formula, 596

Bank failures, 793

Banking panics

definition, 676

and deposit insurance, 678

effects of, 676–677

and Federal Reserve System, 676–678

and fractional reserve banking, 676

in Great Depression, 793

of 1907, 676

and savings and loan crisis, 678

in United States 1930–1933, 676

Banking system; see also Commercial banks

bank deposits, 582

consumer borrowing, 581

crisis in Japan, 582

evaluation of borrowers, 581

as financial intermediary, 580–581

information-gathering activities, 581

pooling savings, 581

small-business loans, 581

Bank of Canada, 756

Bank of England, 756

Bank of Israel, 756

Bank of Japan, zero interest rate 

policy, 759

Bank reserves, 593–594, 596

changing requirements, 701

depleted by panics, 677

Fed increase or reduction of, 598–599

and money multiplier, 606

Bar codes, 635

Barnes and Noble, 329

Barriers to employment, 503

Barriers to entry, 214

Barriers to exit, 214

Barter, 590

Base year

for CPI, 454–455

for GDP, 439

Base-year basket, 455

Basic elements of games, 270–272

Basic Keynesian model, 612–613, 

633, 674

algebraic solution, 667–669

applied in Japan, 653

autonomous consumption, 638–639

autonomous expenditure, 641–642

consumption function, 638

contractionary policies, 651

on demand for output, 678

expansionary policies, 651

expenditure line, 642

fiscal policy qualifications, 637–638

fiscal policy role, 655–657

income-expenditure multiplier, 650,

671–672

induced expenditure, 642

key assumptions, 634–635

marginal propensity to consume,

639–640

and menu costs, 634–635

monetary policy in, 709–710

planned aggregate expenditure,

635–643

versus actual spending, 636–637

components, 636

consumer spending and economy,

639–640

and output, 640–642

and self-correcting economy, 727

short-run equilibrium output

graphical approach, 645

multiplier, 649–650

numerical approach, 643–644

planned spending and output gap,

646–649

stabilization policies, 561, 634

wealth effect, 638–639

Basketball team roster limits, 316

Basket of goods and services, 455

changed vs. fixed, 462–463

Baskin-Robbins, 140

Baumol, William, 534

Bazerman, Max, 412

Beautiful Mind, A, 272n

Behrens, William H., III, 451n

Benefits, relevant, 299

Bennett, Danny, 269

Bennett, Tony, 269–270, 280, 282

Bentham, Jeremy, 128–129

Bequest saving

definition, 561

in Japan, 562

Bernanke, Ben, 622n, 752n, 757n, 765n

Better-than-fair gamble, 332

Bidding

by cellular phone companies, 413

for exclusive contracts, 258–259

Blanchard, Olivier J., 752n, 764n

Bloomsbury Group, 632

BMW, 18, 140, 338, 427

Board of Governors

appointment to, 755

composition of, 675

Boating industry job losses, 102

Boeing 747s, 219

Bondholder, 582

Bond market, 583

allocation of savings by, 587–589

benefits of diversification, 588–589

informational role, 587

mutual funds, 589

risk sharing and diversification,

587–588

Bond prices

definition, 583

and interest rates, 583–584, 698

Bonds

coupon payments, 582–583

coupon rate, 582–583

credit risk, 583

inflation-protected, 474

issuers of, 583

junk bonds, 583

maturation date, 582–583
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municipal bonds, 583

principal amount, 582–583

risk premium, 586

tax treatment, 583–584

terms of, 583

Bonds, Barry, 453, 454, 459

Boom, 615

in U.S. 1995–2000, 620

Border patrols, 98

Borders, 329

Boskin, Michael, 462

Boskin Commission, 462–463

Bracket creep, 466

Braille ATMs, 18–19

Brazil, real GDP per person 1870–2003,

520–521

Bread market subsidies, 183–185

Bread production, 431–432

Break-even calling volume, 30

Bretton Woods conference, 633

Bretton Woods system, 793

Brin, Sergey, 533

British pound, 776n

and United States dollar, 777–778

Browne, Harry, 398

Budget deficit, 414, 558–559

crowding-out effect, 572–573

effect on saving and investment,

572–573

fiscal policy problem, 658

in Japan, 658

Budget share, 100

Budget surplus, 558–559

Buffett, Warren, 224–225, 337

Bull market of 1990s, 553–554

Bureau of Economic Analysis, 440

Bureau of Labor Statistics, 501

compilation of CPI, 455

Consumer Expenditure Survey, 455

data quality improvements, 463

measures of unemployment, 499–500

problem of quality changes, 462n

special unemployment calculations, 502

Burlington, Vermont, 166

Bush, George H. W., 462, 611, 612, 613

Bush, George W., 459, 559, 573, 656

Business confidence, 715

Business Cycle Dating Committee, 

615–616

Business cycles, 617

Business fixed investment, 434

Business negotiations, 269–270

Business saving, 557

high level of, 560

incentives to increase, 573

in national saving 1960–2006, 559

Buyers, 64–67

asymmetric information, 333–341

cost-benefit principle, 150

and credibility problem, 336

fully informed, 325–326

obstacles to charging highest price,

252–253

in perfectly competitive markets, 154

taxes paid by, 190–192

Buyer’s reservation price, 66, 79, 85

Buyer’s surplus, 85

C
Cable television companies, 257

Cadillac, 256

California

electricity market, 117

gasoline prices, 116–117

Proposition 13, 414

water shortages, 127–128

Camel cigarettes, 235, 357–358

Camerer, C., 353n

Cameron, James, 127

Canada

average labor productivity 1990, 530

effects of 2001 recession, 649

large capital inflows, 828

real GDP growth 1999–2004, 617

Canadian dollar, 777–778

Capital

cost of creating, 537–538

diminishing returns to, 529

increase in, 492

from saving and investment, 539

Capital depreciation allowance, 466–467

Capital equipment investments, 205

Capital flows

and debt crises, 828–829

international, 810, 811, 824–832

restrictions on, 789

Capital formation

factors determining investment,

566–568

investment in computers, 568–569

and value of marginal product, 568

Capital gains, 553–554, 584

Capital gains tax reductions, 573

Capital goods

definition, 529

and GDP, 430

investment in new computers,

568–569

opportunity cost of investing in, 568

price factor, 568

for productivity, 529

real interest rate factor, 568

reasons for acquiring, 566–568

and value of marginal product, 568

Capital income, 438

Capital inflows

definition, 811

and real interest rate, 825–826

saving and investment in, 826–829

with trade deficit, 829–830

Capital investment per worker, 50

Capitalism, 64

Capital losses, 553–554

Capital outflows, 811

Capital punishment, 341–342

Carbon tax, 416

Carnegie, Andrew, 259, 533

Carpenters’ wage rates, 80

Carrey, Jim, 118

Cartels, 259

compared to unions, 355–356

definition, 275

economics of, 275–277

Organization of Petroleum Exporting

Countries, 277

temptation to violate agreements, 276

tit-for-tat strategy, 278

unstable agreements, 275–277

Carter, Jimmy, 612, 741

Carter administration, 375

Cash, 590

costs of holding, 467

Cash-on-the-table metaphor, 85–86

Cellular phone companies, 413

Central Bank of Brazil, 756

Central banks, 580

Bank of Canada, 756

Bank of England, 756

Bank of Israel, 756

control of money supply, 598–599

European Central Bank, 796

function of, 598

independence of, 755–756

inflation in long run, 601–602

money and prices, 599–500

numerical inflation target, 756–759

reputation

as inflation doves, 759

as inflation hawks, 759

Reserve Bank of New Zealand, 594

Centralized government, dangers of, 409

Central planning, 63–64, 536

CEOs, 534

compensation of, 362

Chain weighting, 440, 441

Chamberlin, Edward, 235n

Change in demand, 75

Change in quantity demanded, 75

Change in quantity supplied, 75, 164

Change in supply, 75, 164

Chaplin, Charlie, 52

Character judgments, 289

Charitable contributions, 405–406

Checking accounts, 592, 593

Checks, 582

Check-splitting, 410–411

Chevrolet, 235, 256, 280–282

Chicago meat-packers, 385–386

China, 63

economic growth, 522–523

medieval stagnation, 533–534

output per person, 523

population and consumption, 523

real GDP growth, 444

real GDP per person 1970–2003,

520–521

United States diplomatic relations, 343

Chronically unemployed, 502

Chrysler Corporation, 275, 427

Cigarette advertising, 278–279

Cigarette tax, effect on teenage

smoking, 102

Civil Aeronautics Board, 219

Clayton Antitrust Act, 259

Clinton, Bill, 53, 398, 612

Closed economy, 813

autarky, 814

monetary policy, 786

CNBC, 673

Coase, Ronald, 302

Coase theorem, 301–306

Coca-Cola Company, 285, 627–628, 635
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Coincident indicators, 616

Cold War, 343

Collective bargaining, 356

Collective goods, 399

Commercial banks

assets, 593

balance sheets, 595–596

bank reserves, 593–594, 596

determination of money supply, 593

discount rate, 700–701

and discount window lending, 700–701

federal funds rate, 679–680

fractional-reserve system, 594–595, 596

liabilities, 593

money creation by, 593–597

money supply with currency and

deposits, 596–597

100 percent reserve system, 593–594

and open-market operations, 598–599

reserve-deposit ratio, 594–595, 677

reserve requirements, 701

Commercial crises, 616; see also Recessions

Commitment device, 285

Commitment problem, 285–287

with costly information search,

332–333

preferences as solution to, 288–289

Communication

complex, 55

in early America, 518

Communism, reasons for failure, 

535–536

Communist economies, 63

Communist Manifesto (Marx &

Engels), 616

Comparative advantage, 35–56, 428–429

versus absolute advantage, 36

as basis for trade, 812–819

consumption possibilities, 813–814

production possibilities, 813–819

specialization in production,

812–813

world prices and production,

817–819

definition, 36

exchange and opportunity cost, 36–41

gains from, 39

gains from specialization and exchange,

46–47

and international trade, 494

free-trade agreements, 53

and outsourcing, 53–55

principle of, 1–2, 37–40

production possibilities, 41–46

production possibilities curve

factors that shift, 49–51

many-person economy, 47–49

productivity from technology, 531

and slow specialization, 51–52

sources

individual, 40

national, 40

noneconomic, 40–41

from specialization, 590

and too much specialization, 52–53

Compensating wage differentials, 

357–358

Competition

effect on economic profit, 215

internet vs. retail stores, 326

promoting statistical discrimination,

339–340

as protection for workers, 506

union vs. nonunion workers, 357

Complements, 75–76

Complex communication, 55

Compound interest, 521–522

Computer credits, 591

Computerized trading systems, 591

Computer models, 7–8

Computers, increased investment in,

568–569

Confederate States of America, inflation

in, 471

Congressional Budget Office, 622, 624

Conspicuous consumption, 337–338

Constant, 24

Constant returns to scale, 238

Consumer behavior, reaction to oil

prices, 542

Consumer confidence, 715

Consumer credit arrangements, 565

Consumer demand

and output gaps, 626

and smart vending machines, 627–628

Consumer durables, 434, 555

Consumer Expenditure Survey, 455

Consumer nondurables, 434

Consumer price index

accuracy as inflation measure, 461–463

adjusting for inflation

deflating nominal quantities, 458–460

indexing to maintain buying power,

460–461

base year, 454–455

base-year basket, 455

basket of goods and services, 455

Boskin Commission report, 462–463

calculation of, 455

construction of, 454–455

definition, 454

family cost of living and, 456

fixed vs. changed basket of goods,

462–463

indexing of tax brackets to, 466

oil prices relative to, 753

overstating inflation, 462

price level vs. relative price, 465

and Social Security benefits, 462

and substitution bias, 463

in U.S. 1929–1933, 457

value of, 456

Consumer Reports, 326

Consumers

asymmetric information, 333–341

benefits of free trade, 820

changes in behavior, 375–376

information gathering, 326

information search by

commitment problem, 332–333

cost-benefit test, 328–329

free-rider problem, 329–330

gamble inherent in, 331–332

guidelines for, 330–331

losses from sugar tariff, 821

losses to voluntary export

restraints, 822

reliance on middlemen, 326–328

Consumer surplus

calculating, 142–145

compared to producer surplus, 168

definition, 142

effect of price ceilings on, 181

effect of price subsidies, 183–184

enhanced by hurdle method, 255

total, 144

at zero for perfectly discriminating

monopolist, 252

Consumption

autonomous, 638–639

in China, 523

effect of interest rates, 639

effect of taxation on, 415

sacrifice for future benefits, 538

at subsistence level, 127

Consumption function, 638, 680, 709

equation, 667

graph, 640

and output, 640–641

Consumption possibilities

definition, 814

and production possibilities, 814

with or without trade, 814–817

Consumption spending

autonomous consumption, 

638–639

for demonstration effect, 566

determinants, 637–638

from disposable income, 638

and economy, 637–640

effect of real interest rate, 680–682

effect of stock market decline, 639

effects of inflation on, 471

effects on economy, 650

income-expenditure multiplier, 

671–672

increased by tax cuts, 655–657

insufficient, 633

marginal propensity to consume,

639–640

in national spending, 555

and output, 640–641

in planned aggregate expenditure, 636

recessionary gap from decline in,

646–648

in recession of 2001, 649

subcategories, 434

wealth effect, 638–639

Consumption tax proposal, 573

Consumption trajectories, 563–564

Contraction, 613; see also Recessions

Contractionary policies, 651

Convenience store locations, 284

Cook, Philip J., 341n

Copernicus, N., 64

Copyright law, 214

Copyrights, 234

source of market power, 237

Core rate of inflation, 753–754

Corporate accounting scandals, 589

Corporate earnings forecasters, 225
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Corporations

bond issuance, 583

stock issuance, 584–587

Cosmetic surgery, 318–319

Cost(s)

and demand curve, 126

of economic growth

creating new capital, 537–538

long working hours, 538

research and development, 538

sacrifice of current

consumption, 538

explicit, 204

of government goods and services, 429

to government of indexing, 462

implicit, 204

influencing decisions, 11

of medical procedures, 376–378

of providing public goods, 399–400

relevant, 299

of taxi medallions, 218

Cost advantage

of oligopoly, 235–236

video game producers, 240–241

Costa Rica, 814–817

Cost-benefit analysis, 4–5

Cost-benefit principle

applied to health care delivery, 376–378

applying, 6–8

for buyers and sellers, 150

and conspicuous consumption, 337–338

for consumer surplus, 142

on crime prevention, 391–392

for decision making, 8

decision pitfalls, 8–15

failure to think at the margin, 11–15

ignoring implicit costs, 9–10

proportions vs. absolute dollar

amounts, 9

summary of, 14

on decision to work, 490

definition, 1

for economic growth, 538

and economic surplus, 6–7

for economic well-being, 445

effect on demand curve, 78

on expansion of firms, 161–162

guidelines for information search,

330–331

holding money, 693

for hospital stay, 373–379

for hurdle method, 253

and incentive principle, 15

on information search, 328–329

investment in capital goods, 566–568

investment in new computers, 569

and law of demand, 126

for leisure time vs. work, 443

for level of output, 157–158

and marginal utility, 131

for natural monopoly, 260

nature of, 4–5

as normative economics, 15

and opportunity cost, 7

output of monopolist, 245

price changes, 635

and price elasticity of demand, 100

rationality assumption, 6

and rational spending rule, 135

for recycling, 151

role of economic models, 7–8

safety seats for infants, 390

on saving, 563

for schooling, 446, 528

in shared living arrangements, 

303–305

and socially optimal quantity, 86

for stock purchase, 584–585

and taxation, 193

workplace safety, 386–389

Cost curves, 160–161

Costly-to-fake principle, 336–337

Cost of living

for families, 456

increase 2000–2008, 454–455

measured by CPI, 454–455

Cost-plus regulation, 258

Cost-saving innovations, 217

with cost-plus regulation, 258

Costs of inflation

with hyperinflation, 471

interference with planning, 469–470

“noise” in price system, 465–466

price level vs. relative price, 464–465

public confusion about, 466

shoe-leather costs, 467–468

study of, 471

tax system distortions, 466–467

unexpected redistribution of wealth,

468–469

Costs of production

average total cost, 159

average variable cost, 159

effect on supply curve, 78–80

fixed costs, 156–157

input prices, 164

marginal cost, 156–157

pollution costs, 86–87

start-up costs, 239–242

technology, 164

total cost, 156–157

variable costs, 156–157

Costs of unemployment, 501

frictional unemployment, 503

structural unemployment, 504

Coupon payments, 582–583

Coupon rate, 582–583

Cowries, 590

CPI; see Consumer price index

Crawling peg system, 787n

Credibility of monetary policy

and adverse inflation shocks, 755

and central bank independence,

755–756

central bank reputation, 759

definition, 754–755

inflation dove, 759

inflation hawk, 759

numerical inflation target, 

756–759

Credibility problem in trading, 336

Credible promises, 282

Credible threats, 282

Credit access, 581

Credit card balances, 592

Credit cards, and velocity of money, 601

Credit crunch in Japan, 582

Creditors

effects of inflation on, 469

and real interest rate, 472–474

Credit risk, 583

Crime prevention, 391–392

Cross-price elasticity of demand, 

111–112

Crowding out, 414–415, 572–573

Crystal, Billy, 269

Cuba, 63

Currencies

loss in value of, 467

nominal exchange rate, 777–779

strong, 784

Currency appreciation, 778–779

United States dollar, 785

Currency board, 696

Currency crises, 795–796

Currency depreciation, 778

inflation and purchasing power parity,

800–801

United States dollar, 785–786

Currency devaluation, 787

in European Union, 796

Currency revaluation, 787

Customer discrimination, 359

Cyclical fluctuations, 617

Cyclical unemployment, 504, 617

expansionary gap with decline 

in, 624

and natural rate of unemployment,

621–623

Okun’s law, 623–624

Czech Republic, 536

D
Davidson, Richard, 128–129

Deadweight loss

of monopoly, 248

of negative externalities, 299

from taxation, 193

and elasticity of demand, 

194–195

and elasticity of supply, 

194–195

Death penalty opponents, 341–342

Debit cards, 582

and velocity of money, 601

Debt crises, 828–829

Debtors

effects of inflation on, 469

and real interest rate, 472–474

Decision making

with cost-benefit principle, 8

costs that influence, 11

effects of inflation on, 469

Decision tree

for automobile industry, 281

definition, 281

for remote-office game, 282–283

Deductibles, health insurance, 379

Deflating, 458

Deflation, 457
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Demand; see also Cross-price elasticity of

demand; Income elasticity of

demand; Price elasticity of demand

and consumer surplus, 142–145

elastic, 99

inelastic, 99

for mineral water, 276

for needs vs. wants, 127–128

and output gaps, 626

with preset prices, 634–635

shifts in, 75–78

and smart vending machines, 627–628

for stocks, 584–585

translating wants into

allocating fixed income, 132–135

income effect, 135–137

rational spending rule, 135

substitution effect, 135–137

utility concept, 127–131

unit elastic, 99

Demand curve, 65–66

effect of externalities on, 299–300

effect of technology changes, 80–81

to find equilibrium, 68

horizontal addition, 141

horizontal interpretation, 66, 145

for illicit drugs, 97–98

income effect, 65

individual, 140–142

for labor, 350, 352–353

market, 140–142

with market power, 237

midpoint formula, 124

for milk, 176–177

money, 694–697

for monopolist, 243–246

movement along, 75

and operation of invisible hand,

212–214

for perfectly competitive firms, 

154–155

perfectly elastic, 106

perfectly inelastic, 106–107

perfect vs. imperfect competition, 236

for pizza market, 70–71

and price elasticity of demand, 104–106

for private goods, 403

for public goods, 403–405

quantity demanded and all costs, 126

for rental housing, 71

and reservation price, 66

shift factors

expectations, 78

income, 77–78

preferences and tastes, 78

price of complements, 75–76

price of substitutes, 76–77

rules governing, 81–84

with supply curve shift, 83–84

for skate boards, 79

straight-line, 105–106

substitution effect, 65

and total expenditure, 107–111

for urban parkland, 404–405

vertical interpretation, 66, 145

and wage rates, 80

Demand deposits, 592

Demand for dollars, 781–782

changes in, 784

Demand for labor

effects of globalization on, 495

and increased productivity, 487–489

and price of output, 486–488

shifts in, 486–489

and wages, 484–486

and worker mobility, 496

Demand for money

by businesses, 693

cost benefit analysis, 693

and costs of holding money, 693

definition, 692–693

macroeconomic factors affecting,

693–694

nominal interest rate, 694

price level, 694

real income/output, 694

Demand-side of markets, 150

Demonstration effect, and saving, 

565–566

DeNiro, Robert, 269

Dentistry, 517–518

Department of Agriculture Household Food

Consumption Survey, 365

Department of Homeland Security, 559

Dependent variables, 24

Deposit insurance, 678

Depreciation allowance, 466–467

Depreciation (currency), 779

and inflation, 800–801

United States dollar, 785–786

Depression, 613

Devaluation, 787

in European Union, 796

Developing countries

debt crises, 822

economic growth problems, 540–541

exchange rate policies, 776

IMF activities in, 794

taxation and regulation in, 540

wage inequality in, 495–496

Diagnostic tests, 376

Dickens, William T., 758n

Diminishing marginal utility, 131

and fixed-income allocation, 132–135

of urban parkland, 405

Diminishing returns, 156

to capital, 529–530

to labor, 484–485

Disappearing public discourse

death penalty opponents, 341–342

definition, 342

legalized drug proponents, 342–343

Discount pricing, 259

Discount rate, 700–701

Discounts; see Price discrimination

Discount window lending, 700–701

Discouraged workers, 502

Discrimination in employment, 358, 503

Discrimination in labor market

by customers, 359

by employers, 358

from family ambition, 359

Disinflation, 745, 758

Disposable income, 638

Diversification

benefits of, 588–589

definition, 587–588

of investments, 692

with mutual funds, 589

of portfolios in 1990s, 589

Dividends

and expectations, 589

future, 586

during 1990s, 589

and stock prices, 585–586

after 2000, 589

Dodge Neon, 338

Dodge Viper hybrid, 280–282

Domestic producers, hurt or helped by free

trade, 820

Domestic production, 432

Dominant strategy, 271–272

in prisoner’s dilemma, 274

taking steroids, 315

Dominated strategy, 273

Domingo, Placido, 127

Donation of public goods, 405–406

Dot-com bubble, 616

Dow Jones Industrial Average, 425

Downsizing, 175

Dubai Ports World, 810

Dubim, Al, 579

Durable goods, 618

Duration of unemployment, 501–502

E
Earned-Income Tax Credit, 183, 368, 762n

Earnings; see Income; Income inequality;

Wage Rates; Wages

Easing monetary policy, 716–719

East Asia, effects of Japan’s recession,

648–649

East Germany, 52, 536

eBay, 327–328

Economic change

and labor market, 482

versus traditional values, 481

Economic Club of New York, 735

Economic Consequences of the Peace

(Keynes), 632

Economic costs of unemployment, 501

Economic data, users of, 425

Economic efficiency; see Efficiency

Economic growth, 49–51, 515–543

in China, 522–523

costs of

creating new capital, 537–538

long working hours, 538

research and development, 538

sacrifice of current

consumption, 538

determinants of average labor

productivity, 526–537

early stages of, 515

early to present U.S., 517–518

in former communist countries, 536

from knowledge improvements, 50

long-term factors, 612

means of stimulating, 530

from population growth, 50
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of postwar Germany and Japan,

527–528

production function, 537

promoting

human capital policies, 538–539

by political and legal

framework, 540

in poorest countries, 540–541

saving and investment policies, 539

supporting research and

development, 539–540

question of limits to, 541–543

rates compared to compound interest,

521–522

reasons for small rate differences,

521–523

relation to pollution levels, 542–543

rise in standard of living from, 519–521

role of productivity, 523–526

from saving and investment, 50

slowed in Japan, 522

from technological change, 496–498

from technological improvements, 50

Economic Growth and Tax Relief

Reconciliation Act of 2001,

656–657

Economic indicators of recession, 616

Economic inequality, 444–445

Economic loss, 162–163, 206

firm’s responses to, 208–214

of monopolist, 246

in monopolistic competition, 235

reduced by hurdle method, 256

and resource allocation, 207–208

short-run, 210

Economic measurement

macroeconomic variable, 426

origins of, 425–426

Economic miracles, 527–528

Economic mobility, 362

Economic models, 7–8

Economic naturalism

ATM example, 18–19

auto heater example, 18

and cost-benefit-analysis, 19

definition, 17

software example, 17–18

Economic principles, need to

understand, 376

Economic profit

versus accounting profit, 204–207

calculating, 205

central role of, 204–207

of cigarette makers, 278

definition, 204

effect of entry on, 208–209

firm’s responses to, 208–214

and long-run equilibrium, 211

in monopolistic competition, 235

of natural monopoly, 259–260

negative, 206

not guaranteed to monopolist, 246–247

of oligopoly, 236

and operation of invisible hand,

212–214

and resource allocation, 207–208

in short run, 208

from taxi medallions, 218

when entry ceases, 209–210

Economic rent; see also Rent-seeking

definition, 215

versus economic profit, 215–216

for talented chefs, 215–216

Economic Report of the President, 512

Economics

characteristics of, 1

core principles of, 1–2

cost-benefit principle, 4–5

definition, 4

incentive principle, 15

Keynesian revolution, 632–633

micro and macro, 15–16

normative vs. positive, 15

scarcity principle, 4–5

Economics class sizes, 3–5

Economic Stimulus Act of 2008, 657

Economic surplus, 6–7; see also Consumer

surplus; Producer surplus

from compensation policy, 187–187

effect of better information, 327–328

effect of externalities, 300–301

effect of price subsidies on, 183–185

effect of tax collected from sellers,

192–194

from equilibrium price, 178

in health care delivery, 378–379

largest, 177

lost by taxation, 415

maximized by perfectly discriminating

monopolist, 252

of monopolist not realized, 247–248

with price controls, 181–183

without price controls, 180–181

and property rights and maximization

of, 312

reduced by minimum wage, 366,

367–368

reduced by pay-per-view TV, 407–408

reduced by positive externalities, 301

Economic systems based on specialization,

35–36

Economic value of work

hiring and output decision, 351–352

wages and productivity, 350–351

Economic well-being

basic indicators, 446

cost benefit principle, 445

effects of inflation on, 471

versus real GDP

environmental quality, 444

leisure time, 442–443

nonmarket activities, 443

poverty/income inequality, 444–445

quality of life, 444

resource depletion, 444

related to GDP

availability of goods and

services, 445

health and education, 445–447

Economies of scale

average total cost, 239–240

examples, 240–241

importance for start-up costs, 239–242

marginal cost, 239–240

for natural monopoly, 238, 257, 259

total cost, 239–240

Economists

definition of profit, 204

opposed to minimum wage, 366

opposition to rent controls, 64, 73

view of money, 579–580

view of preferences, 288

on workers’ compensation, 389

on workplace safety, 386–387

Economy/Economies

AD-AS model, 712

adjusting to expansionary gap, 725–726

adjusting to recessionary gap, 726–727

benefit of net capital inflows, 828–829

benefits of reduced volatility, 752

and consumption spending, 637–638

effect of terrorist attack, 649

effects of decline in consumption

spending, 650

effects of Fed on

control of real interest rate, 678–682

fighting inflation, 685–688

fighting recession, 682–685

monetary policy rule, 688–691

fine-tuning, 767

globalization of, 773

interdependent, 809–810

net losses from voluntary export

restraints, 822

recessions and expansions, 613–616

self-correcting tendency, 613, 626,

727–728

service-oriented, 753

with strong currency, 784

structural changes since 1985, 752

Economy food plan, 365

Education

indicator of well-being, 445–446

rich vs. poor countries, 445–446

Educational vouchers, 539

Efficiency

basis of, 179

definition, 86

and equilibrium, 84–87

as first goal, 179

loss from single-price monopoly, 256

and market equilibrium, 176–179

other goals than, 179

as social goal, 86

and taxation, 190–196

Efficiency principle, 2

and Coase theorem, 302

earned-income tax credit, 368

in health insurance, 379

versus monopoly inefficiency, 249

production and spending, 632–633

and protectionism, 823

and socially optimal quantity, 86–87

transition aid, 496

violated by recessionary gaps, 621

Efficient, 176

Efficient market hypothesis, 221–222

Efficient point, 44

Eichengreen, Barry, 793n

Eight Crossings, 54

Eisenhower, Dwight D., 539, 760
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Elastic demand, 99

and substitution possibilities, 100

Elasticity

cross-price elasticity of demand,

111–112

definition, 98

income elasticity of demand, 111–112

point elasticity, 124

price elasticity of demand, 98–107

price elasticity of supply, 112–118

and taxation and efficiency, 194–195

and total expenditure, 107–111

Elasticity estimates, 101

Elasticity of demand for labor, 366

Electricity market, 117

Elzinga, K., 101

Employed persons, 499

Employer discrimination, 358

Employment

barriers to, 503

effect of minimum wage, 366

effect of tax rate reduction, 760

expansion with slow wage growth,

492–494

involuntary part-time, 502

public employment for the poor,

368–369

trends in, 483

Employment data for January 2008, 500

Employment levels

demand curve for labor, 352–353

and labor market shifts, 354

supply curve for labor, 353–354

Engels, Friedrich, 616

English-speaking nations, 40

Entrepreneurs

definition, 532–533

and invisible hand, 204

Entrepreneurship

and average labor productivity,

532–534

inhibited in China, 534

Environmental issues; see also Externalities;

Pollution entries

and free trade, 823

limits to growth thesis, 541

Environmental quality, 444

Environmental regulation using price

incentives

auctioning pollution permits, 384–385

taxation of pollution, 382–384

Equality, attraction of, 363

Equations

constructed from tables, 28–30

definition, 24

demand curve, 93

derived from graph, 26

for equilibrium price/quantity, 93–94

graph of, 25

simultaneous, 30–31

supply curve, 93

from verbal description, 24

Equilibrium

definition, 68

and efficiency, 84–87

long-run, 725

short-run, 725

Equilibrium nominal interest rate, 

697–698

Equilibrium price

definition, 68

and economic profit, 209–210

economic surplus from, 178

effect of demand shifts, 75–78

effect of price controls, 73–74

effect of rent controls, 71–73

effect of supply curve shifts, 78–81

effect of taxation, 195

effects of demand and supply shifts,

83–84

equations for solving, 93–94

market functions, 84

without subsidies, 183

and surplus-enhancing transactions, 178

with taxes, 191

tendency to gravitate toward, 69–70

Equilibrium principle, 2

and central planning, 536

in demand for urban parkland, 405

effect of free entry and exit, 211

on environmental quality, 542

examples of, 216–217

and free trade, 820

and inefficiency, 301

and opportunities for gain, 224–225

and price system, 466

and public education, 538–539

and purchasing power parity, 799

real interest rate, 570–571

and recycling, 167

and tragedy of the commons, 311

wages and productivity, 350–351

Equilibrium quantity

definition, 68

effect of demand shifts, 75–78

effect of price controls, 73–74

effect of rent controls, 71–73

effect of supply curve shifts, 78–81

effect of taxes on, 190–191

effects of demand and supply shifts,

83–84

efficiency principle, 86–87

equations for solving, 93–94

and equilibrium principle, 87

of labor, 350

reduced by taxation, 195

tendency to gravitate toward, 69–70

and total surplus, 86–87

Equilibrium wage, 350

effect of unions on, 356

and employment levels

demand curve of labor, 352–353

market shifts, 354

supply curve for labor, 353–354

Equity, 584; see also Stocks

Equity, in homes, 565

Euro, 697, 796

Europe

automobile engine size, 140

high unemployment rates, 507–508

labor market rigidities, 507–508

marginal tax rates, 763–764

minimum wage, 507

real wage, 483

unemployment rates, 483

weak job creation, 483

European Central Bank, 796

European Community, 796

European Monetary System, 796

European Union

euro currency, 796

protecting farmers, 823

Eurosclerosis, 507

Excess demand, 69

from rent controls, 72

for surplus-enhancing transactions, 177

Excess profit; see Economic profit

Excess supply, 69

for surplus-enhancing transactions, 178

Exchange

and cash-on-the-table metaphor, 

85–86

gains from, 46–47

and opportunity cost, 36–41

voluntary nature of, 85

Exchange rates

crawling peg system, 787n

definition, 776

determination in long run

purchasing power parity theory,

799–802

real exchange rate, 797–799

determination in short run

changes in demand for dollars, 784

changes in dollar supply, 782–783

supply and demand analysis,

780–782

in developing countries, 776

economic consequences, 776

fixed rate

determination of, 787–790

euro, 796

versus flexible rates, 795–796

and International Monetary Fund,

793–794

and monetary policy, 790–793

flexible versus fixed, 779

on gold standard, 779

in international trade, 773, 776–777

market equilibrium value, 782

and monetary policy, 784–786

nominal rate, 776, 777–779

overvalued, 788–789

problem for tourists, 775–776

real exchange rate, 776

target zone system, 787n

undervalued, 788–789

Exclusive contracting, 258–259

Exogenous spending changes, 714–716,

746–748

Expansionary booms, 615

Expansionary gap, 620–621, 651, 711,

713, 722

actual vs. natural rate of

unemployment, 622

AD-AS analysis, 724–726

from decline in cyclical

unemployment, 624

Expansionary output gap, and

inflation, 685

Expansionary policies, 651
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Expansions

and basic Keynesian model, 612

definition, 614–615

without inflation, 734–735

and potential output changes, 620

in U.S. 1961–69, 730

Expectations, 78

determinant of supply, 165

Expected inflation, 474

Expected value of a gamble, 331–332

Expenditure components of GDP, 

433–437

algebraic formula for, 435

categories of final goods/services, 433

consumption expenditure, 434

government purchases, 435

investment spending, 434–435

net exports, 435–436

Expenditure line, 642, 668

Explicit costs, 204, 205

Exports, 436–437

effect of exchange rates on, 786,

797–799

with strong currency, 784

voluntary export restraints, 822–823

External benefits, 298; see also Externalities

External costs, 298; see also Externalities

and taxation, 195

Externalities; see also Pollution entries;

Positional externalities

burden of adjustment, 305–306

Coase theorem, 301–306

compensatory taxes or subsidies,

307–309

effect on resource allocation, 298–299

effect on supply and demand, 299–301

examples of, 297

and government regulation, 408–409

legal remedies, 305–306

negative, 298–299

optimal negative amount, 307

pollution costs, 299–300

positive, 298

F
Fabrikant, Geraldine, 269n

Factors of production, 155

fixed or variable, 156

Fair gamble, 332

Families

poverty threshold, 365

source of labor discrimination, 359

Fashion norms, 317

Favorable inflation shock, 725

Federal funds rate, 679–680, 692

at end of 2001 recession, 685

lowered in 2004, 748

and low inflation, 758–759

from 1970 to 2008, 680

raised in 2004–2005, 686–687

in slowdown of 2000, 684

Federal government powers, 409

Federal Open Market Committee, 673,

674, 684, 686, 692, 734

fear of too low inflation, 758

on federal funds rate, 679

and inside lag, 766

meeting of Oct. 6, 1979, 741–742, 744

membership, 675

Federal Reserve Act of 1913, 674–675, 755

Federal Reserve Bank of New York,

684, 766

Federal Reserve Bank of St. Louis, 778

Federal Reserve Banks, 675

Federal Reserve districts, 675

Federal Reserve System, 580, 602,

673–701; see also Monetary policy

actions of 1960s vs. 1980s, 730

assessment of actions in 1996, 734–735

and banking panics, 676–677

Board of Governors, 674, 675, 755

cause of slowdown 1999–2000, 624

control of inflation 1979–80, 

741–742, 744

control of money supply

changing reserve requirements, 701

demand for money, 692

discount window lending, 700

federal funds rate, 692–694

money demand curve, 694–697

money market equilibrium, 697–698

nominal interest rate, 699–600

creation of, 674–675

discount rate, 700–701

effects on economy

control of interest rates, 678–680

fighting inflation, 685–688

fighting recession, 682–685

monetary policy rule, 688–690

planned aggregate expenditure and

real interest rate, 680–682

federal funds rate, 679–680

Federal Open Market Committee, 675

functions, 598

increasing bank reserves, 598–599

independence of, 755

and inflation, 713–715

and interest rates, 692–701

lower interest rates in 2003, 748

member terms, 755

and military spending, 729–730

open-market operations, 598–599, 697,

699–700

policies in Great Depression, 792–793

public scrutiny of, 674

reasons for raising interest rates

2004–5, 686–687

in recession of 2001, 639

reduced macroeconomic volatility, 752

reducing bank reserves, 599

response to aggregate supply shocks,

749–751

response to expansionary gap, 726

response to recessionary gap, 

726–727

response to spending shocks, 747–748

response to stock price changes,

687–688

response to terrorist attack, 684–685

stabilizing financial markets, 676–678

target inflation rate, 689–690

target real interest rate, 689–690

tightening or easing policy, 716–719

Final goods and services; see also Goods

and services

categories of users, 433

definition, 429

in Gross domestic product, 429–432

market value, 426–429

Financial analysts, 587

Financial assets, 551

Financial intermediaries

banking system, 580–582

bond and stock markets, 587–589

commercial banks, 593–597

definition, 580–581

mutual funds, 589

Financial investments, 562–564

in bond or stock markets, 587–589

bonds, 582–584

versus capital investments, 435

inflation-protected bonds, 474

mutual funds, 589

portfolio allocation decision, 692

risk diversification, 587–589

risk sharing, 580

stocks, 584–587

Financial markets

allocation of savings, 570–571

crises in, 676

international, 824

Financial system

banking system, 580–582

bond and stock markets, 587–589

bonds, 582–584

commercial banks, 593–597

savings allocation function, 580–589

stocks, 584–587

Financing costs, 568

Finder’s fees, 72

Fine-tuning the economy, 767

Firms

in GDP, 433

meeting demand at preset prices,

634–635

First Amendment, 306

First-come, first-served policy

airline industry, 185–187

overbooking policy, 187–188

First-dollar insurance coverage, 379

First impressions, 127

Fiscal policy

crowding-out effect, 414–415

effect on aggregate demand curve, 746

failure in Japan, 653

inside lag, 766

outside lag, 767

in self-correcting economy, 727

stabilization qualifications

problem of deficits, 658

relative inflexibility, 658

supply side of economy, 657–658

stabilization role

government purchases and planned

spending, 651–654

military spending, 653–654

taxes, transfers, and government

spending, 655–657

as stabilizing force, 658

supply-side policy, 760–765
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Fischer, Stanley, 471

Fisher, Irving, 475

Fisher, Ronald, 101

Fisher effect, 474–475

Fixed costs, 239

definition, 156–157

and level of output, 157–158

in software industry, 241

video game producers, 240–241

Fixed exchange rate, 776

abandoned in 1973, 794

definition, 779

determination of, 787–780

determined by government, 787

versus flexible rates, 779, 795–796

and Great Depression, 792–793

and IMF, 793–794

and monetary policy, 790–793

supply and demand analysis, 787–788

Fixed factors, 156

Fixed income allocation

between goods, 132–135

income effect, 135–137

and rational spending rule, 135

substitution effect, 135–137

Fleming, Renée, 360

Flexibility of inputs, 115

Flexible exchange rates

adopted in 1973, 794

definition, 779

determination of, 776

versus fixed rates, 779, 795–796

short-run determination

changes in demand for dollars, 784

changes in supply of dollars,

782–783

supply and demand analysis, 780–782

with tightening monetary policy, 786

Floating exchange rates, 779; see also

Flexible exchange rates

Florida Power and Light Company, 234

Flows, 553

Food distribution system, 61–63, 465–466

Football players

on steroids, 315

team roster limits, 316

Ford, Henry, 533

Ford Excursion, 139

Ford Motor Company, 235, 427

Foreign aid, effectiveness of, 540–541

Foreign assets, purchase of, 780

Foreign currency, need for, 780

Foreign exchange market, 776

definition, 779

versus domestic demand, 780

and international reserves, 789

short-run determination of rates,

780–784

yen-dollar market, 780–781

Foreign sector, in GDP, 433

Forster, E. M., 632

Fractional-reserve banking, 594–596

cause of banking panics, 676

France

average labor productivity 1990, 530

unemployment in, 483

unemployment rate, 507

Franchises, government, 237–238

Frank, Robert H., 674n

Free and open exchange of ideas, 535

Free enterprise/market system, 64, 175–176

absent in Soviet Union, 536

difficulty of adopting, 536

functions of price, 207–208

rewards from work, 361

Free entry

effect on profit and price, 208–209

importance of, 214

in monopolistic competition, 235

and zero economic profit, 211

Free exit

effect on profit and price, 210

importance of, 214

and zero economic profit, 211

Free public education, 538–539

Free-rider problem

in information search, 329–330

with public goods, 401

Free speech laws, 306

Free trade

benefits and drawbacks, 820

efficiency of, 820

versus protectionism, 823

Free-trade agreements, 53, 494, 495

Freeways, 217

Frictional unemployment, 502–503, 621

Friedman, Milton, 413, 539, 600, 677

Friedman, Thomas L., 481

Fuel shortages, 138

Full-coverage health insurance

critics of, 378–379

waste from, 377–378

Full employment, impediments to

health and safety regulations, 506–507

labor unions, 505–506

minimum wage laws, 505

unemployment insurance, 506

in Western Europe, 507–508

Full-employment output, 619

Funding by donation, 405–406

Future dividends, 586

G
Gainesville, Florida, 188–189

Gains from exchange, 41, 46–47

Gains from specialization, 46–47

real-world, 50–51

Gale, William G., 559n

Gamble inherent in information search,

331–332

Game theory/Games

commitment device, 285

commitment problems, 285–287

credible threats or promises, 282–283

decision tree, 281–282, 283

dominant strategy, 271–272

dominated strategy, 272

economics of cartels, 275–277

elements of games, 270–272

location game, 283–285

movie industry example, 269–270

Nash equilibrium, 272–273

original prisoner’s dilemma, 274–275

payoff matrix, 271

repeated prisoner’s dilemma, 277–279

role of preferences, 287–289

for strategic decision making, 270–273

timing factor, 280–285

tit-for-tat strategy, 277–279

Game tree, 281

Gandhi, Indira, 346

Garber, Peter, 543n

Gasoline prices

and car size, 138–139

and engine size, 140

real vs. nominal, 139

volatility, 116–117

Gasoline tax, 375

Gated communities, 406

Gates, Bill, 5, 54–55, 138, 215, 533

Gemstone makers, 115–116

General Motors, 256, 275, 427, 432

General Theory of Employment, Interest,

and Money (Keynes), 633

George, Henry, 195

Germany

average labor productivity 1990, 530

hyperinflation of 1923, 470–471

real GDP per person 1870–2003,

520–521

unemployment rate, 507

war reparations, 632

Ghana, real GDP per person 1870–2003,

520–521

Glaeser, Edward, 764n

Global impact of recessions, 617

Globalization, 773

and European unemployment, 508

with fixed vs. flexible exchange rates,

795–796

in labor market trends, 482

leading to specialization, 494

wage inequality from, 494–496

Global Positioning System, 540

Global warming, 416, 542

Glover, Paul, 591

Gold Diggers of 1933, 579

Gold standard, 779, 793

Good, Barbara A., 591n

Goods and services; see also Final goods

and services

allocating fixed income between,

132–135

availability of, 445

capital goods, 430

collective, 399

complements, 75–76

durables and nondurables, 434

foreign currency to purchase, 780

hybrid, 399

inferior, 78

intermediate, 429–431

market value, 426–429

needs vs. wants, 127–128

normal, 78

provided by government, 429

public vs. private, 398–400

substitutes, 76–77

United States dollars to purchase, 782

Google, Inc., 533
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Gore, Al, 612

Gould, Stephen Jay, 40n

Government

abuses of power, 397–398

additional functions, 408–410

bond issuance, 583

disadvantages of reliance on, 405

financing research, 540

in GDP, 433

investment in infrastructure, 539

marginal cost pricing by, 188–190

monopoly in use of force, 397

policy toward natural monopoly

enforcement of antitrust laws,

259–260

exclusive contracting, 258–259

ignore the problem, 259

state ownership, 257

state regulation, 258

power to tax, 397

provision of public goods, 398–403

public investment, 539

role in paying for health insurance, 381

sources of inefficiency

critics of waste, 413–414

pork barrel legislation, 410–411

rent-seeking, 411–413

workers’ compensation, 389

Government budget; see also Budget deficit;

Budget surplus

balanced, 557–558

effects of inflation on, 462

and public saving, 557–559

Government franchises, 237–238

Government licenses, 237–238

bidding for, 413

Government purchases

to eliminate recessionary gap, 651–653

in GDP, 435

military spending, 653–654

in national spending, 555–556

in planned aggregate expenditure, 636

planned spending, 651–564

Government regulation, 408–410

of cigarette advertising, 278–279

cost-plus, 258

in developing countries, 540

of externalities, 305–306, 408–409

local, state, and federal differences, 409

of natural monopolies, 258

price incentives in pollution control

auctioning pollution permits,

384–385

taxing pollution, 382–384

of property rights, 408–409

safety seats for infants, 389–390

trade restrictions, 820–824

of workplace safety, 385–390

zoning laws, 305–306

Government saving, 559

Government spending

effect on potential output, 760

and inflation of 1960s, 730

Keynes on, 651

military spending, 728–730

Government-sponsored jobs, 368–369

Graf, Steffi, 314

Graphs

changes in vertical intercept and slope,

27–28

constructed from tables, 28–30

deriving equilibrium, 26

equation of straight line, 25

marginal revenue curve, 244

to measure profit, 162–163

price elasticity of demand, 103–105

profit maximization, 159–161

ratio rise/run, 25

slope, 25

total expenditure and demand curve,

108–110

vertical intercept, 25

Graying of America, 545

Grease theory of inflation, 757–758

Great Depression, 613

bank failures, 676

ended by World War II, 653

global impact, 617

Keynesian reaction to, 631–633

length of, 614

monetary policy and fixed exchange

rates, 792–793

Great Society programs, 730

Greenspan, Alan, 193, 624n, 673, 675,

687, 688, 711–712, 734–735, 753

Greenspan Briefing Indicator, 673–674

Gross domestic product, 432; see also

Nominal GDP; Real GDP

base year, 439

and capital income, 437

chain weighting, 440, 441

criticisms of, 426

definition, 426

and economic well-being

availability of goods and

services, 445

health care and education, 445–447

expenditure components, 433–437

algebraic formula, 436

consumption expenditure, 434

government purchases, 435

investment spending, 434–435

net exports, 435–436

and house sales, 432

inclusion of government

goods/services, 429

and labor income, 437

measured by production and

expenditure, 436

measurement over time, 438–440

measure of output

and capital goods, 430

domestic production, 432

exclusion of intermediate goods,

429–431

final goods and services, 429–432

market value, 426–429

summary of, 433

value added method, 431–432

military spending percentage,

653–654, 730

missing nonmarket activities, 443

M1 money supply percentage, 693

national saving percentage of, 556

nominal vs. real, 438–441

three faces of, 438

trade deficit percentage, 830

and U.S. balance of trade, 810–811

of U.S. 1900–2007, 442

of United States in 2007, 434

and women’s labor force participation,

428–429

Grossman, Gene M., 543n

Gulf War, 611

H
Haines, Mark, 673–674

Hair stylists, 212–214

Hawley-Smoot Tariff of 1930, 792

HBO network, 399

Head Start program, 538

Head tax, 401, 402

Health

indicator of well-being, 445–446

rich vs. poor countries, 445–446

Health and safety regulations, impediment

to full employment, 506–507,

507–508

Health care delivery

cost-benefit criteria, 376–378

designing a solution to, 378–379

diagnostic tests, 376

in early U.S., 517–518

economics of, 376–382

HMO revolution, 379–380

hospital stay, 377–379

paying for health insurance, 380–381

price elasticity of demand for, 378–379

public health services, 390–391

third-party payment system, 376

waste from full-coverage insurance,

377–379

Health care expenditures, 376

Health insurance

critics of full coverage, 378–379

deductibles, 379

first-dollar coverage, 379

government reimbursements for, 381

versus HMOs, 379–380

number of uninsured in U.S., 380–381

paying for, 380–381

waste from full coverage, 377–379

Health insurance providers, 376

Health maintenance organizations,

379–380

Heating oil, effect of price ceilings on,

180–181

Henry, John, 497

Heston, Alan, 50n

Heterogeneous jobs or workers, 503

Hewlett-Packard, 533

High-income countries, 47n

High-tech stock price collapse, 616

High-yield bonds, 583

Hiring policy, 352

Home equity loans, 565, 566

Homemaking tasks, 428–429

Honda Civic, 139

Honda Motors, 427

Honeybee keeper, 298–299
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Hoover, Herbert, 453, 612

Horizontal addition, 141

Horizontal interpretation

of demand curve, 66, 145

of supply curve, 67, 79, 169

Hospital stay, 377–379

Hotelling, Harold, 284–285

Hours of work, 442–443

Europe vs. United States, 763–764

Household budget, 454–455

Household expenditures, in GDP, 433

Household Food Consumption Survey, 365

Households

consumption trajectories, 563–564

growing inequality in wealth, 560

low-income, 560

stock ownership, 639

Household saving, 557

incentives to increase, 573

macroeconomic perspective, 560

microeconomic perspective, 560

in national saving 1960–2006, 559

rate in 1960–2006, 550

reasons for decline

demonstration effect, 566

less precautionary saving, 565–566

life-cycle objectives, 565

self-control problems, 566

stock market, 566

Housing, equity in, 565

Housing construction, 434

Housing market

New York vs. Seattle, 138

prices in Japan, 562

regulated vs. unregulated, 71–73

and wage rates of carpenters, 80

Houthakker, H. S., 101

Human capital, 355

and average labor productivity,

526–528

compared to physical capital, 528

definition, 527

and earnings differentials, 359–360

policies to improve, 538–539

in poorest countries, 540

in postwar Germany and Japan,

527–528

and taxation, 539

in winner-take-all labor market,

360–361

Human capital theory, 347, 355

Hungary, hyperinflation, 471

Hurdle method of price discrimination

examples of, 255–256

fairness and efficiency in, 260

obstacles to charging highest price,

252–253

perfect hurdle, 253

Hybrid automobiles, 280–282

Hybrid goods, 399

Hyperinflation, 470–471, 800–801

I
IBM, 259

Illicit drug users, 97–98

IMF; see International Monetary Fund

Imperfect competition

compared to perfectly competitive firms,

236–237

monopolistic competition, 234–235

oligopoly, 235–236

Imperfectly competitive firms, 155, 234

responses of rivals, 270

Imperfect price discrimination, 252

Implicit costs, 204

ignoring, 9–10

Imports, 436–437

effect of exchange rates on, 797–799

Incentive principle, 1–2

and cash-on-the-table metaphor, 86

for cost-saving innovations, 217

and credible threats, 282

effect of taxation on, 415

effect on rent controls, 72

and efficient market hypothesis, 223

and equality of income, 363

ignored by first-dollar coverage, 379

and income, 78

and marginal cost pricing, 189–190

in Nash equilibrium, 273

and negative income tax, 365

and price controls, 182–183

and protectionism, 823

in regulated markets, 217–219

and sugar tariff, 821

undermined by AFDC, 364

Income

of capital, 438

effects of inflation on, 453

of families by quintiles, 360–362

growth in U.S. 1980–2000, 361

importance of differences in, 140

and incentive principle, 78

of labor, 438

nominal vs. real, 458

poverty threshold, 365

reduced by decline in consumption

spending, 650

relation to pollution levels, 543

and shifts in demand, 77

of top one percent of earners, 362

and willingness to pay for public

goods, 402

Income allocation, 132–137

Income distribution

and economic mobility, 362

by quintiles, 361–362

rules for justice in, 362–363

Income effect, 65

and marginal utility, 135–137

and rational spending rule, 

136–137

work-leisure decision, 353

Income elasticity of demand, 

111–112

for public goods, 402–403

Income-expenditure model, 671–672

Income-expenditure multiplier, 650

Income inequality, 347, 444–445

economic value of work, 350–352

equilibrium wage and employment

levels, 352–354

examples, 349–350

explaining differences in

compensating wage differentials,

357–358

human capital theory, 355

labor market discrimination,

358–360

labor unions, 355–357

winner-take-all labor market,

360–361

and income redistribution, 364–370

as moral problem, 362–363

recent trends in, 361–362

Income redistribution methods, 364–370

combination of methods, 369

earned-income tax credit, 367–368

inflation, 468–469

in-kind transfers, 364

means-tested programs, 364–365

minimum wage, 366

negative income tax, 365–366

public employment, 368–369

welfare payments, 364

Income sharing, 363

Income tax

progressive, 402–403

proportional, 402

Income tax credit, 365

Income transfers

and price ceilings, 182–183

and price subsidies, 184–185

Increasing marginal utility, 131

Increasing opportunity cost

of capital formation, 568

in crime prevention, 391

in demand for urban parkland, 405

diminishing returns to capital, 529

diminishing returns to labor, 484–485

for physical capital, 529

and production possibilities 

curve, 814

Increasing returns to scale, 238

Independent variable, 24

Index, 456

Indexing

definition, 460

of labor contracts, 461

to maintain buying power, 460–461

problems with, 462

Social Security benefits, 460

of taxes for inflation, 466–467

India, average labor productivity 

1990, 530

Individual demand curve, 140–142

and market efficiency, 178

Individual marginal cost curve, 178

Individual retirement accounts, 539, 575

Individual sources of comparative

advantage, 40

Individual supply curve, 152–153

Induced expenditure, 642, 668

Industrialized countries

factors contributing to productivity, 492

real wage increases, 492

Industries affected by recessions, 617

Inefficiency

avoided by advertisers, 407

of natural monopoly, 257
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in political process

critics of waste, 413–414

pork barrel legislation, 410–411

rent-seeking, 411–413

of profit-maximizing monopolist,

247–248

of protectionism, 823

in provision of collective goods, 399

resulting from externalities, 302

Inefficient point, 44

Inelastic demand, 99

and total expenditure, 110

Inferior goods, 78

Inflation

accuracy of CPI as measure of, 461–463

adjusting for

deflating nominal quantities,

458–460

indexing to maintain buying power,

460–461

using CPI, 458–461

adjustment in recessionary gap,

726–727

and aggregate demand curve, 713–715

and aggregate supply, 719–725

considered too low in 2002–3, 758–759

and CPI, 454–456

control in 1979–80, 741–742, 744

control of, 745–754

core rate of inflation, 753–754

decline in volatility since 1985,

751–752

and oil price increases 2003–2005,

752–753

responding to aggregate supply

shocks, 749–751

responding to spending shocks,

746–748

and cost of holding cash, 467

creating uncertainty, 454

definition, 456

versus deflation, 457

effect on stock market, 678

effects of output gaps, 713

effects on creditors and debtors, 469

effects on federal budget, 462

escalation in 1970s, 731–732

from expansionary gap, 733–734

during expansionary gaps, 621

from expansionary output gap, 685

expected, 474

and Federal Reserve System, 713–715

Fed’s response to, 685–688

Friedman’s definition, 600

grease theory, 757–758

and hyperinflation, 470–471

impact of oil price shocks, 733

increase in 1960s, 730

and interest rates, 471–475

Fisher effect, 474–475

inflation-protected bonds, 474

nominal interest rate, 472

real interest rate, 472–474

and long-term wage/price contracts,

721–722

low 1995–2000, 735

and monetary policy rule, 716–719

monetary policy to reduce, 742–745

and money in long-run, 601–603

and money supply, 599–600

as necessary for economy, 757–758

and output gaps

expansionary gap, 722

no gap situation, 722

recessionary gap, 723

patterns in recessions, 618

price level vs. relative price, 464–465

public confusion about, 464

and purchasing power parity, 800–801

and relative prices, 464

rising or falling, 691

sources

excessive aggregate spending,

728–732

Fed actions in 1996, 734–735

shocks to potential output, 733–734

war and military spending, 728–730

and stagflation, 731

sustained, 732

time comparisons, 453–454

true costs of, 465–470

distortions in tax system, 466–467

interference with long-term

planning, 469–470

“noise” in price system, 465–466

shoe-leather costs, 467–468

study on, 471

unexpected redistribution of wealth,

468–469

in U.S. 1930–2001, 453

in U.S. 1960–2006, 475

and velocity of money, 600–601

from war/military spending, 728–30

Inflation-adjusted quantities, 459

Inflationary gap, elimination of, 686

Inflation dove, 759

Inflation expectations, 720–721

aggregate supply curve and changes

in, 724

anchored, 751

and core rate of inflation, 753–754

and credibility of monetary policy,

754–759

central bank independence, 755–756

central bank reputation, 759

numerical inflation target, 756–759

decline after aggregate supply

shocks, 750

output gap at zero, 722

and recent oil price increases, 753

shift of aggregate supply curve, 725

and target rate of inflation, 756

Inflation hawk, 759

Inflation inertia, 719–722

output gap at zero, 722

Inflation in medical expenses, 379

Inflation-protected bonds, 474

Inflation rate

annualized 2002–2005, 754

calculations 2003–2007, 456–457

core rate, 753–754

definition, 456

and inflation inertia, 720

macroeconomic variable, 426

overstated, 757

overstated by CPI, 462

percentage change in price level, 464

quality adjustment bias, 462

reduced in Latin America, 757

substitution bias, 463

in U.S. 1900–2006, 457

in U.S. 1929–1933, 457

in U.S. 1960–2006, 618

in U.S. 1970–1990, 744

in U.S. 1979–80, 742

in U.S. since 1980, 745

Inflation shock

adverse, 725

and aggregate supply cure, 724–725

cause of, 754

and credibility of monetary policy, 755

favorable, 725

oil prices in 1973, 753

Inflexibility of fiscal policy, 658

Information; see also Asymmetric

information

effect on economic surplus, 327–328

and efficient market hypothesis,

221–222

marginal benefit, 328–329

marginal cost, 328–329

middlemen as source of, 326–328

optimal amount of

commitment problem with costly

search, 332–333

cost-benefit test, 328–329

free-rider problem, 329–330

gamble inherent in search, 

331–332

guidelines for rational search,

330–331

increasing opportunity cost, 328

in perfectly competitive markets, 154

versus political discourse, 341–343

from price changes, 466

provided by banks, 581

provided by bond/stock markets, 587

provided by financial system, 580

transmitted by prices, 466

value to buyers, 325–326

Information and communication

technologies, 532

Information search by consumers, 326

Infrastructure, 539

In-kind transfers, 364

Innovations, 217

Input prices, 164

Inputs

exclusive control over, 237

flexibility, 115

mobility, 115

substitutes, 115

unique and essential, 117–118

Inquisition, 535

Inside lag, 766

Insurance companies

adverse selection, 340

auto insurance costs, 339

moral hazard, 340–341

statistical discrimination by, 340

Intel Corporation, 241
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Interest

compound, 521–522

coupon payments, 582–583

Interest rates

and bond prices, 583–584, 698

coupon rate, 582–583

effect on consumption, 639

effect on saving, 562–564

and Fed control, 692–701

federal funds rate, 679–680

and Federal Reserve System

changing reserve requirements, 701

demand for money, 692–694

discount window lending, 700–701

money demand curve, 694–697

money market equilibrium, 697–698

nominal interest rate, 699–700

and inflation, 471–475

Fisher effect, 474–475

inflation-protected bonds, 473

nominal interest rate, 472

real interest rate, 472–474

nominal, 472

present value of perpetual annual

payment, 218–219

real, 472–474

and stock prices, 586

and supply curve for dollar, 783

in U.S. 1960–2006, 475

zero interest rate policy, 759

Intermediate goods and services, excluded

from GDP, 429–431

Internal Revenue Service, 591

abolition called for, 398

International capital flows, 810, 824–832

compared to domestic financial

markets, 824

and debt crises, 828–829

definition, 811

determinants

real interest rate, 825–826

return and risk, 825

lending in, 824–825

saving and investment in, 826–829

saving rate and trade deficit, 829–831

two roles of, 825

International financial markets, 824

International Monetary Fund, 633

controversies over, 794

history and functions, 793–794

International reserves, 789

International trade; see also Trade entries

versus autarky, 814

balance-of-payments deficit, 789

balance-of-payments surplus, 789

benefits of, 494

closed vs. open economy, 813

and comparative advantage

free-trade agreements, 53

and outsourcing, 53–55

comparative advantage as basis for,

812–819

consumption possibilities

benefits of trade, 813–814

with or without trade, 814–817

effect of exchange rates on, 797–799

effects on labor market, 494–496

with fixed exchange rate, 787–790

with fixed vs. flexible exchange rates,

795–796

free trade benefits and drawbacks, 820

increased value of, 773

leading to specialization, 496

in natural resources, 531

net capital inflows, 810–812

net exports, 810

overview of, 809–810

production possibilities, 813–819

role of exchange rates, 773, 776–777

trade restrictions, 821–824

U.S. imports vs. exports, 437

world prices and production, 

817–819

International trade agreements, 494

Internet, 531

Internet retailers, 326

Interstate highway system, 539, 760

Introductory economics course, 3–5

Intuit Corporation, 17

Inventory investment, 435, 636–637

Investment, 50; see also Financial

investments

for capital formation, 566–569

in capital inflows, 826–829

decision factors, 566–568

effect of budget deficit, 572–573

effect of new technologies, 571–572

and national saving, 830

in new computers, 568–569

planned, 710

policies to promote, 539

and real interest rate, 568

saving and financial markets, 

570–573

and value of marginal product, 568

Investment decisions

collective, 310–311

individual, 309–310

Investment spending

alternate definition of, 435

decline in recession of 2001, 649

effects of inflation on, 471

in national spending, 555

in planned aggregate expenditure, 636

and real interest rate, 682

subcategories, 434–435

Invisible hand, 204

in antipoverty programs, 220

breakdown under monopoly, 

47–249

and consumer information, 329

cost-saving innovations, 217

economic rent vs. economic profit,

215–216

equilibrium vs. social optimum,

224–226

examples of, 216–224

and externalities, 298

multilane freeways, 217

operation of, 212–214

in regulated markets, 217–219

and resource allocation, 310

role of economic profit, 204–207

self-interest vs. society’s interest, 225

in stock market, 220–223

supermarket checkout lines, 216

weakened by positional

externalities, 316

Invisible hand theory

efficient market outcomes, 211–212

fair market outcomes, 212

on flow of resources, 219

free entry or exit, 214

functions of price, 207–208

responses to profit or loss, 208–214

Involuntary part-time workers, 502

Iran, average labor productivity 1990, 530

Iraq war, 559, 654

Irrational choices, 15

Irrational exuberance, 687

Irrigation project, 220

Island of Yap, 590

Israel, hyperinflation in, 470

Italy

average labor productivity 1990, 530

unemployment rate, 507

Ithaca Hours currency, 591

It’s a Wonderful life, 676

Ivester, M. Douglas, 628

J
Jamail, Joe, 36

James, Bill, 40

Japan

average labor productivity 1990, 530

banking crisis of 1990s, 582

budget deficit, 658

effects of recession on East Asia,

648–649

government stimulus programs,

652–653

growth of real GDP per person, 519

lifetime employment, 562

management in, 534

post-World War II recovery, 527–528

real GDP growth 1999–2004, 617

real GDP per person 1870–2003,

520–521

reasons for saving, 561–562

slowed growth rate, 522

voluntary export restraints, 822–823

Japan as Number One, 522

Jerry Springer Show, 406

Jeter, Derek, 226

Jevons, Stanley, 65

Job creation

in United States, 483

weak in Europe, 483

Jobs

government-sponsored, 368–369

heterogeneous, 503

long-term mismatch, 503

long- vs. short-term, 622

lost in boating industry, 102

matching workers with, 503, 622

outsourcing, 53–55

with physical risk, 359

rules-based, 55

Jobs, Steven, 533

Job security, lifetime employment, 562

I-14 INDEX



John Paul II, Pope, 741

Johnson, David S., 657n

Johnson, Lyndon B., 730

Joint Economic Committee on

Taxation, 102

Junk bonds, 583

Jurassic Park, 78

Just-in-time systems, 534

K
Kahneman, Daniel, 8n

Katz, Lawrence, 623n

Keeler, E. B., 379n

Keeler, Wee Willie, 39–40

Keillor, Garrison, 336

Kennedy, John F., 612, 623

Key deposits, 72

Keynes, John Maynard, 612, 651

biography of, 632–633

Keynesian cross, 633

Keynesian cross diagram, 643, 645, 646,

668, 710, 715

Keynesian economics, 633; see also Basic

Keynesian model

Keynesian revolution, 632–633

Kim, M., 360n

Kindergarten starting date, 316–317

Knowledge, improvements in, 50

Koga, Maiko, 562n

Korean War, 653–654

Koromvokis, Lee, 54

Krueger, Alan B., 543n, 623n

Kuznets, Simon, 426

L
Labor

demand curve for, 350, 352–353

diminishing returns to, 484–485

elasticity of demand for, 366

in high vs. low unemployment, 621

marginal product of, 351, 484–485

occupational demand for, 353

rental market for, 350

reservation price of, 490

supply curve of, 350, 353–354

value of marginal product of, 351,

485–486

Labor contracts

indexed, 461

and inflation, 468–469

Labor demand; see Demand for labor

Labor force

categories, 499

changing age structure, 622

definition, 499

size of, 55

Labor income, 438

Labor market

discrimination in

by customers, 359

by employers, 358

from family ambitions, 359

dynamic, 503

and economic growth, 482

effect of minimum wage, 366

effect of unions on, 355–357

effects of globalization on, 494–496

heterogeneous, 503

matching jobs with workers, 622

national and international, 506

real wage in, 484

reforms in United Kingdom, 508

shifts in, 354

structural features and

unemployment, 503

structural rigidities in Europe, 507–508

supply and demand analysis, 484–491

two-tier, 483

winner-take-all, 360–361

Labor market trends

in employment and unemployment, 483

effects of globalization, 494–496

effects of technological change,

496–499

rapid expansion of employment,

492–494

shifts in labor demand, 486–489

shifts in labor supply, 490–491

and globalization, 482

in real wage, 482–483

and demand for labor, 484–486

effects of globalization, 494–496

effects of technological change,

496–499

in industrialized countries, 492

slowed growth in U.S., 492–494

and supply of labor, 489

in technological change, 482

Labor participation rate, 499

Labor productivity; see Average labor

productivity; Productivity

Labor supply; see Supply of labor

Labor supply curve, 490

Labor unions

definition, 355

in Europe, 507

impediment to full employment,

505–506

membership in 2006, 357

pros and cons, 506

reasons for earnings differences,

355–357

wages gained by, 506

Lake Wobegon effect, 336

Land, and average labor productivity, 531

Land prices, New York City vs. Seattle, 138

Land supply, 113

Language barriers, 503

Late Show with David Letterman, 398

Latin America

inflation and money growth, 600

reduced inflation rates, 757

Law enforcement, 390

differential investment in crime

prevention, 391

Secret Service agents, 391–392

Law of demand, 163

and cost-benefit principle, 126

definition, 126

needs vs. wants, 127–128

and price increases, 108

sources of demand, 126–127

Law of diminishing marginal utility, 131

and curbing pollution, 307

and fixed-income allocation, 

132–135

Law of diminishing returns, 156

and demand for labor, 353

in long run, 163

and marginal cost, 158

Law of one price, 799, 801–802

Law of supply, 163–164

Lawyers, 338

Legal framework, 536; see also Political

and legal framework

Legalized drug proponents, 342–343

Leisure time vs. work, 442–443

Lemons model, 334–336

LETS (local electronic trading system), 591

Levy, Frank, 54–55

Lewis and Clark expedition, 518

Lexus and the Olive Tree (Friedman), 481

Liabilities

of commercial banks, 593

definition, 551

Libertarian Party, 398

Licenses

bidding for, 413

government-issued, 237–238

Liebowitz, A., 379n

Life-cycle saving

definition, 561

in Japan, 562

Lifetime employment, 562

Limits to Growth (Meadows et al.), 541

Liquidity preference, 693

Loans

by banks, 581

by commercial banks, 594–595

discount window lending, 700–701

home equity, 565, 566

to small businesses, 581

Lobbyists, 413

Local government powers, 409

Location game, 283–285

Loewenstein, G., 353n

Logrolling, 411, 413

London Philharmonic Orchestra, 149

Long run, 155

law of diminishing returns in, 163

purchasing power parity in, 801

Long-run aggregate supply line, 712,

733, 735

Long-run average cost, 211

Long-run competitive equilibrium

efficient outcomes, 211–212

fair outcomes, 212

Long-run determination of exchange rates,

796–802

purchasing power parity theory,

799–802

real exchange rate, 797–799

Long-run effect of anti-inflationary

monetary policy, 743

Long-run equilibrium, 725, 735

Long-run inflation target, 750

Long-run marginal cost, 211

Long-run planning, effects of inflation

on, 469
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Long-run supply curve, 191

and economic profit, 211

Long-term economic growth, 612

Long-term mismatch in skills and jobs, 503

Long-term unemployment, 501–502

structural unemployment, 503–504

Long-term wage and price contracts,

721–722

Lopokova, Lydia, 632–633

Los Angeles Summer Olympic Games of

1984, 349

Loss; see Economic loss

Loury, Glenn, 342, 346

Low-hanging-fruit principle, 48–49,

152–153

and crime prevention, 391

and curbing pollution, 307

and supply curve, 67

for water supply, 189

Low-income households, 560

Low-inflation fears, 758–759

Low-skilled workers

in mass production, 497

and minimum wage, 505

Lucas, Robert E., Jr., 515

Ludd, Ned, 496–497

Luddites, 497, 498

Luxury tax, 102

M
M1 component of money

definition, 591–592

percent of GDP, 693

in U.S. in 2007, 601

M2 component of money

definition, 591–592

in U.S. in 2007, 601

Maastricht Treaty, 796

Macintax, 17

Macroeconomic factors in demand for

money, 693–694

nominal interest rate, 694

price level, 694

real income/output, 694

Macroeconomic policy, 741–767

as art or science, 765–767

credibility of monetary policy, 754–759

economic uncertainties, 766

errors in Great Depression, 792–793

fine-tuning the economy, 767

fiscal policy, 760–765

inside lag, 766

to keep inflation low, 745–754

monetary policy, 742–759

monetary policy to reduce inflation,

742–745

outside lag, 767

requirements for perfection, 765

stagflation problem, 731–732

Macroeconomics, 15, 432

AD-AS model, 712

aggregate quantities in, 426–428

learning about inflation, 454

perspective on money supply, 

599–500

Macroeconomic variables, 426

Macroeconomic volatility decline, 

751–752

Magic Cards, 233–234

Major League Baseball roster limits, 316

Managers

and average labor productivity,

532–534

in Japan, 534

role in productivity, 534

in Soviet Union, 536

Manhattan land supply, 113

Manning, W. G., 379

Manufacturers

buying direct from, 327

productivity growth, 149

Marginal analysis, failure to do, 11–15

Marginal benefit, 12–14

of crime prevention, 392

of information, 328–329

and output level, 158

of private vs. public goods, 400

to society of monopolist’s output,

247–248

Marginal cost, 12–14

of crime prevention, 391

definition, 156–157

and economic profit/loss, 208–211

with economies of scale, 239–240

effect of externalities, 299–301

equal to marginal revenue, 248

of information, 328–329

for microprocessors, 241

of natural monopoly, 257

and output level, 158

of pollution abatement, 382

price equal to, 161–163

video game producers, 240–241

and wage rates, 164

Marginal cost curve, 160

for urban parkland, 404–405

for water, 188–189

Marginal cost pricing by public utilities,

188–190

Marginal cost schedule for urban

parkland, 405

Marginal physical product, 351

Marginal productivity

of capital, 571

in Europe, 508

Marginal product of labor, 351, 484–485

skilled vs. low-skill workers, 

497–498

Marginal propensity to consume, 639–640,

667, 671

effect of multiplier, 650

Marginal revenue

definition, 242

equal to marginal cost, 248

less than monopolist’s price, 248

for monopolist, 242–245

and price discrimination, 250–251

Marginal revenue curve for monopolist,

244–245

Marginal tax rate

definition, 761

and earned income tax credit, 762n

and economic behavior, 762–763

effect on aggregate demand and

aggregate supply, 762, 763

effect on labor supply, 762

estimating, 761–763

Europe vs. United States, 763–764

and hours of work, 763–764

Marginal utility, 130–131

and allocation of fixed income,

132–135

increasing, 131

and rational spending rule, 135

Marginal utility curve, 134

Market(s)

absent in Soviet Union, 536

barriers to entry, 214

buyers and sellers, 64–67

for cars vs. gasoline, 116–117

versus central planning, 63–64

changing nature of, 203–204

critics of, 179

definition, 64

demand curve, 65–66

demand-side, 150

efficient outcomes, 211–212

fair outcomes, 212

functions of equilibrium price, 84

versus government agency, 63

imperfections in, 178

importance of free entry/exit, 214

and income inequality, 361

and political coordination, 176

problems not solved by, 175–176

regulated

airline industry, 219

taxi industry, 217–219

supply-side, 150

in 21st century, 64

Market-clearing wage

versus minimum wage, 505

versus union wages, 506

Market demand curve, 140–142, 163–164

Market equilibrium

buyer’s surplus, 85

and cash on the table, 85–86

contribution to economic surplus,

84–87

definition, 68

effect of externalities on, 300–301

effect of monopoly on, 247–249

effect of price controls, 73–74

effect of rent controls, 71–73

effect of taxes on sellers, 192–194

and efficiency, 176–179

equilibrium price, 68

equilibrium quantity, 68

excess supply or demand, 69

hair stylists and aerobics instructors,

212–214

seller’s surplus, 85

versus social optimum, 224–226

total surplus, 85

when exit ceases, 210

Market equilibrium value of exchange

rate, 782

and monetary policy, 790–792

Market equilibrium value of peso, 

788–789
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Market power

definition, 237

sources of, 237–239

control over inputs, 237

copyrights, 237

economies of scale, 238

government licenses or franchises,

237–238

natural monopoly, 238

network economies, 237

patents, 237

Market supply curve, 152–153, 163–164

Market value

in GDP, 426–429

and value added, 431

Marlboro, 234

Marquis, M. S., 379n

Marshall, Alfred, 65, 75

Marshall Plan, 527

Marx, Karl, 52n, 64, 616

Mass production, 497, 533

Masterpiece Theater, 406

Maturation date, 582–583

Maximum-profit condition, 161–163

Meadows, Dennis L., 451n

Meadows, Donella H., 451n

Means-tested benefit programs, 364–365

Medicaid, 379

Medicare, 379

Mediterranean Sea pollution, 314

Medium of exchange

definition, 590

private money as, 591

Meir, Golda, 346

Mellon, Andrew, 259

Men, labor force participation, 428

Menu costs, 634–635

eliminated by new technologies, 635

Merchant marine companies, 217

Method of simultaneous equations, 31

Mexico

average labor productivity 1990, 530

effects of 2001 recession, 649

Mexico City air pollution, 542–543

Miami Heat, 118

Microeconomics, 15–16, 432

Microsoft Corporation, 54, 154, 155,

214, 215

Microsoft Windows, 238

Middle-income countries

enforcement of pollution laws, 543

pollution levels in, 542–543

Middlemen, value added by, 326–328

Midpoint formula, 123–124

Military spending, 653–654, 728–730

increase in 1960s, 730

Minimum wage, 66, 460

versus earned-income tax credit, 368

effect on low-wage labor, 366

in Europe, 507

impediments to full employment, 505

versus market clearing wages, 505

opposed by economists, 366

purchasing power of, 461

reducing economic surplus, 366,

367–368

Minorities, wage rates, 358

Mixed economies, 64

Mobility of inputs, 115

Modern Times, 52

Monetary policy

accommodating, 746–748

AD-AS analysis, 742–751

and aggregate demand curve, 714–715

and asset bubbles, 688

in basic Keynesian model, 709–710

in closed vs. open economy, 786

control of real interest rate, 678–682

credibility of

central bank independence, 755–756

central bank reputation, 759

numerical inflation target, 756–759

definition, 598

and determination of exchange rates, 776

effect on short-run economic activity, 683

to eliminate output gaps, 678

in European Union, 796

and exchange rates, 784–785

federal funds rate, 692

to fight inflation, 685–688

to fight recession, 682–685

and fixed exchange rate

changing market equilibrium,

790–792

and Great Depression, 792–793

with fixed vs. flexible exchange

rates, 795

inflation and output and, 713–714

inside lag, 766

keeping inflation low, 745–754

core rate of inflation, 753–754

decline in volatility since 1985,

751–752

with oil price increases, 752–753

responding to aggregate supply

shocks, 749–751

responding to spending shocks,

746–748

monetary policy rule, 688–691

money supply control

changing reserve requirements, 702

demand for money, 692–694

discount window lending, 700–701

interest rates, 692–701

money demand curve, 694–697

money market equilibrium, 697–698

nominal interest rate, 699–700

outside lag, 767

of Paul Volcker, 741–742

to reduce high inflation

and disinflation, 745

success in early 1980s, 744

in self-correcting economy, 727

stabilization policy, 674

stabilization tool, 651

with sustained inflation, 732

target inflation rate, 689–690

target real interest rate, 689–690

tightening or easing, 716–719

zero interest rate policy, 759

Monetary policy reaction function, 691n

Monetary policy rule, 688–691

definition, 689

determination of, 691

and inflation, 714, 716–719

specific example, 690

and Taylor rule, 691n

Money; see also Demand for money

versus barter, 590

costs of holding, 693

definition, 589

economists’ view of, 579–580

examples and historic types, 589–590

medium of exchange, 590

private, 591

quantity equation, 602–602, 603

store of value, 590–591

time value of, 221

in United Kingdom, 776n

unit of account, 590

velocity of, 600–601

Money creation, 593–597

Money demand curve, 694–697

Money market equilibrium, 697–698

Money market mutual funds, 592

Money multiplier, 606

Money supply

and central banks, 598–602

in Christmas season, 597

and control of interest rates, 678–682

with currency and deposits, 596–597

decline 1929–1933, 677

determination of, 593

effect of expansion on financial

markets, 699

extent of, 591

factors affecting, 701

formula, 597

and interest rates

changing reserve requirements, 701

demand for money, 692–697

discount window lending, 700–701

money market equilibrium,

697–698

nominal interest rate, 699–700

M1 component, 591–592

M2 component, 591–592

and nominal interest rate, 678–679

and open-market operations, 598–599

political reasons for increasing, 602

prices and inflation, 599–600

reduced by Fed 1999–2000, 624

sharp decrease 1979–1980, 742

versus supply and demand in foreign

exchange market, 780

Money supply curve, 697–698

Monopolist

definition, 236

inefficiency of profit-maximizing,

247–248

marginal revenue less than price, 248

perfectly discriminating, 252

price discrimination by, 249–256

profit maximization for

decision rule, 245–246

economic profit, 246–247

marginal revenue, 242–245

output level, 242–246

profit-maximizing output level,

245–246, 247

socially efficient level of output, 248
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Monopolistic competition; see also

Game theory

characteristics, 234–235

definition, 234

location decisions, 283–285

product differentiation by time, 285

tendency to cluster, 284–285

Monopoly; see also Natural monopoly

algebra of profit maximization,

267–268

antitrust laws, 248, 259–260

breakdown of invisible hand, 47–249

deadweight loss from, 248

definition, 234

in Magic Cards, 233–234

from patent protection, 248

single-price, 256

as socially inefficient, 248–249

Moral hazard, 340–341

Moral problem, income inequality as,

362–363

Morgan, J. P., 533

Morton salt, 100

Movement along a demand curve, 75

Movement along a supply curve, 75

Movie industry, 118

business negotiations, 269–270

hurdle method of, 256

Movie theaters

price discrimination by, 250

price tickets, 107–110

Multinational environmental pollution, 314

Multiplayer prisoner’s dilemmas, 275

Multiplier, 649–650, 669, 671–672

Municipal bonds, 583

Murnane, Richard, 54–55

Musicians, 360

Mutual funds, 589

increasing number and variety, 589

N
Nash, John, 272

Nash equilibrium, 272–273

National Aeronautics and Space

Administration, 12–14

National Basketball Association, 118

roster limits, 316

National Bureau of Economic Research,

614, 657, 684

Business Cycle Dating Committee,

615–616

National Football League

roster limits, 316

steroid use, 315

National income, health care costs in, 376

National saving, 550, 827

accounting identity, 555

allocated by financial markets, 570–571

components 1960–2006, 559

definition, 555

effect of government budget deficit,

572–573

formula, 556

incentives to increase, 573

low rate of, 829

measurement of, 555–556

problem of household saving, 560

public and private components, 556–557

public saving and government budget,

557–558

total, 557

and trade balance and investment, 830

National saving rate 1960–2006, 556

National Science Foundation, 540

National sources of comparative 

advantage, 40

National spending, 555

Natural monopoly

definition, 238

economic profit, 259–260

economies of scale, 238, 257, 259

inefficiency of, 257

versus many small firms, 249

public policy toward

enforcement of antitrust laws,

259–260

exclusive contracting, 258–259

ignore the problem, 259

state ownership, 257

state regulation, 258

Natural rate of unemployment

and cyclical unemployment, 621–623

decline in United States, 622–623

Natural resources

and average labor productivity, 531

depletion of, 444

Needs vs. wants, 127–128

Negative economic profit, 206; see also

Economic loss

Negative externalities, 298–299, 382; see

also Pollution entries

optimal amount, 307

Negative income tax, 365–366

combined with public employment, 326

Negative profit, 162–163

Nepal, 35–36, 51–52, 812

nonmarket activities, 443

official GDP, 443

Nerd norms, 317

Net capital inflows

benefits to economies, 828–829

definition, 811–812

potential users of, 811–812

and real interest rate, 825–826

reduced by risk, 826

and trade balance, 827

Net exports, 810

effect of monetary policy, 786

in GDP, 435–436

in planned aggregate expenditure, 636

and real exchange rate, 799

Net taxes, 557, 655, 656

Network economies, 238

Net worth, 551

Newhouse, J. P., 379n

News Hour with Jim Lehrer, 54

Newton, Isaac, 64

New York City

food distribution system, 61–63

rental housing market, 62–73, 71–73

rent controls, 62–73

taxi medallion costs, 218

zoning laws, 306

New York City’s Silicon Alley, 503

New York Stock Exchange, 584

New York Times, 115, 127, 481, 627

Nickell, Stephen, 764n

Nigeria, average labor productivity

1990, 530

Nintendo, 240–241

Nixon, Richard M., 343, 612

No-cash-on-the-table principle, 87

and antipoverty programs, 220

effect of free entry and exit, 211

examples, 216–217

and opportunities for gain, 

224–225

and wage differences, 355

on wage gap, 358

No-free-lunch principle, 4–5

Noise in price system, 465–466

Nominal exchange rate, 776, 777–779

and appreciation, 778–779

and depreciation, 779

United States dollar 1973–2007, 778

United States dollar in 2008, 777

Nominal GDP, 438–441, 601

definition, 439

and quantity equation, 601

varying from real GDP, 440

Nominal income, 458

Nominal interest rate, 472

and demand for money, 694

Fed control of, 678–679, 699–700

and federal funds rate, 679–680

Nominal price, 139

Nominal quantities

definition, 458

deflating, 458–460

indexing, 460–461

Nominal wage, 460, 486, 720, 758

Nondurable goods, during 

recessions, 618

Noneconomic sources of comparative

advantage, 40–41

Nonexcludable goods, 398

pure common good, 399

Nonmarket activities, 443

Nonpayers, means of excluding, from

public goods, 406

Nonrival goods, 398

collective goods, 399

Noriega, Manuel, 611

Normal goods, 78

Normal profit, 205

cost of doing business, 208

Normative economics, 15

Norms against vanity, 318–319

Norms of taste, 317–318

North American Free Trade Agreement, 53,

494, 809

North Carolina Research Triangle, 503

North Korea, 52, 63

Numerical inflation target, 756–759

O
Occupational demand for labor, 353

Occupational Safety and Health

Administration, 389
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Oil price increases, 724

failure to cause recession in 2003–5,

752–753

Oil prices, relative to Consumer price

index, 753

Oil price shocks, 731, 733

Oil production cartel, 277

Oil reserves, 541

Okun, Arthur, 623

Okun’s law, 742

definition, 623

formula, 623n

and output gaps, 623–624

output losses in recessions, 624

Oligopoly; see also Game theory

cartels, 275–277

characteristics, 235–236

definition, 235

product differentiation by time, 285

Omerta, 285, 286

O’Neal, Shaquille, 118

100 percent reserve banking, 593–594

Online job services, 622–623

On-the-job training in Japan, 527–528

Open economy, 813

consumption possibilities, 814–817

monetary policy, 786

optimal production mix, 816

production possibilities, 816

saving-investment diagram, 827

Open-market operations, 598–599, 697,

699–700

Open-market purchase, 599

Open-market sale, 599

Opportunity cost; see also Increasing

opportunity cost

and absolute advantage, 36–37

in calculating economic profit, 205

of capital investment, 568

and comparative advantage, 37–41

and cost-benefit principle, 7

and crime prevention, 391

of curbing pollution, 307

of different resources, 48–49

and economic profit, 208–209

and exchange, 36–41

of holding money, 693

and implicit costs, 10

and increased production, 48–49

increasing, 152–153

of information search, 331

of leisure time, 442–443

of operating and taxes, 218

principle of, 2, 49

in production possibilities curve, 43

of pursuing occupations, 149

of resources, 150

scarcity principle, 36–37

of schooling, 528

and supply curve, 66–67, 150–152

of time, 253

Optimal amount of negative

externalities, 307

Organization of Petroleum Exporting

Countries, 117, 724

as cartel, 277

Orszag, Peter R., 559n

Out of the labor force, 499

Output; see also Potential output; Short-run

equilibrium output

actual equal to potential, 722

actual vs. potential, 619, 620

and cost-benefit principle, 157, 158

demand for labor and price of, 

486–488

effect of monetary policy on, 742–745

effect of policy changes on, 766

effect of price discrimination on,

250–252

expansion 1960–2006, 524–525

GDP measure of

and capital goods, 429

domestic production, 432

exclusion of intermediate goods,

429–431

final goods and services, 429–432

market value, 426–429

summary of, 433

value added method, 431–432

and hiring policy, 352

increased by military spending, 729

lost from unemployment, 501

monopolist’s profit-maximizing level,

245–246, 247

and planned aggregate expenditure,

640–642

profit-maximizing level, 157–158

reasons for changes in, 619

related to average labor productivity,

524, 525

related to spending, 627

in short-run production, 155–156

socially efficient level of, 248

of U.S. economy 1900–2007, 442

variable vs. fixed costs, 239

Output gap(s)

causes and cures, 625–626

and cyclical unemployment, 621–624

definition, 620

effect on inflation, 713

and expansionary gap, 620–621

and inflation

expansionary gap, 722

no gap situation, 722

recessionary gap, 723

and monetary policy, 678

and natural rate of unemployment,

621–623

Okun’s law, 623–624

and planned spending, 646–649

policies to eliminate, 651

potential output, 619–621

and recessionary gap, 620–621

Output per person

in China, 523

in U.S. 1929–2006, 519

in U.S. 1960–2006, 524

Output per worker

in U.S. 1929–2006, 519

in U.S. 1960–2006, 524

Outside lag, 767

Outsourcing

job candidates for, 54–55

of service jobs, 53–54

Overbooking problem, 187–188

Overvalued exchange rate, 787

and monetary policy, 791

P
Page, Larry, 533

Parameter, 24

Pareto, Vilfredo, 176

Pareto efficient, 176

Pareto improvement, 378

Parker, Jonathan A., 657n

Participation rate, 499

Patent protection, 238, 248

Patents, source of market power, 237

Payoff, 269–270

for performance, 314–315

in positional externalities, 316

in prisoner’s dilemma, 274–275

Payoff matrix

for advertising game, 272

in auto industry, 280

for cartel agreements, 277

for cigarette advertisers, 279

definition, 271

and Nash equilibrium, 273

in prisoner’s dilemma, 274

for steroid use, 315

Pay-per-view cable TV, 399, 407–408

Payroll tax, 375

Peak, 614

Peer influence, 127

Peninsular & Oriental Steam Navigation

Company, 810

Pentagon attack of 2001, 117, 684

Pentagon spending, 413

PepsiCo, 285, 337

Perfect hurdle, 253

Perfectly competitive firms

compared to imperfectly competitive

firms, 236–237

compared to monopolistic

competition, 234

hiring policy and output decision, 352

marginal revenue, 242, 245

price takers, 217

Perfectly competitive markets

average total cost, 159

average variable cost, 159

characteristics of, 154

cost concepts, 156–157

definition, 154

demand curve, 154–155

effect of taxes on sellers, 192–194

and law of supply, 163–164

maximum profit condition, 161–163

output level, 157–158

price takers, 154

profit maximization, 153–154,

159–161, 248

short-run production, 155–156

shutdown condition, 159

socially efficient, 248

Perfectly discriminating monopolist, 252

Perfectly elastic demand curve, 106

Perfectly elastic supply, 114

Perfectly inelastic demand curve, 106–107
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Perfectly inelastic supply, 113

Perfect price discrimination, 252

Perot, Ross, 53, 612, 809

Perry, George L., 758n

Personal computer, invention of, 533

Personal Responsibility Act of 1996, 364

Personal saving, 557

Peterson, Iver, 329n

Petty, William, 425–426

Pharmaceutical companies, 237

Philip Morris, 278–279

Philippines, average labor productivity

1990, 530

Physical capital

and average labor productivity,

528–530

definition, 528

Physical volume of production, 439

Picasso, Pablo, 64

Pigou, A. C., 307

Planned aggregate expenditure

versus actual spending, 636–637

and aggregate demand curve, 714–715

autonomous, 641–642

components, 636

consumption function component, 667

consumption spending in, 637–640

definition, 635

to eliminate recessionary gap, 651–655

equation, 637, 667, 709–710

exogenous changes in, 715–716

expenditure line, 642

induced, 642

and output, 640–642

and real interest rate, 680–682

Planned inventory investment, 636–637

Planned investment, 710

Planned spending, 633

fiscal policy effects, 657–658

and output gap, 646–649

recession from fall in, 646–647

Plato, 64

Players, 270–271

Playstation, 240–241

Point elasticity, 124

Polachek, S., 360n

Poland, 536

Policymaking, 765–767

Political and legal framework

and average labor productivity,

534–536

for economic growth

free and open exchange of ideas, 535

political stability, 535

well-defined property rights,

534–535

in poorest countries, 549

to promote economic growth, 540

in Soviet Union, 535–536

Political discourse; see Disappearing

political discourse

Political instability, 536

Political process, sources of inefficiency

critics of waste, 413–414

pork barrel legislation, 410–411

rent-seeking, 411–413

Political stability, 535

Politics

of recessionary or expansionary gaps,

620–621

of short-term economic

fluctuations, 612

Pollock, Jackson, 64

Pollution, 444

and Coase theorem, 301–303

costs and benefits of avoiding, 307

limits on discharge of, 306

multinational, 314

in rich vs. poor countries, 541, 543

socially optimal level of, 307

sources not subject to control, 409

Pollution abatement, marginal cost of, 382

Pollution costs, 86–87, 299–300

Pollution tax, 195, 382–384, 416

Poor, the

effect of rent controls on, 71–73

health insurance for, 379

income redistribution to, 364–370

poverty threshold, 365

public employment for, 368–369

ways of helping, 73

Poor countries, 50

economic growth problems, 540–541

education in, 446–447

health and well-being, 445–446

more pollution in, 543

Population; see also Working-age

population

of China, 523

density, 52

growth of, 50

Pork barrel legislation, 410–411, 413

Portfolio allocation decision, 692

Positional arms control agreements, 316

Positional arms race

definition, 316

social norms as, 317–319

Positional externalities

arbitration agreements, 316

arms control agreements, 316

arms race, 316

campaign spending limits, 316

definition, 316

dependent on relative performance,

314–315

kindergarten starting date, 316–317

professional sports roster limits, 316

social norms, 317–319

weakening invisible hand, 316

Positive economics, 15

Positive externalities, 298

reduction in economic surplus, 301

Potential Gross domestic product, 619; see

also Potential output

Potential output

versus actual output, 619, 620

and decline in aggregate spending, 633

definition, 619

effect of taxes and transfer

programs, 760

equal to actual output, 722

expansionary gaps, 620–621

versus expansionary output gap, 685

fiscal policy effects, 657–658

and government spending, 760

long-run aggregate supply line, 712

and lower real interest rate, 683

with lower tax rates, 764

Okun’s law, 623–624

and output gap, 619–621

positive shock to, 735

recessionary gaps, 620–621

recession/expansion and changes in, 620

shocks as source of inflation, 733–734

supply-side policy, 760–765

Poterba, James, 639

Poverty, 444–445

Poverty threshold, 365

POW camp economy, 606

Precautionary saving

definition, 561

in Japan, 562

Preferences, 78, 126–127

character judgments, 289

of local communities, 409

remote-office game, 287–288

role in game theory, 287–289

and self-interest, 288

as solution to commitment problems,

288–289

Prescott, Edward C., 763–765

Present value

of future costs and benefits, 221

of a perpetual annual payment,

218–219

Preset prices, 634–635

President, Secret Service protection,

391–392

Presidential campaigns, during

recessions, 612

Price(s); see also Consumer price index;

Equilibrium price; Inflation entries

allocative function, 207–208, 214

of bonds, 583

buyer’s reservation price, 66

and change in quantity demanded, 75

and consumer surplus, 142–145

and demand curve, 65–66

and demand for labor, 487–489

determination of, 64–65

effect of entry on, 208–209

effect of patents on, 237

equal to marginal cost, 161–163

with excess demand, 69–70

with excess supply, 69–70

expectations of change in, 165

explaining changes in, 74–84

shifts in demand, 75–78

shifts in supply, 78–81

of gasoline vs. cars, 116–117

in German hyperinflation, 471

inflation and money supply, 599–600

and invisible hand, 207–208

and law of demand, 163–164

law of one price, 799

less than average variable cost, 159

marginal cost pricing, 188–190

marginal revenue less than, 248

with market power, 237

in monopolistic competition, 235

obstacles to charging highest, 252–253
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and opportunity cost of resources, 150

and output gaps, 625

in perfectly competitive markets, 155

preset, 634–635

and producer surplus, 168–169

and purchasing power parity, 799–802

quality adjustment bias, 462

rationing function, 207–208

real vs. nominal, 139

seasonal movements, 84

seller’s reservation price, 67

and shutdown condition, 159

and substitution bias, 463

and supply and demand, 176–178

and supply curve, 66–67

total expenditure as function of,

108–110

when entry ceases, 209–210

world prices and production, 817–819

Price adjustments, costs of preventing

first-come, first-served policy, 185–188

price ceilings, 180–183

price subsidies, 183–185

Price ceilings

economic surplus with, 181–182

economic surplus without, 180–181

on heating oil, 180–183

and income transfers, 181–182

justifications for, 182

waste caused by, 181

Price changes

and budget share, 100

and core rate of inflation, 754

cost-benefit analysis, 635

and demand curve for movie tickets,

107–110

determinant of supply, 165

effect on total expenditure, 110, 111

to eliminate output gap, 626

expectations of, 81

and income effect, 65, 135–137

information given by, 466

menu costs, 634–635

and price elasticity of demand, 103–105

reduction in direct costs of, 635

and substitution effect, 65, 135–140

and substitution possibilities, 100

in U.S. 1930–2001, 453

Price controls, 85

effects of, 73–74

on gasoline, 73

rent regulations, 63

Price discrimination

definition, 249

effectiveness of, 249

effect on output, 250–252

examples, 255–256

hurdle method, 252–254

imperfect, 252

merits of, 255

by movie theaters, 250

perfect, 252

Price elasticity of demand, 98–99, 411

applications

cigarette tax and teenage

smoking, 102

luxury tax on yachts, 102

calculating, 104

for cars vs. gasoline, 116–117

changes along straight-line demand

curve, 105–106

and demand curve, 104–106

determinants

budget share, 100

substitution possibilities, 100

time, 100

effect of taxes, 102, 194–195

exceptions to general rule, 106–107

graphical interpretation, 103–105

for medical services, 378–379

midpoint formula, 123–124

and quantity demanded, 99

representative estimates, 101

and total expenditure, 110–111

Price elasticity of supply

car prices vs. gasoline prices, 116–117

definition, 112

determinants, 114–117

ability to produce substitute

inputs, 115

flexibility of inputs, 115

mobility of inputs, 115

time factor, 115–116

effect of taxes on sellers, 191

formula, 112

perfectly elastic supply curve, 114

perfectly inelastic supply curve, 113

straight-line supply curve, 113

with unique and essential inputs,

117–118

Price incentives in environmental regulation

auctioning pollution permits, 384–385

taxation of pollution, 382–384

Price index, 456

to measure purchasing power, 

458–459

Price level

in CPI, 454–456

definition, 464

and demand for money, 694

versus relative price, 464–465

Price of capital goods, 568

Price-quantity pair, 123–124, 163

Price setters, 234

Price setting

by auction, 626–627

by cartels, 275–277

with cost-plus regulation, 258

by natural monopoly, 257

Price subsidies

effect on economic surplus, 183–185

versus income transfers, 184–185

Price support legislation, 411–412

Price system

information transmitted by, 466

noise in, 465–466

Price takers, 154, 217

Price volatility

electricity market, 117

gasoline prices, 116–117

Primary credit rate, 701n

Principal amount, 582–583

Principle of comparative advantage, 1–2,

37–40

Principle of increasing opportunity cost, 

2, 49

and supply curve, 152–153

Prisoner’s dilemma

multiplayer, 275

original game, 274–275

predicted defectors, 289

repeated, 277–279

tit-for-tat strategy, 277–279

Private contracting for public goods, 406

Private goods

generating demand curve for, 403

jointly or individually consumed, 402

marginal benefit, 400

versus public goods, 398–400

Private marginal cost, 299–300

Private money, 591

Private ownership; see also Property rights

effect of, 311–312

when impractical, 312–314

Private provision of public goods

exclusion of nonpayers, 406

funding by donation, 405–406

private contracting, 406

problems with, 406–407

and reduced economic surplus, 407–408

versus reliance on government, 405

sale of by-products, 406

Private saving

definition, 557

means of increasing, 573

in national saving, 556–557

Private sector, after-tax saving, 557

Producers, gains from sugar tariff, 

821–822

Producer surplus

calculating, 168–169

definition, 168

effect of price ceilings on, 181

effect of price subsidies, 183–184

enhanced by hurdle method, 255

Product compatibility, 214

Product differentiation

in monopolistic competition, 235

by time or scheduling, 285

Production; see also Costs of production

capital goods for, 430

constant returns to scale, 238

domestic, 432

economies of scale, 238

effect of changes in spending, 640–641

effect of taxation on, 415

effect of world prices on, 817

of final goods and services, 429–432

flexibility of inputs, 115

increasing returns to scale, 238

and inflation expectations, 720

intermediate goods and services,

429–431

law of diminishing returns, 156

and marginal product, 484–486

measuring GDP by, 437

mobility of inputs, 115

physical volume of, 439

profit-maximizing output level,

157–158

in short run, 155–156
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Production—Cont.

shutdown condition, 159

with spending decline, 632–633

start-up costs, 239–242

substitute inputs, 115

unique and essential inputs, 117–118

value added in, 431–432

and voluntary export restraints, 822

Production function, 537

Production possibilities curve, 41–44

attainable point, 43–44

definition, 36, 41

economic growth, 49–51

effect of productivity on, 44–46

efficient point, 44

factors that shift, 49–53

gains from specialization and exchange,

46–47

high-income countries, 47n

inefficient point, 44

and international trade, 813–814

many-person economy, 47–49

many-worker economy, 813

one-worker economy, 42–44

and scarcity principle, 43

straight-line, 817–819

unattainable point, 43–44

and world prices, 817–819

Production workers

nominal vs. real wage, 460

real wage of, 459–460

Productive ability, 350–351

Productivity; see also Average labor

productivity

boosted by unions, 357

crucial for economic growth, 523–526

and demand for labor, 484–485,

487–489

diminishing returns to capital, 529–530

effect on production possibilities curve,

44–46

growth in U.S. since 1995, 532

growth rates, 493

increase without inflation, 734–735

key to standard of living, 518

and rising real wage, 492–494

slowdown since 1970s, 493

and specialization, 35–36

from technological change, 496–498

Productivity growth, and wage rates, 149

Products

changes in price of other, 165

costly-to-fake principle, 336–337

in monopolistic competition, 234–235

nonstandardized, 802

in perfectly competitive markets, 154

undifferentiated, 235

value added by middlemen, 326–328

Professional sports

baseball, 39–40

basketball, 117–118

football, 315–316

roster limits, 316

Profit

accounting profit, 204

and average total cost, 159

and average variable cost, 159

to buy capital vs. financial

investments, 568

definition, 153

economic profit vs. accounting profit,

204–207

firm’s responses to, 208–214

graphical measurement, 162–163

normal profit, 205

revenue vs. explicit costs, 204

Profitable firms, 159

Profit maximization

algebra of, 267–268

by cartels, 275–277

for monopolist, 248

demand curve, 243–246

economic profit, 246–247

marginal revenue, 242–245

output level, 245–246

in perfectly competitive markets

average total cost, 159

average variable cost, 159

chosen level of output, 157–158

cost concepts, 156–157

demand curve, 154–155

graphical approach to, 159–161

and law of supply, 163–164

maximum profit condition, 161–163

short-run production, 155–156

shutdown condition, 159

terminology, 153–154

Profit-maximizing decision rule, 245–246

Profit-maximizing firm, 154

Profit-maximizing output level, 157–158

of monopolist, 245–246, 247

Profit-maximizing rule, 209

Profit opportunities, 203–204

Progressive tax, 402–403

Property rights

absent in Soviet Union, 535–536

effect of private ownership, 311–312

and government regulation, 408–409

legal limits on, 312

and logic of economic surplus

maximization, 312

in poorest countries, 540

problem of unpriced resources,

309–311

tragedy of the commons, 311

well-defined, 534–535

when private ownership impractical,

312–314

Property tax, California Proposition

13, 414

Proportional income tax, 401

Proportion vs. absolute dollar amount, 9

Proposition 13, California, 414

Protectionism

definition, 821

with quotas, 821, 822–823

with tariffs, 821–822

Psychological costs of unemployment, 501

Public capital, 555–556

Public education, worldwide, 538–539

Public employment for the poor, 368–369

Public goods

collective, 399

cost of, 399–400

definition, 398

demand curve for, 403–405

disadvantages of reliance on

government, 405

and equal tax rule, 401–402

free-rider problem, 401

and income, 402

income elasticity of demand for,

402–403

marginal benefit, 400

nonrival and nonexcludable, 398

optimal quantity of, 403–408

paying for, 400–403

preferences of local communities, 409

versus private goods, 398–400

private provision of

excluding nonpayers, 406

funding by donation, 405–406

loss of economic surplus, 407–408

private contracting, 406

problems with, 406–407

versus reliance on government, 405

sale of by-products, 406

and proportional tax, 402

pure, 398–399

reservation price for, 400–401

Public health services, 390–391

Public investment, 539

Public saving

definition, 557

and government budget, 557–559

increase in 1990s, 560

means of increasing, 573

in national saving, 556–557

Public sector, income of, 557

Public service employment, 368–369

Public utilities, marginal cost pricing,

188–190

Purchasing power

and costs of holding cash, 467

increase in, 443

indexing to maintain, 460–461

lost by inflation, 467

of minimum wage, 461

in price index, 458–459

of real wage, 459

Purchasing power parity

definition, 800

equilibrium principle, 799

examples, 799–800

goods and services not traded, 801–802

law of one price, 799, 801–802

long- vs. short-run effectiveness, 801

and nonstandardization, 802

shortcomings of theory, 801–802

theory of exchange rates, 799–800

Pure common good, 399

Pure monopoly, 234

Pure private good, 399

Pure public goods, 398–399

Q
Quality

costly-to-fake principle, 336–337

desire for, 127

Quality adjustment bias, 462
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Quality of life, 444

Quantities

and demand curve, 65–66

determination of, 64–65

socially optimal, 86–87

and supply curve, 66–67

Quantity demanded

and all costs, 126

and income elasticity of demand, 111

and price elasticity of demand, 99

Quantity equation, 601–602, 603

Quantity supplied, 152–153

and price elasticity of supply, 112

Quayle, Dan, 611

Quicken software, 17

Quintiles of income, 360–362

Quotas

compared to tariffs, 822

definition, 821

operation of, 822

voluntary export restraints, 822–823

R
Radford, Robert, 606

Rainy-day fund, 561

Randers, Jorgen, 451n

Rate of inflation; see Inflation rate

Rational choice, 15

Rational information search, 330–331

Rational person, 6

Rational spending rule

definition, 135

formula, 135

and income differences, 140

and income effect, 135–137

role of substitutes, 138–140

and substitution effect, 135–137

Rationing function of price, 207–208

Rawls, John, 362

Reagan, Ronald W., 612, 653, 658, 

730, 823n

Real assets, 551

Real exchange rate, 776

definition, 798

as economic variable, 798–799

effect on imports and exports, 798–799

formula, 798

illustration of, 797–798

versus nominal rate, 796

Real GDP, 438–441, 601

calculating, 439

chain weighting, 440, 441

definition, 439

versus economic well-being

environmental quality, 444

leisure time, 442–443

nonmarket activities, 443

poverty/economic inequality,

444–445

quality of life, 444

resource depletion, 444

effects of inflation on, 471

fluctuations 1929–2007, 613–615

growth 1982–85, 744

growth 1995–2000, 735

growth in 2003–2004, 686–687

growth in China, 444

as imperfect measure, 442

limits to growth issue, 541

lower volatility since 1985, 751–752

national growth comparisons, 617

precision of historical estimates,

520–521

purpose of, 519

and supply curve for dollar, 782–783

varying from nominal GDP, 440

Real GDP per person

and air pollution, 542–453

formula for, 524

growth 1870–2003, 519

growth in U.S. 1929–2006, 519

in Japan, 519

national comparisons, 520–521

in U.S. 1960–2006, 524

Real GDP per worker, national

comparisons in 1990, 530

Real income, 458

Real income/output, and demand for

money, 694

Real interest rate, 710

calculating, 473

decreased in recessionary gap, 727

and demand for domestic currency, 791

effect of budget deficit, 572–573

effect of new technologies, 571–572

effect on saving, 562, 564

equation, 678

and exchange rates, 784–785

Fed control of, 678–682

in fighting recession, 683

Fisher effect, 474–475

increased with inflation, 726

and inflation, 472–474, 713–714

and inflation-protected bonds, 474

for international capital flows, 825–826

and investment in capital goods, 568

and monetary policy rule, 690, 

716–719

move toward equilibrium, 570–571

need for targeting, 748

net capital inflows and, 825

over long run, 679

and planned aggregate expenditure,

680–682

raised to fight inflation, 685–686

and reduction in inflation, 742–745

and short-run equilibrium output, 682

and stock market, 687

in U.S. 1960–2006, 473

in U.S. 1970–2004, 473

Real price, 139

Real quantities

definition, 458

indexing, 460–461

Real rate of return, 472

Real wage, 459, 720, 758

effects of globalization on, 494–496

effects of technological change on,

496–498

in Europe, 483

growth rates, 493

and increased productivity, 492–494

in industrialized countries, 492

in labor market, 484

of production workers, 459–460

during recessions, 617–618

and shift in demand for labor, 

486–489

slow growth in U.S., 492–494

and supply of labor, 489–491

trends in, 482–483

Rebate coupons, 253–254

Recession(s), 609

from aggregate supply shocks, 

749–751

and basic Keynesian model, 612

in campaign rhetoric, 612

causes in 2001, 649

coincident indicators, 616

cyclical unemployment in, 617,

621–622

definition, 613

duration of, 614

effect on government budget, 559

failure of oil prices to cause, 752–753

from fall in planned spending, 

646–647

after Fed actions of 1979, 744

Fed’s response to, 682–685

global impact, 617

informal definition of, 613

in Japan and East Asia, 648–649

in Japan in 1990s, 582, 653

low use of resources, 621

output losses in, 624

peaks and troughs, 614

policy tools to fight, 651

potential output changes, 620

statistical analysis of, 616

in U.S. 2000–2001, 615–616

in U.S. 2001, 639, 657

in U.S. since 1945, 614–615

after World War II, 653–564

Recessionary gap, 620–621, 632, 

713, 723

AD-AS analysis, 724–726

from decline in spending, 646–648

from disinflation, 745

Fed response in 2001, 624

government purchases to eliminate,

651–653

and real interest rate reduction, 683

tax cuts to close, 655–657

in U.S. in 1970s, 731–732

violating efficiency principle, 621

Recycling, 150–152, 165–168

redemption price, 151–152, 166

socially optimal amount, 166

Red Cross, 153

Redemption price, 151–152, 166

Redistribution of wealth, by inflation,

468–469

Red tape trade barriers, 823

Redwood City, California, 609

Refundable taxes, 416

Regressive tax, 401

Regulated markets

airline industry, 219

taxi industry, 217–219

Regulation; see Government regulation
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Relative price

definition, 464

versus price level, 464–465

Relevant costs and benefits, 299

Remote-office game, 282–283, 287–288

Rental housing market, 62–73

Rent controls, 823

economists’ view of, 64

versus market equilibrium, 71–73

negative effects of, 72

in New York City, 62–63

Rent-seeking by/from government,

411–413

in auction process, 412–413

definition, 412

government contracts, 412

lobbyists, 413

price supports, 411–412

Repeated prisoner’s dilemma, 277–279

Required rate of return, 585, 586, 589

Research and development, 241

costs of, 538

policies to support, 539–540

Reservation price

of buyers, 66, 79

buyers and sellers, 85

and economic rent, 215

of employers, 352–353

for labor, 490

of low-income buyers, 253

and perfect hurdle, 253

and perfectly discriminating 

monopolist, 252

of potential customers, 252

for public goods, 400–401

of sellers, 67

and wants, 126

Reserve Bank of New Zealand, 756

Reserve-deposit ratio, 594, 677

Reserve requirements, changing, 701

Residential investment, 434

Resource allocation

effect of externalities on, 298–299

and invisible hand, 310

Resource depletion, 444

Resource mobility, 154

Resources

allocative function of price, 207–208

in invisible hand theory, 219

low utilization in recessions, 621

shortages and price changes, 542

unpriced, 309–310

Retail stores

competition from Internet retailers, 326

costs of shopping at, 329

Retton, Mary Lou, 349

Return, reason for international capital

flows, 825

Return on assets, 692

Revaluation, 787

Revenue, and explicit costs, 204

Rich countries, 50

aid to poorest countries, 540–541

education in, 446–447

health and well-being, 445–446

less pollution in, 543

role of productivity, 523–526

Rise, 25

Risk, reason for international capital 

flows, 825

Risk-averse person, 332, 363

Riskiness, and stock prices, 586–587

Risk-neutral person, 332

Risk premium

decline in 1990s, 589

definition, 586

increase after 2000, 589

Risk sharing, 580

and diversification, 587–588

Risk taking, 363

Rival products, 234

Rivergate Book, Lambertville, NJ, 

329–330

RJR Corporation, 278–279

Road use tax, 416

Robber barons, 259

Robinson, Joan, 235n

Rockefeller, John D., 259, 533

Rodriguez, Alex, 459

Roosevelt, Franklin D., 612, 793

Roster limits, professional sports, 316

Rotemberg, J., 622n

Rules-based jobs, 55

Run, 25

Russian revolution of 1917, 535

Ruth, Babe, 453, 454, 459

S
Sacerdote, Bruce, 764n

Safety seats for infants, 389–390

Sahay, Ratna, 471

Sale of by-products, 406

Sales agents, 326–327

Saving; see also National saving

Aesop’s fable, 549

allocation by financial system, 570–571

in banking system, 580–582

by bond and stock markets,

587–589

providing information, 580

risk sharing, 580

allocation by Japanese banks, 582

capital gains or losses, 553

in capital inflows, 826–829

decline in U.S., 550

definition, 551

effect of budget deficit, 572–573

effect of new technologies, 571–572

importance for individuals and nations,

459–550

and interest rates, 562–564

in international capital flows, 

824–825

across national boundaries, 810

policies to promote, 539

and real interest rate, 562, 564

reasons for, 564

bequest saving, 561, 562

demonstration effect, 565–566

in Japan, 561–562

life-cycle saving, 561, 562

precautionary saving, 561, 562

self-control factor, 564–566

stock and flow, 553

and wealth, 552–554

Saving-investment diagram, 570, 571, 572

for open economy, 827

Saving rate

definition, 551

downward pressures on, 565

in Japan, 561–562

and standard of living, 563–564

and trade deficit, 829–831

in U.S. 1960–2006, 550

of U.S. households, 560

Savings and loan crisis, 678

Savings rate, 50

Scarcity, 4

and limits to growth, 541–542

and trade-offs, 4, 5

Scarcity principle, 4–5

and clean environment, 543

definition, 1

and income allocation, 137

and litter reduction, 167

and opportunity cost, 36–37

and production possibilities curve, 43

and standard of living, 538

School vouchers, 539

Schwartz, Anna J., 677

Scientific advances, 518

Sears, 256

Sears Tower, 237

Seasonal price movements, 84

Secret Service, 391–392

Seles, Monica, 314

Self-control, and saving, 564–566

Self-correcting economy, 613, 626, 747

AD-AS analysis, 727–728

Self-interest, 225

and preferences, 288

Selfishness, 288

Sellers, 64–67

asymmetric information, 333–341

cost-benefit principle, 150

and credibility problem, 336

obstacles to charging highest price,

252–253

in perfectly competitive markets, 154

producer surplus, 168–169

taxes and economic surplus, 192–194

taxes paid by, 190–192

Seller’s reservation price, 67, 85

Seller’s surplus, 85

Service jobs, outsourcing, 53–54

Service-oriented economy, 753

Services

in consumer spending, 434

during recessions, 618

Shared living arrangements, 303–305

Sherman Antitrust Act, 259

Shift in entire demand curve, 75

Shift in entire supply curve, 75

Shifts in demand, 75–78

Shifts in demand for labor, 486–489

Shifts in labor supply, 490–491

Shimer, Robert, 622n

Shoe-leather costs

with hyperinflation, 471

of inflation, 467–468

I-24 INDEX



Shortages from price ceilings, 181–182

Short run, 155

law of supply in, 163

purchasing power parity in, 801

Short-run determination of exchange rates

changes in dollar supply, 782–783, 784

supply and demand analysis, 780–782

Short-run economic loss, 210

Short-run economic profit, 208

Short-run effect of anti-inflationary

monetary policy, 743

Short-run equilibrium, 725

Short-run equilibrium output, 709–710

after fall in spending, 647

algebraic solution, 667–669

definition, 643

effect of real interest rate, 682

finding

graphical approach, 645

numerical approach, 643–644

Short-run production, 155–156

Short-run shutdown condition, 159

Short-term economic fluctuations, 609

basic Keynesian model, 612–613

causes and cures of, 625–628

cyclical unemployment, 619–625

expansionary gaps, 620–621

facts about, 616–619

global impact, 617

industries affected by, 618

inflation patterns, 618

irregular length and severity, 617

output gaps, 619–625

recessionary gaps, 620–621

recessions and expansions, 613–616

terminology for, 617

two centuries of, 616–617

unemployment as key indicator,

617–618

in U.S. 1930–2007, 613

Short-term unemployment, 502

frictional unemployment, 503

Shutdown condition, 159

Silicon Valley, 503

Silver Blaze (Conan Doyle), 9

Simon, John A., 752n

Simultaneous equations, 30–31

Sinclair, Upton, 385–386

Single tax proposal, 195

Skateboard prices, 79

Skill-based technological change, 

497–498

and European unemployment, 508

Skilled workers, 482–483

in auto industry, 497

policies to create, 538–539

and technological change, 496–498

Skills, lack of, 503

Slawson, Donna B., 341n

Sloan, Alfred, 533

Slope, 25

changes in, 27–28

Small-business loans, 581

Smart for one, dumb for all, 86–87

and self interest vs. society, 225

Smart Money, 762n

Smart vending machines, 627–628

Smith, Adam, 51, 64, 204, 207, 212, 

214, 225, 226, 231, 298, 

310, 326

Smith, Robert S., 389n

Social conflicts, 481

Social costs of unemployment, 501

Social influences, 126–127

Socially efficient level of output

of monopolist, 248

in perfect competition, 248

with price discrimination, 251–252

Socially optimal expenditure on health, 390

Socially optimal level of pollution, 307

Socially optimal quantity, 86–87

Social marginal cost, 299–300

Social norms

fashion norms, 317

nerd norms, 317

norms against vanity, 318–319

norms of taste, 317–318

Social optimum vs. market equilibrium,

224–226

Social Security benefits

and CPI, 462

indexing, 460

Soft-drink container recycling, 150–152

Software, increased investment in, 

568–569

Software industry, 17–18

Solman, Paul, 54–55

Souleles, Nicholas S., 657n

South America, hyperinflation in, 470

South Korea, 52

Soviet-dominated Europe, 527, 528

Soviet Union, 63

collapse of, 535–536, 611

Space shuttle program, 12–14

Spain, economic stagnation, 535

Spears, Britney, 337

Specialization, 1–2

Adam Smith on, 51

advantages of, 590

danger of too much, 52–53

economies based on, 35–36

gains from, 46–47

gains from comparative advantage, 39

from globalization, 494

and population density, 52

real-world gains from, 50–51

reasons for slowness in, 51–52

and trade, 812–813

Speculative bubbles, 688

Spending

aggregate, 612

and output gaps, 625–626

related to output, 627

Spending shocks, Fed response to, 

746–748

Spielberg, Steven, 78

Sprint, 235

Stabilization policies, 634

automatic stabilizers, 658

definition, 651

fiscal policy qualifications

problem of deficits, 658

relative inflexibility, 658

supply side of economy, 657–658

monetary policy, 674

role of fiscal policy

government purchases and planned

spending, 651–654

military spending, 653–654

taxes, transfers, and aggregate

spending, 655–657

Stagflation, 731–732

Standard and Poor’s 500 index, 589, 616,

639, 687

Standardized products, 154

Standard of living, 445

at cost of current sacrifice, 538

effect of high saving rate, 

563–564

gains from specialization and 

exchange, 47

improved by economic growth,

519–521

from productivity increases, 518

rich vs. poor nations, 50, 540–541

Start-up costs, 50–51

and economies of scale, 239–242

State government

laws on vaccination, 390–391

powers of, 409

State ownership and management, 257

Statistical discrimination

adverse selection, 340

definition, 339

and insurance industry, 339

moral hazard, 340–341

promoted by competition, 339–340

results of observable differences, 340

and value of missing information,

338–339

Steel industry, 503

Stern, Gerald, 330

Steroids, 315

Stiroh, Kevin J., 532n

Stock, 584–587

in best-managed companies, 223

calculating present value of future

costs/benefits, 221

calculating value of, 220–221

definition, 584

and dividends, 584

required rate of return, 585, 589

risk premium, 586

and time value of money, 221

Stock analysts, 225

Stock exchanges, 584

Stockholders

capital gains, 584

dividends, 584

Stock market

allocation of savings by, 587–589

benefits of diversification, 588–589

bull market of 1990s, 553–554

calculating share value, 220–221

corporate earnings forecasters, 225

effect of decline on spending, 639

efficient market hypothesis, 

221–222

informational role, 587

invisible hand in, 220–223

irrational exuberance, 687
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Stock market—Cont.

mutual funds, 589

response to inflation news, 687

rise and fall 1990–2000, 589

risk sharing and diversification,

587–588

stock performance, 223

Stock (of wealth), 552

Stock prices, 220–221

in bull market of 1990s, 553–554

decline after 2000, 554

determination of, 584–585

dot-com bubble, 616

Fed response to, 687–688

future price determinants, 586

and interest rates, 586

in Japan in 1990s, 582

key factors affecting, 585

and purchaser expectations, 589

reaction to news, 584–585

response to new information, 225

rise and fall 1990–2000, 589

riskiness in, 586–587

Stone, Richard, 426

Store of value, 590–591

Straight-line demand curve, 105–106

Straight-line production possibilities curve,

817–819

Straight-line supply curve, 113

Strategic decisions, using game theory

elements of games, 270–272

Nash equilibrium, 272–273

Strikes, 506

Structural policy, 508

to adopt free markets, 536

in poorest countries, 540

Structural unemployment, 621

costs of, 504

definition, 503

from economic changes, 503

from labor market features, 503

from lack of skills, 503

Subsidies

to deal with negative externalities,

307–309

for planting trees, 306

for scientific research, 306

Subsistence level of consumption, 127

Substitute inputs, 115

Substitutes, 76–77

and budget share, 100

and cross-price elasticity of 

demand, 111

foreign-built yachts, 102

and time factor, 100

Substitution bias, 463

Substitution effect, 65

car engine sizes, 140

in energy use, 138–139

in housing market, 138

and marginal utility, 135–137

and rational spending rule, 136–137,

138–140

work-leisure decision, 353

Substitution possibilities, 100

Sugar price supports, 411–412

Sugar tariff, 821–822

Summers, Robert, 50n

Sung period in China, 533–534

Sunk cost, 11

irrelevance of, 14–15

Super Bowl ads, 337

Supermarket checkout lines, 216

Supply; see also Price elasticity of supply

applying theory of, 165–168

determinants of

expectations, 165

input prices, 164

number of suppliers, 165

price changes on other goods, 165

technology, 164

law of, 163–164

and producer surplus, 168–169

Supply and demand, 61–88

algebraic analysis, 93–94

demand curve, 65–66

effect of externalities on, 299–301

effect of price controls, 73–74

effect of rent controls, 71–73

and equilibrium price, 84

excess, 69

to explain price/quantity changes,

74–84

food distribution system, 61–63

market equilibrium, 68–74

in market for milk, 168–169

markets vs. central planning, 63–64

and operation of invisible hand,

212–214

and price, 176–178

rental housing market, 62–63

socially optimal quantity, 86–87

supply curve, 66–67

Supply and demand analysis

of exchange rate determination,

780–782

of fixed exchange rate, 787–788

of labor market, 484–491

of minimum wage, 505

of real wage, 491–499

effects of globalization, 494–496

effects of technological change,

496–498

industrialized countries, 492

slow growth in U.S., 492–494

of saving, 570–571

Supply bottleneck, 117–118

Supply curve

car market vs. gasoline market,

116–117

container recycling services, 166

and cost side of market, 163

effect of externalities on, 299–300

effect of number of suppliers, 165

effect of technology on, 164

to find equilibrium, 68

horizontal interpretation, 65, 79, 169

for illicit drugs, 97–98

individual, 152–153

market, 152–153

for milk, 176–177

movement along, 75

and operation of invisible hand,

212–214

and opportunity cost, 150–152

perfectly elastic, 114

perfectly inelastic, 113

for pizza market, 70–71

for price elasticity, 112–113

for recycling services, 151–152

for rental housing, 71

shift factors

decline in costs of production,

79–80

with demand curve shift, 83–84

increased costs of production, 

78–79

number of sellers, 81

price change expectations, 81

rules governing, 81–84

technology changes, 80–81

weather, 81

shift in, 75

straight-line, 113

for United States dollar, 782–783

vertical interpretation, 67, 79, 169

Supply curve of labor, 350, 353–354

Supply of dollars, 780–781

changes in, 782–783

Supply of labor

effect of marginal tax rate, 762–763

factors influencing, 489–490

future growth, 493

and income sharing, 363

rapid growth in U.S., 493

shifts in, 490–491

and worker mobility, 496

Supply side of economy/markets, 150

and fiscal policy, 657–658

Supply-side policy, 760–765

Surplus-enhancing transactions

from excess demand, 177

from excess supply, 178

Survey of Current Business, 576

Sustained inflation, 732

SUVs (sport utility vehicles), 139

Switching costs, 50–51

Szabo, Ecaterina, 349–350

T
Tables, constructing graphs from, 28–30

Target inflation rate, 689–690

and anchored expectations, 751

announcing, 756–759

flexibility in adhering to, 756

not set at zero, 757–758

Target interest rate, 689–690

Target zone system, 787n

Tariffs

definition, 821

Hawley-Smoot Tariff of 1930, 792

operation of, 821

on sugar, 821–822

versus voluntary export restraints, 823

Taste, 78, 126–127

norms of, 317–318

Taxation

bracket creep, 466

and budget deficit, 414

California Proposition 13, 414
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carbon tax, 416

cigarette tax, 102

consumption tax proposal, 573

critics of waste, 43–414

crowding-out effect, 414–415

deadweight loss from, 193, 194–195

to deal with negative externalities,

307–309

depreciation allowance, 466–467

in developing countries, 540

distortions in system, 466–467

earned-income tax credit, 368

effect on incentives, 415

effect on potential output, 760

effect on production and 

consumption, 415

and efficiency, 190–196

actual payers, 190–192

effect on economic surplus, 192–194

and elasticity, 194–195

external costs, 195

gasoline tax, 375

and government budget surplus/deficit,

558–559

head tax, 401

from improved human capital, 539

indexing of taxes, 466

justification for, 415–416

loss of economic surplus, 415

luxury tax mistake, 102

of monopolist’s economic profit, 259

negative income tax, 365–366

net taxes, 557

objects of, 414–416

to pay for public goods, 401–403

policy changes, 766

pollution tax, 195, 382–384, 416

progressive tax, 402–403

proportional income tax, 402

regressive tax, 401

road use tax, 416

single tax proposal, 195

as stabilizing policy, 655–657

supply-side effects, 760

unintended consequences, 414

Tax brackets, 466

Tax code

capital depreciation allowance,

466–467

and inflation, 467

provisions to promote saving, 539

Tax cuts, to close recessionary gap,

655–657

Taxi industry, cost of medallions, 217–219

Tax rates

average, 761

effects of reduction in, 733, 760

marginal, 761–764

reductions in, 573

Tax rebates, 656–657

Tax treatment of bonds, 583

Taylor, John B., 691n

Taylor, Lester, 101

Taylor rule, 691n

Technological change, 492

in agriculture, 531

effect on saving and investment, 571–572

in information and 

communication, 532

internet, 531

labor market trends in, 482

and marginal product of capital, 571

skill-based, 497–498

versus traditional values, 481

in transportation, 531

wage inequality from, 496–498

Technological improvements, 50

Technology

and average labor productivity,

531–532

determinant of supply, 164

effect on supply curve, 80–81

to reduce menu costs, 635

Teenage smoking, 102

Television, 41

broadcast preferences of networks,

406–407

cable networks, 257

Temporary help, 622

Tennis matches, 314–315

Terms of a bond, 583

Terrorist attack of 2001, 117, 559, 

615, 657

effects on economy, 649

Fed response to, 684–685

Thailand, average labor productivity 

1990, 530

Thaler, Richard, 11n, 353n

Thatcher, Margaret, 346, 508

Theory of market exchange, 177

Theory of supply, 165–168

Third-party payment system, 376

Tierney, John, 62n

Tightening monetary policy, 716–719

effect on exchange rates, 784–785

to eliminate overvaluation, 791

Timber harvesting, 313–314

Time factor

in auto industry, 280–282

in game theory, 280–285

in information search, 331

in macro policy

inside lag, 766

outside lag, 767

in measuring GDP, 438–440

in price elasticity of demand, 100

in price elasticity of supply, 115–116

Time value of money, 221

Tit-for-tat strategy, 277–279

Tjoa, Bill, 19

Total consumer surplus, 144

Total cost

definition, 156–157

with economies of scale, 239–240

video game producers, 240–241

Total expenditure

definition, 107

and demand curve for movie tickets,

107–110

effect of price changes, 110, 111

and elasticity, 107–111

as function of price, 108–110

with inelastic demand, 110

and output gaps, 625–626

and price elasticity of demand, 

110–111

product of price and quantity, 110

and total revenue, 107–108

Total national saving, 557

Total revenue

equal to total expenditure, 107–108

and explicit costs, 204

factors governing, 108

and price discrimination, 250–251

Total surplus, 85

and equilibrium quantity, 86–87

from socially optimal quantity, 86

Total utility, 129–130

Toxic waste, 301–303

Toyota Motor Corporation, 427

Toyota Prius, 139

Trade balance

definition, 810

and national saving, 830

and net capital inflows, 811–812, 827

of U.S. 1960–2007, 810–811

Trade barriers, 802n

Trade deficit, 786

definition, 810

and saving rate, 829–831

of United States, 830–831

Trade-offs, 4, 5

Trade restrictions

causes and consequences, 820–824

inefficiency of protectionism, 823

protectionist policies, 822–823

quotas, 821

tariffs, 821–822

red-tape barriers, 823

Trade surplus, 786, 810

Traditional ways of life, 481

Tragedy of the commons

definition, 309–310

and lack of private property solutions,

313–314

Transfer payments, 364, 435; see also

Income redistribution; Income

transfers

definition, 557

effect on potential output, 760

impediment to full employment, 506

as stabilizing policy, 655–657

supply-side effects, 760

Transition aid, 496, 498

Transportation

advances in technology, 531

in early America, 518

Transportation costs

and law of one price, 799

and trade barriers, 802n

Treasury Department, 474

Trial lawyers, 36

Trough, 614

Trump, Donald, 238

Ttianic, 126–127

Turbo Tax, 17

Turkey, average labor productivity 

1990, 530

Tversky, Amos, 8n

Twain, Mark, 1

Two-tier labor market, 483
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U
Unattainable point, 43–44

Uncertainty created by inflation, 454

Underground economy, 443

Undervalued exchange rate, 787

Undifferentiated products, 234

Unemployed persons, 499

Unemployment

chronically unemployed, 502

cyclical, 504, 617, 621–624

decline 1949–1953, 654

discouraged workers, 502

from disinflation, 745

duration of, 501

economic costs, 501

frictional, 502–503, 621

involuntary part-time, 502

key indicator of recession, 617–618

long-term, 501–502

measuring, 499–501

from minimum wage, 366, 505

Okun’s law, 623–624

psychological costs, 501

short-term, 502

social costs, 501

structural, 503–504, 621

trends in, 483

unemployment spell, 501

from union wages, 506

among younger workers, 622

Unemployment insurance, impediment to

full employment, 506

Unemployment rate

decline 1931–1944, 653–564

definition, 499

in Europe, 483

in France, 483

and labor market conditions, 499

macroeconomic variable, 426

natural, 621–623

during 1946, 711

in recession of 1990–91, 612

special calculations, 502

versus true unemployment, 502

in U.S. 1960–2007, 500

in U.S. 1995–2000, 735

in U.S. in 1982, 744

in Western Europe, 507–508

Unemployment spell, 501

Unexpected redistribution of wealth,

468–469

United Airlines, 270–273

United Kingdom

average labor productivity 1990, 530

labor market reforms, 508

money in, 776n

real GDP growth 1999–2004, 617

real GDP per person 1870–2003,

520–521

unemployment rate, 507

United States

annualized inflation rate 

2002–2005, 754

automobile engine size, 140

average labor productivity 1990, 530

balance of trade 1960–2007, 810–811

banking panics of 1930–1933, 676

bull market of 1990s, 553–554

causes of recession of 2001, 649

consumer price index 1929–1933, 457

consumption function 1960–2007, 638

contributions to private charities,

405–406

decline in macroeconomic volatility,

751–752

decline in natural rate of

unemployment, 622–623

dependence on foreign oil, 375

diplomatic relations with China, 343

economic boom 1995–2000, 620

economic expansion 1961–69, 730

economic problems in 1979, 

741–742, 744

employment data for 2008, 500

employment data for African

Americans, 500

employment expansion with slow wage

growth, 492–494

expansion of output 1960–2006,

524–525

failure in TV/video recorder market, 41

fluctuations in real GDP 1929–2007,

613–615

GDP in 2007, 434

graying of America, 545

health care expenditures, 376

high level of average productivity, 526

imports vs. exports 2007, 437

increasing wage inequality

from globalization, 494–496

from technological change, 496–498

inflation escalation in 1970, 731–732

inflation and interest rates 

1960–2006, 475

inflation rate 1900–2006, 457

inflation rate 1930–2001, 453

inflation rate 1960–2006, 618

inflation rate 2003–2007, 456–457

job creation, 483

labor force size, 55

labor productivity growth since 

1995, 532

large capital inflows, 828

less reliant on energy, 753

low inflation since 1980, 745–746

macroeconomic data 1978–85, 745

median income by quintiles, 361–362

military spending 1946–2007, 653–654

minimum wage legislation, 366

money supply decline 1929–1933, 677

national saving, investment, and trade

balance 1960–2006, 830

national saving rate 1960–2006, 556

output 1900–2007, 442

output per person 1929–2006, 519

output per worker 1929–2006, 519

purchase of assets of, 782

real GDP growth 1999–2004, 617

real GDP per person 1870–2003,

520–521

real interest rate, 473

recession of 2000–2001, 615–616

recession of 2001, 657

recessions since 1945, 614–615

rise and fall of stock market, 589

saving rate 1960–2006, 550

self-sufficiency, 809

size of trade deficit, 830–831

start of inflation in 1960s, 730

trends in employment/unemployment,

483

trends in income inequality, 361–362

trends in real wage, 482–483

unemployment rate 1960–2007, 500

unemployment rate in 1982, 744

velocity of money, 601

wage inequality, 482–483

wages of production workers, 459–460

United States Congress, opposition to

Dubai Ports World, 810

United States Constitution, 409

United States dollar

appreciation in 1980s, 785

changes in demand for, 784

changes in supply of, 782–783

depreciation since 2002, 785–786

hold in Argentina, 696–697

market equilibrium value, 782

nominal exchange rate in 2008, 777

nominal exchange rates 1973–2007, 778

supply and demand analysis, 780–782

with tightening monetary policy,

784–785

Unit elastic demand, 99

Unit of account, 590

Unskilled workers, 482–483

Urban parkland, 404–405

Used car sales

credibility problem, 336

lemons model, 334–336

Utility

concept of, 128–131

definition, 128

diminishing marginal utility, 132

marginal utility, 130–131

measured electronically, 128–129

total utility, 129–130

Utility maximization, 128

with fixed income, 132–135

Utilometer, 128–129

Utils, 129–130

V
Vaccination laws, 390–391

Value added by middlemen, 326–328

Value added method for GDP, 431–432
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