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1.  INTRODUCTION

Genome stability is a feature of every organism to preserve and faithfully transmit the genetic material from generation to 
generation or from one somatic cell to another. This includes an error-free replication of genetic material (DNA or RNA) 
and the repair of replication mistakes or damaged DNA/RNA (see the corresponding chapters in this book). In contrast, 
genome instability covers a broad range of topics referring to an increased rate of DNA damage and the associated muta-
tions, the role of potential direct and indirect mutagens, the role of external and internal factors contributing or mitigating 
such instability, and so on.

In this chapter, we discuss genome stability/instability from the perspective of evolution, and specifically genome 
evolution. Genome evolution refers to changes in the genome structure or genome size over time. Usually, such changes 
are changes in the DNA (RNA) sequence that are passed on to the progeny and the accumulation/fixation of such genetic 
variants or their rejection in a population. Genome evolution is normally discussed in the context of evolution of new 
species, and thus it is closely associated with the appearance of new traits, new phenotypical and morphological features, 
and so on.

Considering that new traits and phenotypes may develop due to epigenetic changes, it is plausible to think that genome 
evolution in part also involves changes in genome structure due to epigenetic modifications. In contrast to genetic changes 
that include mutations in the DNA sequence, epigenetic changes involve heritable but potentially reversible changes in gene 
expression due to changes in DNA methylation and histone modifications, among others.

Hence, how does the genome actually evolve? What are driving forces in genome evolution? Does evolution have the 
spontaneous and random nature? Is it actually directed and driven by changes in the external and internal environment? 
In the following, we contrast Darwin’s and Lamarck’s views on evolution and discuss the mechanisms that impact rate of 
evolution and the crucial role of the environment, especially as far as evolution of genome is concerned.
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2.  EVOLUTION THEORIES AND MY REFLECTION ON THEM

The first theory of evolution was proposed about 200 years ago by a prominent French biologist Jean-Baptiste Lamarck 
(1744–1829). Although he was the first who built a somewhat coherent theory of evolution, he initially referred to the 
process as “transformation,” explaining that organisms transform as a result of “a new need that continues to make itself 
felt.” Evolution, according to Lamarck, was also the process in which less complex species evolve into more complex ones. 
Lamarck’s understanding of evolution was summarized by him in four major laws. He used these laws to explain the two 
forces that he believed comprise evolution; a force driving animals from simple to complex forms, and a force adapting 
animals to their local environments. He formulates:

Law 1: Life, by its own forces, continually tends to increase the volume of every body which possesses it and to enlarge the size of its 
parts up to a limit which it brings about itself. Law 2: The production of a new organ in an animal body results from the appearance 
of a new want or need, which continues to make itself felt, and from a new movement which this want gives birth to and maintains. 
Law 3: The development of the organs and their strength of action are constantly in proportion to the use of these organs. Law 4: All 
that has been acquired, impressed upon, or changed in the organization of individuals during the course of their life is preserved by 
generation and transmitted to the new individuals that come from those which have undergone those changes.

Let’s briefly discuss all four laws. Law 1 suggests that in the process of evolution organisms become larger; by this Lamarck 
also meant—more complex. Although there is some evidence that in the process of evolution organisms increased in size, primar-
ily on transition to multicellularity, there is no evidence that larger organisms are more complex in general. Also, there is no real 
correlation between the size and complexity of an organism; although we must admit that it is difficult to define how complex 
certain species are. However, there appears to be evidence that during the history of life, the complexity of organisms increased. 
Hence, the law may stand with limitations. Law 2 postulates that an organism can change when there is a need or want. The need 
to change when the environment changes is understandable, but what Lamarck meant here was that organisms could drive their 
changes in the direction they want. This is definitely an overstatement, as there is no evidence that “desire” to change plays any 
role in evolution. Thus, it is difficult to defend this law, but we come back to it later on in the review. Law 3 is a famous law of 
“use and disuse.” There are a lot of interpretations of this law and a lot of debates around it. To me, it suggests that if a certain 
trait is constantly required (used) in a given environment, it becomes prominent and fixed in the progeny, whereas a trait that is 
not used (it may have been important in the previous environment), it slowly disappears upon transition from progeny to progeny. 
Although it seems that Lamarck links the law of “use and disuse” to the law of “want and need,” the law in my opinion stands, 
as use or disuse of certain traits due to the presence or absence of environment that calls upon them may result in appearance or 
disappearance of this trait in evolution. Law 4 is known as “inheritance of acquired characteristics.” Lamarck suggested that every 
change acquired by an organism is passed on to the progeny. We have plenty of evidence that this is not true, but many articles, 
especially in the past 10–15 years, clearly demonstrate that the acquired characteristics can be inherited. We discuss this later on 
in the review. The law stands in part. Therefore, as it appears, no matter how simplistic and naive the postulates may have been, 
they have a lot of merit. Lamarck definitely deserves a credit for recognizing the environment as a shaping force of evolution.

What about Charles Darwin’s theory of evolution? There is no doubt that Darwin’s work was influenced by Lamarck’s 
work. Darwin summarized his voyage on the Beagle into the book “On the Origin of Species by Means of Natural Selection, 
or the Preservation of Favoured Races in the Struggle for Life” [1]. Darwin’s theory of evolution suggested that organisms in 
a given population evolve through a process of natural selection. His main idea was that among individuals within a population 
there are always those ones who are fitter than others, and fitter organisms have higher chances to reproduce and leave more 
progeny, passing their heritable traits on to the next generation. As the environment changes due to the migration of a popula-
tion of a given species or due to some unpredictable changes in the environment such as large temperature shifts, changes in 
water availability, or the appearance of competitors, a certain part of population that is more fit for the new environment adapts 
passing its genes/alleles on to the progeny, and eventually even may become a separate species. Seeing undisputable role of 
environment in the process of evolution, Darwin accepted a version of the inheritance of acquired characteristics proposed 
earlier by Lamarck. This is perhaps due to the fact that genetics and genes per se were not known to Darwin, and he had a dif-
ficult time coming up with a detailed mechanism for passing on traits from one generation to the next.

Evolution by Natural Selection proposed by Darwin did not transform much from the time he published his theory, but 
it was completed by additional knowledge of genes and genetics, thus transforming into the currently accepted modern 
evolutionary synthesis (MES) (also referred to as modern synthesis). One of the descriptions of MES was done by Futuyma. 
He writes:

The major tenets of the evolutionary synthesis, then, were that populations contain genetic variation that arises by random (i.e., not 
adaptively directed) mutation and recombination; that populations evolve by changes in gene frequency brought about by random 
genetic drift, gene flow, and especially natural selection; that most adaptive genetic variants have individually slight phenotypic 
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effects so that phenotypic changes are gradual (although some alleles with discrete effects may be advantageous, as in certain 
color polymorphisms); that diversification comes about by speciation, which normally entails the gradual evolution of reproductive 
isolation among populations; and that these processes, continued for sufficiently long, give rise to changes of such great magnitude 
as to warrant the designation of higher taxonomic levels (genera, families, and so forth) [2].

First, whereas Darwin’s theory of evolution suggested natural selection as the main (the only?) driving force, MES 
proposed several other possibilities, including genetic drifts and gene flow, although still giving the main emphasis to 
natural selection. Second, MES recognizes that traits are passed on from one generation to another in a discrete form of 
inheritance—genes. It further postulates that potential variants among individuals within the same species are due to the 
presence of multiple alleles of the same gene. Third, MES postulates that evolution is a gradual process, where small 
changes accumulate at the gene level becoming big changes leading to a speciation event. Therefore, macroevolution is, 
strictly speaking, multiple events of microevolution.

Understanding the process of evolution and what it involves still triggers many debates and disagreements that arise 
primarily from different perspectives, depending on whether you are a geneticist, a naturalist, a population biologist, an epi-
geneticist, or a paleontologist. It is still not clear whether evolution has gradual nature—whether macroevolution is a result 
of multiple steps of microevolution. Most of the paleontological findings suggest that speciation events occur rapidly. In 
1972, the theory of punctuated equilibrium was put forward by Gould and Niles Eldredge; they proposed that evolutionary 
changes occur in relatively rapid spurts coincident with an increase in speciation rates [3]. They argued that such disrup-
tions of equilibrium occur when a selective pressure is increased and when organisms adapted to a particular environment 
are no longer able to cope with the changing environment.

The appearance of new species may require several steps of microevolution. Since this is a continuous process, 
we hardly can trace the beginning and the end of the evolution process between, say, species A and B. Heterogeneity 
of individuals in a large population of certain species is already an initial step of microevolution, as a large pool of 
variations allows the population to acquire certain beneficial mutations that is favored in a certain environment much 
faster. Species are defined in many different ways. One definition is that they are a large group of individuals that 
carry similar phenotypic characteristics capable of interbreeding and giving rise to the fertile progeny. The ability to 
interbreed is the most important part of this definition. Therefore, until different populations of the same species are 
unable to interbreed, they are the same species, no matter how large the differences in their genetic material are. Is 
this actually true?

The analysis of taxonomic trees and the actual ability of certain species to interbreed and give rise to a viable progeny 
gave surprising results. In animals, less than 40% of animal taxa and less than 70% plant taxa represent reproductively 
independent lineages [4]. These data suggest that the definition of species as those that are incapable of interbreeding is at 
least outdated.

3.  THE ROLE OF SYMBIOSIS IN GENOME EVOLUTION

As species do not live in isolation and constantly interact with each other, it is not surprising that they have learned to coex-
ist in parasitic, commensalistic, and mutualistic ways. Altogether, such coexistence is referred to as a symbiotic interaction, 
although some scientists still consider symbiosis as a mutualistic relationship. Symbiosis had a great influence on evolu-
tion, including genome evolution. The very appearance of eukaryotic organisms is believed to be the result of symbiotic 
relationships between aerobic and anaerobic bacteria. Chloroplasts and mitochondria as well as possibly peroxisomes, 
flagella, cilia, centrioles, and maybe even the nucleus itself may have been independent organisms at one point, coexisting 
inside of a larger bacterial ancestor. The endosymbiotic theory of the appearance of eukaryotic organisms is supported by 
several lines of evidence [5].

First of all, the mitochondrial and chloroplast genomes resemble the genomes of some of currently existing bacte-
ria; sequences in mitochondria have a similarity to alphaproteobacteria, whereas sequences of chloroplasts resemble 
those of cyanobacteria [6]. Second, as expected, there are organisms alive today that are in symbiotic relationships 
and may be in transition to becoming a new form of multicellular organisms. Such organisms are called the liv-
ing intermediates. For example, the giant multinucleated protist amoeba Pelomyxa uses aerobic bacteria instead 
of mitochondria for aerobic respiration [7]. Also, the organisms such as corals, clams, and some Paramecium spe-
cies host algae cells. Each coral polyp has a zooxanthellae algae cell within itself that carries out photosynthesis. 
Some clam species have a special type of cells known as iridocytes; microscopic towers of algae cells grow under 
iridocytes, resembling the stack of grana in chloroplasts [8]. The role of iridocytes is to filter the wavelengths that 
the algae prefer. In both described cases, algae cells gain protection by sharing the product of photosynthesis with  
host cells.
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3.1  Changes in the Structure of the Organellar Genome Over Time

The mitochondrial and chloroplast genomes have undergone substantial changes since the time they have been bacterial 
organisms, but they have retained a circular structure characteristic of prokaryotic organisms, and genes located in them in 
most cases lack introns, unlike the nuclear genomes. Most of the chloroplast genomes are about 150 kb in size represented 
as a single circular molecule, although in some rare cases, for example, in dinophytic algae, the chloroplast genome is 
distributed over as many as 40 small plasmids, each carrying only several genes [9]. Through the process of evolution, the 
chloroplast genomes lost many genes either due to gene elimination or gene transfer to the nuclear genome, the process 
known as an endosymbiotic gene transfer. As a result, on average, chloroplasts contain fewer than 100 genes, much less 
than the original number of genes (likely between 1000 and 5000) in endosymbiotic bacteria such as cyanobacteria. Plant 
nuclei contain many genes originating from chloroplasts, perhaps as many as 10–15%, with Arabidopsis having as much as 
18% of all protein-coding genes stemming from the chloroplast [10].

Was the reduction of gene number in chloroplasts a gradual process, or was it a result of several massive rapid changes? 
Although there is no clear answer, it is believed that most of the genes were transferred early on [11]. However, one of 
the reports suggests that at least some endosymbiotic gene transfers may have occurred in land plants fairly recently. For 
example, the gene rpl22 encoding the chloroplast ribosomal protein CL22 is present in the chloroplast genome of all plants 
examined except legumes, while a functional copy of rpl22 is located in the nucleus of the legume pea [12], suggesting that 
the transfer occurred after speciation event in legumes.

Although it is commonly accepted that chloroplasts lost genes to the nucleus, there is very little evidence that they 
gained genes from the nucleus or from the environment. One such example includes the horizontal gene transfer (horizon-
tal transfer, HT) of four genes between Bacteroides species and minicircles of plastid genomes of dinoflagellate species 
Ceratium horridum and Pyrocystis lunula [13].

Mitochondrial genomes are much more complex and diverse as compared to plastid genomes. They can be either cir-
cular as in most multicellular animals, linear as in fungi, protozoa, and algae, or a combination of circular and linear chro-
mosomes as in many plants. While animal mitochondrial genomes are fairly small, less than 20 kb in size, plant genomes 
are much larger, between 200 kb and 2000 kb. In animals, most of the genes are intronless, with coding regions representing 
over 90%, whereas in plants, many genes contain introns and only 10% of DNA represent coding regions. Cucumber has 
one of the largest mitochondrial genomes (∼1700 kb), and unlike most plant mitochondrial genomes, it has three circular 
chromosomes instead of one [14]. The smaller size of mitochondrial genomes in animals compared to plants can be due to 
the higher rate of endosymbiotic gene transfer in animals versus plants [15].

One of the theories explaining the relative compactness of organelle genomes is an advantage in the replication process. 
Smaller genomes replicate faster [15], allowing the organelle to divide faster and therefore to be overrepresented in the 
cytoplasm. Thus, organelles with smaller genomes may have had an advantage in a natural selection process.

3.2  Mutation Rates in Organellar Genomes and Adaptive Evolution

Do the organellar genomes still evolve? Do they evolve at the same rate in different species? In part this can be answered 
by the analysis of mutation rate in different organellar genomes. Plastid-bearing eukaryotes typically have lower rates of 
silent substitutions in plastid genomes versus mitochondrial genomes [16]; however, it is generally accepted that for land 
plants, the plastid and nuclear genomes have up to a 10-fold greater mutation rate than the mitochondrial genome. At the 
same time, several plants have higher point mutation rates in mitochondria than in plastid genomes [17,18].

In animals, the mitochondrial genome mutation rate is much higher than that in the nuclear genome [19]. In addition, the 
mutation rate in mtDNA varies greatly among different animals. Two major theories of such variations are the generation 
time and metabolic rate hypotheses. The generation time hypothesis suggests that short-lived species have a higher number 
of replication errors per a certain time unit (eg, a year) due to a higher number of DNA replication rounds. Obviously, this 
model only explains the difference in replication-dependent mutations, assuming that the replication error is constant across 
species [20]. The metabolic rate hypothesis expresses that the mitochondrial mutation rate is a reflection of metabolic rates 
and the level of produced free radicals, which are different in animals of different body mass [21]. This model may be 
applicable to all type of mutations, regardless of the replication rate.

The detailed analysis of nucleotide substitution rates at the gene encoding cytochrome b across 1696 mammalian spe-
cies revealed a two orders of magnitude variation between the tested lineages [20]. It was found that cytochrome b third 
codon positions are renewed every 1–2 Myr in the fastest evolving mammals and over 100 Myr in slow-evolving ones. The 
authors further demonstrated that the generation time and metabolic rate hypothesis could not fully explain the data. It was 
suggested that mitochondrial mutation rates decrease in long-lived species, which is in agreement with the mitochondrial 
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theory of aging, which suggests that organisms age in part due to mutations accumulating in mitochondrial [20]. This find-
ing also suggests that mitochondrial mutation rates may have the partial adaptive nature. A more substantial proof of the 
adaptive nature of mutations in mtDNA comes from the work of James et al. [22]. The authors used a pairwise comparison 
and computer algorithms for the mitochondrial genome sequence data from 500 animals and found the evidence that mito-
chondria generally experience a substantial level of adaptive evolution. In addition, they found some weak evidence that the 
level of adaptive evolution in mitochondria correlates with the effective population size (Ne).

3.3  Symbiotic Interactions Between Viruses, Prokaryotes, and Eukaryotes: The Role of 
Transposable Elements

Symbiotic interactions between viruses and prokaryotic or eukaryotic cells as well as between prokaryotes and eukaryotes 
continue to shape the genomes of modern species.

Horizontal transfer (HT)—the transfer of genetic material between asexually reproducing organisms—is one of the 
mechanisms shaping the genomes of various species. This is a common mechanism among prokaryotes that contains pas-
sive (transduction, transformation) and active (conjugation, transformation) ways of HT. In contrast, HT is relatively rare in 
eukaryotes, partially due to the presence of barriers such as the presence of a nuclear envelope and the separation of gametic 
and somatic cells in multicellular eukaryotes. Despite this fact, many HT events have been recorded, most of them giving a 
selective adaptive advantage [11]. HT events can include the transfer of nongenic regions, genes, and transposable elements 
(TEs). HT of TE has been documented to occur across multiple phylogenetic levels both within prokaryotes and eukary-
otes (reviewed in Ref. [23]). In contrast to HT of genes or TEs within prokaryotic or eukaryotic species, HT between the 
domains of life is less common for both genes and TEs. Moreover, interdomain HT of genes is substantially more common 
than interdomain HT of TEs. Hundreds of cases of prokaryote-to-eukaryote gene HTs have been characterized (reviewed in 
Ref. [23]). Gilbert and Cordaux carried out a comprehensive search for various groups of prokaryotic insertion sequences 
in 430 eukaryotic genomes [23]. They have identified 80 sequences integrated in the genomes of 14 different eukaryotes, 
all belonging to four distinct phyla (Amoebozoa, Ascomycetes, Basidiomycetes, and Stramenopiles). Further analysis 
revealed that these insertions were relatively recent events.

TEs have been initially discovered in 1948 by Barbara McClintock, a Nobel Prize winner in 1983. From the time of 
their discovery in maize to current days, they continue to be a puzzle. It is still unclear whether they are parasitic elements 
or symbionts of prokaryotic and eukaryotic species (perhaps at least some of them). Regardless of a clear definition, TEs 
have a powerful effect on genomes and evolution. TEs are capable of shaping host genomes through insertions, deletions, 
and recombination.

They can be broadly divided into transposons, elements capable of excision and reinsertion (conservative transposition) 
or elements capable of making a DNA copy first (replicative transposition) and retrotransposons, elements that amplify in 
the genome through RNA intermediates and reverse transcription followed by reinsertion. TEs are abundant among many 
species in various domains of life. Eubacteria, for example, may contain up to 20% of transposons [24], although many spe-
cies have a very small number of transposons, and most of them are believed to be recent insertions [25]. Archaea are also 
believed to be similar in this matter [26]. In eukaryotes, especially in multicellular eukaryotes, TEs occupy a much larger 
genomic area: 45% in humans [27] and up to 85% in maize [28].

If TEs behave as any other genetic element, they have to evolve as any other genomic region under a certain selection 
pressure. If they are deleterious to the genome (species), they should gradually disappear, whereas if they are beneficial, 
they should be fixed. The fact that TEs exist in abundance in nearly all lineages suggests that transposons are likely to be 
under a positive selection pressure. Lineages that have a large number of TEs activated in response to stress may have a 
great advantage over those that either do not have them or have mobile elements that are irresponsive to environmental 
pressures. The mobilization of TEs may result in beneficial mutations, no matter how rare they are. These rare advantageous 
mutations may balance the fitness cost associated with maintaining and propagating TEs. Despite certain differences in 
the TE structure and the mode of activation in prokaryotes and eukaryotes, TEs have the same properties, and nearly in all 
cases, they are regulated by environmental factors.

Does the rate of occurrence of TEs depend on the genome size or reproduction mode? It was shown that TEs accumu-
late much faster in species with a low population size such as multicellular eukaryotes as compared to prokaryotes that 
have a large population size [29,30]. A larger population size may allow a more efficient elimination of slightly deleterious 
insertions by natural selection (see later), whereas a smaller population size may allow to retain them longer. The work by 
Startek et al. suggests that TE accumulation is also more likely in asexual eukaryotic populations that are under the constant 
environmental pressure than in populations living in the normal stable environment [31]. Similarly, it was suggested that in 
bacteria, the genomic TE content might also be influenced by stress [24].
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The jury is still out whether TEs are simple cellular parasites (like viruses) or they are symbionts. The fact that cells have 
developed various strategies to suppress the TE activity and that during the process of evolution the majority of transposons 
have lost the ability to transpose strongly suggests that TEs are DNA parasites. On the other hand, TEs may very likely be 
symbionts of cellular organisms because they give them the advantage of fitness in the time of adverse environmental pres-
sures, while being propagated themselves.

4.  FIXATION OF A MUTANT ALLELE IN A POPULATION

The importance of the maintenance of genome integrity is reflected by the fact that mutations (changes in DNA/RNA 
sequence) are very rare, and they are often in the range of 10−9–10−10 per single nucleotide per cell division. Many occur-
ring mutations are silent, that is they do not result in the change of the phenotype (trait) because they are either synonymous 
resulting in no changes in amino acid composition of the encoded protein (due to the degenerate nature of the genetic 
code) or nonsynonymous resulting in changes to amino acid with similar properties (charge, binding capacity, and so on). 
Considering a low mutation rate and the fact that only a fraction of mutations changes certain inherited characteristics, 1 in 
10,000,000 individuals (10−7–10−8) in the population would have a phenotype change due to a mutation in a defined gene of 
an average size of 1000 coding nucleotides. Any such mutation has a chance to be lost or fixed in the population. According 
to population genetics, the fixation of a mutation (or an allele) results from an increase of the frequency of such mutation 
from being present only in a few individuals to occurring in all individuals in the population carrying such mutation (an 
occurrence of 100% or near 100% in the population). Mutations in the population that spread through random genetic drift 
and without a positive selection pressure (the neutral theory of evolution) may have a very low chance of fixation in the 
population.

Let us assume that we have a population of 1000 individuals. Then, a mutation occurring in one of two alleles of these 
1000 individuals will arise with a frequency of ½ × 1000 (1/2000). In a genetic drift, the probability that this allele will 
be fixed by chance is equal to its frequency in the population, ½ × 1000 or 5 × 10−4. If the population is larger, let’s say 
1,000,000 individuals, the probability of fixing a single nucleotide mutation is ½ × 1,000,000 or 5 × 10−7. With the neutral 
selection pressure, the rate of mutation fixation equals the rate of the introduction of such mutations. Since the fixation 
depends on the size of the population, the fixation of alleles in the population can only have a realistic chance either in a 
very small population or at a high initial frequency of occurrence of such alleles in the population. Genome position may 
have a substantial influence on the frequency of fixation; when mutation is positioned in the region with the high initial 
frequency of crossing over, the chance of fixation increases due to the higher frequency of homozygotization of de novo 
mutations [32]. According to Monte Carlo simulation performed by Kimura, a rare mutant gene in the effective population 
Ne can be fixed in 4Ne generations while being under the neutral selection pressure [33,34]. Since the population size also 
has a tendency to change, the decreasing population would lead to a decrease in the time required for the fixation, and the 
increasing population would increase the fixation time.

Selection is also an extremely important factor contributing to the fixation time of a mutation. In a deterministic model, 
an initially rare beneficial mutation occurring in a relatively small population will increase in frequency in each generation 
reaching fixation [35]. The more beneficial is the mutation, the higher selection coefficient for fixation it will have. Natural 
fluctuations in the frequency of the occurrence of this allele, known as genetic drift, especially in a larger population, may 
however lead to the extinction of such allele, regardless of how beneficial it is. An increase of the frequency of a beneficial 
allele to a certain meaningful number (10–20%) typically allows it to get fixed, and the time to fixation can be estimated 
using a deterministic model. In the nature, populations are in a constant flux, and the growth or decline in the population 
size may have a dramatic effect on beneficial mutations. Selection coefficients may be more effective for the growing popu-
lation and less effective for the declining one. In the case of deleterious mutations, the effect may be opposite, selection 
coefficients may be more effective for the declining population and less effective for the growing population. This means 
that when populations grow, beneficial mutations have more chances to get fixed, while deleterious mutations will be lost. 
When populations decline in size, beneficial mutations are lost more frequently, while deleterious mutations are fixed more 
frequently.

A complete fixation of neutral or deleterious alleles is difficult to demonstrate in a research experiment due to the 
length of time required to achieve it when a de novo mutation with a low frequency is considered. Most of the examples 
of fixation of mutations come from studies in bacterial populations propagated under the selective pressure; however, 
advances in sequencing technology during 2010s allowed performing the so-called “evolve-and-resequence” experiments 
where the fixation of certain mutations is demonstrated through sequencing and mainly for point mutations. Several 
experimental evolution studies were performed in Drosophila, demonstrating the near fixation of mutations under the 
selective pressure [36–38].
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Experiments since 2000, using partial outcrossing in worms for 50 generations also demonstrated the near fixation (near 
90%) of several de novo mutations developed in a population with known fixed deleterious mutations [39]. The deleteri-
ous mutations were introduced in genes rendering sex determination temperature sensitive. Ten founder populations were 
evolved in intermediate temperatures for 50 generations. In these conditions, the temperature-sensitive mutants had up to a 
75% reduction in fecundity and a 50% reduction in fertility. After 50 generations of experimental evolution, fertility rates 
have recovered in some populations almost to the wild-type levels, likely due to the selection of alleles that allowed the 
suppression of deleterious mutant phenotypes. Simulations performed by the author demonstrated that the fixation of de 
novo mutations in several populations could be due to low rates of outcrossing and a high selection pressure existing in 
laboratory conditions. It is interesting that a deleterious mutation can survive the selection pressure and get fixed through 
the co-selection with compensatory alleles (which are also favored and will likely get fixed in such population). This pro-
cess resembles genetic hitchhiking, a mechanism of selection and fixation of alleles that are in a close proximity from other 
alleles that are under a high selection pressure.

In contrast, another experiment performed by Chelo and Teotonio using 100 generations of Caenorhabditis elegans 
failed to demonstrate the fixation of mutations, although it showed the substantially increased allelic variations [40]. The 
differences between this study and the study of Chandler [39] could be explained by the fact that Chelo and Teotonio [40] 
used a substantially larger number of genetic isolates as the initial founding population and at a much higher frequency of 
genetic outcrossings (over 20% versus under 5%).

In another example of fixation, Schwartz has performed a simple experiment allowing him to select wild-type maize 
plants over mutant plants impaired in the alcohol dehydrogenase activity encoded by the Adh1 gene [41]. Since the germi-
nation of maize seeds in flooding conditions resulted in the inability of the adh1 mutant to germinate, a repetitive exposure 
of the progeny to flooding resulted in the elimination of a mutant allele from the experimental population. Similar experi-
ments can be easily performed with plant mutants that are impaired in the germination under normal or induced conditions, 
also with mutants that are impaired in self-fertilization or outcrossing, and with partially or completely sterile mutants, and 
so on. The propagation of such plants for multiple generations may quickly eliminate homozygous mutants and severely 
reduce the presence of heterozygous ones, likely leading to a complete fixation.

All these examples support the notion that whereas selection has a great influence on fixation of traits, the effective 
population size (Ne) affects the rate of fixation to a large degree.

5.  EVOLUTION OF MUTATION RATES

As stated earlier, the rate of evolution and fixation of traits largely depends on the rate of the introduction of new mutations. 
Mutations are an absolute prerequisite for the evolution of species and speciation (with a rare exception of epimutations 
that also can result in speciation). Were the mutation rate and the evolution rate constant across 3.5 billion years of life on 
our planet? Two major theories were proposed to describe the rate of evolution. First, uniformitarianism coined by Wil-
liam Whewell and originally applied to geology suggests that all laws of the universe operate at a steady constant rate. This 
theory contrasted catastrophism, a theory that suggests that the geological features of our planet have been influenced by 
rapid violent catastrophic events. Catastrophism as a theory can also be applied to the understanding of evolution rates.

It is still not very clear whether the rate of evolution remained constant. If it did, then the rate of mutations and the appear-
ance of new species would have a constant rate throughout the history of life. However, several examples of rapid speciation 
events are known, one of them representing the Cambrian period. This period is characterized by the explosion of life diversity 
on our planet—the appearance of most modern animal phyla. Lee et al. employed Bayesian and maximum likelihood phylo-
genetic clock methods on an extensive anatomical and genomic data set for arthropods and found that the phenotypic evolu-
tion was about 4 times faster and the molecular evolution about 5.5 times faster during the Cambrian period compared to all 
subsequent periods [42]. The authors state that although the evolution of arthropods was much faster than the normal one, it is 
still within the range that can be considered acceptable and consistent with the evolution by natural selection.

The question remains whether mutation rates were constant throughout all periods and in all domains of life. An exten-
sive research in the area of the patterning of mutation rates across various organisms was done by John Drake. In his work 
in 1991, John Drake analyzed the mutation rate per nucleotide per generation (u) in seven species, four DNA bacteriophage 
species, a bacterium, an yeast, and a filamentous fungus [43]. He found that while the average mutation rates per base pair 
varied by about 16,000-fold, mutation rates per genome (G) varied only by about 2.5-fold. Drake concluded that the aver-
age mutation rates per nucleotide inversely correlate with the genome size, and that the mutation rate per genome is nearly 
constant across all microbes [43].

Further analysis performed by Lynch shows a strong support for the initial analysis provided by John Drake [44]. A 
more detailed analysis that included RNA viruses, DNA viruses, archaea, and eubacteria showed a negative correlation 
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between u and G (Fig. 1.1A). The same analysis performed only for species that have a defined cell structure, including 
bacteria, archaea, and various eukaryotes, showed a completely opposite picture—an increase in the genome size resulted 
in an increase in mutations per nucleotide (nt) per genome per generation; a positive correlation between u and G was found 
(Fig. 1.1B). It is interesting to note that the mutation rate of dsDNA viruses per replication was comparable to the average 
mutation rate per generation in mammals.

How would one explain higher mutation rates in high eukaryotes compared to single cell eukaryotes or prokaryotes? 
One of the theories proposed by Drake suggests that organisms under strong selection for rapid replication cannot maxi-
mize the fidelity of DNA replacement without limiting the rate of DNA synthesis necessary for daughter cell production 
[43]. If this cost-of-repair hypothesis is correct, then the replication in multicellular species occurs at higher mutation costs 
as compared to prokaryotes [44]. This is likely true, however, if one considers that mutations in somatic cells of multicellu-
lar organisms do not have the same impact as mutations in unicellular organisms, there should be an alternative explanation 
for higher mutation rates in multicellular eukaryotes.

An intriguing hypothesis was proposed by Lynch [44]. He suggested that there is a certain lower limit to the mutation 
rate per generation in any given species, and this rate is defined by molecular or biochemical properties of a cell or by the 
physiology of organisms. Lynch rather suggests that the lower bound on mutation rates is set by the intrinsic inability of nat-
ural selection to push the rates any lower [44]. In neutral evolution, a spread of mutations in the population occurs through 
genetic drift or a random chance (see earlier). Genetic drift restricts the influence of natural selection on any mutation, and 
when the mutation rate is reduced to the level when any further incremental improvement conveys a fitness advantage that 
is smaller than the power of drift, selection will not reduce the mutation rate any lower.

Lynch further used the data on the equilibrium level of heterozygosity at silent nucleotide substitutions from major phy-
logenetic groupings and the data on the average mutation rates (Fig. 1.1) to calculate the average effective population size 
(Ne) [44]. Plotting the average base substitution rate per generation (u) versus Ne revealed a significant negative correla-
tion between u and Ne (Fig. 1.2A). A similar negative correlation was found by Lynch [44] for mammalian mitochondrial 
genomes using the data from Piganeau and Eyre-Walker [45] (Fig. 1.2B).

A comparison of the nuclear and mitochondrial genome mutation rates per generation shows a much larger u in mito-
chondrial genomes. A higher mutation rate in mitochondria is typically explained by a high metabolic rate and the presence 
of free radicals as well as a lower efficiency of DNA repair. In addition, mitochondria have a very low level of homologous 

FIGURE 1.1 The scaling of base substitution rate/nucleotide site/generation with genome size. Each data point represents the average estimate for a 
separate taxon, although the results for most microbes are based on just one or a few reporter constructs (and hence, have a high sampling error), whereas 
those for most multicellular taxa are based on very large data sets (in several cases, whole genome sequences). (A) For noneukaryotes, two separate regres-
sions are provided, one for RNA viruses alone, and the other for the pooled data from double-stranded DNA viruses, eubacteria, and archaea. The respec-
tive regressions of the log10 plotted mutation rates are −0.17 − 1.83log10(G) and 0.24 − 1.12log10(G), with G denoting the genome size in megabases, and 
r2 = 0.78 and 0.72, respectively. (B) The regression for cellular organisms is −0.81 + 0.68log10(G), with r2 = 0.80. Here, the results for various eubacteria 
(excluding Buchnera which has an unusually small genome) are averaged into a single point. The pattern is quite similar if prokaryotes are excluded (the 
slope = 0.59 and r2 = 0.83). Reproduced with permission from Lynch M. The rate, molecular spectrum, and consequences of human mutation. Proc Natl 
Acad Sci USA 2010;107:961–68.
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recombination and therefore do not have an efficient mechanism of elimination of deleterious mutations. Mitochondria are 
uniparentally inherited, and mtDNA is distributed to several primary oocytes where mtDNA is replicated during maturation 
of oocytes. This segregation of mtDNA variants represents a genetic bottleneck that allows a rapid propagation of at least 
some mutations [46]. At the same time, the mutation rate in plant mitochondria is significantly smaller than in animal mito-
chondria, likely due to the fact that plant mitochondria are larger in size than animal mitochondria. However, the mutation 
rate in plant mitochondria is much lower than in the nucleus, despite the fact that the nuclear genome is much larger in size. 
Hence, it is still unclear whether a low mutation rate in plant mitochondria is either due to a more efficient repair rate, or a 
higher level of recombination, or perhaps due to a different mechanism of inheritance of plant mitochondria by the progeny.

5.1  Evolution of Somatic Mutation Rates

Somatic mutations in multicellular organisms may not alter the germline mutation rate; however, the accumulation of 
somatic mutations may contribute to a reproductive success of an organism due to the development of cancer or other severe 
diseases. Since plants do not have a predetermined germline, but rather develop it from somatic cells, somatic mutations 
occurring early in plant development may actually be inherited. For other higher eukaryotes, it is not clear whether somatic 
mutations can substantially affect germline mutations or their heritability. It is possible that the somatic mutation rate influ-
ences the evolution of the germline mutation rate in animals. Also, it is possible that the germline mutation rate actually 
influences the somatic mutation rate [44].

In order to compare the somatic mutation rate with the germline mutation rate, Lynch has prorated the germline muta-
tion rates to a single cell division [44]. This comparison was very revealing: in humans, the rate of nucleotide substitution 
per cell division in the germline is very low, although not as low as in microbes (Table 1.1). The somatic mutation rates in 
metazoans are much higher than the germline mutation rates. For example, in humans, the average somatic mutation rate 
calculated from four tissue types was 17-fold higher than in the germline, 1.02 × 10−9/nt/cell division versus 0.6 × 10−10. 
This somatic mutation rate is also higher (3.5-fold) than the average one in yeast and Escherichia coli [44]. The analysis 
of mutation rates in mice and rats using LacZ or LacI transgenes also showed that somatic cells have up to a sixfold higher 
mutation rate compared to the mutation rate in testes (Table 1.1). Moreover, it was clearly demonstrated that somatic muta-
tions accumulated with age, whereas germline mutations remain relatively constant (Fig. 1.3).

Considering that mammalian genomes are large (often several Gbp) and adult organisms consist of billion cells, the 
genetic load of new mutations in somatic cells of adult organisms is enormous. With the diploid genome size of a human 
being about 6.5 × 109 nt and the average cell number being about 1013, an adult human might carry as many as 1016 point 

FIGURE 1.2 The scaling of the base substitution mutation rate per generation (u) and the effective number of genes per locus (2Ne for diploids, 
and Ne for haploids). (A) The slope of the log–log regression for the nuclear genome of major phylogenetic groupings is −0.60 (0.16), where the number 
in parentheses denotes the standard error, with r2 = 0.84, although if the estimated Ne for prokaryotes is assumed to be 10 times too low [29], the slope is 
modified to −0.52 (0.02) with r2 = 0.99. (B) The slope of the log–log regression for the mitochondrial genome of mammalian lineages is −0.60 (0.15), with 
r2 = 0.84. The data are the average estimates from analyses assuming fixed and variable substitution rates in Piganeau and Eyre-Walker [45]. Reproduced 
with permission from Lynch M. The rate, molecular spectrum, and consequences of human mutation. Proc Natl Acad Sci USA 2010;107:961–68.
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mutations [44]. Although only a fraction of these mutations occur in coding regions, and even smaller fractions may be 
deleterious, adult organisms easily accumulate over 1010 mutations.

This analysis also showed that tissues accumulate more mutations with age. Similar data are reported for medaka 
fish [47] and Drosophila melanogaster [48]. Lynch concluded that if not for the separation of generations via the 
germline, the heritable per generation mutation rates for animals would be much higher than reported now [44]. This 

TABLE 1.1 Mutation Rates per Nucleotide Site (×10−9) in a Variety of Tissues

Species Tissue
Cell Divisions per 
Generationa

Mutation Ratesb

Per Generation Per Cell Division

Homo sapiens Germline 216 12.85 0.06

Retina 55 54.45 0.99

Intestinal epithelium 600 162 0.27

Fibroblast (culture) 1.34

Lymphocytes (culture) 1.47

Mus musculus Male germline 39 38 0.97

Brain 76.94

Colon 83.35

Epidermis 90.38

Intestine 117.69

Liver 237.88

Lung 166.83

Spleen 130

Rattus norvegicus Colon 178.38

Kidney 167.45

Liver 179.92

Lung 223.22

Mammary gland 57.7

Prostate 448.9

Spleen 101.62

Drosophila melano-
gaster

Germline 36 4.65 0.13

Whole body 380.92

Caenorhabditis 
elegans

Germline 9 5.6 0.62

Arabidopsis thaliana Germline 40 6.5 0.16

Saccharomyces 
cerevisiae

1 0.33 0.33

Escherichia coli 1 0.26 0.26

aReferences to data on the number of germline cell divisions: human [81]; D. melanogaster and mouse [82]; C. elegans [83]; and A. thaliana [84]. The 
number of cell divisions is unknown for the mouse and rat rates.
bMammalian tissue-specific rates are given only for tissues in which at least two independent estimates have been acquired. All data on human mutation 
rates are taken from Lynch (2010) [85]. Data for somatic mutation rates in mice and rats are derived from references contained within the Supplementary 
Material, see Lynch (2010) [85]. References to data on germline mutation rates: D. melanogaster [86]; C. elegans [87]; A. thaliana [59]; S. cerevisiae [53];  
and E. coli [19].
Reproduced with permission from Lynch M. The rate, molecular spectrum, and consequences of human mutation. Proc Natl Acad Sci USA 2010;107:961–68.



Genome Stability and Evolution Chapter | 1 11

likely would have dramatic and likely negative effect on animals, due to substantial increase in heterogeneity and del-
eterious mutations in relatively stable environment. It would be interesting to run simulations to confirm or disprove 
this hypothesis.

6.  GENOME INSTABILITY: IS IT RANDOM?

As we discussed earlier, mutations (whether they are genetic or epigenetic in nature) are an absolute prerequisite of evo-
lution. Assuming that all mutations have a random nature, it is only the selection process that decides which mutation is 
beneficial or deleterious, and thus it is ultimately up to the environment to fix the mutation or make it disappear. If the 
environment has an impact on fixation of certain mutations, does this mean that evolution as a process is directed toward 
the fixation of beneficial traits that give advantage in a specific environment? Does it mean that the mutation process might 
be random, whereas the evolution process is directed—directed to the survival of the fittest? The answers to these questions 
are not necessarily obvious.

FIGURE 1.3 Tissue-specific frequencies of mutations as a function of age in mouse lines carrying Lac reporter constructs. Results are averaged 
over multiple studies. Reproduced with permission from Lynch M. The rate, molecular spectrum, and consequences of human mutation. Proc Natl Acad 
Sci USA 2010;107:961–68.
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But are mutations actually truly random? If this was the case, then a mutation of a nucleotide in any genomic position 
would always have the same frequency. Nowadays, we know that this is not the case as certain genomic regions evolve 
faster than others. However, this is the result of mutations and forces of evolution acting upon them (genetic drift or/and 
natural selection). This is where the problem lies; it is difficult to separate the two events—mutations and an evolutionary 
force. For example, it is well known that cancers demonstrate higher mutation rates in genes and genomic regions, cluster-
ing at recurrent mutation hot spots that actually aid cancer cells in their immortality [49,50]. It is also possible, however, 
that nonrandomness of appearance of mutations in different genomic regions is unrelated to randomness of accumulation 
of mutations in the population under selective pressure.

6.1  A Bias in Mutations in Different Genomic Regions

Mutations may occur in certain regions more frequently due to the intrinsic properties of endogenous and exogenous 
DNA-damaging agents and chemical modifications of nucleotides (oxidation, spontaneous deamination, and so on), and 
the associated DNA repair processes [51]. Purines are damaged by alkylation more often than pyrimidines; as a result, 
depurination is a frequent process. A bias in the type of DNA damage results in a bias in the type of mutations that occurs 
in the genome. For example, for every two possible transversions (changes from purine to pyrimidine and vice versa), there 
is one possible transition (a change from purine to purine or from pyrimidine to pyrimidine), giving the rate of transitions 
(ti) to transversions (tv) as 0.5. Despite this fact, the ti/tv rate in the human genome is about 2.0, and even higher at the 
exons—about 3.0 [52]. For other organisms, it has been reported that the ti/tv ratio is 0.62 for yeast [53] and 1.5 for maize 
[54]. Curiously, mitochondrial DNA (mtDNA) has been reported to have a much stronger bias toward transitions over trans-
versions compared with nuclear genes [55,56]. In the human genome, A:T→G:C (A→G) and G:C→A:T (G→A) changes are 
predominant among other types of point mutations, including T→C transitions [44]; this difference is even more dramatic 
in the transcribed regions, likely influenced by transcription-coupled repair [57].

In addition to a bias in the mutation rate at a single nucleotide site, there is a substantial bias in point mutations at 
dinucleotides. For example, in mammals, and specifically in primates, C→T transitions that arise at CpG dinucleotides 
are 15 times more frequent than at other dinucleotides [58]; this is likely explained by the common spontaneous oxidative 
deamination of methylated cytosines at CpGs. A high frequency of C→T mutations at CpGs may explain an extremely rare 
occurrence of CpGs in the human genome. Considering that the human genome is about 42% GC rich, the occurrence of 
G or C nucleotide should be 21%, and thus, the frequency of occurrence of CpG should be 0.21 × 0.21 = 4.41%. Instead, 
there is less than 1% of CpGs in the human genome. Similar data were also reported for Arabidopsis plants; the mutation 
rate at methylated cytosines at CpGs is substantially higher than at nonmethylated ones. There is also a higher rate of G→A 
substitutions at CpG sites, which cannot be easily explained [59].

Also, the rate of nucleotide substitutions varies at the base pair scale. In primates, substitution rates at the G:C base 
pairs (excluding the CpG sites) are up to 85% higher than at the A:T base pairs [60,61], it is possibly because cytosine is 
intrinsically more mutable than other bases [62].

Finally, it is well known that some short sequence motifs (such as minisatellite and microsatellite repeats, 1–100 nt 
repeated multiple times) are highly mutable. The mutation rate at some microsatellite loci is 103–105 higher than in the cod-
ing regions [63]. Among the possible mechanisms of such high mutability are replication slippage, a gain or loss of one or 
more repeat units [64], an unequal crossing over, nucleotide substitutions, and duplication events [65].

The existence of cryptic mutation hot spots was demonstrated by Hodgkinson et al. [66]. The authors compared the 
pattern of single nucleotide polymorphism (SNP) in the human and chimpanzee genomes. They hypothesized that if some 
genomic regions are more mutable than others, there should be more sites that are similarly polymorphic in both species 
(the so-called coincident SNPs). Indeed, they have found that the number of coincident SNPs was three times higher than 
the number of SNPs that are randomly distributed in the two genomes.

One of the most common and perhaps the easiest ways to test the randomness of mutations was to subject cells to nonle-
thal selection and allow them to mutate in a right direction, so that they are able to grow and multiply. The most commonly 
known experiment demonstrated that the E. coli strain with a nonsense mutation in the lacZ gene rendering it unable to 
use the lactose mutated back to the wild-type allele only when the lactose was present in the medium; the absence of the 
lactose in the medium did not induce this mutation [67]. Another experiment demonstrated that a strain in which lacZ was 
deleted gained two mutations that allowed to utilize the lactose; the first mutation occurred in a cryptic gene ebgA in such 
a way that it was able to hydrolyze the lactose, and the second mutation inactivated the ebgR gene, a negative regulator of 
ebgA. Considering that either of these mutations requires the frequency of 10−8, these two mutations can coincide in the 
same cell with the frequency of 10−16 [68]. Both of these examples demonstrate the fact that mutations can likely occur in 
a nonrandom manner, and that such mutations are triggered by the environmental factor.
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A very interesting work (that still continues) was done using E. coli that has demonstrated how the environment drives 
the appearance of certain type of mutations. E. coli cells cannot grow on citrate. In the experiment that started in 1988, 
Blount et al. propagated 12 identical populations of E. coli in the abundance of citrate and a limited amount of glucose [69]. 
They have frozen bacterial cultures every 500 generations. This gave them the possibility to analyze the potential genetic 
changes. The propagation of all 12 populations for 30,000 generations did not result in the appearance of the capacity to 
metabolize citrate, although such number of generations should have been sufficient to mutate every possible nucleotide 
more than once. After 31,500 generations, one of the populations has developed the ability to use citrate. It took another 
2000 generations for this ability in the population to become very common. Although Cit+ cells continued to use glucose, 
they did not drive Cit− cells to extinction because the Cit− cells were superior competitors for glucose (even though it was 
present in low amounts). The authors performed replay evolution starting from different generations (at 500 increments). 
If they had started regrowing bacteria from stocks frozen before generation 20,000, they would not be able to obtain Cit+ 
cells. Between 20,000 and 27,000 generations, Cit+ cells were obtained, but they were extremely rare, after the 27,000th 
generation, their appearance was just rare [69].

Therefore, the authors concluded that the appearance of mutations leading to Cit+ cells was contingent upon the appear-
ance of one or several previous enabling mutations. A population in which Cit+ cells appeared was no hypermutable, sug-
gesting that the potentiation of the appearance of Cit+ cells was the event that was specific to the Cit function. The authors 
proposed two possible mechanisms [69]. The first mechanism suggests the epistatic interaction whereby the locus where 
a mutation leading to the Cit+ phenotype has occurred likely interacts with another locus where an earlier mutation has 
occurred. The second mechanism suggests that the first mutation(s) create a new sequence that allows the Cit+ mutation to 
occur; this can be due to the insertion/deletion of a sequence or the rearrangement or the insertion/excision of a TE, and so 
on. The exact sequence of the enabling mutation and a mutation leading to Cit+ are not known; the authors are currently 
sequencing bacteria from before and after generation 20,000.

Our research also demonstrated some directionality in the appearance of mutations. We used two types of tobacco plants, 
one was resistant to infection with tobacco mosaic virus (TMV) due to the presence of the resistance gene N, and the other 
one that was sensitive to TMV because plants lacked the N gene [70]. We collected seeds from the infected plants and ana-
lyzed genomic rearrangements in genes that carried homology to the N gene, the gene that conferred resistance to TMV. In 
order to do this, we performed the Southern blot analysis using the genomic DNA of progeny plants with DNA of fourth 
exon (the conservative region encoding leucine-rich repeats required for the recognition of pathogens) of the N gene as a 
probe. The experiment showed that tobacco plants carried as many as 30 loci with a certain degree of sequence homology 
(about 50–70%) to the fourth exon. The analysis showed great variations in the pattern of bands in the progeny of infected 
plants that did not contain the N gene; in fact, an eightfold higher rearrangement frequency was found in the progeny of 
infected plants as compared to the progeny of control plants [70]. The same analysis using probes against actin loci did not 
show any difference between the progeny of infected plants and the progeny of control plants, suggesting that an increase in 
the rearrangement frequency was locus specific. This analysis allowed us to conclude that the environmental pressure can 
induce potentially beneficial mutations (as it was not confirmed whether rearrangements in these loci resulted in the appear-
ance of a viable resistance gene). Unfortunately, at the time of experiment, no comparison was done between mutation rates 
in the progeny of plants that had the N gene versus plants that did not have the N gene. Therefore, we do not know whether 
or not the absence of the active resistance gene (N) that triggers an increase in rearrangements at the loci mentioned earlier in 
response to TMV infection. More details on transgenerational changes in response to the environmental pressure, including 
changes in genome stability can be found in Chapter 35 and Chapter 36.

7.  GENOME EVOLUTION MAY START FROM CHANGES AT THE LEVEL OF DNA 
METHYLATION OR CHROMATIN MODIFICATION

So far, we have only mentioned the possibility that epigenetic modifications can be critical components (or perhaps even a 
driving force) of evolution. If genetic variations in a population can be fixed either through random genetic drift or through 
selection, the same can likely happen with epigenetic variations. Epigenetic modifications such as DNA methylation and 
histone modifications (see Chapter 36) regulate gene expression and thus contribute to the phenotype appearance. Epigen-
etic modifications are highly sensitive to environmental changes allowing organisms to respond to the environmental cues 
more efficiently. Epigenetic modifications are inherited from somatic cell to somatic cell and from generation to generation. 
However, epigenetic modifications are reversible; therefore, changes in phenotypes that occur due to epigenetic modifica-
tions may also be reversible. Also, epigenetic changes typically occur in a large part of a population (perhaps in an entire 
population if it was exposed to certain environmental changes). Hence, epigenetic modifications may bring many critical 
advantages as far as the mechanisms of evolution are concerned (Table 1.2).
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Since epigenetic changes occur immediately in response to the environment, they may represent the first level of 
defense, they may also be the first step in the process of evolution [71]. However, since epigenetic changes are reversible 
and need to be maintained, they may not represent an ideal long-term solution for an organism or a population. Yet, because 
the presence of certain epigenetic modifications may increase the chance for certain genetic mutations to occur, epigenetic 
modifications may aid genetic changes at certain loci, directing changes toward them. For example, methylated cytosines 
are prone to deamination leading to C→T mutations; when such mutations occur, they eliminate cytosines; therefore, they 
may, for example, change the sequence of certain genetic elements in the promoter region or other regions with regulatory 
elements, thus changing the ability of regulatory proteins to bind and affect gene expression [72]. In addition, DNA meth-
ylation influences the chromatin structure—higher methylation levels lead to a more closed chromatin structure, and vice 
versa [73]. Similarly, histone modifications also alter the chromatin structure; some of them make it more open, whereas 
the others make it more closed (see Chapter 36). Since genomic rearrangements occur more frequently in open chromatin, 
epigenetic changes that alter the chromatin structure may alter the frequency of rearrangements [74].

Spontaneous epigenetic variations are far more common in Arabidopsis than genetic variations. The propagation of 
10 Arabidopsis lines for 30 generations resulted in a substantial genetic variation, but a far larger epigenetic variation was 
observed; specific epimutations were detected in all lines tested [59,75]. Johannes et al. used two parental Arabidopsis lines 
that had DNA sequence differences, but substantial DNA methylation differences demonstrate the stability of epigenetic 
variations [76]. They propagated these lines for eight generations by selfing, thus obtaining epigenetic Recombinant Inbred 
Lines (epiRILs). The epiRILs showed a variation and a high heritability of flowering time and plant height that lasted at 
least eight generations. This work demonstrated the fact that numerous epialleles can be stable over many generations in 
the absence of selection or an extensive DNA sequence variation [76].

Both of the abovementioned examples derive from highly inbred lines that were selfed and propagated in the laboratory 
environment. Nevertheless, even these lines grown in similar environments quickly gain a substantial epigenetic diver-
sity. The effect of the environment on epigenetic variations should be far greater. The analysis of two nearby habitats of  
Laguncularia racemosa grown at a riverside or near a salt marsh revealed great dissimilarities, with individual plants 
showing little genetic but abundant DNA methylation differentiation. Moreover, plants grown near a salt marsh had the 
hypomethylated genome as compared to plants grown in a riverside [77]. This study showed that phenotypic variations in 
plants grown in the contrasting environments can be primarily triggered by epigenetic changes. It is possible that these two 
populations will eventually undergo genetic differentiation, and new species may arise as a consequence of both epigenetic 
and genetic changes, with epigenetic changes being a primary cause.

Differences in methylation patterns in plants grown in the contrasting environments can be propagated for a number of 
generations. In oil seed crop, Brassica napus, variations in methylation patterns analyzed by methylation-sensitive amplifi-
cation polymorphism (me-AFLP) were demonstrated to be extremely stable. Only 5% of 627 me-AFLP markers identified 
in several independent parental lines were variable at different developmental stages following the growth in the contrasting 

TABLE 1.2 Comparison of Genetic and Epigenetic Mechanisms of Evolution

Genetic Epigenetic

The frequency of occurrence Extremely low Very high

Response to the environment Slow and likely random Immediate

The directionality of changes (in terms of immediate 
benefits)

Likely neutral Directed

The specificity of a response Unspecific Highly specific

The reversibility of changes Rarely reversible Mostly reversible

The directionality of changes (in terms of immediate 
benefits)

Likely neutral Directed

Requirements of a constant environmental pressure Required for selection Required for the maintenance of changes

Costs to an organism Very low (unless mutation 
is deleterious)

Very high

Long-term solution Typical Problematic
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environments (11 different natural environments with winter and spring planting). Moreover, for two distinct parental lines, 
97% of epialleles were transmitted through five meioses and segregated in a mapping population [78].

In the study by Yi et al., five populations of Jatropha curcas plants collected from China (CN), Indonesia (MD), Suri-
name (SU), Tanzania (AF), and India (TN) were planted in one farm under the same agronomic practices (and the envi-
ronmental conditions) [79]. The analysis of polymorphism showed a very low level of genetic diversity (a polymorphic 
band <0.1%) within and among populations, despite the fact that plants were grown in the contrasting environments. In 
contrast, intermediate but significant epigenetic diversity was detected (25.3% of bands were polymorphic) within and 
among populations. The authors identified 39 different polymorphic epimarkers, with 30 of them being heritable and fol-
lowing Mendelian segregation [79].

8.  CONCLUSION

DNA damage caused by external and internal stresses must be efficiently resolved through the activity of various DNA 
repair pathways. DNA damage repair is the primary mechanism that preserves the intactness of the plant genome and 
insures its stability. Noteworthy, many of DNA repair pathways lack high fidelity, and their widespread activity may actu-
ally destabilize the genome, compromise its integrity, and may even be lethal for a cell [80].

At the same time, a certain level of genome flexibility is absolutely required for the successful evolution of plant spe-
cies. In fact, mistakes made during DNA repair may serve as the raw material of evolution. Similarly, the rearrangement 
and duplication of existing DNA sequences may lead to the generation of new traits conferring a selective advantage under 
new growth conditions. In view of this, a very delicate balance must exist between different DNA repair pathways to ensure 
the continuous generation of new DNA sequence variants without affecting genome functions and cell vitality. In fact, dif-
ferent groups of organisms seem to preferentially use specific DNA repair pathways, depending on their genome content. 
Some organisms with a small genome size and a low content of repetitive sequences preferentially use HR that ensures the 
minimum number of mistakes being made. An increase in genome size leads to an increase in the probability that a wrong 
template may be chosen for the HR-mediated repair of DNA damage. The presence of a high number of repetitive DNA ele-
ments further complicates this problem as an improper recombination event may result in large deletions and duplications. 
Hence, a shift occurs toward using a more error-prone pathway which is less dangerous to the genome. For example, plants 
usually prefer using nonhomologous end joining (NHEJ) to HR. At the same time, HR is mainly used for the reshaping of 
the plant genome. Indeed, in the genome of Arabidopsis thaliana, a substantial part of genetic material was created by the 
duplication of existing DNA sequences which was possibly mediated by the HR pathway.

The emerging evidences suggest that epigenetic marks and stress-induced sequence-specific signals such as small RNAs 
(sRNAs) may play an important role in the maintenance of genome stability and chromatin. Decreased DNA methyla-
tion and an open chromatin structure attract the activity of the HR pathway and lead to the activation of transposons, thus 
decreasing genome stability. At the same time, frequent rearrangements at unmethylated loci may help accelerate the evolu-
tion of targeted sequences. On the contrary, increased genome methylation permits to preserve genome stability at the time 
of stress and prevents undesirable rearrangements and transpositions.

The epigenetic landscape of eukaryotic genomes is rather complex, and it is subject to continuous modifications in 
response to various stimuli. The forgoing leads to an interesting speculation that epigenetic marks are not only used to 
control the transcriptional activity of the chromatin helping to adjust transcriptional profiles to new growth conditions, but 
they also contribute to maintain genome stability and direct genome evolution. The fact that stress can cause sequence-
specific epigenetic changes permits further speculation about the involvement of epigenetic modifications in stress-directed 
genome evolution. Unfortunately, there is still no direct evidence that links together stress, epigenetic modifications, and 
mechanisms that control genome stability in a multifaceted system that regulates and directs genome evolution. It is the 
challenge for future studies to unravel these links and provide a better understanding of how stress-directed genome evolu-
tion and adaptation occur in nature.

GLOSSARY
Catastrophism A theory that suggests that geologic features of our planet have been influenced by rapid violent catastrophic events.
Coincident SNPs Polymorphisms found at similar genomic positions upon comparison between closely related species.
Commensalistic interaction Represents a symbiotic interaction between two organisms where one organism benefits from it and another one is 

not affected by it.
Endosymbiotic gene transfer A transfer of genes from the chloroplast to the nuclear genome; refers to the evolutionary process.
Fecundity Fertility of an organism.
Fixation Reaching 100% or near 100% occurrence of a certain mutation/allele in a population.
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Genetic drift Refers to variations in the frequency of certain alleles in a population due to randomness of sampling. For haploid and diploid species, 
the variance in allele frequency resulting from drift is proportional to 1/Ne and 1/(2Ne), respectively [40].

Genetic hitchhiking A mechanism of selection and fixation of alleles that are in close proximity from alleles that are under a high selection  
pressure.

Macroevolution Typically reflects larger changes, across the boundaries of species; often referred to major changes, such as the appearance of new 
substantially different species, the appearance of flowering plants, placental animals, and so on.

Microevolution Reflects changes in traits/phenotypes within a population or a species.
Modern evolutionary synthesis The modern theory of evolution that was synthetized on the basis of Darwin’s theory of evolution and completed 

by additional knowledge of genes and genetics.
Mutualistic interaction Represents a symbiotic interaction between two organisms where both organisms benefit.
Ne An effective population size which reflects the size of a population with respect to a random distribution of alleles. Ne is typically smaller than 

the actual size of a population due to variations in sex-ratio bias, variations in family size, the nonrandomness of mating, to name a few factors. 
The smaller is the population, the closer is Ne to the actual population size [44].

Nonsynonymous A mutation that changes the amino acid composition of the encoded protein.
Silent mutation (silent site) A nucleotide substitution that does not result in changes in the protein sequence.
Single nucleotide polymorphism Variations at specific genomic positions existing in a population of certain species.
Somatic mutation A mutation in somatic (nongermline) cells of a multicellular organism. The somatic mutation rate may correlate and influence 

the germline mutation rate and may influence the fitness of an organism leading to changes in inheritance.
Synonymous mutation A mutation that does not change the amino acid composition of the encoded protein.
Transposable element A mobile element of a transposon, a genetic element capable of moving/duplicating itself (either through excision or 

through copying) from one genomic position to another.
u The mutation rate per nucleotide per generation.
Uniformitarianism A theory that suggests that all laws of the universe operate at a steady constant rate.

LIST OF ABBREVIATIONS
HT Horizontal transfer
MES Modern evolutionary synthesis
TE Transposable element
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