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Introduction

We have made our best efforts to collect chapters covering research on DNA repair and genome stability/instability in 
various species belonging to all domains of life. Moreover, we thought it would be very beneficial to give an epigenetics 
perspective to understanding of the regulation of DNA repair and genome stability. Therefore, several chapters discuss the 
role of the environment in DNA repair and genome stability. We also attempted to summarize genome changes during the 
evolution of new species, with an emphasis on randomness and nonrandomness of changes in various species. Finally, we 
have attempted to compare DNA-repair pathways in different organisms and to summarize what can be potentially done in 
the future to know more about DNA repair and genome stability.

The opening chapter (Chapter 1) of this book is “Genome stability: an evolutionary perspective” by Igor Kovalchuk. In 
this chapter, he discusses various aspects of genome evolution, by presenting the case of both Lamarckian and Darwinian 
models of evolution, describing the role of the environment in evolution and in particular in genome evolution, and explain-
ing how the genetic and epigenetic components of DNA repair and genome stability have evolved. The chapter also touches 
upon some interesting controversies over the randomness or nonrandomness of changes in the genome, as well as the rate 
of DNA repair in various genomic regions in the same or different species.

In the next several chapters, we discuss the aspects of DNA repair and genome stability across all domains of life. 
Specifically, the chapters by John Barr and Rachel Fearns, Rafael Sanjuán, Marianoel Pereira-Gómez, and Jennifer Risso 
describe DNA-repair mechanisms and the aspects of genome instability in RNA and DNA viruses, respectively. In the 
chapter covering genome stability in RNA viruses (Chapter 2), Barr and Fearns describe how RNA viruses are able to 
withstand challenge with antiviral drugs and cause epidemics in previously exposed human populations. They also describe 
an extraordinary degree of genetic heterogeneity in RNA viruses; RNA viruses exist not as single genotypes but as swarms 
of related variants, and this genomic diversity is an essential feature of their biology. It appears that RNA viruses have a 
variety of mechanisms that act in combination to determine their genetic heterogeneity, such as polymerase fidelity, error-
mitigation mechanisms, genomic recombination, and different modes of genome replication. Finally, Barr and Fearns 
present the evidence that some RNA viruses operate close to a threshold where the polymerase error rate has evolved to 
maximize the availability of the possible sequence space, while avoiding the accumulation of lethal deleterious mutations.

Describing genome stability of DNA viruses (Chapter 3), Sanjuán and colleagues show that DNA viruses can exhibit 
rapid sequence changes that are often found in loci involved in dynamic host–virus interactions. In particular, they describe 
that DNA viruses are capable of promoting genomic instability of certain specific genes, thus boosting the diversity where 
it is needed. Among specific mechanisms maintaining the viral diversity are diversity-generating retro-elements, a recom-
bination-driven gene amplification, and DNA editing by host-encoded deaminases.

The second section of the book describes DNA repair and genome instability in prokaryotes. This section includes 
chapters by Ashley Williams and colleagues in which they compare genome stability of bacteria and archaea (Chapter 4), 
and show the role of the environment in bacterial mutagenesis (Chapter 5). Jan-Erik Messling and Ashley B. Williams dem-
onstrate that through a careful regulation, prokaryotic cells employ the complex and sophisticated pathways that maintain a 
balance between genome stability and instability to allow not only self-preservation in future generations but also a genetic 
innovation for continued adaptation and evolution. They discuss the basic mechanisms that bacteria and archaea use to limit 
genome instability and also compare different approaches used by these two domains of life to face assaults by both endog-
enous and exogenous forces. In Chapter 5, Ashley Williams discusses various sources of genome instability in bacteria, 
including stress responses, mutator genotypes, recombination, specialized genetic sequences, and mobile genetic elements. 
They also show the consequences of these different pathways, with a specific focus on those ones that impact pathogens and 
their interactions with their hosts. In Chapter 6, Adnrey Golubov describes an ancient bacterial immune system—CRISPR/
Cas9. He discusses the history of research on CRISPR/Cas9, the genetic structure of this system and its molecular mecha-
nisms of action and regulation. The discovery of CRISPRs and a path to its application in genetic engineering is an example 
of a rare breakthrough that revolutionizes science and technology. It is not surprising that in 2015, the CRISPRs technology 
has been named one of the breakthrough technologies of the year by Science magazine.
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The third section of this book covers genome stability of unicellular eukaryotes by presenting two chapters which address 
genome stability in ciliates by Franziska Jönsson (Chapter 7) and genome stability in yeasts by Rebecca Jones and Timothy 
Humphrey (Chapter 8). Ciliates are unique organisms as far as genome stability is concerned because they involve massive 
developmentally regulated changes in the genome structure driven by noncoding RNAs (ncRNAs). Franziska Jönsson com-
pares the macronuclear development of two distantly related ciliate classes to show how the nuclear organization reflects 
different types of adaptation and regulation mechanisms exhibiting the power of ncRNAs in genome evolution.

In Chapter 8, Rebecca Jones and Timothy Humphrey describe the details of double-strand break (DSB) repair pathways 
in yeast.

Section 4 of the book focuses on DNA repair and genome stability in multicellular eukaryotes, excluding mammals. 
In Chapter 9, Julie Korda Holsclaw, Talia Hatkevich, and Jeff Sekelsky describe the major mitotic DSB-repair pathways, 
homologous recombination (HR) repair, and end joining in Drosophila. Specifically, they discuss the key regulatory 
mechanisms of meiotic recombination that promote repair of meiotic DSBs in the form of crossovers and present a novel 
model recently introduced for meiotic recombination in Drosophila. Research in Drosophila has been complemented by 
Chapter 10 presented by Tomoe Negishi who describes the role of mismatch repair (MMR) activities in genome stabil-
ity of Drosophila, reviewing the role of MMR in meiotic recombination, mitotic DNA replication, and the induction of 
mutations.

In Chapter 11, Matthias Rieckher, Amanda Franqueira Lopes, and Björn Schumacher provide an overview of DNA 
repair and DNA-damage response mechanisms in Caenorhabditis elegans and various methodologies that have been 
employed to gain an insight into metazoan genome stability.

Chapters 12 and 13 cover research in plants. In Chapter 12, Andriy Bilichak provides a review of the most important 
DNA-repair pathways in plants that work together during plant development for an efficient maintenance of genome sta-
bility and plant survival, whereas in Chapter 13, Andriy Bilichak and Francois Eudes describe the use of three modern 
genome-editing technologies, zinc-finger nucleases, transcription activator-like effector nucleases, and clustered regularly 
interspaced short palindromic repeats/Cas9, that are used for permanent modifications of plants. The authors present an 
overview of the discovery of each of the technologies, their benefits, limitations, and their potential effectiveness for the 
future development of genetic engineering in plants.

Section 5 of the book is the largest one covering details of various DNA-repair pathways utilized by mammals to repair 
DNA. The section begins with Chapter 14 by Valenti Gomez and Alexander Hergovich focusing on the regulation of the 
mammalian cell cycle in the context of DNA-damage signaling and DNA damage–repair mechanisms. The authors also 
discuss some molecular aspects in the context of diseases. In Chapter 15, Yavuz Kulaberoglu, Ramazan Gundogdu, and 
Alexander Hergovich provide an overview of an important role of p53, p21, and p16 in cell-intrinsic checkpoints as well as 
signaling and repair responses to prevent genome instability. They also discuss the significance of these tumor suppressors 
in the context of cancer and DNA-damaging therapies designed to specifically target tumor cells.

Further details of DNA repair and genome stability in mammals are presented by Cyrus Vaziri, Satoshi Tateishi, Elizabeth 
Mutter-Rottmayer, and Yanzhe Gao in Chapter 16 that describes the role of RAD18 in DNA replication and post-replication 
repair (PRR). The authors review the mechanisms of RAD18 activation in response to DNA damage, its participation in trans-
lesion DNA synthesis and template switching, and the basis for the integration of RAD18 activity with other elements of the 
DNA-damage response and the cell cycle. The authors also discuss the potential impact of RAD18 on genome stability and 
tumorigenesis.

In Chapter 17, Tadahide Izumi and Isabel Mellon introduce the history and concepts of DNA-excision repair, discuss 
types of DNA damage processed by base-excision repair (BER) and nucleotide-excision repair (NER), and describe the 
repair mechanisms. The authors present a recent evidence indicating that DNA-damage and excision-repair proteins are key 
signal transducers and play critical roles in DNA-damage responses and communications between nuclei and mitochondria.

In Chapter 18, Mingzhang Yang and Peggy Hsieh summarize current knowledge of the mechanism of MMR in mam-
malian cells, its role in DNA-damage signaling, and its contribution to the maintenance of genome stability and tumor 
suppression.

In Chapter 19, Patryk Moskwa introduces nonhomologous end joining (NHEJ) repair pathways of DSBs and their com-
ponents in mammals. He covers the details of their function, structure, binding partners, and possible regulations.

In Chapter 20, Camille Gelot, Tangui Le-Guen, Sandrine Ragu, and S. Bernard summarize different molecular mecha-
nisms of HR in mammals. They discuss the role of HR in DNA DSB repair, the reactivation of arrested replication forks, 
and their consequences (radiation sensitivity, meiosis, and the application in genome manipulation). The authors propose a 
model for the choice of the DSB-repair pathway that functions in two steps: ssDNA resection versus the canonical NHEJ 
pathway and alternative end-joining pathway versus HR on resected DNA. Finally, the authors present the role of HR in the 
molecular evolution of multigene families in the process of concerted evolution.
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In Chapter 21, the role of telomere maintenance in genome stability is introduced by Wilnelly Hernandez-Sanchez, 
Mengyuan Xu, and Derek J. Taylor. The authors describe recent advances that suggest the involvement of dysfunctional 
telomeres or the improper regulation of telomerase activity in the development of a host of human diseases that include 
premature aging syndromes, bone marrow failures, and cancer.

In Chapter 22, Lucy H. Swift and Roy M. Golsteyn describe the relationship between checkpoint adaptation and mitotic 
catastrophe in cancer cells. They review factors that contribute to checkpoint adaptation, such as the cell cycle, checkpoints, 
mitotic catastrophe, and cell death, and describe their relationship to genome instability. The authors suggest that distin-
guishing checkpoint adaptation from apoptosis will aid in the study of how genome instability is generated and amplified 
in cancer cells.

The following three chapters of this section introduce the role of epigenetic components in the regulation of genome 
stability. Chapter 23 by Lora Boteva and Nick Gilbert describe an indispensable role of the chromatin structure and nuclear 
organization in DNA repair and the maintenance of genome stability. The authors present a modern view in which genome 
stability aims to integrate the influence of fundamental cellular processes such as transcription and replication with the 
chromatin context in order to get a better understanding of the processes that shaped the human genome. In Chapter 24, 
Dan Zhou and Keith Robertson describe the role of DNA methylation in the maintenance of genome stability. The authors 
describe how DNA methylation and DNA methyltransferases assist in recognizing mismatches, while also contributing to 
genome stability by regulating MMR gene transcription. The authors show how intensive DNA methylation at heterochro-
matin repeats stabilizes such domains from their translocation and undesired spreading, ensuring the appropriate functions 
of centromeres and telomeres as well as the genetic integrity. Finally, in Chapter 25, Igor Kovalchuk explains how ncRNAs 
play direct and indirect roles in the regulation of genome stability.

Section 6 covers human genetic diseases and conditions associated with genome instability. In Chapter 26, Bruno 
César Feltes, Joice de FariaPoloni, Kendi Nishino Miyamoto, and DiegoBonatto describe human diseases associated with 
genome instability. The authors review the repair machineries underlying rare genetic diseases and different types of cancer. 
Chapters 27 and 28 present genome instability in cancer. Specifically, in Chapter 27, Wei Wei, Yabin Cheng, and Bo Wang 
provide a comprehensive coverage of various DNA-repair pathways and their contribution to almost all types of human 
malignancies. In this chapter, they describe the current understanding of defects in DNA-repair pathways in the develop-
ment of cancer as well as DNA-repair pathway targeting as a potential strategy for cancer therapy. In Chapter 28, Margaret 
Renaud-Young, Karl Riabowol, and Jennifer Cobb describe the epigenetic regulation of the cell cycle and DNA repair in 
cancer. Since the ability of proteins in different repair pathways to find and repair lesions is critical in the maintenance of 
genome stability and prevention of cancer, work in the chromatin field is particularly important to understand the chromatin 
dynamics during DNA-damage recognition and repair. The authors summarize the factors regulating chromatin changes 
that are critical in mediating the repair of DNA damage.

Chapter 29 by Corinne Sidler introduces us to the world of aging and the role that genome instability plays in this 
process. The author presents several lines of evidence showing that the accumulation of unrepaired DNA damage and the 
resulting genomic instability play a central role in promoting aging.

In Chapter 30, Michal Hetman describes the function of the nucleolus in the DNA-damage response and the genomic 
(in)stability in the nervous system. In this chapter, the mechanisms and potential consequences of nucleolar involvement in 
the genomic instability are discussed in detail.

Section 7 focuses on the effects of the environment on genome stability. In Chapter 31, Lynnette Ferguson describes the 
association between variations in the diet, changes in the level of free radicals, and DNA damage. The author discusses how 
diets enriched with various nutrients and phytochemicals may provide DNA protection. Furthermore, the author discusses 
how polymorphisms in genes for nutrient uptake, metabolism, and excretion can determine the optimal dietary intake for 
an individual. In Chapter 32, Olga Kovalchuk describes the role of chemicals and chemical mutagenesis in DNA repair and 
genome instability. In Chapter 33, Aaron Goodarzi, Alexander Anikin, and Dustin Pearson describe how the ionizing radia-
tion (IR) from environmental sources affects human health. They review the primary sources of human IR exposure, includ-
ing a nuclear attack, civilian nuclear disasters, aerospace travel, medical radiation (radiotherapy and computed tomography 
imaging), and radon gas inhalation, and their health consequences.

Section 8 covers epigenetic perspective of bystander and transgenerational effects. In Chapter 34, Matt Merrifield and 
Olga Kovalchuk introduce the concept of transgenerational response in animals and describe how this phenomenon is 
controlled by epigenetic components. They specifically focus on the effect of IR, describing direct and indirect effects and 
introducing the concept of bystander and nontargeted effects of IR. In Chapter 35, Carmel Mothersill and Colin Seymour 
discuss whether low doses of radiation are harmful or good. The authors present some of the reasons for the controversy 
and mistrust. They propose that we as humans need to accept uncertainty; they also suggest some approaches to developing 
protection frameworks which might be more fruitful.
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In Chapter 36, Igor Kovalchuk introduces the concept of transgenerational response in plants. The author describes 
changes that occur in response to stress at the level of genome stability and epigenome regulation and discusses the role of 
transgenerational response to stress in plants for the regulation of genome stability.

Chapter 37 by Firsanov, Solovjeva, Mikhailov, and Svetlova presents various methods that can be used to analyze DNA 
damage and changes in genome stability. They pay a special attention to immunological methods of monitoring DNA dam-
age and repair in single cells.

Finally, Chapter 38 by Igor Kovalchuk presents a logical summary of the book “Conserved and divergent features of 
DNA repair. Future perspectives in genome-instability research.” In this chapter, the author describes differences in DNA 
repair among bacteria, archaea, and eukarya and suggests potential future directions in DNA-damage repair and genome-
stability research.

Igor Kovalchuk
Olga Kovalchuk
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1.  INTRODUCTION

Genome stability is a feature of every organism to preserve and faithfully transmit the genetic material from generation to 
generation or from one somatic cell to another. This includes an error-free replication of genetic material (DNA or RNA) 
and the repair of replication mistakes or damaged DNA/RNA (see the corresponding chapters in this book). In contrast, 
genome instability covers a broad range of topics referring to an increased rate of DNA damage and the associated muta-
tions, the role of potential direct and indirect mutagens, the role of external and internal factors contributing or mitigating 
such instability, and so on.

In this chapter, we discuss genome stability/instability from the perspective of evolution, and specifically genome 
evolution. Genome evolution refers to changes in the genome structure or genome size over time. Usually, such changes 
are changes in the DNA (RNA) sequence that are passed on to the progeny and the accumulation/fixation of such genetic 
variants or their rejection in a population. Genome evolution is normally discussed in the context of evolution of new 
species, and thus it is closely associated with the appearance of new traits, new phenotypical and morphological features, 
and so on.

Considering that new traits and phenotypes may develop due to epigenetic changes, it is plausible to think that genome 
evolution in part also involves changes in genome structure due to epigenetic modifications. In contrast to genetic changes 
that include mutations in the DNA sequence, epigenetic changes involve heritable but potentially reversible changes in gene 
expression due to changes in DNA methylation and histone modifications, among others.

Hence, how does the genome actually evolve? What are driving forces in genome evolution? Does evolution have the 
spontaneous and random nature? Is it actually directed and driven by changes in the external and internal environment? 
In the following, we contrast Darwin’s and Lamarck’s views on evolution and discuss the mechanisms that impact rate of 
evolution and the crucial role of the environment, especially as far as evolution of genome is concerned.
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2.  EVOLUTION THEORIES AND MY REFLECTION ON THEM

The first theory of evolution was proposed about 200 years ago by a prominent French biologist Jean-Baptiste Lamarck 
(1744–1829). Although he was the first who built a somewhat coherent theory of evolution, he initially referred to the 
process as “transformation,” explaining that organisms transform as a result of “a new need that continues to make itself 
felt.” Evolution, according to Lamarck, was also the process in which less complex species evolve into more complex ones. 
Lamarck’s understanding of evolution was summarized by him in four major laws. He used these laws to explain the two 
forces that he believed comprise evolution; a force driving animals from simple to complex forms, and a force adapting 
animals to their local environments. He formulates:

Law 1: Life, by its own forces, continually tends to increase the volume of every body which possesses it and to enlarge the size of its 
parts up to a limit which it brings about itself. Law 2: The production of a new organ in an animal body results from the appearance 
of a new want or need, which continues to make itself felt, and from a new movement which this want gives birth to and maintains. 
Law 3: The development of the organs and their strength of action are constantly in proportion to the use of these organs. Law 4: All 
that has been acquired, impressed upon, or changed in the organization of individuals during the course of their life is preserved by 
generation and transmitted to the new individuals that come from those which have undergone those changes.

Let’s briefly discuss all four laws. Law 1 suggests that in the process of evolution organisms become larger; by this Lamarck 
also meant—more complex. Although there is some evidence that in the process of evolution organisms increased in size, primar-
ily on transition to multicellularity, there is no evidence that larger organisms are more complex in general. Also, there is no real 
correlation between the size and complexity of an organism; although we must admit that it is difficult to define how complex 
certain species are. However, there appears to be evidence that during the history of life, the complexity of organisms increased. 
Hence, the law may stand with limitations. Law 2 postulates that an organism can change when there is a need or want. The need 
to change when the environment changes is understandable, but what Lamarck meant here was that organisms could drive their 
changes in the direction they want. This is definitely an overstatement, as there is no evidence that “desire” to change plays any 
role in evolution. Thus, it is difficult to defend this law, but we come back to it later on in the review. Law 3 is a famous law of 
“use and disuse.” There are a lot of interpretations of this law and a lot of debates around it. To me, it suggests that if a certain 
trait is constantly required (used) in a given environment, it becomes prominent and fixed in the progeny, whereas a trait that is 
not used (it may have been important in the previous environment), it slowly disappears upon transition from progeny to progeny. 
Although it seems that Lamarck links the law of “use and disuse” to the law of “want and need,” the law in my opinion stands, 
as use or disuse of certain traits due to the presence or absence of environment that calls upon them may result in appearance or 
disappearance of this trait in evolution. Law 4 is known as “inheritance of acquired characteristics.” Lamarck suggested that every 
change acquired by an organism is passed on to the progeny. We have plenty of evidence that this is not true, but many articles, 
especially in the past 10–15 years, clearly demonstrate that the acquired characteristics can be inherited. We discuss this later on 
in the review. The law stands in part. Therefore, as it appears, no matter how simplistic and naive the postulates may have been, 
they have a lot of merit. Lamarck definitely deserves a credit for recognizing the environment as a shaping force of evolution.

What about Charles Darwin’s theory of evolution? There is no doubt that Darwin’s work was influenced by Lamarck’s 
work. Darwin summarized his voyage on the Beagle into the book “On the Origin of Species by Means of Natural Selection, 
or the Preservation of Favoured Races in the Struggle for Life” [1]. Darwin’s theory of evolution suggested that organisms in 
a given population evolve through a process of natural selection. His main idea was that among individuals within a population 
there are always those ones who are fitter than others, and fitter organisms have higher chances to reproduce and leave more 
progeny, passing their heritable traits on to the next generation. As the environment changes due to the migration of a popula-
tion of a given species or due to some unpredictable changes in the environment such as large temperature shifts, changes in 
water availability, or the appearance of competitors, a certain part of population that is more fit for the new environment adapts 
passing its genes/alleles on to the progeny, and eventually even may become a separate species. Seeing undisputable role of 
environment in the process of evolution, Darwin accepted a version of the inheritance of acquired characteristics proposed 
earlier by Lamarck. This is perhaps due to the fact that genetics and genes per se were not known to Darwin, and he had a dif-
ficult time coming up with a detailed mechanism for passing on traits from one generation to the next.

Evolution by Natural Selection proposed by Darwin did not transform much from the time he published his theory, but 
it was completed by additional knowledge of genes and genetics, thus transforming into the currently accepted modern 
evolutionary synthesis (MES) (also referred to as modern synthesis). One of the descriptions of MES was done by Futuyma. 
He writes:

The major tenets of the evolutionary synthesis, then, were that populations contain genetic variation that arises by random (i.e., not 
adaptively directed) mutation and recombination; that populations evolve by changes in gene frequency brought about by random 
genetic drift, gene flow, and especially natural selection; that most adaptive genetic variants have individually slight phenotypic 
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effects so that phenotypic changes are gradual (although some alleles with discrete effects may be advantageous, as in certain 
color polymorphisms); that diversification comes about by speciation, which normally entails the gradual evolution of reproductive 
isolation among populations; and that these processes, continued for sufficiently long, give rise to changes of such great magnitude 
as to warrant the designation of higher taxonomic levels (genera, families, and so forth) [2].

First, whereas Darwin’s theory of evolution suggested natural selection as the main (the only?) driving force, MES 
proposed several other possibilities, including genetic drifts and gene flow, although still giving the main emphasis to 
natural selection. Second, MES recognizes that traits are passed on from one generation to another in a discrete form of 
inheritance—genes. It further postulates that potential variants among individuals within the same species are due to the 
presence of multiple alleles of the same gene. Third, MES postulates that evolution is a gradual process, where small 
changes accumulate at the gene level becoming big changes leading to a speciation event. Therefore, macroevolution is, 
strictly speaking, multiple events of microevolution.

Understanding the process of evolution and what it involves still triggers many debates and disagreements that arise 
primarily from different perspectives, depending on whether you are a geneticist, a naturalist, a population biologist, an epi-
geneticist, or a paleontologist. It is still not clear whether evolution has gradual nature—whether macroevolution is a result 
of multiple steps of microevolution. Most of the paleontological findings suggest that speciation events occur rapidly. In 
1972, the theory of punctuated equilibrium was put forward by Gould and Niles Eldredge; they proposed that evolutionary 
changes occur in relatively rapid spurts coincident with an increase in speciation rates [3]. They argued that such disrup-
tions of equilibrium occur when a selective pressure is increased and when organisms adapted to a particular environment 
are no longer able to cope with the changing environment.

The appearance of new species may require several steps of microevolution. Since this is a continuous process, 
we hardly can trace the beginning and the end of the evolution process between, say, species A and B. Heterogeneity 
of individuals in a large population of certain species is already an initial step of microevolution, as a large pool of 
variations allows the population to acquire certain beneficial mutations that is favored in a certain environment much 
faster. Species are defined in many different ways. One definition is that they are a large group of individuals that 
carry similar phenotypic characteristics capable of interbreeding and giving rise to the fertile progeny. The ability to 
interbreed is the most important part of this definition. Therefore, until different populations of the same species are 
unable to interbreed, they are the same species, no matter how large the differences in their genetic material are. Is 
this actually true?

The analysis of taxonomic trees and the actual ability of certain species to interbreed and give rise to a viable progeny 
gave surprising results. In animals, less than 40% of animal taxa and less than 70% plant taxa represent reproductively 
independent lineages [4]. These data suggest that the definition of species as those that are incapable of interbreeding is at 
least outdated.

3.  THE ROLE OF SYMBIOSIS IN GENOME EVOLUTION

As species do not live in isolation and constantly interact with each other, it is not surprising that they have learned to coex-
ist in parasitic, commensalistic, and mutualistic ways. Altogether, such coexistence is referred to as a symbiotic interaction, 
although some scientists still consider symbiosis as a mutualistic relationship. Symbiosis had a great influence on evolu-
tion, including genome evolution. The very appearance of eukaryotic organisms is believed to be the result of symbiotic 
relationships between aerobic and anaerobic bacteria. Chloroplasts and mitochondria as well as possibly peroxisomes, 
flagella, cilia, centrioles, and maybe even the nucleus itself may have been independent organisms at one point, coexisting 
inside of a larger bacterial ancestor. The endosymbiotic theory of the appearance of eukaryotic organisms is supported by 
several lines of evidence [5].

First of all, the mitochondrial and chloroplast genomes resemble the genomes of some of currently existing bacte-
ria; sequences in mitochondria have a similarity to alphaproteobacteria, whereas sequences of chloroplasts resemble 
those of cyanobacteria [6]. Second, as expected, there are organisms alive today that are in symbiotic relationships 
and may be in transition to becoming a new form of multicellular organisms. Such organisms are called the liv-
ing intermediates. For example, the giant multinucleated protist amoeba Pelomyxa uses aerobic bacteria instead 
of mitochondria for aerobic respiration [7]. Also, the organisms such as corals, clams, and some Paramecium spe-
cies host algae cells. Each coral polyp has a zooxanthellae algae cell within itself that carries out photosynthesis. 
Some clam species have a special type of cells known as iridocytes; microscopic towers of algae cells grow under 
iridocytes, resembling the stack of grana in chloroplasts [8]. The role of iridocytes is to filter the wavelengths that 
the algae prefer. In both described cases, algae cells gain protection by sharing the product of photosynthesis with  
host cells.
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3.1  Changes in the Structure of the Organellar Genome Over Time

The mitochondrial and chloroplast genomes have undergone substantial changes since the time they have been bacterial 
organisms, but they have retained a circular structure characteristic of prokaryotic organisms, and genes located in them in 
most cases lack introns, unlike the nuclear genomes. Most of the chloroplast genomes are about 150 kb in size represented 
as a single circular molecule, although in some rare cases, for example, in dinophytic algae, the chloroplast genome is 
distributed over as many as 40 small plasmids, each carrying only several genes [9]. Through the process of evolution, the 
chloroplast genomes lost many genes either due to gene elimination or gene transfer to the nuclear genome, the process 
known as an endosymbiotic gene transfer. As a result, on average, chloroplasts contain fewer than 100 genes, much less 
than the original number of genes (likely between 1000 and 5000) in endosymbiotic bacteria such as cyanobacteria. Plant 
nuclei contain many genes originating from chloroplasts, perhaps as many as 10–15%, with Arabidopsis having as much as 
18% of all protein-coding genes stemming from the chloroplast [10].

Was the reduction of gene number in chloroplasts a gradual process, or was it a result of several massive rapid changes? 
Although there is no clear answer, it is believed that most of the genes were transferred early on [11]. However, one of 
the reports suggests that at least some endosymbiotic gene transfers may have occurred in land plants fairly recently. For 
example, the gene rpl22 encoding the chloroplast ribosomal protein CL22 is present in the chloroplast genome of all plants 
examined except legumes, while a functional copy of rpl22 is located in the nucleus of the legume pea [12], suggesting that 
the transfer occurred after speciation event in legumes.

Although it is commonly accepted that chloroplasts lost genes to the nucleus, there is very little evidence that they 
gained genes from the nucleus or from the environment. One such example includes the horizontal gene transfer (horizon-
tal transfer, HT) of four genes between Bacteroides species and minicircles of plastid genomes of dinoflagellate species 
Ceratium horridum and Pyrocystis lunula [13].

Mitochondrial genomes are much more complex and diverse as compared to plastid genomes. They can be either cir-
cular as in most multicellular animals, linear as in fungi, protozoa, and algae, or a combination of circular and linear chro-
mosomes as in many plants. While animal mitochondrial genomes are fairly small, less than 20 kb in size, plant genomes 
are much larger, between 200 kb and 2000 kb. In animals, most of the genes are intronless, with coding regions representing 
over 90%, whereas in plants, many genes contain introns and only 10% of DNA represent coding regions. Cucumber has 
one of the largest mitochondrial genomes (∼1700 kb), and unlike most plant mitochondrial genomes, it has three circular 
chromosomes instead of one [14]. The smaller size of mitochondrial genomes in animals compared to plants can be due to 
the higher rate of endosymbiotic gene transfer in animals versus plants [15].

One of the theories explaining the relative compactness of organelle genomes is an advantage in the replication process. 
Smaller genomes replicate faster [15], allowing the organelle to divide faster and therefore to be overrepresented in the 
cytoplasm. Thus, organelles with smaller genomes may have had an advantage in a natural selection process.

3.2  Mutation Rates in Organellar Genomes and Adaptive Evolution

Do the organellar genomes still evolve? Do they evolve at the same rate in different species? In part this can be answered 
by the analysis of mutation rate in different organellar genomes. Plastid-bearing eukaryotes typically have lower rates of 
silent substitutions in plastid genomes versus mitochondrial genomes [16]; however, it is generally accepted that for land 
plants, the plastid and nuclear genomes have up to a 10-fold greater mutation rate than the mitochondrial genome. At the 
same time, several plants have higher point mutation rates in mitochondria than in plastid genomes [17,18].

In animals, the mitochondrial genome mutation rate is much higher than that in the nuclear genome [19]. In addition, the 
mutation rate in mtDNA varies greatly among different animals. Two major theories of such variations are the generation 
time and metabolic rate hypotheses. The generation time hypothesis suggests that short-lived species have a higher number 
of replication errors per a certain time unit (eg, a year) due to a higher number of DNA replication rounds. Obviously, this 
model only explains the difference in replication-dependent mutations, assuming that the replication error is constant across 
species [20]. The metabolic rate hypothesis expresses that the mitochondrial mutation rate is a reflection of metabolic rates 
and the level of produced free radicals, which are different in animals of different body mass [21]. This model may be 
applicable to all type of mutations, regardless of the replication rate.

The detailed analysis of nucleotide substitution rates at the gene encoding cytochrome b across 1696 mammalian spe-
cies revealed a two orders of magnitude variation between the tested lineages [20]. It was found that cytochrome b third 
codon positions are renewed every 1–2 Myr in the fastest evolving mammals and over 100 Myr in slow-evolving ones. The 
authors further demonstrated that the generation time and metabolic rate hypothesis could not fully explain the data. It was 
suggested that mitochondrial mutation rates decrease in long-lived species, which is in agreement with the mitochondrial 
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theory of aging, which suggests that organisms age in part due to mutations accumulating in mitochondrial [20]. This find-
ing also suggests that mitochondrial mutation rates may have the partial adaptive nature. A more substantial proof of the 
adaptive nature of mutations in mtDNA comes from the work of James et al. [22]. The authors used a pairwise comparison 
and computer algorithms for the mitochondrial genome sequence data from 500 animals and found the evidence that mito-
chondria generally experience a substantial level of adaptive evolution. In addition, they found some weak evidence that the 
level of adaptive evolution in mitochondria correlates with the effective population size (Ne).

3.3  Symbiotic Interactions Between Viruses, Prokaryotes, and Eukaryotes: The Role of 
Transposable Elements

Symbiotic interactions between viruses and prokaryotic or eukaryotic cells as well as between prokaryotes and eukaryotes 
continue to shape the genomes of modern species.

Horizontal transfer (HT)—the transfer of genetic material between asexually reproducing organisms—is one of the 
mechanisms shaping the genomes of various species. This is a common mechanism among prokaryotes that contains pas-
sive (transduction, transformation) and active (conjugation, transformation) ways of HT. In contrast, HT is relatively rare in 
eukaryotes, partially due to the presence of barriers such as the presence of a nuclear envelope and the separation of gametic 
and somatic cells in multicellular eukaryotes. Despite this fact, many HT events have been recorded, most of them giving a 
selective adaptive advantage [11]. HT events can include the transfer of nongenic regions, genes, and transposable elements 
(TEs). HT of TE has been documented to occur across multiple phylogenetic levels both within prokaryotes and eukary-
otes (reviewed in Ref. [23]). In contrast to HT of genes or TEs within prokaryotic or eukaryotic species, HT between the 
domains of life is less common for both genes and TEs. Moreover, interdomain HT of genes is substantially more common 
than interdomain HT of TEs. Hundreds of cases of prokaryote-to-eukaryote gene HTs have been characterized (reviewed in 
Ref. [23]). Gilbert and Cordaux carried out a comprehensive search for various groups of prokaryotic insertion sequences 
in 430 eukaryotic genomes [23]. They have identified 80 sequences integrated in the genomes of 14 different eukaryotes, 
all belonging to four distinct phyla (Amoebozoa, Ascomycetes, Basidiomycetes, and Stramenopiles). Further analysis 
revealed that these insertions were relatively recent events.

TEs have been initially discovered in 1948 by Barbara McClintock, a Nobel Prize winner in 1983. From the time of 
their discovery in maize to current days, they continue to be a puzzle. It is still unclear whether they are parasitic elements 
or symbionts of prokaryotic and eukaryotic species (perhaps at least some of them). Regardless of a clear definition, TEs 
have a powerful effect on genomes and evolution. TEs are capable of shaping host genomes through insertions, deletions, 
and recombination.

They can be broadly divided into transposons, elements capable of excision and reinsertion (conservative transposition) 
or elements capable of making a DNA copy first (replicative transposition) and retrotransposons, elements that amplify in 
the genome through RNA intermediates and reverse transcription followed by reinsertion. TEs are abundant among many 
species in various domains of life. Eubacteria, for example, may contain up to 20% of transposons [24], although many spe-
cies have a very small number of transposons, and most of them are believed to be recent insertions [25]. Archaea are also 
believed to be similar in this matter [26]. In eukaryotes, especially in multicellular eukaryotes, TEs occupy a much larger 
genomic area: 45% in humans [27] and up to 85% in maize [28].

If TEs behave as any other genetic element, they have to evolve as any other genomic region under a certain selection 
pressure. If they are deleterious to the genome (species), they should gradually disappear, whereas if they are beneficial, 
they should be fixed. The fact that TEs exist in abundance in nearly all lineages suggests that transposons are likely to be 
under a positive selection pressure. Lineages that have a large number of TEs activated in response to stress may have a 
great advantage over those that either do not have them or have mobile elements that are irresponsive to environmental 
pressures. The mobilization of TEs may result in beneficial mutations, no matter how rare they are. These rare advantageous 
mutations may balance the fitness cost associated with maintaining and propagating TEs. Despite certain differences in 
the TE structure and the mode of activation in prokaryotes and eukaryotes, TEs have the same properties, and nearly in all 
cases, they are regulated by environmental factors.

Does the rate of occurrence of TEs depend on the genome size or reproduction mode? It was shown that TEs accumu-
late much faster in species with a low population size such as multicellular eukaryotes as compared to prokaryotes that 
have a large population size [29,30]. A larger population size may allow a more efficient elimination of slightly deleterious 
insertions by natural selection (see later), whereas a smaller population size may allow to retain them longer. The work by 
Startek et al. suggests that TE accumulation is also more likely in asexual eukaryotic populations that are under the constant 
environmental pressure than in populations living in the normal stable environment [31]. Similarly, it was suggested that in 
bacteria, the genomic TE content might also be influenced by stress [24].
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The jury is still out whether TEs are simple cellular parasites (like viruses) or they are symbionts. The fact that cells have 
developed various strategies to suppress the TE activity and that during the process of evolution the majority of transposons 
have lost the ability to transpose strongly suggests that TEs are DNA parasites. On the other hand, TEs may very likely be 
symbionts of cellular organisms because they give them the advantage of fitness in the time of adverse environmental pres-
sures, while being propagated themselves.

4.  FIXATION OF A MUTANT ALLELE IN A POPULATION

The importance of the maintenance of genome integrity is reflected by the fact that mutations (changes in DNA/RNA 
sequence) are very rare, and they are often in the range of 10−9–10−10 per single nucleotide per cell division. Many occur-
ring mutations are silent, that is they do not result in the change of the phenotype (trait) because they are either synonymous 
resulting in no changes in amino acid composition of the encoded protein (due to the degenerate nature of the genetic 
code) or nonsynonymous resulting in changes to amino acid with similar properties (charge, binding capacity, and so on). 
Considering a low mutation rate and the fact that only a fraction of mutations changes certain inherited characteristics, 1 in 
10,000,000 individuals (10−7–10−8) in the population would have a phenotype change due to a mutation in a defined gene of 
an average size of 1000 coding nucleotides. Any such mutation has a chance to be lost or fixed in the population. According 
to population genetics, the fixation of a mutation (or an allele) results from an increase of the frequency of such mutation 
from being present only in a few individuals to occurring in all individuals in the population carrying such mutation (an 
occurrence of 100% or near 100% in the population). Mutations in the population that spread through random genetic drift 
and without a positive selection pressure (the neutral theory of evolution) may have a very low chance of fixation in the 
population.

Let us assume that we have a population of 1000 individuals. Then, a mutation occurring in one of two alleles of these 
1000 individuals will arise with a frequency of ½ × 1000 (1/2000). In a genetic drift, the probability that this allele will 
be fixed by chance is equal to its frequency in the population, ½ × 1000 or 5 × 10−4. If the population is larger, let’s say 
1,000,000 individuals, the probability of fixing a single nucleotide mutation is ½ × 1,000,000 or 5 × 10−7. With the neutral 
selection pressure, the rate of mutation fixation equals the rate of the introduction of such mutations. Since the fixation 
depends on the size of the population, the fixation of alleles in the population can only have a realistic chance either in a 
very small population or at a high initial frequency of occurrence of such alleles in the population. Genome position may 
have a substantial influence on the frequency of fixation; when mutation is positioned in the region with the high initial 
frequency of crossing over, the chance of fixation increases due to the higher frequency of homozygotization of de novo 
mutations [32]. According to Monte Carlo simulation performed by Kimura, a rare mutant gene in the effective population 
Ne can be fixed in 4Ne generations while being under the neutral selection pressure [33,34]. Since the population size also 
has a tendency to change, the decreasing population would lead to a decrease in the time required for the fixation, and the 
increasing population would increase the fixation time.

Selection is also an extremely important factor contributing to the fixation time of a mutation. In a deterministic model, 
an initially rare beneficial mutation occurring in a relatively small population will increase in frequency in each generation 
reaching fixation [35]. The more beneficial is the mutation, the higher selection coefficient for fixation it will have. Natural 
fluctuations in the frequency of the occurrence of this allele, known as genetic drift, especially in a larger population, may 
however lead to the extinction of such allele, regardless of how beneficial it is. An increase of the frequency of a beneficial 
allele to a certain meaningful number (10–20%) typically allows it to get fixed, and the time to fixation can be estimated 
using a deterministic model. In the nature, populations are in a constant flux, and the growth or decline in the population 
size may have a dramatic effect on beneficial mutations. Selection coefficients may be more effective for the growing popu-
lation and less effective for the declining one. In the case of deleterious mutations, the effect may be opposite, selection 
coefficients may be more effective for the declining population and less effective for the growing population. This means 
that when populations grow, beneficial mutations have more chances to get fixed, while deleterious mutations will be lost. 
When populations decline in size, beneficial mutations are lost more frequently, while deleterious mutations are fixed more 
frequently.

A complete fixation of neutral or deleterious alleles is difficult to demonstrate in a research experiment due to the 
length of time required to achieve it when a de novo mutation with a low frequency is considered. Most of the examples 
of fixation of mutations come from studies in bacterial populations propagated under the selective pressure; however, 
advances in sequencing technology during 2010s allowed performing the so-called “evolve-and-resequence” experiments 
where the fixation of certain mutations is demonstrated through sequencing and mainly for point mutations. Several 
experimental evolution studies were performed in Drosophila, demonstrating the near fixation of mutations under the 
selective pressure [36–38].
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Experiments since 2000, using partial outcrossing in worms for 50 generations also demonstrated the near fixation (near 
90%) of several de novo mutations developed in a population with known fixed deleterious mutations [39]. The deleteri-
ous mutations were introduced in genes rendering sex determination temperature sensitive. Ten founder populations were 
evolved in intermediate temperatures for 50 generations. In these conditions, the temperature-sensitive mutants had up to a 
75% reduction in fecundity and a 50% reduction in fertility. After 50 generations of experimental evolution, fertility rates 
have recovered in some populations almost to the wild-type levels, likely due to the selection of alleles that allowed the 
suppression of deleterious mutant phenotypes. Simulations performed by the author demonstrated that the fixation of de 
novo mutations in several populations could be due to low rates of outcrossing and a high selection pressure existing in 
laboratory conditions. It is interesting that a deleterious mutation can survive the selection pressure and get fixed through 
the co-selection with compensatory alleles (which are also favored and will likely get fixed in such population). This pro-
cess resembles genetic hitchhiking, a mechanism of selection and fixation of alleles that are in a close proximity from other 
alleles that are under a high selection pressure.

In contrast, another experiment performed by Chelo and Teotonio using 100 generations of Caenorhabditis elegans 
failed to demonstrate the fixation of mutations, although it showed the substantially increased allelic variations [40]. The 
differences between this study and the study of Chandler [39] could be explained by the fact that Chelo and Teotonio [40] 
used a substantially larger number of genetic isolates as the initial founding population and at a much higher frequency of 
genetic outcrossings (over 20% versus under 5%).

In another example of fixation, Schwartz has performed a simple experiment allowing him to select wild-type maize 
plants over mutant plants impaired in the alcohol dehydrogenase activity encoded by the Adh1 gene [41]. Since the germi-
nation of maize seeds in flooding conditions resulted in the inability of the adh1 mutant to germinate, a repetitive exposure 
of the progeny to flooding resulted in the elimination of a mutant allele from the experimental population. Similar experi-
ments can be easily performed with plant mutants that are impaired in the germination under normal or induced conditions, 
also with mutants that are impaired in self-fertilization or outcrossing, and with partially or completely sterile mutants, and 
so on. The propagation of such plants for multiple generations may quickly eliminate homozygous mutants and severely 
reduce the presence of heterozygous ones, likely leading to a complete fixation.

All these examples support the notion that whereas selection has a great influence on fixation of traits, the effective 
population size (Ne) affects the rate of fixation to a large degree.

5.  EVOLUTION OF MUTATION RATES

As stated earlier, the rate of evolution and fixation of traits largely depends on the rate of the introduction of new mutations. 
Mutations are an absolute prerequisite for the evolution of species and speciation (with a rare exception of epimutations 
that also can result in speciation). Were the mutation rate and the evolution rate constant across 3.5 billion years of life on 
our planet? Two major theories were proposed to describe the rate of evolution. First, uniformitarianism coined by Wil-
liam Whewell and originally applied to geology suggests that all laws of the universe operate at a steady constant rate. This 
theory contrasted catastrophism, a theory that suggests that the geological features of our planet have been influenced by 
rapid violent catastrophic events. Catastrophism as a theory can also be applied to the understanding of evolution rates.

It is still not very clear whether the rate of evolution remained constant. If it did, then the rate of mutations and the appear-
ance of new species would have a constant rate throughout the history of life. However, several examples of rapid speciation 
events are known, one of them representing the Cambrian period. This period is characterized by the explosion of life diversity 
on our planet—the appearance of most modern animal phyla. Lee et al. employed Bayesian and maximum likelihood phylo-
genetic clock methods on an extensive anatomical and genomic data set for arthropods and found that the phenotypic evolu-
tion was about 4 times faster and the molecular evolution about 5.5 times faster during the Cambrian period compared to all 
subsequent periods [42]. The authors state that although the evolution of arthropods was much faster than the normal one, it is 
still within the range that can be considered acceptable and consistent with the evolution by natural selection.

The question remains whether mutation rates were constant throughout all periods and in all domains of life. An exten-
sive research in the area of the patterning of mutation rates across various organisms was done by John Drake. In his work 
in 1991, John Drake analyzed the mutation rate per nucleotide per generation (u) in seven species, four DNA bacteriophage 
species, a bacterium, an yeast, and a filamentous fungus [43]. He found that while the average mutation rates per base pair 
varied by about 16,000-fold, mutation rates per genome (G) varied only by about 2.5-fold. Drake concluded that the aver-
age mutation rates per nucleotide inversely correlate with the genome size, and that the mutation rate per genome is nearly 
constant across all microbes [43].

Further analysis performed by Lynch shows a strong support for the initial analysis provided by John Drake [44]. A 
more detailed analysis that included RNA viruses, DNA viruses, archaea, and eubacteria showed a negative correlation 
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between u and G (Fig. 1.1A). The same analysis performed only for species that have a defined cell structure, including 
bacteria, archaea, and various eukaryotes, showed a completely opposite picture—an increase in the genome size resulted 
in an increase in mutations per nucleotide (nt) per genome per generation; a positive correlation between u and G was found 
(Fig. 1.1B). It is interesting to note that the mutation rate of dsDNA viruses per replication was comparable to the average 
mutation rate per generation in mammals.

How would one explain higher mutation rates in high eukaryotes compared to single cell eukaryotes or prokaryotes? 
One of the theories proposed by Drake suggests that organisms under strong selection for rapid replication cannot maxi-
mize the fidelity of DNA replacement without limiting the rate of DNA synthesis necessary for daughter cell production 
[43]. If this cost-of-repair hypothesis is correct, then the replication in multicellular species occurs at higher mutation costs 
as compared to prokaryotes [44]. This is likely true, however, if one considers that mutations in somatic cells of multicellu-
lar organisms do not have the same impact as mutations in unicellular organisms, there should be an alternative explanation 
for higher mutation rates in multicellular eukaryotes.

An intriguing hypothesis was proposed by Lynch [44]. He suggested that there is a certain lower limit to the mutation 
rate per generation in any given species, and this rate is defined by molecular or biochemical properties of a cell or by the 
physiology of organisms. Lynch rather suggests that the lower bound on mutation rates is set by the intrinsic inability of nat-
ural selection to push the rates any lower [44]. In neutral evolution, a spread of mutations in the population occurs through 
genetic drift or a random chance (see earlier). Genetic drift restricts the influence of natural selection on any mutation, and 
when the mutation rate is reduced to the level when any further incremental improvement conveys a fitness advantage that 
is smaller than the power of drift, selection will not reduce the mutation rate any lower.

Lynch further used the data on the equilibrium level of heterozygosity at silent nucleotide substitutions from major phy-
logenetic groupings and the data on the average mutation rates (Fig. 1.1) to calculate the average effective population size 
(Ne) [44]. Plotting the average base substitution rate per generation (u) versus Ne revealed a significant negative correla-
tion between u and Ne (Fig. 1.2A). A similar negative correlation was found by Lynch [44] for mammalian mitochondrial 
genomes using the data from Piganeau and Eyre-Walker [45] (Fig. 1.2B).

A comparison of the nuclear and mitochondrial genome mutation rates per generation shows a much larger u in mito-
chondrial genomes. A higher mutation rate in mitochondria is typically explained by a high metabolic rate and the presence 
of free radicals as well as a lower efficiency of DNA repair. In addition, mitochondria have a very low level of homologous 

FIGURE 1.1 The scaling of base substitution rate/nucleotide site/generation with genome size. Each data point represents the average estimate for a 
separate taxon, although the results for most microbes are based on just one or a few reporter constructs (and hence, have a high sampling error), whereas 
those for most multicellular taxa are based on very large data sets (in several cases, whole genome sequences). (A) For noneukaryotes, two separate regres-
sions are provided, one for RNA viruses alone, and the other for the pooled data from double-stranded DNA viruses, eubacteria, and archaea. The respec-
tive regressions of the log10 plotted mutation rates are −0.17 − 1.83log10(G) and 0.24 − 1.12log10(G), with G denoting the genome size in megabases, and 
r2 = 0.78 and 0.72, respectively. (B) The regression for cellular organisms is −0.81 + 0.68log10(G), with r2 = 0.80. Here, the results for various eubacteria 
(excluding Buchnera which has an unusually small genome) are averaged into a single point. The pattern is quite similar if prokaryotes are excluded (the 
slope = 0.59 and r2 = 0.83). Reproduced with permission from Lynch M. The rate, molecular spectrum, and consequences of human mutation. Proc Natl 
Acad Sci USA 2010;107:961–68.
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recombination and therefore do not have an efficient mechanism of elimination of deleterious mutations. Mitochondria are 
uniparentally inherited, and mtDNA is distributed to several primary oocytes where mtDNA is replicated during maturation 
of oocytes. This segregation of mtDNA variants represents a genetic bottleneck that allows a rapid propagation of at least 
some mutations [46]. At the same time, the mutation rate in plant mitochondria is significantly smaller than in animal mito-
chondria, likely due to the fact that plant mitochondria are larger in size than animal mitochondria. However, the mutation 
rate in plant mitochondria is much lower than in the nucleus, despite the fact that the nuclear genome is much larger in size. 
Hence, it is still unclear whether a low mutation rate in plant mitochondria is either due to a more efficient repair rate, or a 
higher level of recombination, or perhaps due to a different mechanism of inheritance of plant mitochondria by the progeny.

5.1  Evolution of Somatic Mutation Rates

Somatic mutations in multicellular organisms may not alter the germline mutation rate; however, the accumulation of 
somatic mutations may contribute to a reproductive success of an organism due to the development of cancer or other severe 
diseases. Since plants do not have a predetermined germline, but rather develop it from somatic cells, somatic mutations 
occurring early in plant development may actually be inherited. For other higher eukaryotes, it is not clear whether somatic 
mutations can substantially affect germline mutations or their heritability. It is possible that the somatic mutation rate influ-
ences the evolution of the germline mutation rate in animals. Also, it is possible that the germline mutation rate actually 
influences the somatic mutation rate [44].

In order to compare the somatic mutation rate with the germline mutation rate, Lynch has prorated the germline muta-
tion rates to a single cell division [44]. This comparison was very revealing: in humans, the rate of nucleotide substitution 
per cell division in the germline is very low, although not as low as in microbes (Table 1.1). The somatic mutation rates in 
metazoans are much higher than the germline mutation rates. For example, in humans, the average somatic mutation rate 
calculated from four tissue types was 17-fold higher than in the germline, 1.02 × 10−9/nt/cell division versus 0.6 × 10−10. 
This somatic mutation rate is also higher (3.5-fold) than the average one in yeast and Escherichia coli [44]. The analysis 
of mutation rates in mice and rats using LacZ or LacI transgenes also showed that somatic cells have up to a sixfold higher 
mutation rate compared to the mutation rate in testes (Table 1.1). Moreover, it was clearly demonstrated that somatic muta-
tions accumulated with age, whereas germline mutations remain relatively constant (Fig. 1.3).

Considering that mammalian genomes are large (often several Gbp) and adult organisms consist of billion cells, the 
genetic load of new mutations in somatic cells of adult organisms is enormous. With the diploid genome size of a human 
being about 6.5 × 109 nt and the average cell number being about 1013, an adult human might carry as many as 1016 point 

FIGURE 1.2 The scaling of the base substitution mutation rate per generation (u) and the effective number of genes per locus (2Ne for diploids, 
and Ne for haploids). (A) The slope of the log–log regression for the nuclear genome of major phylogenetic groupings is −0.60 (0.16), where the number 
in parentheses denotes the standard error, with r2 = 0.84, although if the estimated Ne for prokaryotes is assumed to be 10 times too low [29], the slope is 
modified to −0.52 (0.02) with r2 = 0.99. (B) The slope of the log–log regression for the mitochondrial genome of mammalian lineages is −0.60 (0.15), with 
r2 = 0.84. The data are the average estimates from analyses assuming fixed and variable substitution rates in Piganeau and Eyre-Walker [45]. Reproduced 
with permission from Lynch M. The rate, molecular spectrum, and consequences of human mutation. Proc Natl Acad Sci USA 2010;107:961–68.
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mutations [44]. Although only a fraction of these mutations occur in coding regions, and even smaller fractions may be 
deleterious, adult organisms easily accumulate over 1010 mutations.

This analysis also showed that tissues accumulate more mutations with age. Similar data are reported for medaka 
fish [47] and Drosophila melanogaster [48]. Lynch concluded that if not for the separation of generations via the 
germline, the heritable per generation mutation rates for animals would be much higher than reported now [44]. This 

TABLE 1.1 Mutation Rates per Nucleotide Site (×10−9) in a Variety of Tissues

Species Tissue
Cell Divisions per 
Generationa

Mutation Ratesb

Per Generation Per Cell Division

Homo sapiens Germline 216 12.85 0.06

Retina 55 54.45 0.99

Intestinal epithelium 600 162 0.27

Fibroblast (culture) 1.34

Lymphocytes (culture) 1.47

Mus musculus Male germline 39 38 0.97

Brain 76.94

Colon 83.35

Epidermis 90.38

Intestine 117.69

Liver 237.88

Lung 166.83

Spleen 130

Rattus norvegicus Colon 178.38

Kidney 167.45

Liver 179.92

Lung 223.22

Mammary gland 57.7

Prostate 448.9

Spleen 101.62

Drosophila melano-
gaster

Germline 36 4.65 0.13

Whole body 380.92

Caenorhabditis 
elegans

Germline 9 5.6 0.62

Arabidopsis thaliana Germline 40 6.5 0.16

Saccharomyces 
cerevisiae

1 0.33 0.33

Escherichia coli 1 0.26 0.26

aReferences to data on the number of germline cell divisions: human [81]; D. melanogaster and mouse [82]; C. elegans [83]; and A. thaliana [84]. The 
number of cell divisions is unknown for the mouse and rat rates.
bMammalian tissue-specific rates are given only for tissues in which at least two independent estimates have been acquired. All data on human mutation 
rates are taken from Lynch (2010) [85]. Data for somatic mutation rates in mice and rats are derived from references contained within the Supplementary 
Material, see Lynch (2010) [85]. References to data on germline mutation rates: D. melanogaster [86]; C. elegans [87]; A. thaliana [59]; S. cerevisiae [53];  
and E. coli [19].
Reproduced with permission from Lynch M. The rate, molecular spectrum, and consequences of human mutation. Proc Natl Acad Sci USA 2010;107:961–68.
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likely would have dramatic and likely negative effect on animals, due to substantial increase in heterogeneity and del-
eterious mutations in relatively stable environment. It would be interesting to run simulations to confirm or disprove 
this hypothesis.

6.  GENOME INSTABILITY: IS IT RANDOM?

As we discussed earlier, mutations (whether they are genetic or epigenetic in nature) are an absolute prerequisite of evo-
lution. Assuming that all mutations have a random nature, it is only the selection process that decides which mutation is 
beneficial or deleterious, and thus it is ultimately up to the environment to fix the mutation or make it disappear. If the 
environment has an impact on fixation of certain mutations, does this mean that evolution as a process is directed toward 
the fixation of beneficial traits that give advantage in a specific environment? Does it mean that the mutation process might 
be random, whereas the evolution process is directed—directed to the survival of the fittest? The answers to these questions 
are not necessarily obvious.

FIGURE 1.3 Tissue-specific frequencies of mutations as a function of age in mouse lines carrying Lac reporter constructs. Results are averaged 
over multiple studies. Reproduced with permission from Lynch M. The rate, molecular spectrum, and consequences of human mutation. Proc Natl Acad 
Sci USA 2010;107:961–68.
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But are mutations actually truly random? If this was the case, then a mutation of a nucleotide in any genomic position 
would always have the same frequency. Nowadays, we know that this is not the case as certain genomic regions evolve 
faster than others. However, this is the result of mutations and forces of evolution acting upon them (genetic drift or/and 
natural selection). This is where the problem lies; it is difficult to separate the two events—mutations and an evolutionary 
force. For example, it is well known that cancers demonstrate higher mutation rates in genes and genomic regions, cluster-
ing at recurrent mutation hot spots that actually aid cancer cells in their immortality [49,50]. It is also possible, however, 
that nonrandomness of appearance of mutations in different genomic regions is unrelated to randomness of accumulation 
of mutations in the population under selective pressure.

6.1  A Bias in Mutations in Different Genomic Regions

Mutations may occur in certain regions more frequently due to the intrinsic properties of endogenous and exogenous 
DNA-damaging agents and chemical modifications of nucleotides (oxidation, spontaneous deamination, and so on), and 
the associated DNA repair processes [51]. Purines are damaged by alkylation more often than pyrimidines; as a result, 
depurination is a frequent process. A bias in the type of DNA damage results in a bias in the type of mutations that occurs 
in the genome. For example, for every two possible transversions (changes from purine to pyrimidine and vice versa), there 
is one possible transition (a change from purine to purine or from pyrimidine to pyrimidine), giving the rate of transitions 
(ti) to transversions (tv) as 0.5. Despite this fact, the ti/tv rate in the human genome is about 2.0, and even higher at the 
exons—about 3.0 [52]. For other organisms, it has been reported that the ti/tv ratio is 0.62 for yeast [53] and 1.5 for maize 
[54]. Curiously, mitochondrial DNA (mtDNA) has been reported to have a much stronger bias toward transitions over trans-
versions compared with nuclear genes [55,56]. In the human genome, A:T→G:C (A→G) and G:C→A:T (G→A) changes are 
predominant among other types of point mutations, including T→C transitions [44]; this difference is even more dramatic 
in the transcribed regions, likely influenced by transcription-coupled repair [57].

In addition to a bias in the mutation rate at a single nucleotide site, there is a substantial bias in point mutations at 
dinucleotides. For example, in mammals, and specifically in primates, C→T transitions that arise at CpG dinucleotides 
are 15 times more frequent than at other dinucleotides [58]; this is likely explained by the common spontaneous oxidative 
deamination of methylated cytosines at CpGs. A high frequency of C→T mutations at CpGs may explain an extremely rare 
occurrence of CpGs in the human genome. Considering that the human genome is about 42% GC rich, the occurrence of 
G or C nucleotide should be 21%, and thus, the frequency of occurrence of CpG should be 0.21 × 0.21 = 4.41%. Instead, 
there is less than 1% of CpGs in the human genome. Similar data were also reported for Arabidopsis plants; the mutation 
rate at methylated cytosines at CpGs is substantially higher than at nonmethylated ones. There is also a higher rate of G→A 
substitutions at CpG sites, which cannot be easily explained [59].

Also, the rate of nucleotide substitutions varies at the base pair scale. In primates, substitution rates at the G:C base 
pairs (excluding the CpG sites) are up to 85% higher than at the A:T base pairs [60,61], it is possibly because cytosine is 
intrinsically more mutable than other bases [62].

Finally, it is well known that some short sequence motifs (such as minisatellite and microsatellite repeats, 1–100 nt 
repeated multiple times) are highly mutable. The mutation rate at some microsatellite loci is 103–105 higher than in the cod-
ing regions [63]. Among the possible mechanisms of such high mutability are replication slippage, a gain or loss of one or 
more repeat units [64], an unequal crossing over, nucleotide substitutions, and duplication events [65].

The existence of cryptic mutation hot spots was demonstrated by Hodgkinson et al. [66]. The authors compared the 
pattern of single nucleotide polymorphism (SNP) in the human and chimpanzee genomes. They hypothesized that if some 
genomic regions are more mutable than others, there should be more sites that are similarly polymorphic in both species 
(the so-called coincident SNPs). Indeed, they have found that the number of coincident SNPs was three times higher than 
the number of SNPs that are randomly distributed in the two genomes.

One of the most common and perhaps the easiest ways to test the randomness of mutations was to subject cells to nonle-
thal selection and allow them to mutate in a right direction, so that they are able to grow and multiply. The most commonly 
known experiment demonstrated that the E. coli strain with a nonsense mutation in the lacZ gene rendering it unable to 
use the lactose mutated back to the wild-type allele only when the lactose was present in the medium; the absence of the 
lactose in the medium did not induce this mutation [67]. Another experiment demonstrated that a strain in which lacZ was 
deleted gained two mutations that allowed to utilize the lactose; the first mutation occurred in a cryptic gene ebgA in such 
a way that it was able to hydrolyze the lactose, and the second mutation inactivated the ebgR gene, a negative regulator of 
ebgA. Considering that either of these mutations requires the frequency of 10−8, these two mutations can coincide in the 
same cell with the frequency of 10−16 [68]. Both of these examples demonstrate the fact that mutations can likely occur in 
a nonrandom manner, and that such mutations are triggered by the environmental factor.
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A very interesting work (that still continues) was done using E. coli that has demonstrated how the environment drives 
the appearance of certain type of mutations. E. coli cells cannot grow on citrate. In the experiment that started in 1988, 
Blount et al. propagated 12 identical populations of E. coli in the abundance of citrate and a limited amount of glucose [69]. 
They have frozen bacterial cultures every 500 generations. This gave them the possibility to analyze the potential genetic 
changes. The propagation of all 12 populations for 30,000 generations did not result in the appearance of the capacity to 
metabolize citrate, although such number of generations should have been sufficient to mutate every possible nucleotide 
more than once. After 31,500 generations, one of the populations has developed the ability to use citrate. It took another 
2000 generations for this ability in the population to become very common. Although Cit+ cells continued to use glucose, 
they did not drive Cit− cells to extinction because the Cit− cells were superior competitors for glucose (even though it was 
present in low amounts). The authors performed replay evolution starting from different generations (at 500 increments). 
If they had started regrowing bacteria from stocks frozen before generation 20,000, they would not be able to obtain Cit+ 
cells. Between 20,000 and 27,000 generations, Cit+ cells were obtained, but they were extremely rare, after the 27,000th 
generation, their appearance was just rare [69].

Therefore, the authors concluded that the appearance of mutations leading to Cit+ cells was contingent upon the appear-
ance of one or several previous enabling mutations. A population in which Cit+ cells appeared was no hypermutable, sug-
gesting that the potentiation of the appearance of Cit+ cells was the event that was specific to the Cit function. The authors 
proposed two possible mechanisms [69]. The first mechanism suggests the epistatic interaction whereby the locus where 
a mutation leading to the Cit+ phenotype has occurred likely interacts with another locus where an earlier mutation has 
occurred. The second mechanism suggests that the first mutation(s) create a new sequence that allows the Cit+ mutation to 
occur; this can be due to the insertion/deletion of a sequence or the rearrangement or the insertion/excision of a TE, and so 
on. The exact sequence of the enabling mutation and a mutation leading to Cit+ are not known; the authors are currently 
sequencing bacteria from before and after generation 20,000.

Our research also demonstrated some directionality in the appearance of mutations. We used two types of tobacco plants, 
one was resistant to infection with tobacco mosaic virus (TMV) due to the presence of the resistance gene N, and the other 
one that was sensitive to TMV because plants lacked the N gene [70]. We collected seeds from the infected plants and ana-
lyzed genomic rearrangements in genes that carried homology to the N gene, the gene that conferred resistance to TMV. In 
order to do this, we performed the Southern blot analysis using the genomic DNA of progeny plants with DNA of fourth 
exon (the conservative region encoding leucine-rich repeats required for the recognition of pathogens) of the N gene as a 
probe. The experiment showed that tobacco plants carried as many as 30 loci with a certain degree of sequence homology 
(about 50–70%) to the fourth exon. The analysis showed great variations in the pattern of bands in the progeny of infected 
plants that did not contain the N gene; in fact, an eightfold higher rearrangement frequency was found in the progeny of 
infected plants as compared to the progeny of control plants [70]. The same analysis using probes against actin loci did not 
show any difference between the progeny of infected plants and the progeny of control plants, suggesting that an increase in 
the rearrangement frequency was locus specific. This analysis allowed us to conclude that the environmental pressure can 
induce potentially beneficial mutations (as it was not confirmed whether rearrangements in these loci resulted in the appear-
ance of a viable resistance gene). Unfortunately, at the time of experiment, no comparison was done between mutation rates 
in the progeny of plants that had the N gene versus plants that did not have the N gene. Therefore, we do not know whether 
or not the absence of the active resistance gene (N) that triggers an increase in rearrangements at the loci mentioned earlier in 
response to TMV infection. More details on transgenerational changes in response to the environmental pressure, including 
changes in genome stability can be found in Chapter 35 and Chapter 36.

7.  GENOME EVOLUTION MAY START FROM CHANGES AT THE LEVEL OF DNA 
METHYLATION OR CHROMATIN MODIFICATION

So far, we have only mentioned the possibility that epigenetic modifications can be critical components (or perhaps even a 
driving force) of evolution. If genetic variations in a population can be fixed either through random genetic drift or through 
selection, the same can likely happen with epigenetic variations. Epigenetic modifications such as DNA methylation and 
histone modifications (see Chapter 36) regulate gene expression and thus contribute to the phenotype appearance. Epigen-
etic modifications are highly sensitive to environmental changes allowing organisms to respond to the environmental cues 
more efficiently. Epigenetic modifications are inherited from somatic cell to somatic cell and from generation to generation. 
However, epigenetic modifications are reversible; therefore, changes in phenotypes that occur due to epigenetic modifica-
tions may also be reversible. Also, epigenetic changes typically occur in a large part of a population (perhaps in an entire 
population if it was exposed to certain environmental changes). Hence, epigenetic modifications may bring many critical 
advantages as far as the mechanisms of evolution are concerned (Table 1.2).
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Since epigenetic changes occur immediately in response to the environment, they may represent the first level of 
defense, they may also be the first step in the process of evolution [71]. However, since epigenetic changes are reversible 
and need to be maintained, they may not represent an ideal long-term solution for an organism or a population. Yet, because 
the presence of certain epigenetic modifications may increase the chance for certain genetic mutations to occur, epigenetic 
modifications may aid genetic changes at certain loci, directing changes toward them. For example, methylated cytosines 
are prone to deamination leading to C→T mutations; when such mutations occur, they eliminate cytosines; therefore, they 
may, for example, change the sequence of certain genetic elements in the promoter region or other regions with regulatory 
elements, thus changing the ability of regulatory proteins to bind and affect gene expression [72]. In addition, DNA meth-
ylation influences the chromatin structure—higher methylation levels lead to a more closed chromatin structure, and vice 
versa [73]. Similarly, histone modifications also alter the chromatin structure; some of them make it more open, whereas 
the others make it more closed (see Chapter 36). Since genomic rearrangements occur more frequently in open chromatin, 
epigenetic changes that alter the chromatin structure may alter the frequency of rearrangements [74].

Spontaneous epigenetic variations are far more common in Arabidopsis than genetic variations. The propagation of 
10 Arabidopsis lines for 30 generations resulted in a substantial genetic variation, but a far larger epigenetic variation was 
observed; specific epimutations were detected in all lines tested [59,75]. Johannes et al. used two parental Arabidopsis lines 
that had DNA sequence differences, but substantial DNA methylation differences demonstrate the stability of epigenetic 
variations [76]. They propagated these lines for eight generations by selfing, thus obtaining epigenetic Recombinant Inbred 
Lines (epiRILs). The epiRILs showed a variation and a high heritability of flowering time and plant height that lasted at 
least eight generations. This work demonstrated the fact that numerous epialleles can be stable over many generations in 
the absence of selection or an extensive DNA sequence variation [76].

Both of the abovementioned examples derive from highly inbred lines that were selfed and propagated in the laboratory 
environment. Nevertheless, even these lines grown in similar environments quickly gain a substantial epigenetic diver-
sity. The effect of the environment on epigenetic variations should be far greater. The analysis of two nearby habitats of  
Laguncularia racemosa grown at a riverside or near a salt marsh revealed great dissimilarities, with individual plants 
showing little genetic but abundant DNA methylation differentiation. Moreover, plants grown near a salt marsh had the 
hypomethylated genome as compared to plants grown in a riverside [77]. This study showed that phenotypic variations in 
plants grown in the contrasting environments can be primarily triggered by epigenetic changes. It is possible that these two 
populations will eventually undergo genetic differentiation, and new species may arise as a consequence of both epigenetic 
and genetic changes, with epigenetic changes being a primary cause.

Differences in methylation patterns in plants grown in the contrasting environments can be propagated for a number of 
generations. In oil seed crop, Brassica napus, variations in methylation patterns analyzed by methylation-sensitive amplifi-
cation polymorphism (me-AFLP) were demonstrated to be extremely stable. Only 5% of 627 me-AFLP markers identified 
in several independent parental lines were variable at different developmental stages following the growth in the contrasting 

TABLE 1.2 Comparison of Genetic and Epigenetic Mechanisms of Evolution

Genetic Epigenetic

The frequency of occurrence Extremely low Very high

Response to the environment Slow and likely random Immediate

The directionality of changes (in terms of immediate 
benefits)

Likely neutral Directed

The specificity of a response Unspecific Highly specific

The reversibility of changes Rarely reversible Mostly reversible

The directionality of changes (in terms of immediate 
benefits)

Likely neutral Directed

Requirements of a constant environmental pressure Required for selection Required for the maintenance of changes

Costs to an organism Very low (unless mutation 
is deleterious)

Very high

Long-term solution Typical Problematic
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environments (11 different natural environments with winter and spring planting). Moreover, for two distinct parental lines, 
97% of epialleles were transmitted through five meioses and segregated in a mapping population [78].

In the study by Yi et al., five populations of Jatropha curcas plants collected from China (CN), Indonesia (MD), Suri-
name (SU), Tanzania (AF), and India (TN) were planted in one farm under the same agronomic practices (and the envi-
ronmental conditions) [79]. The analysis of polymorphism showed a very low level of genetic diversity (a polymorphic 
band <0.1%) within and among populations, despite the fact that plants were grown in the contrasting environments. In 
contrast, intermediate but significant epigenetic diversity was detected (25.3% of bands were polymorphic) within and 
among populations. The authors identified 39 different polymorphic epimarkers, with 30 of them being heritable and fol-
lowing Mendelian segregation [79].

8.  CONCLUSION

DNA damage caused by external and internal stresses must be efficiently resolved through the activity of various DNA 
repair pathways. DNA damage repair is the primary mechanism that preserves the intactness of the plant genome and 
insures its stability. Noteworthy, many of DNA repair pathways lack high fidelity, and their widespread activity may actu-
ally destabilize the genome, compromise its integrity, and may even be lethal for a cell [80].

At the same time, a certain level of genome flexibility is absolutely required for the successful evolution of plant spe-
cies. In fact, mistakes made during DNA repair may serve as the raw material of evolution. Similarly, the rearrangement 
and duplication of existing DNA sequences may lead to the generation of new traits conferring a selective advantage under 
new growth conditions. In view of this, a very delicate balance must exist between different DNA repair pathways to ensure 
the continuous generation of new DNA sequence variants without affecting genome functions and cell vitality. In fact, dif-
ferent groups of organisms seem to preferentially use specific DNA repair pathways, depending on their genome content. 
Some organisms with a small genome size and a low content of repetitive sequences preferentially use HR that ensures the 
minimum number of mistakes being made. An increase in genome size leads to an increase in the probability that a wrong 
template may be chosen for the HR-mediated repair of DNA damage. The presence of a high number of repetitive DNA ele-
ments further complicates this problem as an improper recombination event may result in large deletions and duplications. 
Hence, a shift occurs toward using a more error-prone pathway which is less dangerous to the genome. For example, plants 
usually prefer using nonhomologous end joining (NHEJ) to HR. At the same time, HR is mainly used for the reshaping of 
the plant genome. Indeed, in the genome of Arabidopsis thaliana, a substantial part of genetic material was created by the 
duplication of existing DNA sequences which was possibly mediated by the HR pathway.

The emerging evidences suggest that epigenetic marks and stress-induced sequence-specific signals such as small RNAs 
(sRNAs) may play an important role in the maintenance of genome stability and chromatin. Decreased DNA methyla-
tion and an open chromatin structure attract the activity of the HR pathway and lead to the activation of transposons, thus 
decreasing genome stability. At the same time, frequent rearrangements at unmethylated loci may help accelerate the evolu-
tion of targeted sequences. On the contrary, increased genome methylation permits to preserve genome stability at the time 
of stress and prevents undesirable rearrangements and transpositions.

The epigenetic landscape of eukaryotic genomes is rather complex, and it is subject to continuous modifications in 
response to various stimuli. The forgoing leads to an interesting speculation that epigenetic marks are not only used to 
control the transcriptional activity of the chromatin helping to adjust transcriptional profiles to new growth conditions, but 
they also contribute to maintain genome stability and direct genome evolution. The fact that stress can cause sequence-
specific epigenetic changes permits further speculation about the involvement of epigenetic modifications in stress-directed 
genome evolution. Unfortunately, there is still no direct evidence that links together stress, epigenetic modifications, and 
mechanisms that control genome stability in a multifaceted system that regulates and directs genome evolution. It is the 
challenge for future studies to unravel these links and provide a better understanding of how stress-directed genome evolu-
tion and adaptation occur in nature.

GLOSSARY
Catastrophism A theory that suggests that geologic features of our planet have been influenced by rapid violent catastrophic events.
Coincident SNPs Polymorphisms found at similar genomic positions upon comparison between closely related species.
Commensalistic interaction Represents a symbiotic interaction between two organisms where one organism benefits from it and another one is 

not affected by it.
Endosymbiotic gene transfer A transfer of genes from the chloroplast to the nuclear genome; refers to the evolutionary process.
Fecundity Fertility of an organism.
Fixation Reaching 100% or near 100% occurrence of a certain mutation/allele in a population.
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Genetic drift Refers to variations in the frequency of certain alleles in a population due to randomness of sampling. For haploid and diploid species, 
the variance in allele frequency resulting from drift is proportional to 1/Ne and 1/(2Ne), respectively [40].

Genetic hitchhiking A mechanism of selection and fixation of alleles that are in close proximity from alleles that are under a high selection  
pressure.

Macroevolution Typically reflects larger changes, across the boundaries of species; often referred to major changes, such as the appearance of new 
substantially different species, the appearance of flowering plants, placental animals, and so on.

Microevolution Reflects changes in traits/phenotypes within a population or a species.
Modern evolutionary synthesis The modern theory of evolution that was synthetized on the basis of Darwin’s theory of evolution and completed 

by additional knowledge of genes and genetics.
Mutualistic interaction Represents a symbiotic interaction between two organisms where both organisms benefit.
Ne An effective population size which reflects the size of a population with respect to a random distribution of alleles. Ne is typically smaller than 

the actual size of a population due to variations in sex-ratio bias, variations in family size, the nonrandomness of mating, to name a few factors. 
The smaller is the population, the closer is Ne to the actual population size [44].

Nonsynonymous A mutation that changes the amino acid composition of the encoded protein.
Silent mutation (silent site) A nucleotide substitution that does not result in changes in the protein sequence.
Single nucleotide polymorphism Variations at specific genomic positions existing in a population of certain species.
Somatic mutation A mutation in somatic (nongermline) cells of a multicellular organism. The somatic mutation rate may correlate and influence 

the germline mutation rate and may influence the fitness of an organism leading to changes in inheritance.
Synonymous mutation A mutation that does not change the amino acid composition of the encoded protein.
Transposable element A mobile element of a transposon, a genetic element capable of moving/duplicating itself (either through excision or 

through copying) from one genomic position to another.
u The mutation rate per nucleotide per generation.
Uniformitarianism A theory that suggests that all laws of the universe operate at a steady constant rate.

LIST OF ABBREVIATIONS
HT Horizontal transfer
MES Modern evolutionary synthesis
TE Transposable element
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1.  INTRODUCTION

Viruses are enormously successful. They have been identified in organisms within all domains of life. Despite decades 
of scientific effort to combat viruses that cause disease in humans and economically important crops and animals, there 
are relatively few cases in which we have succeeded. Viruses have shown they are able to adapt and multiply to over-
come almost any obstacle that is imposed on them. This remarkable adaptability can be attributed to their extremely high 
replication rate and their propensity for mutation. This is particularly true of the viruses that have RNA genomes: the 
riboviruses and retroviruses. This chapter will focus on these RNA viruses and on the exciting research that has provided 
valuable insight into how RNA viruses benefit from their genetic variability. In the first two sections of the chapter, two 
fundamental concepts are introduced: the intimate relationship between RNA viruses and their hosts, and the idea that 
viruses behave as quasispecies. Having introduced these concepts, the remainder of the chapter discusses the viral and 
host mechanisms that govern RNA virus genetic variability and the ability of viruses to withstand mutation. We then 
discuss evidence that at least some RNA viruses have a replication fidelity that is poised to maximize genome sequence 
space without incurring catastrophic lethal mutations and describe how this can be exploited to control viral infections. 
Throughout the chapter, we attempt to convey the diversity of RNA virus biology and mutation frequency and we con-
clude by speculating that each RNA virus has evolved an error rate that complements its genome replication strategy and 
mode of transmission.

2.  OVERVIEW OF RNA VIRUS MULTIPLICATION

RNA viruses are very simple entities with small genomes that vary in length from about 2 to 32 kb, depending on the virus. 
Thus, they have very limited coding capacity and so, similarly to DNA viruses, they are obligate intracellular parasites, 
depending on a host cell to provide energy generating systems, ribo- and deoxyribonucleotides, cellular translation machin-
ery, tRNAs and amino acids to translate their mRNAs, cellular enzymes to posttranslationally modify their proteins, and 
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cellular structures such as membranes, vesicular compartments, and/or cytoskeleton networks to act as a scaffold for assem-
bling and transporting components required to make virus particles. There are many RNA viruses and they vary enormously 
in their genome structures and mechanisms of replication. However, in its most distilled and generic form, the RNA virus 
infection cycle consists of the steps shown in Fig. 2.1.

First a protein on the surface of the virus particle attaches to a receptor molecule on a host cell enabling the viral genome 
to be delivered into the cell. The genome is expressed to produce viral proteins and replicated multiple times to produce 
progeny genomes. The progeny genomes are packaged with the proteins that make up the virus particle and are released to 
infect new cells. Thus, viruses multiply by a process of genome replication, expression, and assembly, rather than division, 
and a cell infected by a single infectious virus particle could release thousands of progeny virions in a matter of hours. 
This enables viruses to multiply very rapidly and to achieve large population sizes. Because viruses depend on a host cell 
to be able to replicate, their ability to multiply is heavily influenced by the biology of each cell that they encounter, such 
as the nature and density of surface molecules that can act as viral receptors, the cell’s metabolic rate and availability of 
macromolecules, as well as the cell’s innate antiviral defenses that have evolved to suppress viral replication. In addition 
to being able to replicate within a single cell type, most viruses require the capacity to replicate and spread within a mul-
ticellular host organism, which has tissues with varied cellular characteristics, physiological and anatomical constraints, 
and an adaptive immune response. While some viruses might only require the ability to infect one tissue to be successfully 
maintained in the environment, some viruses need to infect and multiply in different tissues to be spread to a new host and 
complete their transmission cycles. For example, measles virus initially infects alveolar macrophages and dendritic cells 
in the lung. It is then transferred to T- and B-lymphocytes and is amplified and spread systemically throughout the body. 
Infected lymphocytes can then transfer the virus to the basolateral surface of lung epithelial cells by attaching to an epithe-
lial cell receptor. The virus multiplies further in the lung epithelium and is spread to new hosts by coughing and sneezing 
[1,2]. Thus, measles virus requires the ability to infect multiple cell types to complete its transmission cycle. Viruses must 
also be capable of replicating within populations of hosts whose immune responses are shaped by different histories of 
virus exposure and some viruses even require the ability to replicate in different host species. For example, West Nile virus 
transmission is dependent on the virus being able to replicate efficiently in both mosquitos and birds. In mosquitos the virus 
multiples in the salivary glands and is transmitted to birds when the mosquito takes a blood meal. The virus is amplified in 
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FIGURE 2.1 A schematic diagram showing the infection cycle of an RNA virus. An RNA virus particle, or virion, consists of an RNA genome 
(blue) surrounded by a protein coat or capsid (black). Some viruses also have a lipid envelope studded with viral proteins surrounding the capsid (not 
shown). The virus particle attaches to a receptor on the surface of a susceptible host cell (1), and becomes internalized (2). The viral genome codes for 
viral proteins (black shapes) (3) and is replicated via a replication intermediate (red) (4). Newly synthesized genomes and proteins assemble together (5) 
and newly made virus particles are released (6).
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birds and can be transferred to further mosquitos [3]. Because RNA viruses need to replicate in these highly variable and 
dynamic environments, they need to be highly adaptable to maintain their existence. This adaptability is conferred by their 
genetic heterogeneity.

3.  VIRUSES AS QUASISPECIES

In the late 1970s it was discovered that the nucleotide sequences of RNA bacteriophage, Qβ, are highly heterogeneous [4], 
and this observation has since been extended to all RNA viruses. Accurate quantification of RNA virus mutation rates is 
challenging, but they have been estimated at 10−4 to 10−6 per nucleotide per round of copying [5,6]. This equates to approxi-
mately one mutation per genome replication event, which is a considerably higher rate than that of bacteria, estimated at 
one mutation per 300 genome replication events [5]. In addition to point mutations, recombination between viral genomes 
can occur in high frequency in some RNA viruses, resulting in replacement of different regions of genome sequence. Any 
particular RNA virus population is always in flux, with new mutations arising and deleterious mutations being lost through 
selection. The high mutation rate of RNA viruses, coupled with their very high levels of replication and the large population 
sizes that they can achieve means that RNA viruses exist as a swarm of variants rather than as a single genotype entity. Thus, 
RNA viruses are a genetic paradox: they are in one sense very simple entities, having very limited genetic information, but 
on the other hand, they are genetically complex, having the capability to access millions of sequence combinations. Adding 
to this complexity, there is evidence for some RNA viruses that they can exist as quasispecies in which the related genome 
sequences can complement each other and function cooperatively [7,8]. Thus, when a virus spreads from cell to cell and 
host to host, it is the properties of a swarm of genetically related but distinct viruses that enables this to occur, not the prop-
erties of a single, isogenic virus. As described in detail later in this chapter, RNA viruses require a high mutation rate to 
enable them to survive the varied environments that they encounter in the course of their transmission cycle. Interestingly, 
they also have evolved genome sequences that have a bias that allows them to rapidly adapt. However, there is also evidence 
that at least some have a mutation rate that is so high that they are poised at the edge of a threshold of viability, with small 
increases in mutation rate causing them to accumulate so many lethal mutations that they are extinguished. Together, these 
findings suggest that RNA viruses have evolved to have a specific mutation rate and mutation bias to enable them to survive 
in the particular environments in which they need to exist.

4.  OVERVIEW OF RNA VIRUS REPLICATION MECHANISMS

There are several sources of genetic variability in RNA viruses, some are inherent to the biology of the virus and others are 
consequences of the cellular environment. The viral mutation rate is the rate at which a viral genome acquires mutations per 
genome replication event and is determined by the viral polymerase and any proofreading activities that the virus encodes. 
The mutation frequency of a virus is the frequency with which mutations accumulate over a virus infection cycle and can be 
impacted by the mode of virus replication, and cellular factors. Thus, to understand how viral genetic heterogeneity arises, 
it is helpful to have an appreciation of the mechanisms by which RNA viruses replicate their genomes. RNA viruses can be 
divided into different classes by virtue of their distinct genome structures and strategies of genome replication [9] (Fig. 2.2).

The riboviruses replicate their genomes via an RNA intermediate synthesized by a viral RNA-dependent RNA poly-
merase (RdRp). Riboviruses can have single or double-stranded RNA genomes; those with single-stranded genomes can 
be further characterized by being either positive or negative stranded (ie, having a genome that is of the same sense, or 
the opposite sense to mRNA, respectively). Riboviruses can also have genomes contained within a single piece of RNA, 
or a genome that is divided into multiple segments. Another class of RNA virus is the retroviruses. These viruses have an 
RNA genome, which is reverse transcribed by the viral reverse transcriptase enzyme into double-stranded DNA. The virus-
specific double-stranded DNA then integrates into the host genome and becomes a template for cellular RNA polymerase 
II, which synthesizes multiple copies of RNA to generate the progeny viral genomes. It is important to appreciate that this 
classification system does not relate in any way to the tissues or hosts that a virus can infect, or the way in which it is trans-
mitted to new hosts. For example, hepatitis C virus (HCV) and West Nile virus are both positive-strand RNA viruses, but 
they cause very different diseases and are spread in different ways.

5.  THE VIRAL POLYMERASE AS A SOURCE OF ERROR

Both RdRps and reverse transcriptases have the potential to introduce deletions, insertions, and nucleotide mismatches into 
the nucleic acid product [10–12]. Unlike DNA-based life forms, most RNA viruses have no mechanisms to identify and 
repair mismatches [11,13] and so polymerase error is not corrected. The error-prone nature of polymerase activity, coupled 
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with the absence of a proofreading mechanism, is the key reason why RNA virus genomes acquire mutations and exist as 
a swarm of genetic variants. Although all RdRps and reverse transcriptases are capable of introducing mutations, they are 
not equally error prone. For example, the viral mutation rate inversely correlates with genome size, such that viruses with 
larger genomes have a lower per nucleotide mutation rate than those with small genomes [14]. This is intuitively logical 
as a high mutation rate in a virus with a large genome would increase the chance of genomes acquiring a lethal mutation 
and so viruses with low fidelity polymerases could not be sustained. This suggests that viruses with larger genomes have 
evolved to limit their mutation rate and some RNA viruses encode proteins that function to mitigate polymerase error, as 
described in the following. However, even when related viruses with similar genome lengths are compared, there are dif-
ferences in polymerase fidelity [11,15]. For example, in a side-by-side comparison, using in vitro biochemical assays, the 
RdRp of coxsackievirus B is of higher fidelity than that of poliovirus, even though these are highly related viruses [16]. In 
sum, these facts suggest that polymerase error rate is determined by selection pressures related to viral genome size and 
other facets of virus biology.

The molecular mechanisms that govern polymerase fidelity have been elucidated by detailed enzyme kinetics stud-
ies of wild-type polymerases and by studying mutant versions of polymerase with altered fidelity [14,17–24]. These 
studies have shown that the error rate of the polymerase can be modulated by single amino acid substitutions in the 
enzyme, and that substitutions outside the active site can have an effect. Thus, the structure of the polymerase is tuned 
to enable it to manifest a particular fidelity. In addition to controlling the rate of replication error, polymerase determi-
nants can also influence what substitution mutations are introduced. In a landmark study, a novel sequencing approach 
was employed to identify low-frequency mutations that accrued in the poliovirus genome under relatively constant 
conditions [25]. Viral populations present at different times were analyzed to determine what mutations accumulated 
in this stable environment, where selection pressure was minimized. This analysis showed that transitions occurred 
more frequently than transversions, and within these categories there was variation: C-to-U and G-to-A transitions 
accumulated more frequently than U-to-C or A-to-G. Thus, these studies indicate that there is directionality to the 
mutation pattern of the viral swarm. Similar findings had been made with HIV [10] and studies with West Nile virus 
have shown that different polymerase variants have different mutational biases [26]. Thus, RNA viruses do not incur 
substitutions randomly, but have a mutation bias that is likely governed by the molecular determinants of fidelity 
in the polymerase. This bias might play an important role in allowing the virus to generate a favorable spectrum of 
sequences following a genetic bottleneck.
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FIGURE 2.2 Examples of genome structures and genome replication strategies of RNA viruses. The examples shown are a retrovirus (A), a non-
segmented, positive-strand RNA virus (B), a nonsegmented, negative-strand RNA virus (C), a segmented, negative-strand RNA virus (D), and double-
stranded RNA virus (E). The virus genomes are shown in blue and the replicative intermediates in orange. The (+) and (−) symbols indicate if the RNA 
is positive or negative sense (this is also indicated by the polarity of the RNA). The enzyme that performs each step of nucleic acid synthesis is shown. 
The replicative intermediate for the retrovirus (panel A) is DNA, whereas for the other viruses shown (panels B–E) it is RNA. Note that not all RNA virus 
genome structures are illustrated.
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6.  OTHER VIRAL DETERMINANTS OF MUTATION RATE

Although the viral polymerase is typically the key viral factor that determines how faithfully the viral genome will be 
copied, it is not the only factor and there are examples of viruses in which other proteins can come into play to reduce poly-
merase error. As noted earlier, the genomes of all RNA viruses are relatively small compared to those of the largest DNA 
viruses, and it is thought that the high mutation rate of RNA virus polymerases imposes an upper limit on genome size. 
However, there is a wide range of genome sizes within the RNA viruses, with the largest being those of the coronaviruses, 
at up to 32 kb. This is more than twofold longer than most other RNA viruses. It has now become apparent that the reason 
why the coronaviruses can sustain this relatively large RNA genome is that they have an RNA proofreading activity [27,28] 
facilitated by an exonuclease that probably functions by removing incorrect insertions at the 3′- end of the RNA product 
during RNA synthesis [29]. Interestingly, the activity of the exonuclease is significantly enhanced by an additional coro-
navirus protein [30,31]. The fact that a multipartite complex performs the polymerization and RNA proofreading activities 
raises the intriguing possibility that coronavirus fidelity could be regulated.

Some of the nonsegmented, negative-strand RNA viruses also have an additional protein that might function to limit 
RdRp error. The pneumovirus subfamily has genomes of approximately 15 kb, and so they are in the midrange of RNA 
virus genome sizes. These viruses encode a small protein called M2-2. It has been found that deletion of M2-2 of human 
meta-pneumovirus results in increased accumulation of transitions, transversions, deletions, and insertions in the viral 
RNA, suggesting that M2-2 serves to increase the fidelity of the viral polymerase [32]. The mechanism by which M2-2 
functions is not known, but it has no known enzyme activity and so it is unlikely to function as an exonuclease, but instead 
might serve to increase fidelity by altering RdRp structure.

A deoxyuridine-triphosphatase (dUTPase) enzyme is expressed by some, but not all, retroviruses [33,34]. This enzyme 
hydrolyzes dUTP and maintains low dUTP:TTP ratios, thus limiting misincorporation of deoxyuridine into viral DNA. The 
viral dUTPase has been shown to limit the mutation rate of feline immunodeficiency virus and caprine arthritis-encephalitis 
virus [35,36]. Interestingly, the primate lentiviruses, including HIV, do not encode a dUTPase, but might package a cellular 
DNA repair enzyme, uracil DNA glycosylate, into their virions to help limit the mutation rate [37,38].

7.  RECOMBINATION

In addition to the mutations that can be introduced when the polymerase selects an incorrect nucleotide during RNA syn-
thesis, genetic variation can also arise by recombination. Recombination can occur when two or more viral genomes enter 
the same cell and a part of one genome is incorporated into the other. This can result in significant changes in genome 
composition with dramatic impact on virus biology. For example, there is evidence that recombination might have been 
a factor that enabled the emergence of SARS coronavirus [39] and it is a key factor in emergence of pandemic influenza 
viruses [40]. However, while recombination can impact diversity, there is debate as to whether it has evolved as a means to 
generate variability, or is merely a consequence of viral genome replication [41]. In this respect, it is interesting that even 
viruses with similar genome structures can undergo different rates of recombination, perhaps suggesting that recombination 
is also finely tuned by evolutionary pressure. There are three mechanisms by which RNA viruses can recombine: template-
switching recombination, nonreplicative recombination, and re-assortment (Fig. 2.3).

Template-switching, otherwise known as copy-choice recombination, can occur during the process of RNA synthesis if 
the viral polymerase transfers from one template to another, while remaining attached to the nascent nucleic acid chain [42]. 
This results in production of a mosaic genome. Template switching tends to occur between sequences of close similarity to 
give rise to a homologous recombination event. Nonhomologous recombination can also occur, but this typically results in 
defective genomes and is observed less frequently. Viruses differ significantly in the rate with which they can recombine 
by template-switching [41]. It can be highly frequent in retroviruses, particularly HIV, and also in coronaviruses. The high 
frequency of recombination in these viruses may be due to the replication strategies that they have. In the case of retro-
viruses, the reverse transcription process is highly complex and the reverse transcriptase must switch from one template 
to another during DNA synthesis [43]. Likewise, in coronaviruses, transcription of the genome, to allow gene expression, 
requires the RdRp to transfer from one site to another on the genomic template [44]. Thus, the fact that the polymerases of 
these viruses have evolved to transfer to a different template sequence probably means they are more likely to do so during 
other aspects of RNA synthesis. Recombination can occur in other positive-strand RNA viruses besides coronaviruses, and 
in double-stranded RNA viruses, although the recombination frequency apparently varies between viruses. For example, 
it occurs frequently in the positive-stranded enteroviruses, such as poliovirus, but less so in the flaviviruses, such as HCV 
[45]. Template switch recombination is much less frequent in the negative-strand RNA viruses [46], probably because their 
genomes are not naked RNA, but rather are encapsidated, or buried, in protein called nucleoprotein [47]. The polymerase 
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transiently displaces nucleoprotein as it moves along the template and only recognizes RNA sequences as the nucleoprotein 
is displaced. This probably prevents the RdRp from transferring from one genome to a similar sequence in another genome 
to yield functional recombinants. However, negative-strand RNA viruses containing gene duplications have arisen naturally 
[48] and defective interfering genomes, which contain promoters and partial genome sequences, but not complete genomes, 
are often detected. These findings suggest that the RdRps of the negative-strand RNA viruses are capable of jumping from 
one sequence to another, or that nonreplicative recombination (described later) can come into play, but perhaps most prod-
ucts of these events are nonviable and so are not detected.

In contrast to template switch recombination, nonreplicative recombination seems to be a relatively rare event that to 
date has only been described for a few positive-strand RNA viruses. This mechanism was documented by recovery of viable 
viruses (or replicative templates) following cotransfection of cells with two viral RNA fragments, each of which was unable 
to function in replication independently. The fragments recombined to form functional RNAs [49–52]. This mechanism 
of nonreplicative recombination might not involve a viral enzyme activity. Instead, it seems that the two RNA strands are 
joined together either by a transesterification reaction [49], or by ligation, presumably by cellular ligases [51–53]. Thus, 
RNA genome fragments created by physical shearing, nuclease cleavage, or cryptic ribozyme activity have the potential to 
be joined to form a novel viral genome, which can be further refined by homologous recombination to remove duplicated 
sequence [54].

Re-assortment is a process that can occur during coinfection of a cell with viruses with segmented genomes [55]. During 
re-assortment, a virus can exchange one of its own segments for that of another related virus. This process is well studied 
in influenza virus, in which it occurs frequently. Influenza A virus has eight genome segments that all need to be packaged 
into a virion for that virus particle to be infectious. This process is not completely random; there are packaging signals in 
the RNA segments and epistatic interactions enable the correct complement of segments to be incorporated into virions. 
There are many subtypes of influenza virus, but if the packaging signals of two viral subtypes coinfecting a cell are suf-
ficiently similar, this enables a segment from one virus to be incorporated into another, resulting in release of virions with a 
new genome composition. Because different viral subtypes have different antigenic properties, this process has significant 
impact on influenza virus epidemiology [40].

FIGURE 2.3 Mechanisms of RNA virus recombination. (A) The template-switching mechanism of recombination. The polymerase (orange) begins 
replicating the genome of one virus (blue), but then transfers to a genome of another related virus (green), resulting in a mosaic genome (blue and green). 
The gray arrow shows the direction of polymerase movement. (B) The nonreplicative mechanism of recombination. The genomes of two viruses (blue and 
green) are cleaved, either by nucleases, physical shearing, or cryptic ribozyme activity, resulting in partial genome fragments. The fragments are joined 
together to form a mosaic genome (blue and green). (C) A cell is infected with two viruses with different segmented genomes (blue and green). During the 
infection cycle the genome segments are amplified and a re-assortant virus containing a mixture of blue and green genome segments is released.
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8.  THE EFFECT OF REPLICATION MODE ON MUTATION FREQUENCY

As described earlier, the mutation frequency of a virus differs from the mutation rate, in that it refers to the accumulation of 
mutations over a virus infection cycle, for example, from the point of entry of a virus into a cell until release of infectious 
progeny. In addition to having different genome structures and nucleic acid intermediates, different RNA viruses have dif-
ferent numbers of replication events per infection cycle and so this can impact on mutation frequency. Retrovirus reverse 
transcriptase only copies the genome twice during an infection cycle: once to generate cDNA from the RNA template and 
a second time to synthesize the complementary DNA strand to generate double-stranded DNA. Thus, these are the only 
two occasions in the retrovirus infection cycle where the viral polymerase can introduce mutations. The cellular RNA poly-
merase II enzyme is responsible for generating multiple copies of genome RNA that become packaged into viral particles, 
and while there is the potential for error to be introduced by RNA polymerase II, cellular proofreading mechanisms come 
into play at this step and so the major source of mutation during retrovirus genome replication is the reverse transcriptase 
[56]. In the riboviruses, the viral RdRp is responsible for all genome replication events and it copies the genome multiple 
times. Thus, in this case, there are many more opportunities for mutations to be introduced by polymerase error. Within the 
riboviruses, there are different modes of genome replication, referred to as a stamping machine or geometric modes, and the 
degree to which a virus employs one mode versus the other will affect mutation frequency [57]. In stamping machine mode, 
the infecting genome template is used to make multiple progeny genomes, but these genomes are not used as templates until 
they have been delivered into another cell. It is thought that double-stranded RNA viruses use this mode primarily. In con-
trast, in geometric replication, an incoming genome template acts as a template to make multiple complementary strands 
(or antigenomes), which in turn act as templates to make multiple genome sense strands, within the same infection cycle. 
In this case, there are many more opportunities for mismatch errors to be introduced than in the stamping machine mode. 
Positive and negative sense RNA viruses probably use a combination of both modes, but the exact contribution of each to 
the output virus is not well characterized, except in a few cases [57]. The mutation rate of the viral polymerase, coupled 
with the replication mode that the virus employs (and extrinsic factors, described in the following text) will determine the 
extent of genetic variability of viruses released from an infected cell.

9.  THE EFFECT OF CELLULAR FACTORS ON VIRUS MUTATION RATE

The cellular environment can impact virus mutation rates and frequency. For example, dNTP pool imbalances can affect 
retrovirus mutation rates [58], and it has been suggested that differences in substitution rates between RNA viruses is a 
consequence of differences in virus RNA synthesis rates in different cell types [59]. In addition to these effects, there are 
also cellular factors that can result in increased mutation in RNA viruses. Adenosine-to-inosine modification by enzymes 
called adenosine deaminase acting on RNA (ADAR) is the most common form of RNA base modification that occurs in 
mammals. A-to-I conversion has important consequences in the coding potential of substrate RNAs, as inosine is decoded 
as a G by polymerases during template copying. The A-to-I conversion in a dsRNA duplex also has consequences to sta-
bility of RNA secondary structures, as the A:I pairing is less stable than a canonical A:U pair. This can have important 
consequences for RNAs that depend on their structure rather than sequence for their function [60]. ADAR modification of 
cellular double-stranded RNA was shown to prevent its recognition by the cytoplasmic sensor of nonself RNAs that would 
otherwise lead to chronic activation of innate immune pathways [61]. There is also evidence that ADAR can modify viral 
RNAs. Sequence analysis of RNA virus genomes has revealed that they preferentially accumulate A-to-G transitions, which 
are characteristic hallmarks of ADAR activity. Measles virus is a negative-stranded RNA virus, responsible for an acute 
disease predominantly in infants, but in rare instances associated with a fatal latent infection of the CNS known as subacute 
sclerosing panencephalitis (SSPE). Analysis of measles virus genomes from SSPE victims has revealed abundant A-to-G 
transitions, suggesting a role for ADAR in establishment of SSPE [62]. Consistent with an antiviral role for ADAR, measles 
virus infection of ADAR knock-out cell lines displayed increased cellular pathology, and similar findings were reported for 
other RNA viruses, implicating ADAR as a cellular restriction factor for a wide range of negative-stranded RNA viruses 
[63]. Direct evidence of ADAR modification of a viral RNA genome comes from studies of hepatitis delta virus (HDV). 
HDV is the smallest of the RNA viruses and encodes just two proteins, HDAg-L and HDAg-S, both of which are essential 
for virus viability. HDAg-L and HDAg-S share the same amino terminal open reading frame, but HDAg-L possesses a 
carboxyl terminal extension that is accessed when the stop codon at the end of the HDAg-S ORF is bypassed. Early during 
infection only the truncated HDAg-S is expressed, but then at later times expression of HDAg-L increases due to the site-
specific modification of the stop codon by ADAR [64]. This editing event is highly specific and is promoted by the highly 
secondary structured HDV RNA genome. This action by ADAR is clearly proviral, in that without the activity of ADAR, 
no infectious HDV particles would form.
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Another family of cellular factors that can modify the sequence of viral genomes is the APOBEC family of enzymes. 
These comprise an extensive arm of the innate immune system [65]. They are responsible for the modification by deamina-
tion of cytosine residues to uracil, which is an activity largely performed on single-stranded DNA substrates, leading to the 
phenomenon of hypermutation. APOBEC activity can affect the retroviruses. HIV infection is blocked by APOBEC, unless 
it expresses the viral infectivity factor (Vif). The mechanism for this blockade relies on the packaging of multiple APOBEC 
family members within HIV virions, which can act on the HIV genome once it has been copied by reverse transcriptase 
into a complementary DNA. The effect of APOBEC activity can be the modification of up to 10% of susceptible cytosine 
residues, resulting in a drop in infectivity of up to 100-fold.

10.  MECHANISMS UNDERLYING GENETIC ROBUSTNESS IN RNA VIRUSES

Together, the studies described earlier show that there is a range of viral and host factors that combine to alter mutation frequency. 
The question that arises is: How do RNA viruses withstand mutation? The ability of a genome to withstand genetic or environ-
mental perturbations without a change in phenotype is referred to as genetic robustness [66]. The high mutation rate that RNA 
viruses incur comes at a cost. It has been estimated that 30–40% of virus genomes generated during infection are defective [6] 
and so at an individual level, most viral genomes are not robust. This is not surprising: the small size of RNA virus genomes 
limits their coding potential and so they have limited genetic redundancy. Moreover, RNA virus are highly compact, often con-
taining overlapping reading frames, and nucleotide sequences that function at the RNA level, for example, as cis-acting elements 
that enable genome replication, as well as at the protein level. However, robustness is influenced by the genetic background in 
which it operates and so in the case of RNA viruses, genetic robustness is considered in the context of the viral swarm, rather 
than individual genotypes. RNA viruses are not all equally robust, and even closely related viruses can exhibit different degrees 
of robustness [15]. There are several factors that contribute toward this [67,68] which are described in the following paragraphs.

Robustness is conferred if a virus has an ability to more readily arrive at a new optimal or adapted genotype in the 
face of a changed environment, and the genetic composition of the viral swarm can facilitate this. Because the majority of 
nucleotide changes in RNA virus genomes are either strongly deleterious or lethal, the population is perpetually refined as 
deleterious genomes become purged through selection, leaving only mutations with phenotypically neutral or advantageous 
consequences to persist [69,70]. The neutral mutations can impact robustness. An explanation for this is that if the virus 
encounters a new environment, multiple nucleotide changes might need to occur for it to arrive at an optimal genotype. If 
some of these changes are already in place, then the jump to the new genotype is more likely to occur. This means that a 
population that includes a high proportion of neutral mutations will be more adaptable in the face of environmental change, 
as genomes with neutral mutations can act as stepping-stones toward reaching the new adapted genotype [71] (Fig. 2.4).

Thus one viral determinant of robustness is their high mutation frequency, which results in a more extensive neutral 
network [66,72–74]. Consequently, factors that affect mutation frequency, such as polymerase fidelity and replication 
mode, will also impact robustness. Interestingly, there is evidence that some RNA virus genomes have evolved to enable 
rapid adaptation. Experiments in which synonymous mutations were introduced into RNA virus genomes and fitness was 
assessed showed that the RNA nucleotide sequence has an effect on fitness, independently of its effect on protein sequence 
[75]. This could be due to effects on RNA structures and cis-acting elements. However, experiments with poliovirus showed 
that this might not be the only explanation. In this case, a region of the poliovirus genome that does not contain cis-acting 
RNA structures was recoded with synonymous mutations. The virus variant containing the synonymous mutations had 
reduced robustness and was attenuated in an animal model [76]. This finding suggests that wild-type poliovirus occupies a 
sequence space that enables it to rapidly adapt to environmental pressure.

Another viral determinant of robustness relates to the ability of RNA viruses to generate large numbers of genomes 
within individual infected cells. A consequence of the resulting polyploidy is that a genome containing a detrimental change 
can be complemented by the properties of another genome that is unaltered. This mechanism also has a downside in that it 
reduces the ability to purge poorly adapted genotypes, and thus their persistence in a population may lead to a reduction in 
its overall fitness. Interestingly, the huge range in the extent of polyploidy that occurs throughout the infection cycle may 
allow different levels of robustness at different times of the virus life cycle, with more opportunity for complementation at 
later stages of infection when the copy number of viral genomes is at its highest. Such a scenario may have important conse-
quences for viruses that stimulate innate immunity early on in the infection cycle. The innate immune response poses a high 
adaptive requirement at a time when viral genome numbers are at their lowest. Conversely, persistent viruses that maintain 
high copy numbers for extended periods of time without inducing cell death, such as HCV, may be particularly robust due to 
the wide range of genotypes contained with the massive population of persisting RNAs. The presence of multiple genomes 
within the same cell can also enable recombination. Recombination is another factor that influences robustness, as it can 
result in purging of multiple mutations from a genome in a single recombination or re-assortment event [73].
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RNA virus robustness can also be impacted by host cell factors. The ability of chaperones to buffer mutations was first 
proposed for the GroEL molecular chaperone [77]. Subsequently it has been experimentally observed that chaperones, 
such as members of the heat shock protein 70 and 90 families, play important roles in the infection cycles of many RNA 
viruses. It has been proposed that viruses have evolved the ability to interact with chaperones in order to buffer the effects 
of deleterious coding mutations that would otherwise prevent their correct folding [67,68]. This provision is particularly 
important as viruses depend on assembly of high-order multimers to build their capsids, a major component of the virions 
that are released. In these cases, a single misfolded protein has the potential to disrupt the function of the entire complex 
and so mechanisms that facilitate appropriate protein folding can have a significant impact.

Although there are a number of properties of RNA viruses that contribute to genetic robustness, the role of robustness 
in the natural history of RNA viruses is a controversial topic. A virus population with increased neutral genotypic diversity 
and thus high robustness can readily adapt to new environments due to its inherent diversity, and increased availability of 
adaptive pathways. This has important implications for viral pathogenesis and robustness has been shown to increase viru-
lence in host organisms [76]. However, it appears that the converse can also be true and under certain conditions the neutral 
network can be composed of genotypes that are unable to reach a high level of fitness in the new environment [78]. This 
suggests that it may be difficult to make generalizations over how robustness shapes virus adaptability.

11.  RNA VIRUSES ON THE EDGE

As mentioned at the beginning of this chapter, genetic heterogeneity of RNA viruses is such a key facet of their biology 
that it brings up the question of whether their high mutation rates have been selected for and are of evolutionary benefit. 
Fidelity comes at the price of elongation efficiency [16]. Thus, it is possible that the high mutation rates of RNA viruses are 
simply a consequence of polymerases that are under selective pressure to replicate genomes very rapidly to ensure efficient 
viral infection [79–81]. According to this view, RNA viruses have evolved a balance between rapid genome synthesis and 
error, such that the mutations that they incur are tolerable and on occasion advantageous, but are not necessary for virus 
survival. However, while genome synthesis rate is certainly an important factor in virus fitness [82]; for some viruses there 
is also evidence that the high mutation rate is beneficial and that RNA virus polymerase fidelity is tuned, enabling the virus 
to maximize sequence space while avoiding the accumulation of so many deleterious mutations that the genomes become 
nonviable. This is the concept that RNA viruses are “on the edge.”
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FIGURE 2.4 Mechanisms by which neutral networks can enable new genotypes to arise. (A) A neutral network containing a mixture of genomes 
containing green or red mutations provides a stepping-stone to a double mutant containing both mutations. (B) A neutral network can provide a stepping-
stone to a new genotype by epistatic interactions. In this example, the green mutation alone is deleterious, but is neutral or beneficial in combination with 
the red mutation. If the neutral network contains genomes with red mutations, it provides a stepping-stone to enable introduction of the green mutation. 
(C) A neutral network containing genomes that have different codons for the same amino acid can provide a stepping-stone to genomes containing differ-
ent spectra of amino acids following a single nucleotide substitution. In this example, a neutral network contains genomes coding for leucine at a given 
position, but the genomes differ by coding for leucine with either UUA or CUA. This expands the range of amino acids that could arise following a single 
nucleotide change.
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As described earlier, most mutations that arise are deleterious and so there is a significant cost to having an error-prone 
polymerase. Furthermore, while complementation between defective genomes can occur, enabling genetic robustness, it is 
also possible for defective genomes to have an antagonistic effect, for example, by expressing mutant proteins that function 
as dominant negatives. Nonetheless, despite these disadvantages, it is possible to generate mutant viruses that have changes 
in the polymerase that result in its increased accuracy; these are known as high-fidelity mutants. Elegant studies performed 
with a poliovirus high-fidelity mutant showed that efficient spread within a host requires a quasispecies, and an error-prone 
RdRp to generate it [83,84]. Naturally, poliovirus replicates in the gut, but it can replicate in other tissues and spread to 
the spinal cord and brain. The ability to infect this variety of tissues requires poliovirus to overcome significant barriers to 
replication [85]. Experiments comparing the growth characteristics of wild type and a variant of poliovirus with a high-
fidelity RdRp showed that the high-fidelity variant could replicate relatively efficiently compared to the wild-type virus in 
a single multiplication cycle in cell culture [83,84], and if introduced into mice intravenously, it could replicate efficiently 
in the spleen, kidney, and small intestine [84]. Thus, in this case, genome replication was not significantly delayed by the 
increased accuracy in RNA synthesis. However, in contrast to wild-type poliovirus, this high-fidelity mutant virus could not 
efficiently spread to the central nervous system (CNS), hence the 50% lethal dose (LD50) was increased 300-fold [83,84]. 
To examine if the defect in virus spread was due specifically to the mutation (perhaps this variant of the RdRp could not 
function in a neuronal environment), or to the lack of genome diversity within its population, Vignuzzi and coworkers 
increased the diversity of the high-fidelity virus by treating it with mutagens. This had the dramatic effect of increasing 
the ability of the high-fidelity virus to replicate in the spinal cord and brain, and the LD50 was restored to the same level as 
wild-type poliovirus. This result showed that poliovirus spread to the CNS is dependent on the virus being able to establish 
a highly diverse population. In addition, it was shown that coinfection of mice with wild-type and high-fidelity mutant 
virus enabled the high-fidelity virus to reach the brain [84]. This indicates that different viral genotypes in the quasispe-
cies can complement each other to facilitate infection spread. It is not known exactly how complementation functions in 
this case, but it is easy to imagine that one variant of a virus might be more efficient at subverting innate immune defenses 
(which could impact virus genomes within the same cell and neighboring cells), whereas another variant might express a 
capsid protein better adapted to bind to a new cell receptor. In its natural context, poliovirus is spread through ingestion 
of contaminated water and so there is no necessity for poliovirus to be able to spread to the CNS to be able to complete 
its transmission cycle. However, these studies are important because they show that viruses can benefit from polymerase 
infidelity and a high mutation rate, particularly under conditions where they encounter a change in environment [86,87]. 
Studies with a number of viruses indicate that these findings are widely applicable in RNA virology and so it seems likely 
that RNA viruses have evolved a high mutation rate that enables them to rapidly adapt to the dynamic and varied environ-
ments in which they exist.

The studies described earlier show that RNA viruses benefit by having an error-prone polymerase to enable them to 
adapt to new conditions. However, there is also a cost if the polymerase has mutations that decrease its fidelity, so that the 
error rate is increased. Experiments performed with coxsackievirus B3 and poliovirus showed that low-fidelity mutants 
were able to replicate efficiently in cell culture when propagated at high multiplicity of infection (ie, when the population 
size was large), but were extinguished when the viruses were propagated under low multiplicity conditions, which mimics 
conditions when a virus first establishes infection in a host or when it has overcome a barrier, such as adaptation to a new 
host cell type. Consistent with these findings, both the coxsackievirus B3 and poliovirus low-fidelity mutants were attenu-
ated in vivo. In the case of the coxsackievirus B3, low-fidelity mutants were unable to establish productive infection in the 
heart, the usual site for coxsackievirus B3 virus replication, and in the case of poliovirus they were unable to reach the CNS 
[82,88]. Comparison of the high- and low-fidelity poliovirus variants indicates how much latitude there is in the mutation 
rate for this virus. The high-fidelity RdRp had an approximately twofold decrease in nucleotide misincorporation rate, and 
the low-fidelity RdRp had a twofold increase [82]. Thus, the range in misincorporation rate that can lead to virus extinction 
in an animal host is not that substantial, even in a virus that is relatively genetically robust. This indicates that the fidelity 
of the polymerase, coupled with the impact that accuracy has on the rate of RNA synthesis, is optimized to enable viruses 
to adapt to the many environments in which they need to exist while avoiding extinction [82].

12.  VIRUS GENETIC VARIABILITY AND THE VIRUS–HOST “ARMS RACE”

The propensity that RNA viruses have for mutation seems to have opened this up as an avenue for host cell defense. 
Pathogenic viruses and their hosts are engaged an epochal “arms race” in which the host evolves immune defenses to 
suppress virus infection and the virus in turn evolves countermeasures to disable host defenses. The existence of APO-
BEC and ADAR, cellular proteins that can increase virus mutation frequency, suggests that mammalian hosts have taken 
advantage of the high mutation rate of viruses and evolved mechanisms to induce further mutations in the viral genomes 
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and push viruses toward extinction [89]. Conversely, primate lentiviruses have evolved vif, a protein that can target APO-
BEC for proteosomal degradation, indicating that these retroviruses have evolved a mechanism to counter this cellular 
defense [90,91]. Likewise, the nonsegmented, negative-strand RNA viruses, which are susceptible to ADAR, maintain 
their genomes encased in a ribonucleoprotein complex throughout the infection cycle, reducing the opportunity for them 
to adopt double-stranded RNA structures, the substrate for ADAR. This perhaps prevents ADAR causing as much damage 
as it otherwise might.

13.  TAKING ADVANTAGE OF THE MUTABILITY OF RNA VIRUSES

The high mutation rate of RNA viruses has often been an impediment to drug and vaccine development as viruses can 
rapidly gain resistance to antiviral drugs and to the immune response elicited by vaccines. However, our increasing under-
standing of function and consequences of genetic variability has opened new avenues for controlling viral infection. As 
described earlier, small decreases in polymerase fidelity can have dramatic effects on viral infectivity. Similarly, studies 
have shown that small increases in viral mutation rate caused by treatment with mutagenic compounds can result in sig-
nificant decreases in viral fecundity [92,93]. Thus, treatment with mutagens that increase the accumulation of mutations in 
the viral genome can lead directly to virus extinction, or can reduce virus infection to enable effective clearance with other 
inhibitors, given in combination, or by host immune responses [94,95]. The identification of high-fidelity mutant viruses 
that can infect animals has also suggested a means to exploit these mutants as vaccine candidates. Live-attenuated virus 
vaccines can be highly effective, but have the disadvantage that they can potentially revert to a wild-type pathogenic phe-
notype. By engineering recombinant viruses with increased fidelity, it is possible to generate viruses that are attenuated, as 
described earlier, and that elicit protective immune responses, with reduced risk of reversion [96].

14.  CONCLUSION

The RNA viruses are hugely diverse, not only in their genome structures and replication strategies, but also in their “life-
styles,” which can differ significantly, even between closely related viruses. What has emerged from studies of virus genet-
ics is that RNA viruses are also highly divergent in terms of their polymerase fidelity, recombination rates, replication 
modes, and genetic robustness. We speculate that RNA viruses have evolved such that there is an intricate balance between 
these factors that is tuned to match the “lifestyle” of each virus, enabling it to occupy the niche in which it exists. There is 
some evidence to support this idea. For example, a side-by-side comparison of influenza virus and HIV polymerase fidelity 
showed that influenza virus RdRp is much less error prone than HIV reverse transcriptase. This may be a reflection of the 
fact that the influenza virus RdRp performs many more genome replication events during an infection cycle than the HIV 
reverse transcriptase and needs to be less error prone to avoid having a mutation frequency that is too high [97]. Another 
example comes from studies of West Nile virus. While the fidelity of the West Nile virus RdRp has not been directly com-
pared to that of other viruses, there is a greater difference in fidelity between the wild-type West Nile virus RdRp and a 
high-fidelity mutant than has been found for most RdRps [26]. This could suggest that West Nile virus RdRp is naturally 
more error prone than most. This could be a necessary feature of West Nile virus to enable it to cycle back and forth between 
mosquito and avian hosts. Understandably, much of the work that has been performed so far has focused on viruses that are 
“model” viruses—those that are relatively easy to culture in vitro and replicate rapidly. However, a fuller understanding of 
how the factors that influence genetic diversity intertwine with virus biology will come from extending the work that has 
been performed so far and applying it to other viruses that have similar genome structures and replication strategies, but 
diverse lifestyles, such as West Nile virus and HCV, or vesicular stomatitis virus and measles virus. Research in this area 
will potentially be transformed by new sequencing techniques, such as CirSeq, which can detect low-level genetic vari-
ants above the background of errors introduced during RNA sequencing [25], and BAsE-Seq, a method for obtaining long 
stretches of sequence that can be used to identify haplotypes [98]. Ultimately, application of cutting-edge sequencing tech-
nologies, mathematical analyses, and virology studies to a range of viruses will enhance our understanding of the genesis 
and functional consequences of RNA virus genetic instability.

GLOSSARY
Antigenome The RNA replicative intermediate formed during viral genome replication.
Capsid A protein coat that surrounds the viral genome in the packaged virus particle. The capsid is important for protecting the viral nucleic acid 

and for delivering it to cells and/or to the appropriate location within cells.
cis-Acting RNA signal An element in the RNA genome that has a functional role in the replication (or transcription or translation) of the genome.
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Complementation The ability of the products of one viral genome to provide a function that cannot be performed by the products of another viral 
genome.

Copy-choice recombination A recombination event that occurs when the viral polymerase switches to another template while remaining attached 
to the nascent RNA. Also known as template switch recombination.

Epistatic mutation A phenomenon in which mutations have different effects in combination than individually.
Fidelity The accuracy with which the polymerase copies the template. A high-fidelity polymerase will make fewer errors than a low-fidelity poly-

merase.
Genetic robustness The degree to which a genome can withstand environmental or genetic perturbation.
Geometric mode A mode of genome replication in which the newly synthesized genomes become templates for further rounds of genome replica-

tion during the infection cycle.
Infection cycle The cycle of events by which an infectious virus particle infecting a cell results in release of virus progeny. In the virology field, this 

is often referred to as the virus replication cycle, but infection cycle was used here to avoid confusion with genome replication.
Lethal dose 50 (LD50) The quantity of infectious virus that is required to cause death in 50% of inoculated hosts.
Live-attenuated virus vaccine A vaccine that consists of a live (infection-competent) virus that contains mutations that reduce the disease symp-

toms, usually by impairing its ability to efficiently complete its infection cycle.
Mutation rate The rate at which a viral genome acquires mutations per genome replication event.
Mutation frequency The frequency at which a viral genome acquires mutations per viral infectious cycle. This frequency could be affected by cel-

lular factors and the mode of viral replication, as well as by polymerase fidelity.
Nonreplicative recombination A recombination event in which two RNA fragments are joined together by either a trans-esterification reaction, 

or ligation by cellular ligases.
Persistent virus A virus that can infect a host and maintain the infection for extended periods of time. HIV and HCV are examples of persistent 

viruses.
Polyploidy The presence of multiple viral genomes within the same cell.
Quasispecies A collection of closely related viral genomes, genetically linked through mutation, that compete within a highly mutagenic environ-

ment, interact cooperatively, and collectively contribute to the population phenotype.
Re-assortment A recombination event that can occur with viruses with segmented genomes, in which a genome segment from one virus is pack-

aged into a virus particle in place of a genome segment from another virus, thus producing a virus with a novel complement of genome segments.
Retrovirus A class of RNA viruses that replicate their genomes via a double-stranded DNA intermediate.
Reverse transcriptase A viral enzyme encoded by retroviruses that is responsible for generating a double-stranded DNA copy of the viral RNA 

genome.
Ribovirus RNA viruses that replicate their genomes via an RNA intermediate.
RNA-dependent RNA polymerase A viral enzyme encoded by riboviruses that is responsible for generating the viral genome RNA and the RNA 

replication intermediates.
RNA virus A virus that carries a genome composed of RNA in the virus particle.
Stamping machine mode A mode of genome replication in which the incoming genome is reiteratively used as a template to produce multiple 

copies of replication product.
Swarm A population of closely related viruses, connected through mutation, similarly to a quasispecies. We have used the term swarm in many 

instances here because a population of virus variants might not always fully fulfill the definition of quasispecies.
Synonymous mutation A nucleotide substitution that does not result in an amino acid change.
Template switch recombination A recombination event that occurs when the viral polymerase switches to another template while remaining 

attached to the nascent RNA, also known as copy-choice recombination.
Transmission cycle The cycle of events by which a virus is transmitted from one host to another host in the same species.

LIST OF ABBREVIATIONS
ADAR RNA-specific adenosine deaminase
APOBEC Apolipoprotein B mRNA editing enzyme, catalytic polypeptide-like
CNS Central nervous system
dUTPase Deoxyuridine-triphosphatase
HCV Hepatitis C virus
HDV Hepatitis delta virus
HIV Human immunodeficiency virus
kb Kilobase
LD50 50% lethal dose
RdRp RNA-dependent RNA polymerase
SARS coronavirus Severe acute respiratory syndrome coronavirus
SSPE Subacute sclerosing panencephalitis
Vif Viral infectivity factor
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1.  OVERVIEW

DNA viruses comprise important pathogens such as herpesviruses, smallpox viruses, adenoviruses, and papillomaviruses, 
among many others. DNA viruses are divided into three major categories: double-stranded DNA viruses (eg, poxviruses), 
single-stranded DNA viruses (eg, parvoviruses), and pararetroviruses (eg, hepadnaviruses) which replicate their genome 
through an RNA intermediate. Large DNA viruses (>10 kb) have double-stranded DNA, whereas small DNA viruses have 
circular single- or double-stranded DNA. These broad viral groups differ in their rates of spontaneous mutation, defined 
as the probability that an unrepaired genetic change is passed on to the viral progeny in each cell infection cycle [1,2]. For 
instance, single-stranded DNA microviruses such as bacteriophage ϕX174 and innoviruses produce about 10−6 spontaneous 
mutations per nucleotide per cell infection cycle (m/n/c), a mutation rate which is close to those of some RNA viruses. In 
contrast, the double-stranded DNA herpes simplex virus (HSV) and bacteriophage T4, both of which have genome sizes 
exceeding 150 kb, show clearly lower mutation rates (10−8–10−7 m/n/c). As a result, there is an inverse correlation between 
genome size and per-base mutation rate in DNA viruses, while the per-genome mutation rate stays approximately constant. 
This correlation extends to unicellular organisms and is known as Drake’s rule [3,4] (Fig. 3.1). RNA viruses also exhibit 
an inverse relationship between genome size and mutation rate, albeit with a different slope [5]. The main feature that 
distinguishes RNA viruses from DNA viruses in terms of genome stability is probably the absence of 3′-exonuclease proof-
reading activity from most RNA virus-encoded polymerases, which makes them particularly error prone [6]. The 3′-exo-
nuclease activity leads to roughly 10-fold to 100-fold increase in replication fidelity [7,8]. In turn, differences in mutation 
rate among DNA viruses should be determined by their ability to access postreplicative repair. For instance, bacteriophage 
ϕX174 lacks sequence motifs required for methyl-directed mismatch repair (MMR) in Escherichia coli, therefore exclud-
ing the phage DNA from this major repair system [9]. In contrast, the interplay between viral replication and host postrep-
licative repair pathways is far more complex and less well understood in eukaryotic DNA viruses. Molecular evolution 
studies indicate that the classical dichotomy between fast-evolving RNA and slow-evolving DNA viruses becomes blurred 
when full-genome datasets are considered [10], suggesting that DNA viruses probably have other mechanisms for promot-
ing genetic diversity. Some of these mechanisms have already been characterized and include gene amplification [11] and 
diversity-generating retro-elements (DGRs) [12], both of which act on specific genome regions. Additionally, retroviruses 
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and several DNA viruses are subject to host-encoded DNA editing by enzymes of the APOBEC3 family, which can produce 
hypermutated viral genomes. Like all other biological systems, DNA viruses have to keep a balance between the avoidance 
of deleterious mutations and the production of diversity, and genome instability mechanisms probably play a central role 
in the maintenance of this balance.

2.  RATES OF SPONTANEOUS MUTATION AND GENETIC DIVERSITY OF DNA VIRUSES

Although DNA viruses were traditionally believed to evolve slowly, analysis of sequences from field isolates with 
known sampling dates spanning years to decades suggested fast molecular evolution rates for several single-stranded 
DNA viruses, including emerging canine parvovirus strains [13], human parvovirus B19 [14], tomato yellow leaf curl 
geminivirus [15], and beak-and-feather disease circovirus [16]. During 2010s, it was further suggested that large double-
stranded DNA viruses can also evolve fast. For instance, analysis of samples of the African swine fever virus (ASFV) 
spanning 70 years yielded estimated evolution rates in the order of 10−4 substitutions per nucleotide per year (s/n/y) [17], 
a value that falls within the typical range exhibited by many RNA viruses. In HSV, frameshift mutations, insertion/dele-
tions, and large complex rearrangements are major sources of genetic diversity as well [18]. Next-generation sequencing 
(NGS) of HSV laboratory samples has detected the appearance of new mutations after few transfers, further questioning 
the long-believed genetic stability of DNA viruses [19]. It has also been found that serial plaque-to-plaque transfers can 
rapidly reduce the fitness of this virus by promoting the accumulation of deleterious mutations, thus echoing the results 
obtained with RNA viruses in 1990s [20,21]. Plaque-to-plaque transfers reduce viral effective population sizes dramati-
cally, thus favoring the action of random genetic drift, but to set these processes into motion, spontaneous mutations 
need to occur at a relatively high rate. However, our current knowledge of DNA virus mutation rates is far more limited 
than for RNA viruses. These rates have been measured directly for a handful of DNA viruses, including HSV and bac-
teriophages ϕX174, m13, λ, and T4 [2,3,22–25]. A better understanding of DNA virus mutation rates is thus needed to 
evaluate baseline levels of genome instability. Probably, the main reason for this scarcity of data is of a technical nature. 
While, in many RNA viruses, mutation rates have been estimated based on sequence analysis, this has not been possible 
so far for DNA viruses in which mutations are less frequent. Classical Sanger sequencing does not provide deep-enough 
information to sample low-frequency, new spontaneous mutations. In turn, NGS platforms have the capacity to yield 
hundreds of billions of nucleotides of DNA sequences in a single experiment, but they are limited by their high per-read 
error rates which can be orders of magnitude higher than the mutation rate to be measured [26]. However, high-fidelity 
NGS techniques, developed during early 2010s, such as duplex sequencing [27,28] or circular sequencing [29,30] offer 
a promising solution for these limitations and should enable a much deeper understanding of spontaneous mutation rates 
and genome instability in DNA viruses (Fig. 3.2).

3.  MUTATOR PHENOTYPES PRODUCED BY LOW-FIDELITY DNA VIRUS POLYMERASES

The most extreme form of genomic instability is achieved by mutators in which genome-wide rates of spontaneous mutation 
are elevated by orders of magnitude. Mutator strains and their evolutionary and clinical implications have been extensively 

FIGURE 3.1 The relationship between genome size and the rate of spontaneous mutation in DNA viruses. Dots correspond to bacteriophages ϕX174, 
m13, λ, and T4, duck hepatitis B virus (DHBV), and herpes simplex virus (HSV). DHBV is a pararetrovirus, ϕX174 and m13 are single-stranded DNA 
viruses, and λ T4 and HSV are double-stranded DNA viruses. The approximate location of RNA viruses and bacteria is shown. See text for references 
from which these estimates are taken.
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studied in bacteria [31–34] and constitute a highly active topic in cancer research [35,36]. DNA viruses can also adopt a muta-
tor phenotype, as shown decades ago using the model bacteriophage T4. Although T4 has a low per-base spontaneous mutation 
rate compared to other DNA viruses, this rate is still about 30-fold higher than that of its host and is mainly determined by 
the fidelity of the viral polymerase [37,38]. Most T4 mutators are produced by replacements in the N-terminal domain of the 
polymerase where the 3′-exonuclease activity resides and can reduce replication fidelity by up to 400-fold [39]. This contrasts 
with RNA viruses including HIV-1, hepatitis C virus, and influenza virus in which natural mutators have not been described, 
probably because the wild-type mutation rate is already in the order of 0.1–1.0 new mutations per genome copying, a value 
that is presumably very close to the theoretical maximum level compatible with virus survival, also termed error threshold 
[40–42]. Changes in other genes involved in replication, including single-stranded DNA-binding proteins and helicase and 
clamp proteins, can also produce a mutator phenotype in T4, albeit typically more modestly than low-fidelity polymerases 
[43]. T4 antimutators showing 100-fold increase in replication fidelity have also been described and often map to the central 
exonuclease and palm subdomains and the carboxyl-terminal thumb subdomain of the viral polymerase [39]. It has also been 
noted that T4 antimutator polymerases tend to replicate DNA more slowly than wild-type polymerases, therefore negatively 
impacting viral fitness. This cost suggests that there is an upper limit for replication fidelity which is determined by the need 
to replicate fast. On the other hand, mutator phenotypes are also costly because mutations falling at essential genes inflate the 
genetic load of the population [44]. However, in theory, mutators may still be favored in populations that are maladapted or 
subject to rapidly changing environments because they boost the production of genetic diversity. However, their rise should be 
transient, particularly in recombining populations where the mutator locus rapidly unlinks from loci where positively selected 
mutations are found [45,46]. While in bacteria, these predictions have been largely confirmed, less is known about the evolu-
tionary dynamics of mutators in DNA viruses. In addition to the well-studied T4 system, low-fidelity polymerases may play 
a central role in the production of diversity in other large DNA viruses such as, for instance, ASFV. Besides the replicative 
DNA polymerase, ASFV encodes a simple DNA repair system consisting of an endonuclease, a repair polymerase termed pol 
X and an ATP-dependent DNA ligase. Pol X, which belongs to the same family as the mammalian base-excision repair pol β, 
exhibits a high error rate, which is determined by the lack of 3´-exonuclease activity and a poor base discrimination capacity 
[47]. It has been suggested that the relatively high diversity found among ASFV isolates may in part have originated during 
mutagenic repair involving the highly error-prone DNA pol X [48].

4.  DNA COLIPHAGES AND THE MMR SYSTEM

Compared with proofreading, relatively little attention has been paid to the role played by postreplicative repair in deter-
mining the genomic stability of DNA viruses. Inasmuch as the lack of 3′-exonuclease proofreading is believed to be a 
major determinant of RNA virus error-prone replication, access to postreplicative repair may dictate to a large extent 
the rate of spontaneous mutation of DNA viruses. An excellent model for addressing this question is the E. coli MMR 

FIGURE 3.2 Benefits of high-fidelity NGS. Sequencing has been used for estimating the genetic diversity of viral populations and for characterizing 
hypermutation and other genome instability processes. Classical Sanger sequencing of PCR molecular clones is a reliable approach, but its coverage is 
typically limited to 10–100 reads per site, thus preventing sampling of low-frequency mutations. Using NGS platforms, sequencing coverage can be easily 
increased to >1000 reads per site, but the per-read per-base technical error rate is relatively high (0.1–1.0%). In contrast, the recently developed high-
fidelity (HF) NGS technologies, such as duplex sequencing or circular sequencing, can achieve high coverage with an extremely low error rate (<0.001%). 
See text for references.
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system which affords up to 1000-fold reduction in the rate of spontaneous mutations [49]. MMR is carried out by the 
MutHLS proteins which perform a strand-specific bidirectional repair [50]. Base mismatches or small insertion/deletion 
loops are recognized by MutS which interacts with MutL and leads to the activation of the MutH endonuclease which 
excises the daughter strand. DNA resynthesis from the parental strand is then carried out by DNA pol III followed by 
ligation of the nicked DNA. For this process to operate, the daughter and parental strands need to be distinguished. This 
is made possible because the parental strand has a methyl group in the adenosine of GATC sequence motifs which is 
added by Dam methylase. Therefore, MMR requires the presence of GATC motifs in the genome, which are normally 
found at a high frequency in the bacterial chromosome (about 1 in every 250 bases are expected by chance). However, 
GATC motifs are strikingly absent from the 5.4 kb genome of bacteriophage ϕX174. This strong GATC avoidance 
necessarily impairs MMR in the phage and should produce a major effect on the ϕX174 mutation rate. Supporting this, 
the mutation rate of bacteriophage ϕX174 (c. 10−6 m/n/c) is three orders of magnitude higher than that of E. coli [22]. 
However, the introduction of 20 GATC motifs in the ϕX174 genome using site-directed mutagenesis reduced the phage 
mutation rate only by eight fold, with varying effects of these motifs depending on their genome location, the lower-
than-expected effect of GATC motifs on phage mutation rate being probably due to an inefficient methylation of the 
phage DNA [9]. Fast replication or the transient nature of double-stranded replicative intermediates may offer fewer 
chances for Dam methylation in the phage DNA compared to the bacterial chromosome. Although less marked, GATC 
depletion extends to other coliphages and plasmids, but it is still unclear whether this is a consequence of selection acting 
on either mutation rates or unrelated traits [51].

5.  THE INTERACTION BETWEEN DNA VIRUSES AND THE EUKARYOTIC DNA DAMAGE 
RESPONSE

The DNA damage response (DDR) comprises a set of signaling pathways for the detection and repair of DNA damage and 
includes the MMR system for mispaired bases, the base excision repair system for small base modifications, the nucleotide 
excision repair for intrastrand crosslinks and pyrimidine dimers, the single-strand break repair and double-strand break 
(DSB) repair pathways involving homologous recombination and nonhomologous end joining [52]. The DDR is primar-
ily controlled by two protein kinases, ataxia-telangiectasia mutated (ATM) and ATM/Rad3-related (ATR) protein kinases. 
ATM is mainly implicated in the repair of DSBs sensed by the protein complex MRN [53], whereas ATR responds to vari-
ous types of DNA damage that have in common the presence of single-stranded DNA [54]. Numerous studies have demon-
strated that viruses interact with DDR pathways and that, whereas many viruses evade DDR, others appear to benefit from 
it [55,56]. DNA viruses have developed different strategies to modulate DDR by altering the localization or promoting the 
degradation of DDR components. For instance, the adenovirus E4orf6 protein recruits a ubiquitin ligase and promotes the 
proteasomal degradation of TOPBP1, an activator of ATR [57]. Defects in the adenoviral E4 gene lead to the formation of 
genome concatemers constituted by ligated viral DNA with heterogeneous junctions [58], underscoring the importance of 
DDR evasion for adenoviruses (Fig. 3.3).

Similarly, HSV proteins such as the regulatory factor ICP0, antagonize DDR by promoting the mislocalization of 
ATR-interacting protein (ATRIP) [59]. As a result, mutants with ICP0 defects show very poor growth. DDR induction 
can produce undesirable effects for the virus, such as premature entry into apoptosis. Hence, the inhibition of down-
stream DDR pathways that stimulate apoptosis is also a common feature of DNA viruses. For instance, the HSV latency-
associated protein M2 induces ATM activation, which results in p53 phosphorylation, the inhibition of DNA repair, the 
blockade of DNA damage-induced apoptosis, and the induction of G1 cell-cycle arrest [60]. Although DNA viruses tend 
to produce genomic instability in the infected cell, it is still poorly understood how DDR impairment affects DNA virus 
genomic stability and mutation rates. Highlighting the complexity of virus–DDR interactions, some DNA viruses also 
use DDR for their own benefit. For example, polyomaviruses induce and exploit the ATM signaling pathway [61]. The T 
antigen protein expressed by the SV40 polyomavirus activates ATM kinase and downstream targets that are required to 
obtain unit length viral replication products [62]. Other small DNA viruses such as papillomaviruses [63] and parvovi-
ruses [64] also need to activate the DDR pathways for an efficient replication. These viruses share the common property 
of having small circular DNA genomes which do not encode their own polymerases and, therefore, they depend strictly 
on cellular polymerases for replication, as opposed to larger DNA viruses such as adenoviruses, herpesviruses, and pox-
viruses which encode autonomous replication complexes. Therefore, a possible explanation for why some small viruses 
promote DDR is that they need to prolong the S cell-cycle phase to create a more favorable environment for replication. 
By adopting circular genomes, these viruses would also avoid the formation of DDR-associated concatemers as those 
found in adenoviruses. Given the effects of repair avoidance in the mutation rates of prokaryotic viruses, changes in the 
expression, and localization of DDR repair-associated proteins might also have major effects on the genomic stability 
of eukaryotic DNA viruses.
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FIGURE 3.3 Inhibition of ATM and ATR pathways by adenoviruses. E1b55K–E4orf6 complexes promote the degradation of the MRN complex 
by recruiting cellular ubiquitin ligases, which prevents ATM signaling. These complexes also recruit ubiquitin ligases to promote the degradation of p53, 
avoiding apoptosis. The Ad5 E4orf3 protein abolishes the MRN-dependent activation of ATR, resulting in the inhibition of the ATR pathway, and it also 
inhibits p53. The Ad12 E1B55K protein recruits an E3 ubiquitin ligase to promote TOPB1 degradation, leading to ATR pathway suppression.

6.  DIVERSITY-GENERATING RETRO-ELEMENTS IN BACTERIOPHAGES

Some DNA viruses have evolved the ability to target mutations to specific genome regions, thus avoiding the cost of genome-
wide hypermutation. A unique and fascinating mechanism of mutation targeting is provided by DGRs. These elements are 
located in genome regions involved in host attachment and tropism, a trait which is frequently subject to rapidly changing 
selective pressures dictated by host availability. The first and best-studied DGR was found in the Bordetella BPP-1 bacterio-
phage [65]. This DGR consists of two sequence repeats of about 150 bp each and two ORFs (Fig. 3.4). The first repeat is called 
the variable repeat (VR) and is located in the 3′-end of the mtd gene (major tropism determinant) which encodes a tail fiber 
protein. Downstream of the VR is located the template repeat (TR) which, contrarily to VR, has a highly conserved sequence. 
A second ORF (brt) encodes a reverse transcriptase which synthesizes cDNA from the VR transcript. During this process, 
extensive mutagenesis occurs whereby adenines are systematically substituted for random bases by an as yet unknown mech-
anism. VR cDNA is then transferred to TR, thus producing a large number of variants of the mtd gene potentially capable of 
interacting with new ligands [12]. For this transfer to occur, several cis-acting elements are required, including an IMH (initia-
tion of mutagenic homing) region which contains a 15-bp GC-only sequence identical to a portion of TR and a 21-bp sequence  
similar but not identical to another TR fragment followed by inverted repeats that can adopt a cruciform secondary structure 
[66]. Using a metagenomics approach, DNA viruses present in the human lower gastrointestinal tract were found to harbor 
hot spots of hypervariation in genes showing homology to BPP-1 DGR, along with other loci  encoding the Ig-superfamily 
proteins, most of which were linked to genes encoding reverse transcriptases [67]. DGRs have also been found in plasmids, 
bacterial chromosomes, archaea, and archaeal viruses [68–70]. Although their absolute abundance is low, their powerful 
mutagenic effect may have a significant impact on the adaptability of prokaryotic viruses.

7.  RECOMBINATION-DRIVEN GENOME INSTABILITY IN DNA VIRUSES

DGRs have not been described in eukaryotes or their viruses. The latter may thus use different mechanisms of targeted 
hypermutation. One such possible mechanism has been demonstrated in poxviruses and is based on recombination-mediated 
gene amplification. For instance, the inverted terminal repeats of the vaccinia virus genome are known to experience rapid 
changes in size [71]. This region contains abundant repeats of 10–100 bp sequence motifs that undergo frequent unequal 
crossover events [72]. While other regions of poxvirus genomes are believed to exhibit greater genome stability, diversity 
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is nevertheless required in these regions for immune escape and for the colonization of novel hosts. This requirement origi-
nates from the species-specific selective pressure exerted by host immunity. A central component of innate immunity is 
protein kinase R (PKR), which induces translational shutoff by phosphorylating the eukaryotic translation initiation factor 2 
and mediates additional antiviral responses through its effects on protein phosphorylation status, mRNA stability, and apop-
tosis [73]. The host–pathogen evolutionary arms race has led to the coevolution of PKR and poxvirus proteins such as K3L 
and E3L which counteract PKR and contribute to virus-host specificity [74,75]. To investigate the plasticity of these genes, 
experimental evolution of a vaccinia virus deleted for E3L was carried out to impose a strong selection pressure favoring 
gain-of-function mutations in the other PKR suppressor, K3L [11]. The virus became adapted to this deletion by increas-
ing the copy number of the K3L gene, inflating its total genome size by up to 10%. Low-frequency variants in the viral 
population carrying recombination breakpoints were identified as the most likely founders of these genomic expansions. 
The beneficial effect of gene amplification was two pronged. First, it increased K3L levels, thus providing a direct fitness 
advantage. Second, it also increased the number of targets available for the appearance of spontaneous gain-of-function 
mutations. Once these mutations were positively selected and became fixed in the viral population, K3L copy numbers 
were again reduced, a process which was probably driven by the cost of increased genome size. This thus led to accordion-
like evolutionary dynamics whereby copy numbers expand and contract through time. Genomic accordions may also be 
relevant to the evolution of other poxviruses, such as for instance adaptive gene duplications found in myxomavirus [76]. 
More broadly, recombination plays a central role in DNA virus biology, including replication, the production of genetic 
diversity, and the preservation of genome integrity, and it has been associated with host range expansion, the emergence of 
new viruses, modifications of transmission vector specificity, pathogenesis, and host immunity evasion [77–79]. Early work 
suggested a nonhomologous recombination hot spot in the replication origin of phage m13 [80]. In phage λ, recombination 
can occur independently of DNA replication and is active even in cells deficient for the RecA protein (the main protein 
involved in E. coli recombination), which allowed for the identification of a phage-encoded homologous recombination 
system termed Red [81]. Herpesviruses also have their own recombination machinery used both for replication and DNA 
repair [81]. Sources of genome instability including DSBs and single-strand DNA breaks are sensed by DNA virus proteins 
and repaired using different recombination pathways depending of the type of DNA damage. Since these repair pathways 
are generally error prone, recombination hot spots may drive targeted genomic instability.

8.  APOBEC3 PROTEINS AND DNA VIRUS GENOME INSTABILITY

The induction of viral genome instability by host-encoded factors is best illustrated by the action of the apolipoprotein-B 
mRNA-editing catalytic polypeptide-like 3 (APOBEC3) family of cytidine deaminases which constitutes an innate cellular 

FIGURE 3.4 Organization and function of DGRs. The prototypic DGR of phage BPP-1 is linked to the major tropism determinant (mtd) gene which 
encodes a tail fiber protein. The TR transcript is converted to cDNA by the brt-encoded reverse transcriptase, and in this process, extensive mutagenesis 
of adenosines takes place. The cDNA then displaces the VR of the mtd gene, a process that is dependent on the IMH motif. As a result, a large number of 
Mtd variants are produced, allowing for rapid changes in host tropism at the viral population level.
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defense mechanism against retroviruses, endogenous retro-elements, and some DNA viruses [82]. APOBEC3 proteins 
produce mutations on viral DNA by deaminating cytidine to uracil [83,84]. The first studies showing the antiviral effect of 
APOBEC3 proteins were carried out in HIV-1 more than 10 years ago [85,86]. However, several subsequent studies have 
shown that APOBEC3 members can also edit the genomes of hepatitis B virus (HBV) and other DNA viruses that do not 
undergo a reverse transcription step. HBV has a partially double-stranded DNA genome of 3.2 kb which contains four 
highly overlapped open reading frames. The HBV genomic DNA is synthesized by the reverse transcription of a prege-
nomic RNA inside the nucleocapsid, and since reverse transcriptases are highly error prone, this is believed to be the main 
source of diversity in HBV. APOBEC3 proteins were first shown to inhibit HBV in a mutagenesis-independent manner 
when the amount of viral RNA associated with core particles was found to be reduced in the presence of APOBEC3 due 
to the inhibition of the pregenomic RNA encapsidation [87]. However, transfection experiments have shown that different 
APOBEC3 forms edit both plus and minus DNA strands [88] and have been found to produce hypermutated viral genomes 
in vivo [89], particularly in cirrhotic patients [90]. As opposed to HIV-1, HBV hypermutated genomes cannot usually be 
detected by molecular clone sequencing of conventional PCR products and require an ad hoc modified PCR protocol in 
which a lower denaturation temperature is used to favor the selective amplification of APOBEC3-edited A/T-rich sequences 
[88]. Interestingly, APOBEC3 footprints have also been detected in non-reverse transcribing DNA viruses. Human papil-
lomavirus, a circular double-stranded DNA virus, has been found to be subject to APOBEC3 editing of both DNA strands 
in cotransfection experiments and in vivo, producing hypermutated viruses in benign and precancerous lesions [91]. Sin-
gle-stranded DNA parvoviruses have also been found to be inhibited by APOBEC3, although in this case, this was not 
accompanied by hypermutation [92]. In contrast, transfusion-transmitted virus, another single-stranded DNA virus with 
no known homology to previously described viral families, has been found to be susceptible to hypermutation caused by 
APOBEC3 proteins [93]. Finally, APOBEC3-mediated editing has also been described in large double-stranded DNA 
viruses such as HSV and Epstein–Barr virus [94]. The primary effect of hypermutation is antiviral because a large number 
of deleterious missense or nonsense mutations are produced. For instance, one of the preferred APOBEC3G targets is the 
TGG trinucleotide which, after editing, can lead to TAG premature stop codons, most of which are lethal to the virus. In 
HIV-1, APOBEC3 expression levels can determine disease progression, with higher APOBEC3 activity associated with 
higher CD4 counts and slower progression [95,96]. However, a fraction of the edited genomes might be viable and could 
contribute to immune escape or drug resistance. In HIV-1, it has been shown that many drug-resistance mutations [97] and 
CTL-escape mutants [98] are located within typical APOBEC3G targets. Similarly, the 3TC-resistance M184I replacement 
in the HIV-1 reverse transcriptase arose faster in APOBEC3-expressing cells [99]. However, the role played by APOBEC3 
proteins in the genetic diversity and virulence of DNA viruses still remains poorly characterized.

9.  CONCLUSIONS AND FUTURE DIRECTIONS

The long-accepted genetic stability and slow evolution of DNA viruses have been challenged by multiple reports showing 
that DNA viruses can exhibit levels of genetic diversity approaching those of some RNA viruses. While for some small DNA 
viruses, this could be explained by a relatively high rate of spontaneous mutation, the few available estimates for large DNA 
viruses support a lower average mutation rate. High-fidelity NGS techniques should provide a powerful tool for the study of 
DNA virus mutation rates and genomic instability in the near future. Despite current uncertainties, DNA virus mutation rates 
appear to be higher than those of their hosts, probably because the former undergo less efficient DNA repair. The depletion 
of GATC motifs found in some coliphages provides evidence for repair avoidance, but further work is needed to clarify the 
evolutionary forces driving such avoidance. The relationship between DNA viruses and cellular repair pathways is much 
more complex in eukaryotes. It is well established that DNA virus infections modify DDR pathways, but the cause–effect 
relationships of these changes remain poorly understood. From the virus perspective, it appears that DDR is sometimes an 
undesired yet unavoidable cellular response to infection, whereas in other cases, DDR is a beneficial or even necessary cel-
lular resource for the virus. Furthermore, the effects of DDR activation/inhibition on viral genomic stability as well as the 
implications for DNA virus genetic diversity remain obscure. Similar dualities apply to APOBEC3-mediated hypermutation 
of DNA virus genomes which, despite being primarily an antiviral response, can promote the appearance of immune escape or 
drug-resistance mutations. Another important realization is that although large DNA viruses show a higher average genomic 
stability than small DNA viruses and RNA viruses, mutational hot spots can be found at specific genome regions involved in 
dynamic virus–host interactions, and transient boosts of diversity may also be afforded by short-lived genome-wide mutators 
in DNA viruses. While the selective pressures acting on bacterial mutators have been well studied, much less is known about 
the fate of DNA virus mutators, particularly for eukaryotic viruses. DGRs provide a clear mechanistic basis for the ability of 
some DNA bacteriophages to target mutations to specific genome regions, and their in-depth characterization has both basic 
and practical implications for directed evolution purposes. Different mechanisms appear to be used for targeted hypermutation 
in large eukaryotic DNA viruses, in which recombination-driven genomic instability appears to play a central role.
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GLOSSARY
Error threshold The theoretical maximal mutation rate tolerated by a given population. Above this threshold, natural selection fails to preserve 

the sequence of the fittest variants and other, less fit variants reach high population frequencies and may become fixed. This is expected to favor 
population extinction, although extinction is not a necessary consequence of error threshold crossing.

Genomic accordion An evolutionary expansion/contraction of a gene’s copy number, typically associated with strong selection acting on this 
specific gene.

Hypermutation Strong elevation of the rate of spontaneous mutation which, in viruses, is typically associated with host-mediated edition of the 
viral genome and tends to be specific to some bases or sequence contexts.

Mutational hot spot Elevation of the spontaneous mutation rate at a specific genome region.
Mutator phenotype A highly increased rate of spontaneous mutation affecting the entire genome and caused by loss of fidelity mechanisms, 

including proofreading activity and/or postreplicative repair.
Plaque-to-plaque transfer A virus culture technique whereby a single viral plaque is picked and used to seed a fresh culture, in which new plaques 

develop, and so on. By passaging a virus in this manner, the effective population size is strongly reduced, thereby allowing for the accumulation 
of mutations under random genetic drift.

Rate of spontaneous mutation The probability that new genetic changes appear and are passed to the next generation. In viruses, a generation is 
typically defined as one cell infection cycle.

LIST OF ACRONYMS AND ABBREVIATIONS
APOBEC3 Apolipoprotein-B mRNA-editing catalytic polypeptide-like 3 (protein)
ASFV African swine fever virus
ATM Ataxia–telangiectasia mutated (protein)
ATR ATM/Rad3-related (protein)
DDR DNA damage response
DGR Diversity-generating retro-element
DSB Double-strand break
HBV Hepatitis B virus
HSV Herpes simplex virus
IMH Initiation of mutagenic homing (DGR element)
MMR Methyl-directed mismatch repair
NGS Next-generation sequencing
PKR Protein kinase R
TR Template repeat (DGR element)
VR Variable repeat
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1.  INTRODUCTION

The genomes of all organisms are constantly challenged by DNA damaging forces, from their own internal metabolic 
byproducts to various outside forces. DNA, as the carrier of the genetic details of an organism, is undeniably the most 
important macromolecule, both for individual cells and for the species. Unlike RNA and protein, which can be replaced 
using the information stored in DNA, any loss of DNA sequence due to DNA damage is essentially irreplaceable without 
extraordinary measures. Besides this catastrophic outcome, DNA damage can also interfere with important ongoing cel-
lular processes in individual cells, such as DNA replication and transcription, potentially leading to cell death. Because 
of the importance of maintaining both the fidelity of the heritable genetic information and the integrity of the DNA for 
ongoing cellular processes, a complex network of DNA-repair systems has evolved. In a testament to the primal need to 
maintain genetic integrity, these pathways are conserved in all known organisms. In some cases, the components of dif-
ferent DNA pathways are clearly orthologs derived from a common evolutionary ancestor; in other cases, the different 
players may have evolved independently to serve the same function. For comparison and reference, Table 4.1 compares 
orthologous and functionally homologous genes in bacteria, archaea, and the simple eukaryotic nematode Caenorhab-
ditis elegans.

Like many biological processes, DNA repair proteins have been systematically organized into mostly linear pathways 
for the purpose of understanding how cells repair particular types of lesions; however, one must bear in mind that, in fact, 
DNA repair pathways represent a dazzlingly complex network in which proteins function in multiple DNA repair pathways, 
or even in entirely different biochemical processes. The following discussion addresses the fundamental processes that 
preserve genome integrity in bacteria and archaea, including how cells respond to DNA damage to support DNA repair, 
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TABLE 4.1 DNA Repair Homologs in Selected Model Organisms

Function/Enzyme Escherichia coli Archea Caenorhabditis elegans

Mismatch Repair (MMR)

Mismatch recognition MutS MutS (TTHA1892) (Thermus  
thermophilus)

MutSα (MSH-1 + MSH-6)

MutSβ (MSH-2 + MSH-3)

Match-making ATPase MutL

Endonuclease ATPase MutL (TTHA1892) (T. thermophilus) MutLα (MLH-1 + PMS-2)

MutLβ (MLH-1 + PMS-1)

MutLγ (MLH-1 + MLH-3)

Activation of MutL homolog DNA Pol III β subunit (TTHA0001)  
(T. thermophilus)

PCN-1 (f.h.)a

DNA Pol III δ,δ,γ,τ subunits (TTHA0001) 
(T. thermophilus)

RFC (RFC-1, -2, -3, -4, -5) 
(f.h.)

Crossover promotion during 
meiosis

Not identified

Mismatch repair during mito-
sis and meiosis

Not identified

Endonuclease MutH ? Not identified

DNA helicase UvrD UvrD (TTHA0244) (T. thermophilus) ?

Strand excision (5′–3′) RecJ RecJ (TTHA1892) (T. thermophilus)

Strand excision (3′–5′) ExoI ExoI (TTHB187) (T. thermophilus)

Strand excision (5′–3′) ExoVII

Strand excision (5′ –3′) ExoX

Strand excision (5′ –3′) EXO-1

Single-strand binding SSB SSB (TTHA0244) (T. thermophilus) ?

DNA polymerase Pol III holoenzyme  
(subunits: 
α,γ,δ,δ′,Ψ,λ,τ,ε,θ)

Pol III? Pol δ (F10C2.4, F12F6.7?)

Ligation LigA ? LIG-1

Nucleotide Excision Repair (NER)

Binding of damaged DNA XPC-1

Endonuclease XPG-1

Removal of transcription 
blocking lesions

Mfd Mfd (TTHA0889) (T. thermophilus) CSB-1 (f.h.)

CSA-1

Replication factor C RFC (consists of RFC-1 to -5)

RPA-1 and RPA-2

Binding of DNA and proteins 
in preincision complex

XPA-1

3′-incision nuclease Cho Not identified

3′-incision nuclease ERCC-5

5′-incision nuclease ERCC-1

5′-incision nuclease ERCC-4
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Function/Enzyme Escherichia coli Archea Caenorhabditis elegans

Nucleotide excision and basal 
transcription

No prokaryotic 
homolog

No prokaryotic homolog

XBP-1

XPD-1

R02D3.3

T16H12.4

Zk1128.4

Y73F8A.24

Y55B1AL.2

CDK-7

CYH-3

MNAT-1

Involved in single strand break 
repair

Not identified

E3 ligase interaction DDB-1

Recruitment of TLS poly-
merase in TC NER (proliferat-
ing cell nuclear antigen)

PCN-1

DNA synthesis Pol III holoenzyme  
(subunits: 
α,γ,δ,δ′,Ψ,λ,τ,ε,θ)

F10C2.4, F12F6.7?

Binding of damaged DNA UvrA UvrA (Halobacterium sp.) Not identified

DNA unwinding UvrB UvrB (Halobacterium sp.) Not identified

3′- and 5′-incision nuclease UvrC UvrC (Halobacterium sp.) Not identified

Base Excision Repair (BER)

3MeA DNA glycosylase AlkA, TagA AlkA (TTHA0392) (T. thermophilus) ?

Uracil DNA glycosylase Ung UDGA (TTHA0718) (T. thermophilus) UNG-1

Removal of Hydroxymethyl U ?

8 oxoguanine DNA glycosyl-
ase/AP lyase

MutY MutY (TTHA1898) (T. thermophilus) ?

8 oxoguanine DNA glycosyl-
ase/AP lyase

Fpg (MutM) MutM (TTHA1806) (T. thermophilus)

Thymine glycol DNA glyco-
sylase/AP lyase

Nth ?

TDG T:G mismatch DNA 
glycosylase

?

Exonuclease III XthA

Endonuclease IV Nfo ?

Incision 3′ of hypoxanthine 
and uracil

Nfi (EndoV) EndoV (TTHA1374) (T. thermophilus) ?

Removal of thymine glycol Nei (EndoVIII) ?

TABLE 4.1 DNA Repair Homologs in Selected Model Organisms—cont’d

Continued
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Function/Enzyme Escherichia coli Archea Caenorhabditis elegans

Removal of oxidative products 
of C and U

?

Endonuclease IIIV like glyco-
sylase 3

?

Flap endonuclease PolI Pol (TTHA1054) (T. thermophilus)

Proliferating cell nuclear 
antigen

PCN-1

Replication factor C RFC (consists of RFC-1 to -5)

DNA polymerases

Pol δ (F10C2.4, F12F6.7 ?)

?

DNA ligase LigA LigA (TTHA1097) (T. thermophilus) LIG-1

ATP-dependent DNA ligase ?

Poly (ADP ribose) Polymerase PARP-1

ADPRT-like enzyme PARP-2

Homologous Recombination (HR)

Recombinase RecA RecA (TTHA1818) (T. thermophilus) RAD-51

Branch migration complex RuvA RuvA (TTHA0291) (T. thermophilus)

RuvB RuvB (TTHA0406) (T. thermophilus)

DNA helicase RecG RecG (TTHA1266) (T. thermophilus)

RecQ-like DNA helicase RecQ ?

RecQ family DNA helicase WRN-1

SMC-like ATPase SbcC (TTHA1288) (T. thermophilus) RAD-50

3′–5′-exonuclease (in complex 
with SbcC)

SbcD SbcD (TTHA1289) (T. thermophilus) MRE-11

Accessory protein for MR 
complex

RecA-like ATPase RadA/Sms RadA/Sms (TTHA0541) (T. thermophilus)

RadA paralog RadC1 (S. islandicus)

Rad51 like recombinase 
mediator

?

?

?

?

RAD54 family DNA translo-
case, recombinase mediator

?

RAD-54

Strand excision (5′–3′) RecJ RecJ (TTHA1892)  
(T. thermophilus)

EXO-1 (f.h.)

Strand excision (5′–3′)

TABLE 4.1 DNA Repair Homologs in Selected Model Organisms—cont’d
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Function/Enzyme Escherichia coli Archea Caenorhabditis elegans

Helicase/nuclease complex RecB

RecC

RecD

5′–3′ exonuclease RecE

ssDNA annealing RecT

Single-strand binding SSB SSB (TTHA0244) (T. thermophilus) ?

DNA-binding complex RecF RecF (TTHA0264) (T. thermophilus)

RecO RecO (TTHA0623) (T. thermophilus)

RecR RecR (TTHA1600) (T. thermophilus)

HJ resolvase RuvC RuvC (TTHA1090) (T. thermophilus)

RusA

SLX-1

GEN-1

Recombinase inhibitor RecX RecX (TTHA0848) (T. thermophilus)

DNA helicase UvrD UvrD (TTHA1427) (T. thermophilus)

Accessory protein for struc-
ture-specific nucleases

HIM-18

Structure-specific endonuclease MUS-81

MutS2 (TTHA1645) (T. thermophilus)

Not identified

Complex with ERCC4 (Rad1) ERCC-1

af.h. indicates functional homolog (ie, no obvious sequence homology).

TABLE 4.1 DNA Repair Homologs in Selected Model Organisms—cont’d

the actual molecular transactions at the DNA that lead to damage repair, and ways that cells preserve their genomes when 
challenged with parasitic foreign DNA.

2.  REPONSES TO DNA DAMAGE

2.1  The SOS Response: A Primitive Cell-Cycle Checkpoint

Since its discovery and early characterization by Evelyn Witkin and Miroslav Radman in the early to mid-1970s, the SOS 
response has become a paradigm for the bacterial DNA damage response (for a detailed review, see Ref. [1]). While the 
SOS pathway has proven to be extremely complex, at its core are only two proteins: the LexA repressor and the RecA acti-
vator. Under normal conditions, LexA binds to a special sequence, the SOS box, in the promoters of SOS-regulated genes 
and blocks their expression. One of the most common outcomes of DNA damage is the formation of single-strand DNA 
(ssDNA) through any number of possible processes. The ssDNA is rapidly coated with RecA protein to form the RecA fila-
ment; while this RecA filament may go on to participate in homologous recombination, it has another function: to induce 
the autocleavage of LexA, relieving its repressive activity, and allowing expression of the SOS regulon. As an aside, despite 
over 30 years of work, how the RecA filament forms is still an active area of research and discussion (eg, see Ref. [2]). The 
SOS response is rapid and within just a few minutes the amount of LexA decreases by nearly 10-fold. During this time, cell 
division is blocked by the cytokinesis inhibitor SulA (SfiA) (whose gene is expressed robustly after SOS induction) and 
cells form distinctive filaments as they grow without division. The outcome of SOS induction is a massive transcriptional 
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reprogramming. Quite remarkably, evolution has endowed the SOS response with a logical order. The more rapidly induced 
genes are from the nucleotide excision repair (NER) pathway (discussed in the following text), one of the most versatile 
DNA repair mechanisms. Subsequently, recA and other genes for homologous recombination are induced, supporting high-
fidelity repair and amplification of the response. The lexA gene itself is also induced, preparing the cell to turn off the SOS 
response when the activating signal wanes, probably because the SOS response is demanding on cellular resources and that 
it blocks the formation of progeny cells. Finally, as late as 40 min into the SOS response, the error-prone DNA polymerase 
Pol V (encoded by the umuDC genes) is expressed and activated (the latter process requires a RecA filament-dependent 
autocleavage event of the UmuD subunit). A second error-prone polymerase, Pol IV (dinB), is also upregulated. These 
polymerases replicate damaged DNA to allow continued cell growth with the hope that other DNA repair pathways will 
catch up; however, these polymerases can also introduce mistakes that can be preserved as mutations that can have either 
deleterious, or sometimes advantageous, outcomes (see Chapter X for a discussion of the latter).

The importance of the SOS response for bacteria is highlighted by its vast conservation among divergent species; 
however, some notable deviations from the Escherichia coli model have been observed. There is a disconnection between 
RecA-ssDNA binding and activation of the SOS response in Baccilus subtilus [3]. In Caulobacter crescentus, following a 
similar cell-cycle arrest [4] (albeit by a different molecular mechanism), the SOS response also triggers a more sophisticated 
programmed cell death pathway, akin to eukaryotic apoptosis [5]. Mycobacteria have evolved a more complex regulatory 
system for DNA damage-responsive genes. In this species, most of the DNA damage genes are regulated by a second fac-
tor, ClpR [6–8]; however, conserved regulation does exist, as recA is controlled by LexA (in addition to ClpR). Large-scale 
transcriptional reprogramming occurs in the extremophilic species Deinococcus radiodurans, although it depends mostly 
on the PprI protein instead of the two LexA homologs [9]. PprI binds to damage-responsive promoters after exposure to 
ionizing radiation to induce expression, including the recA promoter. Some archaea cope quite differently with DNA dam-
age. The hyperthermophile Sulfolobus does not induce a large number of genes following UV exposure; however, it has a 
sophisticated alternative coping mechanism (see later).

Growing evidence suggests that the SOS response has many other functions in addition to this basic checkpoint control, 
including functions in horizontal gene transfer, the development of antibiotic resistance, and pathogenesis (see Ref. [1]). 
Nevertheless, it is clear that the SOS response is a first line of defense in the preservation of genome stability for bacteria.

2.2  An Archaeal UV Response Based on DNA Sharing

Invocation of a large-scale transcriptional reprogramming after UV exposure does not appear to be universal in archaea, but 
a UV-induced stress response has been characterized in Sulfolobus (Fig. 4.1).

After UV exposure, the cells induce expression of the ups genes, which encode a specialized type IV pilus system that 
enables efficient DNA transfer between cells [10–12]. The relocated DNA can then be used as a template for homologous 
recombination (HR)-dependent DNA repair—a generally, but not exclusively, accurate DNA repair pathway. That this 

FIGURE 4.1 Sulfolobus copes with UV-induced 
DNA damage via a type IV pilis-dependent DNA 
exchange pathway. After DNA damage, Sulfolobus 
induces the ups operon to express type IV pili. After 
pili form, the cells aggregate and exchange DNA 
(both undamaged and damaged cells can act as 
DNA donors). Undamaged homologous DNA can 
be recombined to replace damaged segments, thus 
rescuing cells from the deleterious effects of DNA 
damage.
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DNA sharing somehow protects the cells, presumably by dampening UV-induced genome instability, is supported by the 
observation that strains capable of expressing the type IV pili have higher survival rates after UV exposure. A 2015 work 
had further characterized this response by demonstrating additional involvement of four genes adjacent to the ups locus: 
an endonuclease III, a ParB-like protein, a glycosyltransferase, and a RecQ-like helicase [13]. With the exception of the 
ParB-like protein (which likely participates in the DNA transfer), these proteins are proposed to function in a homologous 
recombination-dependent DNA repair process downstream of the DNA transfer. While a bona fide SOS response is clearly 
absent in Sulfolobus, this system illustrates a novel genetic innovation for dealing with UV-induced DNA damage.

3.  DNA REPAIR PATHWAYS

While the SOS response provides a genome-stabilizing function, it has no inherent DNA repair capacity. Instead, cells have 
evolved several intertwined molecular pathways comprised by the actual molecular transactions leading to damage repair: 
direct reversal (the only DNA synthesis–independent pathway); base excision repair (BER); NER; mismatch repair (MMR); 
and HR-dependent repair. The fundamentals of DNA repair have been most intensely studied in E. coli, thus its molecular 
biology forms the foundation of the discussion; however, important deviations in other species are also highlighted.

3.1  Direct Reversal of DNA Damage

One way to repair DNA damage is to simply undo the particular molecular changes, that is, to directly reverse the damage. 
Evolution has endowed life with (at least) three direct reversal pathways: photolyases, which repair UV-induced damage, 
and two mechanisms that repair alkylated bases, O6-alkylguanine alkyl transferases (AGTs) and AlkB-family dioxygen-
ases. While the molecular mechanisms vary drastically, the end result of all of these pathways is the restoration of the 
original molecular structure without the need for new DNA synthesis.

UV irradiation leads to two main types of DNA lesions that can disrupt many DNA-related processes, most importantly, 
replication and transcription: pyrimidine (6-4) photoproducts (6-4 PPs) and cyclobutane pyrimidine dimers (CPDs). Due 
to the different structures of these lesions, different photolyase enzymes are required for their repair; however, a common 
feature of photolyases is that they obtain energy from light to fuel the reaction (hence the classical name “light reactions”) 
and use flavin adenine dinucleotide (FAD) for catalysis. In general, it is thought that direct reversal occurs via a multistep 
process in which light energy is harnessed to drive the full reduction of FAD to FADH−, followed by an electron transfer to 
the lesion leading to the breakage of covalent bonds, and finally a retransfer of the free electron back to the FADH radical 
to produce FADH− (reviewed in [14] and [15]). In the end, the photolyase reaction is simply a stepwise transfer of energy 
that reconfigures the covalent bonds in the original bases to restore the original structure.

The E. coli K-12 photolyase is encoded by the phr gene (also known as phrB) [16] and the protein is maintained at 
low levels in stationary phase cells [17]. It is interesting to note that, despite its involvement in repairing UV-induced CPD 
dimers, phr is not regulated by the SOS response [18]. While CPD photolyases were one of the earliest characterized DNA 
repair mechanisms and have been found in all three domains of life, (6-4) PP photolyases remained elusive until only 
recently. The first bacterial (6-4) PP photolyase was reported in 2013 in Agrobacterium tumefaciens and is encoded by the 
phrB gene [19]. Photolyases have also been studied in various archaea, including halophiles, methanogenic species, and 
thermophiles [20–22]. Besides some structural differences and utilization of different chromophores for light collection, the 
functions of archaeal photolyases are conserved from their bacterial counterparts.

Alkylating agents interact with atoms in DNA bases leading to the formation of a variety of cytotoxic and potentially 
mutagenic adducts. These adducts can be as simple as methyl groups or larger bulky adducts. Without proper repair, these 
lesions represent a significant threat to genome stability. Lesions caused by alkylation are efficiently repaired by the BER 
pathway (discussed in the following section); however, they can also be directly repaired by alkyl transferases and AlkB-
family dioxygenases (reviewed in Refs [23] and [24]).

Direct reversal of alkylation damage in E. coli is mediated by either the general housekeeping alkyltransferase Ogt, or 
an adaptive response controlled by the Ada protein that is mediated by its targets alkA and alkB [25]. O6-methylguanine 
(6-meG) is mutagenic due to its ability to induce G:C to A:T transitions during DNA replication due to faulty base pairing. 
The Ada protein is a bifunctional alkyltransferase: the N-terminal domain (N-Ada) repairs methylphosphotriester lesions 
(damage to the DNA backbone that is generally innocuous to cells), while the C-terminal domain (C-Ada) repairs the much 
more potent alkyl lesions at the O6 position of guanine. The direct reversal reaction occurs via the transfer of the alkyl group 
from the damaged base onto a reactive cysteine residue via an SN2 reaction, thus permanently inactivating the protein.

The AlkB dioxygenase is similar to Ada in that it catalyzes the direct reversal of base alkylation damage. While the exact 
function of AlkB was difficult to determine (discussed in detail by Mishina et al. [24]), it was finally shown to catalyze the 
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direct reversal of 1-methyladenine (1-meA) and 3-methylcytosine (3-meC) to adenine and cytosine. The mechanisms of 
these two direct reversal pathways are different: while alkyltransferases use an SN2 reaction, AlkB uses an oxidative deal-
kylation reaction that depends on an active site iron(II) atom.

At high temperatures, alkylated bases can be converted to abasic sites or DNA breaks that can cause irreversible chro-
mosome fragmentation. From this perspective, it seems that alkylation repair should be highly developed and efficient in 
thermophilic archaea. In fact, however, the literature on alkylation repair in archaea is quite limited. Alkyltransferases from 
two thermophiles (Methanococcus jannaschii and Sulfolobus taokadaii) have been purified and crystalized and they show 
distinct structural similarities to the human homologs (PDB entry 1WRJ) [26]. Overexpression of a Pyrococcus methyl-
transferase in an E. coli ogt mutant can rescue its sensitivity to alkylating agents [27], confirming a functional conservation 
between bacterial and this archaeal methyltransferase. Other in vivo information on archaeal alkytransferase function has 
demonstrated that this functional conservation is probably a general feature (eg, see Refs [28] and [29]).

3.2  Base Excision Repair and Removal of Uracil from DNA

In addition to direct reversal, many organisms have another highly conserved (Table 4.1) pathway to repair damaged bases: 
BER (reviewed in detail in Ref. [30]). BER was first discovered in E. coli by Tomas Lindahl when he attempted to elucidate 
the pathway for the repair of genomic uracil, a byproduct of cytosine deamination [31]. Subsequent research over many 
years revealed that the cognate lesions for BER are base damage that does not cause major distortions in the DNA double 
helix, including oxidized bases (eg, 8-oxoguanine), alkylated bases (eg, 3-meA), deaminated bases (eg, hypoxanthine and 
xanthine), and uracil.

BER is initiated when a damage-specific DNA glycosylase recognizes a damaged base. E. coli has at least six glycosyl-
ases, while higher organisms tend to have more [32,33] (Table 4.1). The glycosylase activity hydrolyzes the N-glycosydic 
bond that connects the altered base to its sugar ring, leaving behind an abasic (AP) site. There are two types of glycosylases: 
monofunctional (such as E. coli AlkB) and bifunctional (such as E. coli Nei). Removal of bases by monofunctional glyco-
sylases forms AP sites identical to those from spontaneous depurinations or depyrimidinations. These sites require further 
processing by an AP endonuclease. A bifunctional glycosylase also excises its cognate base (albeit by a different molecular 
mechanism), but can also incise the phosphodiester backbone at the abasic site to generate a single-strand break (SSB), 
excluding the need for a separate AP endonuclease. The incision in the phosphodiester backbone provides a 3′ hydroxyl 
group that is ultimately a substrate for DNA Pol I. The exonuclease function of Pol I removes the damaged strand and the 
polymerase activity synthesizes replacement DNA. Finally, the nick is sealed by DNA ligase.

An important consequence of BER is the suppression of mutagenesis due to biochemical properties of the damaged 
bases or uracil in the DNA. Occasional misincorporation of uracil-adjacent adenine during DNA replication is not inher-
ently mutagenic; however, uracil formed via hydrolytic deamination of cytosine is unequivocally mutagenic. In E. coli, 
this misplaced uracil is removed mostly by the monofunctional uracil-DNA-glycosylase UNG (UDG) to avoid transition 
mutations.

BER enzymes have been found in archaea and the fundamental pathway is conserved [34], although archaeal BER 
components and their molecular biology are more similar to eukaryotes than to bacteria (for a detailed discussion of this 
topic, see Ref. [34]). The BER pathways of some archaea have novel features, while others use an additional mechanism to 
prevent mutation due to genomic uracil. Ferroplasma acidarmanus encodes a novel AGT protein (AGTendoV) that has an 
O6-methyltransferase domain fused to an endonuclease V domain [35]. This bifunctional enzyme has been found in other 
archaeal genomes suggesting that it may be a general adaptation to their harsh environments. A more extreme deviation 
from the canonical BER pathway is the use of uracil-scanning DNA polymerases. In most cases, as noted earlier, genomic 
uracil is removed by uracil-DNA-glycosylases. Bacterial polymerases, in general, replicate past uracil by inserting an 
adenine (preserving the sequence); cases where uracil forms via cytosine deamination lead to CG-to-TA mutations [36]. In 
contrast, some archaeal replicative polymerases stall before misplaced uracils, representing a “read-ahead” proofreading 
function not found in bacteria or eukaryotes [37,38]. As uracil nucleotides are efficiently removed from these strains, the 
polymerase must somehow pass off the uracil to another protein for repair before continuing DNA replication. This idea 
was supported experimentally by Dionne and Bell when they demonstrated that in Sulfolobus solfataricus, a uracil glyco-
sylase (UDG1) interacts with the DNA replication processivity factor PCNA (E. coli beta clamp), potentially recruiting it 
to replication forks [39]. One hypothesis to explain this unusual phenomenon is that it provides a “time stamp” to distin-
guish newly synthesized DNA strands from their templates, analogous to the GATC methylation used by E. coli for strand 
discernment during MMR (see later); however, this idea remains to be explored [40]. While in most respects archaeal BER 
seem unremarkable, these unique features hint that other interesting discoveries remain to be made.
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3.3  Nucleotide Excision Repair: A Versatile DNA-Repair Pathway

NER is a tremendously versatile DNA-repair system that is highly conserved from bacteria to humans (Table 4.1). It con-
sists of two subpathways: global-genome NER (GG-NER), which monitors the entire genome for damage; and transcrip-
tion-coupled NER (TC-NER), which repairs damage that specifically interferes with transcription (reviewed in detail in 
[41]). As mentioned in the previous section, expression of NER components (with the exception of UvrC) is regulated by 
the SOS response and the genes are some of the earliest to be expressed after the detection of DNA damage. The versatility 
of NER is largely due to its mode of damage recognition. Unlike BER, which recognizes and repairs specific lesions that 
have little to no effect on the structure of the DNA double helix, the NER pathway monitors the DNA for even small struc-
tural distortions. From one perspective, it could be said that the NER pathway repairs distortions, and as a consequence, 
removes the causal damage (for a list of damage repaired by NER, see Table 4.2).

Both branches of NER consist of four distinct stages: damage detection, damage verification, excision, and ligation.
In E. coli, damage is detected via collaboration between UvrA and UvrB in the GG-NER pathway. Alternatively, if the 

damage is first encountered by RNA polymerase (RNAP), leading to transcription stalling, the Mfd protein (also known 
as the transcriptional-repair coupling factor, or TRCF) displaces the stalled RNAP and recruits UvrAB to the damage site 
(TC-NER) [42]. How exactly UvrA and UvrB bind to the damaged DNA remains a challenging experimental problem that 
is discussed in detail in [41].

After this initial detection step, UvrB takes over and separates the two strands to verify the position of the lesion, simul-
taneously, leading to the release of UvrA. UvrB remains tightly associated with the DNA and acts as scaffold for UvrC, 
an enzyme with two nuclease domains. UvrC makes two cuts in the damaged strand, one eight nucleotides 5′ to the lesion 
and the other four to five nucleotides 3′ to the lesion. E. coli, Mycobacterium, Salmonella, and Clostridium (at least) have 
a relatively recently discovered alternative endonuclease called Cho [43], which is also SOS regulated. Cho differs from 
UvrC, in that it has a single nuclease domain and makes the 3′ incision four nucleotides further from the lesion than UvrC. 
The exact biological basis for this redundancy is not clear; however, it has been speculated that Cho may be required for 
especially large lesions that can’t be accommodated by UvrC [43]. After incision, UvrC is ejected by the helicase II UvrD 
and DNA polymerase I (Pol I). Together, UvrD and Pol I displace the damaged strand and Pol I synthesizes the replacement 
strand using the undamaged sequence as a template, leading to highly accurate repair. Finally, DNA ligase seals the nick at 
the end of the newly synthesized strand.

TABLE 4.2 Selected Lesions Recognized and Repaired by NER

Damaging Agent Lesion

4-Nitroquinolone oxide N2-deoxyguanosine adducts, and others

Aflatoxin-B1 Purine adducts, N7-guanine, formamidopyrimidine

Anthramycin N2-guanine

N-acetoxy-2-acetylaminofluorene (AAF),  
N-hydroxyaminofluorene (AF)

C8-guanine

N′-methyl-N-nitronitrosguanidine (MNNG) O6-methylguanine

Polycyclic aromatic hydrocarbons N2-guanine, benzo(a)pyrene diol epoxide, and 
others

Psoralin Monoadducts (8-methoxypsoralen, 8-MOP)

Cisplatin N7-guanine, interstrand crosslinks

Chemically induced DNA-protein/DNA-peptide linkages

Mitomycin C N7-guanine, O6-methylguanine, N2-guanine

Nitrogen mustard Alkylation

UV radiation Pyrimidine dimers (6-4) photoproducts

Adapted from Truglio JJ, Croteau DL, Van Houten B, Kisker C. Prokaryotic nucleotide excision repair: the UvrABC system. 
Chem Rev 2006;106:233–52.
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The NER pathways in bacteria and archaea are functionally similar; however, despite the ancient nature of archaea, 
some aspects of their NER pathways are more similar to eukaryotic versions than to bacterial versions and they may or 
may not have uvr homologs [40,44,45]. The presence of clear uvr homologs seems to coincide with lifestyle: mesophilic 
archaea tend to have uvr genes, while hyperthermophilic archaea (HA) do not. A universal feature, however, seems to be 
the presence of homologs of eukaryotic factors. In two mesophilic species, which have both eukaryotic-like proteins and 
uvr homologs, Methanobacterium thermoautotrophicum, and Halobacterium salinarum, experimental evidence suggests 
that they use mostly or entirely the prokaryotic NER proteins [46,47]. Beyond the DNA damage detection stage, most 
eukaryotic NER factors have additional nonrepair functions; thus, the conservation of these proteins in archaea may simply 
reflect other cellular functions [48]. The genomes of HA do not encode uvr homologs [40]; furthermore, deletion of any of 
their eukaryotic-like NER genes has little to no effect on UV resistance [40]. These observations force the question: How 
do archaea that thrive in such harsh environments cope with the absence of such a versatile DNA-repair pathway? One 
hypothesis proposed by Dennis Grogan is that HA do not attempt to remove lesions before DNA replication and, instead, 
rely on interactions between replication forks and lesions for repair [40]. Grogan suggests that upon the collision between 
the replication fork and a blocking lesion, a cut is made in the ssDNA liberated by the unimpeded helicase. This cut would 
result in the formation of a double-strand end that would be a substrate for end processing; degradation of the double-strand 
end would remove the lesion. Homologous recombination would then be used to restore the fork for continued replication. 
This model remains to be fully tested; however, if it is proven true, it would establish a novel paradigm for the repair of 
many types of lesions.

3.4  Correcting Mismatched Bases: Cleanup After DNA Replication

The primary function of MMR is to remove bases incorrectly inserted by DNA polymerase during DNA replication and its 
importance is emphasized by its cross-domain functional and homologous conservation (Table 4.1). In E. coli, MMR can 
improve the accuracy of DNA replication up to 400-fold [49]. The E. coli MMR pathway has been reconstituted in vitro 
with only three MMR-specific proteins: MutS, MutL, and MutH [50]. The initiating step of the MMR pathway is the rec-
ognition and binding of a mismatched base in the dsDNA helix by a MutS dimer. A MutL dimer subsequently binds to the 
MutS–DNA complex, thereby stabilizing it and activating the MutH restriction endonuclease. MutH then nicks the strand 
containing the incorrectly incorporated base. The errant strand is then removed via helicase (UvrD) and exonuclease activi-
ties (ExoI/ExoVII/RecJ) and a new strand is synthesized by DNA polymerase III using the undamaged strand as a template. 
Finally, the nick is sealed by DNA ligase.

An obvious challenge for MMR is to identify which DNA strand has the misincorporated base. Given that the bases 
themselves are not informative in this respect, E. coli meets this challenge by monitoring the methylation status of the two 
DNA strands (although there is ongoing discussion on the absolute necessity of this activity [51]). As the fork proceeds 
during DNA replication, the daughter strand is methylated at GATC sites by the DNA adenine methyltransferase Dam. 
During a transient period, the newly synthesized dsDNA is hemimethylated, that is, only one strand is methylated. Differ-
ent values for how long this hemimethylated state persists have been obtained using different experimental systems (see 
Refs [52–54] and [55] and references therein); however, it seems clear that hemimethylation can exist for just minutes after 
the replication fork passes and the period of hemimethylation limits the window of opportunity for MMR to discern the 
daughter strand. While GATC sites are overrepresented in the E. coli genome, one may not be in the direct proximity of the 
mismatched base. How the MMR complex can discern the strands in this situation continues to be discussed and debated 
[51,56,57]; however, a consensus seems to be that the reading of distant GATC sites may occur by two mechanisms: a cis-
model, in which MutS translocates along the DNA, or a trans-model, in which a loop forms between the sites. These details 
remain an open question and further work is required to fully understand this aspect of MMR.

In the preceding discussions, the E. coli repair pathways have generally been used as basic models; however, E. coli MMR 
may be the exception, rather than the rule. Homologs of MutS and MutL are widely distributed, but MutH seems to be rare in 
other bacteria and archaea. In bacteria that lack MutH, the MutH nuclease activity seems to be replaced by a nuclease activity in 
MutL [58]. In this way, the MMR of mutH-less bacteria are more reminiscent of eukaryotic MMR, where MutLα is required for 
the incision step. For detailed information on eukaryotic MMR and some comparisons with E. coli MMR, see Ref. [59].

Mesothermophilic archaea tend to have MMR pathways that mirror the canonical bacterial pathways [40,60], although 
they likely originated from horizontal gene transfer [61]. In contrast, the HA lack MutS and MutL homologs (the same 
group that lacks canonical uvr homologs); however, despite the lack of MutS and MutL, genome replication is accurate in 
these organisms [40]. This lack of increased mutagenesis suggests that the hyperthermophiles have some mechanism that 
accomplishes the same net outcome as MMR. Solutions to this problem have been hypothesized, but not experimentally 
validated [40]. One idea is that reconfiguration of progressing replication forks into “chicken foot” structures might expose 
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mismatched bases in the newly synthesized strands for removal by end-processing enzymes—in effect giving the replica-
tion fork a “do over” (analogous to the model proposed earlier to replace NER).

Clearly, more work remains in order to understand how HA ensure the stability of their genome sequences under the 
harsh environmental conditions in which they live. It is difficult to understand why these organisms, which thrive in con-
ditions that may pose the greatest threats to genome stability, lack some of the most universally conserved DNA-repair 
components (NER and MMR in particular), some of which have even evolved entirely independently in the three domains 
of life. Understanding the biological implications of this paradox may represent one of the greatest challenges in the DNA 
repair field and, while it is being addressed by only a relatively small number of groups, persistence may yield some of the 
most novel future breakthroughs in understanding the sources of genome stability.

A brief statement is necessary regarding the interaction between MMR and homologous recombination [62]. As both of 
these pathways function in tight association with the replication fork, they share both space and time. It is well established 
that MMR suppresses illegitimate recombination, especially highlighted by the observation that loss of MMR increases the 
frequency of interspecies DNA exchange between E. coli and Salmonella during conjugation [63,64]. Similar observations 
were also noted for transduction and transformation [65–67]. In this way, MMR can limit the impact of foreign DNA on 
genome stability, similar to restriction-modification systems (discussed in the following section). Despite the time since 
these observations, the molecular mechanisms underlying them were fully worked out in 2013 [68].

3.5  Recombination Repair: Dealing With Double-Strand Breaks

It is generally agreed that double-strand breaks (DSBs) in DNA represent the greatest threat to genome stability. Many 
exogenous and endogenous agents, including cosmic radiation and ionizing radiation; reactive oxygen species; replication 
fork malfunctions; and chemicals, can cause DSBs. In humans, defects in DSB repair can be potent precursors to cancer 
development. Because of the extreme importance of this pathway, it has been dissected in remarkable detail and reviewed 
extensively (for exhaustive reviews, see Refs [69,70]). This chapter presents a discussion focused on variations in the clas-
sical recombination pathways and highlights some interesting and important recent discoveries.

HR-dependent repair of DSBs can be distilled into discrete steps that are conserved from bacteria and archaea to eukary-
otes (although the players in each step vary):

 1.  End resection. The broken ends of the DNA must be prepared for the subsequent molecular transactions.
 2.  Strand invasion. A single-stranded stretch of DNA terminating in a 3′-OH is guided into the duplex of a homologous 

molecule. This process is mediated by recombinases, including RecA (E. coli), Rad51 (many eukaryotes), and RadA 
(archaea).

 3.  Branch migration. Strand invasion leads to a four-strand branched intermediate. This intermediate is remodeled to facili-
tate new DNA synthesis and other molecular processes.

 4.  Holliday junction resolution. This step leads to the restoration of two DNA duplexes via strand cutting.

One of the most puzzling and unresolved aspects of homologous recombination is how homologous loci are located 
and brought together before the strand invasion can occur, and in particular, how far apart can the homologous molecules 
be before the homology search fails. This problem has been addressed in a study in E. coli that also highlights the power 
of superresolution microscopy to understand events in single bacterial cells. Lesterlin et al. [71] demonstrated that DSB-
induced pairing of homologous sequences can occur even between distantly separated sister loci (already positioned for 
segregation into daughter cells). One interesting implication of this discovery is that HR-dependent repair of DSBs is not 
limited to the short period of time when two newly produced chromosomes are linked after DNA replication. A similar 
study in C. crescentus reinforced that this distant pairing ability is likely a general phenomenon on bacteria [72].

Resistance to radiation, which likely corresponds to an organism’s ability to manage the deleterious outcomes of expo-
sure, is not universal. The extremophilic bacteria D. radiodurans grows in environments with high levels of ionizing 
radiation (IR) supported by an exceptional DNA-repair faculty [73]. It was unclear for some time whether D. radiodurans 
possessed additional DNA-repair pathways, or whether it had more potent versions of known pathways. Michael Cox’s lab 
set out to further understand the molecular basis of its radiation resistance by examining several evolved lines of E. coli  
obtained by repeatedly subjecting cultures to selection by IR exposure [74]. Quite remarkably, they were able to recover  
E. coli lines with three to four orders of magnitude higher resistance to 3000 Gy (a high dose) than the parental strain, on par  
with D. radiodurans. While these strains carried multiple mutations, it was ultimately determined that the increased resis-
tance was conferred by mutations in only three genes: recA, dnaB, and yfjK [75]. The first two genes have well-understood 
functions in DNA repair demonstrating that extreme radiation resistance can arise via genetic innovations in existing path-
ways, and that additional protein machinery is not necessarily needed. Logically, increased DNA-repair activity would be 
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advantageous; however, this example shows that an organism may not realize its full potential in the absence of the proper 
selective pressures. In this case, E. coli has evolved a DNA-repair system that is just good enough to ensure the stability of 
its genome within its natural environments.

In most bacteria, mutations that completely abolish HR (eg, recA nulls in E. coli) are tolerated to varying degrees. Simi-
larly, HR seems to be dispensable in some archaea; however, HR is an essential function in hyperthermophiles, as radA 
deletions are lethal [40]. Furthermore, archaeal homologs responsible for other central steps in HR are also essential (ie, 
Mre11, Rad50, HerA, and NurA). As discussed earlier, hyperthermophiles lack a conserved NER pathway; therefore, they 
should accumulate more DNA lesions that could inhibit DNA replication, transcription, or other DNA-related processes. It 
has been hypothesized that these functions are replaced by novel HR-dependent pathways [40] and their necessity in this 
pathway may underlie their essentiality.

Nonhomologous end joining (NHEJ) is another pathway for DSB repair. This pathway is error prone as it mediates the 
direct attachment of two DNA double-strand ends independent of extensive homology; thus, it is a last-resort effort as it 
almost certainly leads to heritable loss of significant amounts of genetic information. This pathway is perhaps best studied 
in eukaryotic models, but some bacteria have simplified versions (reviewed in Refs [76,77]). Not due to a lack of effort,  
a pathway for NHEJ remained elusive in E. coli and it was generally accepted for many years that no pathway exists.  
A 2010 work, however, has demonstrated that E. coli strains do possess an end-joining mechanism, now called alternative end  
joining (A-EJ) [78]. This novel pathway, which does not share conserved factors with canonical NHEJ pathways, depends 
on bidirectional strand resection, frequent use of microhomology, and nontemplated DNA synthesis. Although conserved 
components of NHEJ were readily identified in archaea [79–81], a functional repair pathway was identified in 2013 in a 
mesophilic archaeon [82]. Certainly, further study of end-joining in bacteria and archaea will yield further insight, and 
perhaps some additional surprises, into this complex DNA-repair pathway.

4.  RESTRICTION-MODIFICATION SYSTEMS: PROTECTING THE GENOME FROM INVADERS

DNA damage at the atomic level can be catastrophic, potentially leading to mutations and loss of genetic information; 
however, genome stability is also threatened on a larger scale by various genetic parasites, including bacteriophage, plas-
mids, and other specialized genetic elements. In 1978, Werner Arber, Daniel Nathans, and Hamilton Smith won the Nobel 
Prize for Physiology or Medicine “for the discovery of restriction enzymes and their application to problems of molecular 
genetics.” The first observations of the phenotypic readouts of restriction-modification systems were quite early in the 
1950s when it was noticed that some E. coli strains were more resistant to bacteriophages (bacterial viruses) than others, 
leading to the use of the term “restriction” [83,84]. It was also noted that some bacteriophage escaped restriction and were 
able to infect their host. These modified strains could then be propagated on the original bacterial host, but the resistance 
was absent when the bacteriophages were transferred to new hosts. Thus, it was clear that the ability of bacteriophage to 
productively infect their host was controlled by a two-part process in which a pathway restricting infection competed with 
some type of modification that alleviated the restriction (Fig. 4.2).

Along with later work by Hamilton Smith, in which he purified the first restriction enzyme [85], these discoveries 
formed the foundation of our current understanding of restriction-modification systems: that cells can distinguish self and 
foreign DNA, and that the latter is destroyed. In this way, cells could protect their genomes from alteration due to the intro-
duction of nonself-DNA. We now know that restriction-modification systems are widespread in prokaryotes and they have 
been found in both Bacteria and Archaea. Wild isolates of E. coli K-12 express the EcoKI enzyme, encoded by the hsdRMS 
genes (missing in most laboratory strains), as well as three other systems encoded by the mcrA, mcrBC, and mrr genes (one 
or more of which exist in many laboratory strains). The first restriction enzyme purified by Smith came from Haemophilus 
influenzae and the extreme thermophilic archaeon Pyrococcus encodes a thermostable restriction-modification system [86].

The precise molecular components of restriction-modification systems are diverse and they have been divided into 
four major groups (I–IV) based on several properties: structure, energy requirement, and cleavage mechanism. In general, 
all restriction-modification systems function on the same basic molecular principle to distinguish self and foreign DNA. 
One enzyme encodes a methyltransferase that modifies self-DNA via the addition of methyl groups to specific sequences. 
Another complementary enzyme recognizes the same sequences and, when they are unmodified, cuts the DNA by hydro-
lyzing the phosphodiester backbones of both strands. Depending on the group, some restriction-modification systems 
include additional factors for more complex biochemical activities. The genetic loci that encode restriction-modification 
systems can be quite complex and often encode variable but coregulated genes [87]—some of which may include additional 
protective functions (eg, the E. coli anticodon nuclease, a defense against T4 phage infection [88]).

The stability of prokaryotic genomes is challenged by three processes that allow the intercellular transfer of genetic 
material: transformation, transduction, and conjugation. It is clear from sequence analysis of bacterial genomes that genetic 
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exchange by these mechanisms has been extensive [89]. Invasions by foreign DNA can induce genome instability via inter-
actions (ie, recombination) with the host chromosome. For example, upon infection, bacteriophages inject their genome 
into the host cell and, in many cases, the bacteriophage genome inserts into the host chromosome either at specific loci or 
nonspecifically. These insertions can represent powerful threats to genome integrity since they can disrupt coding or regu-
latory sequences, potentially disrupting genes or inducing potentially harmful gene expression changes (see Chapter X for 
further discussion).

Restriction-modification systems can protect cells from plasmids [90–92] and from DNA taken up by transformation 
(for an example, see Ref. [93]), but the best characterized example is the containment of incoming bacteriophage DNA. 
Upon entry into a host cell, bacteriophage DNA is, under normal conditions, unmethylated. At this junction, two outcomes 
are possible: the first option is that the DNA is rapidly cleaved by the restriction enzyme to prevent infection; the second 
option is that the DNA is methylated by the host methylase, preventing cleavage and supporting infection. As restriction 
enzymes tend to be more active than methylases, the balance is generally shifted in favor of protection. Support for the 
idea that restriction-modification systems protect host DNA against invading bacteriophage DNA is further provided by the 
presence of extensive countermeasures in bacteriophage to circumvent the protective functions [94].

DNA fragmentation by restriction enzymes can also stimulate recombination (eg, see Refs [95,96]), suggesting an 
alternative way that restriction-modification systems can influence genome stability. In this case, instead of limiting the 
effects of foreign genetic material on the genome, a restriction-modification system could support the incorporation of 
novel DNA via recombination [97]. McKane and Milkman [98] demonstrated that when chromosomal DNA from divergent 
E. coli strains was transduced in the laboratory strain K-12, the recombinational replacements were smaller (8–14 kb) than 
the fragment of DNA injected by the phage (about 100 kb) and that the foreign DNA was inserted in discrete units. These 
results suggested a model in which the incoming DNA was cleaved by the host restriction-modification system into smaller 
fragments that were subsequently integrated into the host genome via recombination. As restriction-modification-stimu-
lated recombination in E. coli seems to be primarily mediated by the RecBCD end-processing complex [96], it is likely that 
the incorporation of foreign DNA via this mechanism may be limited to exchanges between closely-related species. One 
idea is that RecBCD degrades the fragmented DNA until it reaches its control element Chi. Since Chi sequences are well 
conserved among bacteria, they may serve as substrates for recombination. Ongoing research has revealed even greater 
complexity in the bacterial response to invading DNA, most notable the CRISPR/Cas system. This pathway represents a 

Host 
DNA

Phage 
DNA

Phage

REase

RecBCD

Foreign bacterial
DNA

Methyl group Chi ( ) site Restriction site

MTase

Bacterial cell

FIGURE 4.2 Restriction-modification systems control the flux of foreign DNA. Red: Unmethylated bacteriophage DNA is recognized and cleaved 
by restriction endonuclease (REase). The host DNA is not cut because the restriction enzyme recognition sites are methylated by a sequence-specific DNA 
methyltransferase (MTase). After cleavage by the REase, the DNA is degraded by the RecBCD complex. Blue: A bacteriophage injects nonphage DNA 
derived from other bacteria (transduction). Unless the DNA donor has a compatible restriction-endonuclease system, the DNA is cleaved by the donor 
REase. The cleaved DNA becomes a substrate for RecBCD, which degrades the DNA until it reaches a Chi site, a sequence-specific attenuator. DNA 
transferred from closely related species may recombine due to sequence homology. Since Chi sites are somewhat conserved between different bacterial 
species, homologous recombination between Chi sites in the foreign DNA and the host DNA can lead to integration of the foreign DNA into the genome.
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primitive type of adaptive immunity and has led to rapid advancements in genome-editing capabilities in several model 
organisms.

These examples illustrate how restriction-modification systems could simultaneously protect the genome against for-
eign DNA and introduce genome instability by promoting the integration of foreign DNA. Since restriction-modification 
systems are present in most bacteria and archaea and the threats to genome stability from foreign parasitic DNA are ubiq-
uitous, it is likely that these may be universal functions.

5.  CONCLUSION

DNA has been successfully extracted from a number of ancient organic samples (in one study, as old as 13,000 years [99]) 
and, despite the lack of postmortem DNA-repair processes and exposure to harsh environmental conditions, some of this 
DNA has still been suitable for molecular analysis. That ancient DNA can be recovered and manipulated is a testament to its 
remarkable molecular stability. DNA in living cells is incomparably more stable than DNA in nonliving tissue, even though 
it is also constantly bombarded by both endogenous and exogenous insults. Since even small defects in DNA sequence 
can have profound deleterious effects, both on cellular function and preservation of species, natural selection has bestowed 
highly efficient DNA-repair pathways upon all known life forms. Within domains and across the three domains of life 
(bacteria, archaea, and Eukarya), a basic core of DNA-repair pathways exists. Remarkably, however, some functionally 
equivalent pathways appear to have evolved entirely independently. That organisms have converged on this common set 
of pathways affirms the concept that challenges to genome stability are universal. The examples discussed in this chapter 
specifically illustrate some variations on these common themes, suggesting that the evolution of DNA repair pathways in 
different species was influenced by specific challenges experienced in their environments. It is clear that there are excit-
ing opportunities for continued research in the fields of DNA repair and genome stability, even the most humble organ-
isms—bacteria and archaea. Their cells offer many riddles to solve and many possibilities for new, exciting, and beneficial 
discoveries.

GLOSSARY
Extremophilic bacteria Bacteria that thrive in unusually extreme environments.
Hyperthermophilic archaea Archaea that thrive in high-heat environments.
Mesothermophilic archaea Archaea that live in moderate temperatures.
Processivity The ability of an enzyme to catalyze sequential reactions without disassociating from its substrate.

LIST OF ABBREVIATIONS
1-meA 1-Methyladenine
3-meC 3-Methylcytosine
6-4 PP Pyrimidine (6-4) photoproduct
6-meG O6-methylguanine
A-EJ Alternative end joining
AGT Alkylguanine alkyl transferase
BER Base excision repair
CPD Cyclobutane pyrimidine dimer
DSB Double-strand break
FAD Flavin adenine dinucleotide
GG-NER Global-genome NER
HR Homologous recombination
IR Ionizing radiation
MMR (Methyl-directed) mismatch repair
NER Nucleotide excision repair
Pol I DNA polymerase I
Pol IV DNA polymerase IV
Pol V DNA polymerase V
RNAP RNA polymerase
TC-NER Transcription-coupled NER
TRCF Transcriptional-repair coupling factor
UNG/UDG Uracil-DNA-glycosylase
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1.  INTRODUCTION

DNA repair pathways in bacteria are extremely efficient, as the typical mutation rate in Escherichia coli cultured under 
normal conditions is about 2 × 10−10 mutations per base pair (bp) per generation [1]. Nevertheless, various forces can 
perturb the efficiency or accuracy of DNA repair leading to increased genome instability. This chapter discusses the 
causes and consequences of some of the best characterized genome instability pathways in bacteria, focusing mostly 
on E. coli and incorporating important findings from other models when possible. From a human health perspective, 
genome instability is often associated with negative outcomes, such as tumor formation and congenital birth defects; 
however, from the perspective of a bacterial cell, genome instability can have important positive outcomes, includ-
ing improved adaptation to host environments, nutrient utilization, and the generation of genetic diversity. Genome 
instability due to endogenous and exogenous DNA-damaging agents is not discussed here; for more information on 
this topic, see Chapter 17 and references therein.

2.  EFFECTS OF STRESS RESPONSES ON GENOME INSTABILITY

Whether or not prokaryotes possess programmed pathways to modulate mutation rates under stressful conditions remains 
a controversial topic [2–9]; nevertheless, it is certainly clear (and generally accepted) that several stress responses induce 
changes in cellular metabolism that can lead to increased genome instability, including the SOS response, the RpoS-
regulated general stress response, the stringent response to amino acid starvation, the heat and cold shock responses, and 
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the polyphosphate-mediated starvation response. While these responses are discussed separately here, attempts were made 
to make interconnections since it is clear that these distinctions are largely artificial constructions and that bacterial stress 
responses are actually an extremely complex, interconnected system that can fine-tune stress responses to a diverse array of 
different types of stress factors (Fig. 5.1).

In this way, bacteria can monitor threats to genome stability from a similar array of challenges and react accordingly by 
inducing coordinated and concerted responses to promote genome maintenance.

2.1  The SOS Response

Maintenance of the genome during exposure to DNA-damaging agents is critical for the preservation of species. 
Unlike higher organisms, bacteria lack sophisticated signaling cascades to regulate cell cycle progression in response 
to DNA damage; nevertheless, many species have evolved a tightly controlled pathway to minimize the deleterious 
effects of DNA damage known as the SOS response (reviewed in detail in Ref. [10]). While the specifics of the SOS 
response vary from organism to organism, a conserved feature is that the primary agonist is single-stranded DNA 
(ssDNA) coated with the RecA recombinase, a complex that is generally absent under normal conditions. That ssDNA 
plays this important role should not come as a surprise, as it is a byproduct of many types of DNA damage caused by 
exogenous sources and is an intermediate in several important DNA repair pathways. It can also be formed through 
defects in endogenous processes, including chromosome segregation, DNA replication and recombination, mainte-
nance of nucleotide pools, and as a byproduct of harmful metabolic intermediates. The SOS response can also be 
induced by exposure to environmental conditions that do not directly damage DNA. For example, when starved cells 
grow on glycerol as the primary carbon source, a cyclic-AMP-dependent pathway can lead to SOS induction [11]. 
Importantly, exposure to certain antibiotics can also lead to SOS induction via the DpiBA two-component signaling 
pathway (discussed later) [12] and the SOS response can be involved in the development of antibiotic resistance [13]. 
Furthermore, the activity of the primary regulator of the SOS response, the LexA repressor, is sensitive to changes in 
the environment. For example, it becomes unstable in alkaline conditions [14] and it is inactivated in ageing colonies 
[15] and as cells enter stationary phase [16].

The outcome of activation of the SOS response is a massive transcriptional reprogramming enriched in genes 
involved in DNA repair, chromosome maintenance, and cell division regulators. During the E. coli SOS response, 
these transcriptional changes include the induction of the genes encoding its two Y-family error-prone DNA poly-
merases: dinB, DNA polymerase IV (Pol IV) and umuDC, DNA polymerase V (Pol V) (reviewed in Ref. [17]). The 
mutagenic potential of these polymerases, particularly Pol IV, is a common feature in several of the pathways dis-
cussed in more detail later. The primary function of these polymerases is to insert nucleotides opposite bulky lesions 
in the DNA, an activity that requires relaxed DNA replication fidelity. Nucleotide incorporation by Pol IV and Pol V 
is largely error free at their cognate lesions; however, their replication of undamaged DNA can be mutagenic due to 
improper nucleotide discernment and a lack of proofreading. Mutagenesis by Pol IV and Pol V has been evaluated 
genetically using a lac reporter for mutagenesis in cells with constitutive SOS induction [18]. In this system, loss of 

Thermal stressDNA damage (SOS)

RpoS PpolyppppG(p)

Pol IV / Pol V GroE (HSP60)

Nutrient status and General stress

FIGURE 5.1 Interplay between bacteria stress responses that influence genome stability. Bacterial stress responses are not isolated in the cell. As 
cells respond to different stress stimuli, cross-talk between the pathways leads to tight integration of the input signals and allows the cells to cope with the 
stress as efficiently as possible via concerted response outputs.
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Pol IV reduced the frequency of base substitution mutations by 50–70% and loss of Pol V completely eliminated SOS 
mutagenesis. Together, these results suggest that while the SOS response functions to stabilize the genome, it can also 
have potentially mutagenic consequences via the induction of mutator genes.

While the mutagenic outcomes of the SOS-dependent induction of dinB and umuDC are mostly point mutations [19,20] 
(although Pol IV can also extend misaligned primers leading to insertions and deletions—see later), SOS induction can 
also promote higher order genome instability. Integrons are mobile genetic elements (MGEs) that can capture and rearrange 
open reading frames leading to the formation of novel transcriptional units (operons) controlled by an integron-encoded 
promoter (reviewed in Ref. [21]). The formation of these new sequences is mediated by an integron-encoded site-specific 
recombinase, IntI, and through their recombination activities, integrons can be important factors in promoting genome 
instability. Since the intI gene is a target of the SOS response [22], SOS induction can enhance integron activity. Because 
integrons can be easily transmitted between hosts via mobilization in transmissible elements, such as insertion sequences, 
transposons, or conjugative plasmids (see later), they can serve as important vectors for the dissemination of genetic infor-
mation, including antibiotic resistance genes [23]. The SOS response also influences genome stability via effects on other 
MGEs [24]. For example, SOS induction stimulates the activity of the Vibrio cholerae SXT integrative conjugative element 
(ICE), which can transfer and integrate into recipient genomes carrying with it resistance to several antibiotics [24]. Further 
discussion of SOS-independent cases of horizontal gene transfer (HGT) follows.

Genome instability leading to the development of antibiotic resistance has also been shown to be a possible consequence 
of SOS activation by antibiotics, both via DNA damage and independent of DNA damage. In some cases, increased SOS-
dependent mutagenesis may accelerate the development of antibiotic resistance [13]. Quinolone antibiotics target two type 
II topoisomerases that have central functions in DNA replication: DNA gyrase and topoisomerase IV [25]. Disruption of 
these enzymes by quinolones leads to DNA double-strand breaks (DSBs) that can induce the SOS response [26], thereby 
increasing the chance that mutations occur in these same genes that lead to antibiotic resistance. In one case, ciprofloxacin 
treatment promoted the formation of antibiotic-resistant strains of pathogenic E. coli via a pathway that required several 
DNA repair and SOS-regulated proteins: the RecA recombinase, the RecBCD end-processing machinery, and the SOS-
induced DNA polymerases II, IV, and V (genetically similar to Cairns–Foster mutagenesis, discussed later). Similarly, dele-
tion of the SOS-regulated DNA polymerase DnaE2 in Mycobacterium tuberculosis reduced the virulence of the pathogen 
and decreased the frequency of mutations conferring rifampicin resistance [27]. While the molecular basis of the reduc-
tion of virulence is not entirely clear, one hypothesis is that under normal conditions, the genome destabilizing activity of 
DnaE2 can promote the accumulation of mutations supporting adaptation to the host immune response and increase the 
frequency of mutations leading to antibiotic resistance.
β-lactam antibiotics bind to and inactivate penicillin-binding proteins, which are involved in cell wall biosynthesis; thus, 

these antibiotics are generally only effective in dividing cells. Defects in cell wall synthesis can induce the SOS-response 
via the two-component signaling system encoded by DpiBA [12]. The SOS-induced gene sulA (sfiA) blocks cell division 
conferring a temporary antibiotic resistance phenotype [12]. The simultaneous increase in the levels of Pol IV and Pol V 
can then increase the chance of mutations conferring antibiotic resistance. The plausibility of this scenario has been dem-
onstrated in a system in which Pol IV-dependent mutations are significantly increased after exposure to β-lactams [28].

2.2  The RpoS-Mediated General Stress Response

The general stress response, regulated by the alternative RNA polymerase sigma factor RpoS (σ38) in E. coli (reviewed in Ref. 
[29]), can also lead to genome destabilizing outcomes as cells experience nutrient deprivation or other stress. For example, 
induction of the RpoS regulon increases the expression of the error-prone DNA Pol IV independently from the SOS response 
[30,31]. Higher Pol IV levels play an important role in the development of mutations in the Cairns–Foster system (discussed 
later), in which mutations are detected in cells under nutritional deprivation. Entry into stationary phase also modulates the 
methyl-directed mismatch repair (MMR) pathway (see Chapter X). While MMR is active in stationary phase cells, the levels 
of two components of the pathway, MutS (the mismatch binding protein) and MutH (the initiating endonuclease), decrease 
via an RpoS-dependent pathway [32]. Overexpression of MMR proteins in stationary phase cells can suppress mutations [32], 
suggesting that the decline in MMR after starvation results in a decreased genome stability. While decreased MMR activity 
cannot cause mutations, it can support the preservation of errors made by other processes as mutations.

Finally, RpoS also influences larger scale genomic rearrangements. For example, under starvation conditions, RpoS is 
involved in the formation of gene amplifications in the Cairns–Foster system [32]. It is also required for genetic rearrange-
ments that can lead to araB–lacZ fusions that occur under carbon-limiting conditions [32]. While other examples exist in 
the literature, these exemplary cases clearly demonstrate that RpoS can be a potent regulator of genome stability, especially 
during starvation.
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2.3  The Stringent Response

During amino acid deprivation, E. coli cells induce a well-characterized adaptive mechanism called the stringent response, 
which is regulated by the alarmone (p)ppGpp, a multi-phosphorylated guanine derivative [33–35]. During the stringent 
response, transcription of genes involved in coping with the nutrient limitation is enhanced. Demonstrating the complex 
intermingling of various stress responses possible in bacteria, the levels of the RpoS sigma factor also increase during the 
stringent response [32]. In this way, the signals leading to (p)ppGpp production and the general stress response may be 
coordinated to promote cell survival. As a consequence, the genome maintenance functions of the general stress response 
may be recruited as part of the stringent response.

More direct connections between (p)ppGpp and genome maintenance have also been reported. In E. coli and Bacillus 
subtilis, (p)ppGpp can provide a link between DNA replication and nutrient availability [36]. In E. coli (p)ppGpp can block 
the initiation of DNA replication [37], and in B. subtilis it can inhibit replication progression [38].

2.4  Heat and Cold Shock Responses

As bacteria experience shifts in their environment, a central adaptive response is the utilization of alternative sigma 
factors [56]. As already discussed, the RpoS sigma factor is important for survival of starvation conditions. Two addi-
tional sigma factors, RpoH (σ32/H) and RpoE (σ24/E), regulate the heat shock response [39]. During exposure to high 
temperatures, the expression of GroE protein, a highly conserved HSP60 homolog is up-regulated, promoting protein 
folding and stability during temperature stress and, in some cases, during normal growth [41]. Interestingly, GroE is 
important for the maintenance of the normal levels of both SOS-induced DNA polymerases, Pol IV and Pol V [32]. 
Under conditions that reduce the levels of GroE, UV mutagenesis is similarly reduced [32]. This requirement for GroE 
in stabilizing error-prone polymerases suggests that the heat shock response has some function during heat stress to 
protect the genome against heat-associated insults. Alternatively, progeny cells may benefit from mutations that could 
arise as side effects from their activities, suggesting that genome fluidity under such conditions may be advantageous. 
A less-understood connection also exists between cold shock and genome maintenance. The E. coli small histone-like 
protein HU, which consists of two homologous subunits HUα and HUβ, exists in three dimeric forms: HUα2, HUβ2, and 
Huαβ [42]. The cellular composition of these three dimers varies under different stress conditions [43]. While HUα2 
and Huαβ seem to be most important under normal conditions, the expression of hupB, but not hupA, increases during 
shifts to cold temperatures [32], thus increasing the relative levels of HUβ2 and HUαβ. A shift to low temperature also 
robustly induces the expression of the transcription factor NusA [32]. Interestingly, both HUαβ and NusA are required 
for mutagenesis during starvation in the Cairns–Foster system [32]. Taken together, these observations suggest that both 
the heat and cold shock responses may modulate genome stability under specific conditions, although the exact biologi-
cal implications of these potential functions remain unclear.

2.5  Polyphosphate-Mediated Starvation Response

Inorganic polyphosphate (polyP) in E. coli is a polymer of orthophosphates that can be tens to hundreds of residues long 
and are synthesized by polyphosphate kinase (Ppk). While polyP appears to be an energy storage molecule in some organ-
isms, its abundance in E. coli seems to be too low to serve such a purpose [44]. Instead, it may function as a gauge for 
the nutritional status of the bacterial cells. When E. coli cells are starved for amino acids, nitrogen, or experience osmotic 
stress, polyP levels increase due to inhibition of exopolyphosphatase (Ppx), the polyP degradative enzyme and this inhibi-
tion depends on increased levels of (p)ppGpp (discussed earlier) [44]. PolyP levels also increase during nutritional down-
shifts [44] and upon entry into stationary phase and polyP is required for the expression of the rpoS gene during stationary 
phase [45]. In this capacity, polyP may act as an indirect regulator of the repertoire of genes co-regulated in the RpoS 
regulon and it could serve as rheostat to fine-tune the genome protective capacity of the general stress response under more 
specific stress conditions.

Quite remarkably, polyP levels also seem to regulate SOS-responsive genes independent of DNA damage [46]. 
Decreased levels of polyP due to overexpression of ppx cause a decrease in DNA damage resistance and block the 
induction of recA and umuDC (DNA Pol V)—typical functional markers for SOS activation—after exposure to DNA-
damaging agents [32]. Overexpression of ppk, which increases the concentration of polyP, induces the expression of 
recA independently of DNA damage or canonical SOS activation by ssDNA-RecA [32]. These observations suggest 
that the genome protective effects of the SOS response are also recruited in response to stresses unconnected with 
DNA damage.
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3.  GENOME INSTABILITY DUE TO STABLE MUTATOR GENOTYPES

Constitutive mutator bacteria have an increased spontaneous mutation rate caused by defects in genes encoding DNA 
repair factors or other components of other genome monitoring and protective pathways that leads to destabilization of 
the genome. Of the typical DNA repair pathways (see Chapter 4), the majority of strong mutator phenotypes are due to 
mutations in the MMR pathway. The MMR pathway is extremely important for maintaining genome stability in E. coli, 
as inactivation of the pathway by mutations in any of the central genes can increase mutation rates between 100- and 200-
fold [1]. This large increase in the spontaneous mutation rate in MMR-defective strains reflects the diversity in the types 
of damage recognized and repaired by this pathway, including incorrectly paired bases (especially due to misincorporation 
and proofreading failure during DNA replication) and small insertions and deletions. In a 2012 mutation accumulation 
experiment [1], an MMR-deficient E. coli strain had a 138-fold increase in the number of base-pair substitutions compared 
to the isogenic wild-type strain. The MMR-defective strain also had a 288-fold increase in the formation of insertions and 
deletions, typically ≤4 nucleotides.

An interesting, and sometimes underappreciated, function of the MMR pathway is to suppress improper recombination 
[47]. E. coli homologous recombination (HR)-mediated by RecA and the RecBCD complex requires perfect or near-perfect 
homology in the recombining DNA sequences; however, the level of homology required for productive recombination 
is relaxed in MMR-defective strains. For example, transduction between Salmonella enterica serovar Typhimurium and  
E. coli is limited by the recipient’s MMR system, which detects and disrupts the formation of heteroduplexes by recogniz-
ing sequence divergence [48]. As this example shows, the regulation of recombination by MMR may act as a barrier to HGT 
between closely related species, thus serving an additional role in preserving genome integrity.

Mutator phenotypes are not due exclusively to defects in the MMR pathway. A key ancillary factor to MMR is the DNA 
adenine methylase Dam [49]. This protein is required for the DNA methylation that facilitates strand discernment during MMR 
and has other important roles in DNA replication and gene regulation. Inactivation of dam or drg (dam-replacing genes) in Pas-
teurella multocida leads to robust mutator phenotypes [50]. Mutations in dnaQ, which encodes the proofreading (epsilon) subunit 
of the replicative DNA polymerase III, cause remarkable increases in mutation rate due to defective removal of misincorporated 
nucleotides during DNA replication. Mutations in genes encoding the GO system (mutM, mutY, and mutT), which repairs oxi-
dized guanines (8-oxodG), lead to medium to high mutator phenotypes (eg, see Ref. [51]). Other mutator genes encode proteins 
that prevent DNA damage via detoxification, rather than repair damages, such as oxyR [52] and sodA [53].

Mutator strains are estimated to make up to about 1% of the natural E. coli population, and mutator phenotypes occur 
in both commensal and pathogenic strains [54]. Constitutive mutators represent a powerful challenge for the medical field 
as they tend to be common in infectious diseases, such as cystic fibrosis (discussed here), urinary tract infections [55], and 
food-related diseases [56]. This section focuses on one of the best-characterized examples of the impact of mutator strains 
on clinical practice: Pseudomonas aeruginosa colonization of cystic fibrosis (CF) patients.

CF is caused by mutations in the gene encoding the CF transmembrane conductance regulator (CFTR) and is the most 
common autosomal-recessive genetic diseases in Caucasians [57]. The physical effects of CF lead to a strong predisposi-
tion for chronic respiratory infections (CRIs), which are the main cause of high morbidity and premature mortality in CF 
patients [58]. While infections with a range of bacteria can occur in CF patients, including Haemophilus influenzae and 
Staphylococcus aureus, P. aeruginosa infection is the most common [59]. Quite remarkably, an early study revealed that up 
to 20% of the isolates from 37% of the patients examined were chronically colonized by mutator strains of P. aeruginosa 
[60]. In contrast, patients presenting with acute infections did not show such enrichment for mutators [61]. These observa-
tions suggest that mutators were especially associated with CRIs. This concept was confirmed by a later study that showed 
that the proportion of mutator isolates increased from 0% to 65% after 20 years of chronic infection [62]. The genetic basis 
for these mutator phenotypes was, as might be expected, largely due to defects in the MMR pathway, as between 60% and 
90% of the mutator isolates had mutations in MMR genes, most commonly mutS [63–65].

One intensely studied consequence of CRI by mutator strains of P. aeruginosa is the development of antibiotic resistance. 
After many years of aggressive antibiotic treatment, antibiotic resistance is more common in P. aeruginosa strains isolated 
from chronically infected CF patients compared to isolates from acute infections [66]. Oliver et al. (2000) first character-
ized the prevalence of mutator strains among antibiotic-resistant P. aeruginosa strains isolated from CF patients. They 
demonstrated that mutator strains were more frequently resistant to eight commonly used therapeutics against P. aeruginosa 
infection: up to 40% of mutators were resistant compared to only 5% of nonmutators. This correlation between mutator 
phenotypes and antibiotic resistance were subsequently corroborated by follow-up studies [62,67]. In one particularly inter-
esting study, Ferroni et al. (2009) demonstrated that mutator strains acquired additional antibiotic resistance more rapidly 
than nonmutator strains. The role of mutator genotypes in promoting antibiotic resistance is not unique to P. aeruginosa, as 
similar relationships have been found in S. aureus and H. influenzae strains isolated from CF patients [68,69].
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A CF patient is normally colonized by a single strain of P. aeruginosa that persists through their lifetime [70]. The 
host respiratory tract represents a microenvironment in which different selective pressures can act on the strain leading 
to the divergence and fixation of phenotypic variants. In many cases, these novel phenotypes are due to loss-of-function 
mutations that contribute to host adaptation and support chronic infection. For example, mutations that attenuate virulence 
genes may shift the pathological outcomes of the infection away from acute damage and toward chronic effects that support 
persistence. The genetic underpinning of such adaptation has been temporally characterized using whole-genome sequenc-
ing [71]. Comparison of the genomes from early and late isolates revealed the accumulation of up to 68 mutations that, in 
many cases, resulted in the loss of function of virulence genes, representing a virulence adaptation that favored long-term 
colonization (as mentioned earlier). Not surprisingly, subsequent work demonstrated that this rapid genetic adaptation was 
driven by a mutator phenotype [63].

This example demonstrates that constitutively higher mutation rates and the corresponding increase in genome insta-
bility can be beneficial to an organism as it faces the challenges of its environment; however, such genomic fluidity can 
also have detrimental outcomes for the organism. For example, adapted strains of P. aeruginosa isolated from CF patients 
have reduced transmissibility [72]. Furthermore, while nonmutator strains can spread between CF patients, the spread of 
mutator strains has not been observed [65]. Finally, highly adapted mutator isolates have decreased fitness and virulence in 
secondary environments [73]. Thus, it is clear that, in fact, the genome instability induced by mutator genotypes results in a 
tug-of-war between potentially beneficial and detrimental outcomes, which are sorted out based on the selective pressures 
of the environment. While this consequence of genome instability is specifically demonstrated in this example, it likely 
represents a universal attribute of organisms with elevated mutation rates.

4.  GENOME INSTABILITY DUE TO HOMOLOGOUS AND ILLEGITIMATE  
RECOMBINATION

The genomes of bacteria carry sequences that are especially prone to participate in recombination transactions. Depending 
on the context, such recombination can lead to intrinsic genomic instability. This section focuses on just a few well-studied 
examples with important biological outcomes, especially for adaptation and virulence.

4.1  Microsatellite Instability

Microsatellites, or simple sequence repeats (SSRs), consist of repetitions of sequences less than 5 or 6 bps. In bacteria, these 
sequences are unstable and can expand and contract and have higher spontaneous mutation rates and can thus be potent drivers 
of adaptation [74]. While the causes of this instability are varied, illegitimate recombination due to strand slippage is a driving 
factor. Depending on the location in the genome, expansion and contraction of microsatellites can have varying phenotypic 
outcomes. Contingency loci in bacteria are unstable genetic sequences that can lead to heritable genotypic switching [75]. In 
some cases, this genetic instability is due to the presence of microsatellite DNA, whose length can vary leading to changes in 
gene expression and sometimes phase variation. Phase variation is a programmed alteration of the genome that leads to heri-
table and reversible phenotypic outcomes at frequencies higher than the background spontaneous mutation rate [76]. These 
phenotypic changes are often important for adaptation to specific niches, including colonization of hosts by pathogens, and 
survival in new environments. Fimbrial expression in the opportunistic pathogen H. influenzae presents one of the best-charac-
terized examples of microsatellite-mediated phase variations (Fig. 5.2A) [77]. Haemophilus influenzae cells exhibit different 
levels of fimbriae expression depending on their biological niche: nasopharyngeal isolates tend to be fimbriated, while isolates 
from systemic infections are not. Fimbrial phase transitions depend on the differential regulation of the hifA and hifB genes, 
which encode the fimbrial structural protein and chaperone, respectively. This switch in transcriptional activity depends on the 
number of dinucleotide TA repeats between the −10 and −35 sigma factor recognition sequences in the overlapping promoters 
of hifA and hifB. Expansions and contractions in the number of TA repeats due to slipped strand mispairing determine whether 
the spacing of the −10 and −35 sequences in each gene’s promoter are optimal for binding by RNA polymerase.

4.2  Gene Conversion

Gene conversion occurs when two related but divergent sequences exist in the same cell and can be substrates for recom-
bination [78]. The outcome of gene conversion is a unidirectional transfer of genetic sequence information from a donor 
sequence into a highly similar recipient sequence. One of the most studied outcomes of gene conversion in bacteria is the 
type IV pilus antigenic variation in Neisseria gonorrhoeae [79]. Antigenic variation leads to phenotypic heterogeneity 
within a genetically clonal bacterial population, as different cells can express one of a several possible antigenic forms 
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of a protein. In N. gonorrheae, the antigenic pilus variants are due to the differences in the structure of the pilin protein. 
Each pilin variant shares a conserved N-terminal region but they differ in the C terminus. The conserved part of pilin is 
encoded by the pilE locus and the variable segment of the protein is encoded by up to six different nontranscribed or weakly 
transcribed pilS loci [80,81]. The expression of a full length, functional pilin protein requires a gene conversion event in 
which one of the silent pilS loci is transferred to the pilE locus via a recombination reaction mediated by RecA and RecOR.  
While the pilE locus is genetically unstable, the gene conversion event has no effect on the pilS loci. The biological 
forces driving pilin antigenic variation in N. gonorrhoeae are not fully understood; however, iron levels may influence the  
frequency of antigenic variation and it may be important during transfer into new hosts [82].

4.3  Site-Specific Inversion Systems

A common feature in bacterial genomes are site-specific inversion systems [83–85]. These genetic features range in size 
from about 100 bps to 35 kilobase pairs (kbps) and are flanked by two terminal inverted repeats. At a frequency of between 
10−3 and 10−5 per cell per generation, these repeats are recognized by an invertase (a specialized recombinase), encoded 
either in the fragment that is inverted, or elsewhere in the genome, and undergo an inversion event. In general, the inversions 
result in an on-off toggle and can have a variety of biological consequences, especially in regulating the production of pro-
teins that form structures on the surfaces of cells (eg, flagella and pili). Site-specific inversion at the fim locus is the under-
lying mechanism for fimbrial phase variation in E. coli [86–88], which can be an important determinant of virulence in 
uropathogenic E. coli strains (Fig. 5.2B) [89–93]. In this system, the fimA gene, which encodes the fimbrial structural pro-
tein, is under the control of a σ70 promoter that lies on the inverting fragment. The FimE and FimB invertases can mediate 
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76 SECTION | II Genome Instability in Bacteria and Archaea

the inversion of this fragment, placing the promoter in either the on or the off position, depending on the orientation. This 
inversion system depends on several E. coli small histone-like proteins, such as H-NS and IHF [94,95] and can be influ-
enced by environmental conditions, including changes in nutrient availability [96] and exposure to human urine [97]. The 
stress factor (p)ppGpp also influences the frequency of inversion [98], demonstrating yet another interaction between stress 
signaling and genome instability. Site-specific inversion represents an example in which the bacterial cell has exploited 
genomic instability to integrate information from complex environmental signals to finely regulate gene expression.

4.4  Error-Prone Double-Strand Break Repair

In most normal circumstances, the repair of DNA DSBs is considered an error-free repair process, since an undamaged 
homologous molecule is used as a template for the repair; however, a collection of work has revealed that under stressful 
conditions bacteria can switch from a high-fidelity DSB repair pathway to a lower fidelity pathway. This switch to low-
fidelity repair has been most extensively worked out in the Cairns–Foster adaptive mutation Lac reversion assay [99,100]. 
This system was mostly used in E. coli, but it was also adapted for use in S. enterica, and while the features are generally 
similar in both species, certain divergent features have been reported [9]. This discussion focuses on the E. coli model, as 
it has been more extensively analyzed.

In the Cairns–Foster system, a Lac− E. coli strain carrying a +1 bp frameshift in a lac allele on an F′ conjugative plasmid 
is grown in minimal medium with glycerol (or another nonlactose carbon source) to stationary phase. During this growth 
period, typical Luria-Delbrück spontaneous, selection-independent mutations occur. These stationary phase cells are then 
plated on minimal medium containing lactose as the sole carbon source so that only cells that revert to Lac+ can form colo-
nies. Over the course of several days, Lac+ colonies form continuously with more or less linear kinetics. Extensive analysis 
of the genetic requirements for this reversion under selection has revealed that several stress responses are required: the 
RpoS general stress response, the SOS response, and the RpoE envelope stress response (reviewed in Ref. [32]). During 
the first 5 days of incubation, most colonies have a compensatory −1 bp frameshift in a homopolymeric sequence of gua-
nine residues [32]. In subsequent days, colonies containing amplifications of the lac allele become the predominant type 
[32]. While the point mutations and the amplifications happen independently [32], it is clear that both are stimulated by 
stress since the RpoS response is required in both cases. Analysis of the molecular requirements for the point mutations 
has revealed that proteins involved in DSB repair via HR are central to the process [32]. While dissenting opinions do exist 
[9], it is generally accepted that the stress-induced point mutations are due to an RpoS-mediated switch from high-fidelity 
HR-dependent DSB repair to a low-fidelity mode of HR-dependent DSB repair at a persistently generated DSB [101,102]. 
When cells are growing normally without stress, DSB repair by HR is a multistep process that ends with the synthesis of 
homologous DNA by the high-fidelity replicative DNA polymerase III (Pol III) (see Chapter X for a review of this path-
way). During starvation, and upon activation of the RpoS response, it is thought that the SOS and RpoS-regulated error-
prone DNA Pol IV (see the preceding paragraphs) replaces Pol III leading to a switch to mutagenic DSB repair [30,32]. Via 
its ability to extend misaligned primers, DNA synthesis by Pol IV is the main source of the −1 frameshifts in the mutant lac 
allele. It is important to bear in mind that while certain models for the formation of these point mutations require the lac 
allele to be carried on the F′ plasmid and invoke selection as the driving force (rather than a stress-induced increase in the 
mutation rate) [9], ongoing research has largely ruled out that the F′ plasmid is an essential component of stress-induced 
mutations. It is now clear that Cairns–Foster mutagenesis can also occur in starved cells with no plasmid and in vastly 
different, lac-independent experimental systems (eg, a tetracycline resistance reversion assay) [101,102]; thus, it is likely 
that this mutational pathway is not a phenomenon specific to the original Lac reversion system, and that it likely has broad 
implications for genome stability under stressful conditions.

Since its discovery, research on Cairns–Foster mutagenesis has largely focused on unraveling the complex basic 
genetic requirements of the pathway in E. coli and S. enterica, without much emphasis on the implications of the 
pathway. Interestingly, some findings hint that Cairns–Foster mutagenesis may have important clinical consequences. 
As discussed earlier, exposure to ciprofloxacin causes resistance to the drug via a mutagenic pathway that shares most 
genetic requirements with the low-fidelity DSB repair underlying Cairns–Foster mutagenesis [13]. In another example, 
exposure of pathogenic Salmonella to bile can lead to accumulation of mutations that confer bile resistance [103]. Quite 
remarkably, this mutagenic pathway also requires DSB repair proteins, Pol IV, and SOS proteins. These examples sug-
gest that stress-induced Cairns–Foster mutagenesis may have important implications in understanding the evolutionary 
forces driving the development of antibiotic resistance and may provide new targets for drugs to slow the formation 
of novel antibiotic-resistant pathogenic strains. As our ability to dissect complex molecular mechanisms continues to 
improve, it is critical that we are willing to sever ties to or to refine classical models to avoid missing such potentially 
important biological processes.
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5.  GENOME INSTABILITY DUE TO SPECIALIZED GENETIC ELEMENTS

Despite the relative simplicity of bacteria, their genomes are extraordinarily complex and consist of a number of functional 
elements in addition to the core coding genes and their respective basic regulatory sequences. Many of these ancillary 
elements have properties that allow them to move around in the genome and these special sequences are called mobile 
elements. In many cases, the movement of mobile elements within the genome can have mutagenic outcomes and, thus, 
they represent an important threat to genome stability. Mobile elements are very diverse and, for the sake of brevity, only 
four types of intrinsic elements are considered here: insertion sequences, transposons, integrons (discussed with the SOS 
response earlier), and miniature inverted-repeat transposable elements (MITEs) (Fig. 5.3).

The current discussion focuses on intrinsic genome instability caused by mobile elements. Genome alterations via trans-
missible mobile elements between cells are discussed in the following section.

5.1  Insertion Sequences

Insertion sequences are small (<2.5 kb) DNA segments delimited by short terminal inverted repeats that contain one 
(or sometimes two) open reading frames that encode proteins specifically required for the mobility of the insertion 
sequence, that is, a transposase [104]. Insertion sequences can represent a severe threat to genome instability as their 
insertion always changes the bacterial chromosome; however, excision can either restore the original sequence of a 
chromosome, or generate a mutation. Insertion results in the introduction of foreign DNA sequence (the transposase 
gene) and often the molecular exchanges leading to insertion result in the formation of direct repeats. Insertion can 
interrupt a gene or can alter genetic regulatory sequences leading to changes in gene expression or even inactiva-
tion of genes. Improper excision of insertion sequences can either leave some insertion sequences behind, resulting 
in an insertion, or remove some host DNA, resulting in a deletion. Recombination between insertion sequences and 
homologous DNA in the host can also lead to genomic rearrangements. Despite their small size and relative simplicity, 
the biology of insertion sequences is complex.

The genomic instability resulting from insertion and excision of insertion sequences can have important con-
sequences for bacterial cells, including some pathogens. One biological outcome of insertion sequence mobility is 
phase variation (introduced earlier). Insertion of IS492 in the eps locus of Pseudoalteromonas atlantica, a pathogen 
of crabs, prevents expression of extracellular proteins involved in biofilm formation [105,106]. Precise excision, 
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mediated by the transposase MooV, produces a circular insertion sequence-derived molecule and allows expression 
of the eps locus [107,108]. In this case, genomic instability introduced by the insertion sequence offers the bacterial 
cells phenotypic variability to adjust to different environmental conditions.

5.2  Transposons (Nonconjugative)

Transposons are similar to insertion sequences except that they encode additional factors independent of their mobility 
functions, including genes for antibiotic resistance, virulence, and fitness (eg, heavy metal resistance and enhanced meta-
bolic capabilities). As a consequence, transposons tend to be much larger, ranging in size from 2.5 to 60 kb, and are flanked 
by terminal repeats. For the most part, the genomic instability induced by transposons is similar to that caused by insertion 
sequences, that is, gene disruption or deregulation and larger scale genome alterations, such as deletions, duplications, 
and inversions within one cell. These alterations depend on the mobilization of transposons; thus, the root of transposon-
induced genome instability is how the transposon activity is regulated. Any stimulus that induces transposon activity, even 
if it does not cause DNA damage itself, can induce genome instability secondarily in cells that carry certain transposons. 
Such stimuli are diverse and range from intrinsically regulated factors, to regulation by host elements [109–111].

Because transposons can carry large amount of genetic information, their movement can have remarkable biological 
consequences. Two well-known complex transposons from E. coli are particularly well-known vectors for antibiotic resis-
tance: Tn10 [112–114] encodes tetracycline resistance and Tn5 [115,116] encodes resistance to kanamycin, bleomycin, and 
streptomycin. These transposons are more complex as they are flanked by insertion sequences (IS10 and IS50, respectively) 
and can integrate into chromosomes from divergent bacterial species. Some even more complex transposon-like sequences, 
often called ICEs, encode conjugation functions and are discussed in the following section.

5.3  Miniature Inverted-Repeat Transposable Elements

MITEs are short AT-rich sequences (<0.5 kb) that contain terminal inverted-repeat sequences and, in many cases, lie within 
a stretch of target site duplications [104]. Some of the first MITEs were the Correia elements of N. gonorrhoeae and Neisse-
ria meningitides [117,118] and they are widespread in eukaryotic genomes, but in 2011 only, their distribution in bacterial 
genomes was fully appreciated. Depending on the model system, MITEs are also known by alternative terms, including RU 
elements (enterobacteria) and RUP, BOX, or SPRITE elements (Streptococcus) (for details, see Ref. [119]). While similar 
to transposons, a distinctive feature of MITEs is that they do not encode a transposase; however, they can commandeer 
transposases from other mobile elements for mobilization [120,121].

MITEs can induce several types of genome instability, including the introduction of genetic material, gene inactiva-
tion, changes in gene regulation, or even deletions and chromosomal rearrangements [120]. Studies on Correia elements 
have provided some particularly clear and interesting outcomes of their activity. Correia insertion points are hotspots for 
recombination and rearrangement [122,123] and they can alter the stability of the mRNA from neighboring genes [124,125] 
or act as transcriptional terminators [126]. Quite remarkably, Correia elements also have a −35 sequence compatible with 
the vegetative σ70 RNA polymerase appropriately positioned with a TATA sequence [127]; thus, they can form ectopic 
promoters at their insertion sites. In fact, Correia elements have been shown to control the transcription of several genes in 
Neisseria species. As work continues on bacterial MITEs, more consequences of their genome destabilizing properties are 
sure to emerge.

6.  GENOME INSTABILITY DUE TO GENETIC EXCHANGE

Bacterial genomes have a remarkable ability to accommodate foreign DNA, either from related strains or even highly 
divergent species, which can confer a selective advantage to the organism. This process of sharing of relatively large pieces 
of genetic information is called HGT and it is mediated by MGEs. HGT commonly occurs by three mechanisms: transduc-
tion, conjugation, and transformation. As discussed earlier, the nature of MGEs is diverse and they differ in their specific 
molecular properties [109]. Common MGEs that are subject to transmission include plasmids, bacteriophages, pathoge-
nicity islands (PAIs), insertion sequences and transposons (discussed earlier), and the broad class of ICEs, which includes 
some conjugative transposons. While bacteria have mechanisms to protect their genomes against invasion and modifica-
tion by MGEs, the potential advantages of acquiring foreign DNA has certainly led to the evolution of some flexibility in 
these systems to take advantage of the potential benefits of the genome destabilizing effects of HGT. Diverse species of 
bacteria share a core set of mechanisms for the dissemination and sharing of genetic information: transduction, conjuga-
tion, and transformation. Through these different processes, DNA can be directly shared between donor and recipient cells 
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(conjugation) or can be transmitted via cell-independent mechanisms (transduction and transformation). The outcome of 
each process for the recipient cells is a genomic expansion via the acquisition of often nonessential genetic material.

6.1  Transduction

Transduction is a process mediated by bacterial viruses called bacteriophages (or phages) in which they transfer DNA by an 
infectious process. Transduction comes in two basic flavors: generalized transduction and specialized transduction. While 
the precise processes of generalized and specialized transduction differ, the end outcome is the same: host DNA is inadver-
tently packaged into phage particles. Upon subsequent rounds of infection, this DNA is then injected into the recipient cell 
leading not to a productive infection, but to the exchange of nonphage genetic material. Phage can carry virulence factors 
as part of their core genomes that can be expressed under specific conditions, such as the transition from a lysogenic phase, 
when they are integrated into the host chromosome, to the lytic stage, when they actively replicate for reinfection [128]. 
HGT by phages can lead to the conversion of a nonvirulent bacterial strain into a virulent strain when phage-borne genes are 
delivered into potential proto-pathogens. The potential complexity of phage-mediated virulence acquisition is exemplified 
by the relationship between V. cholerae and its phage CTXϕ (Fig. 5.4) [129].

The primary virulence factors of V. cholerae are encoded by the cholera toxin genes that are carried in the genome of 
the CTXϕ filamentous phage; thus, V. cholerae virulence depends on the delivery of these genes into bacterial cells via 
phage infection. Phages target their hosts via specific interactions with receptor proteins on the exterior of the bacteria and 
the receptor for CTXϕ is the intestinal colonization factor TcpA. Quite remarkably, TcpA is encoded in the VP1 PAI that 
is, in fact, encoded by a lysogenic phage (VPIϕ). Thus, acquisition of the cholera toxin genes by V. cholerae requires prior 
lysogenization of the bacterial cells by the VP1-encoding phage. Other examples of phage-mediated transfer of virulence 
factors can be found, among others, in S. enterica, E. coli, and Streptococcus pyogenes.

6.2  Conjugation

Conjugation, often called bacterial mating, generally requires direct contact between the donor and recipient cells and, in many 
cases, depends on the formation of specialized mating structures for the transfer of DNA—the sex pilus in Gram-negative bac-
teria, and an adhesion-mediated cell–cell attachment mechanism along with construction of a transfer apparatus in Gram-pos-
itive bacteria [130]. Conjugation is normally associated with the transfer of plasmids, generally circular, extra-chromosomal 
DNA molecules that self-replicate and are partitioned to daughter cells during cell division. Some plasmids, typified by the E. 
coli F plasmid, encode the complex molecular machinery required for conjugation, while others can transfer via piggy-backing 
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FIGURE 5.4 Virulence acquisition of Vibrio cholerae via phage infection. Virulence in V. cholerae is conferred by the secreted cholera toxin pro-
tein, encoded by the phage CTXϕ. Infection by CTXϕ requires previous infection and lysogeny by the VPIϕ phage and occurs via a sequential process.  
(A) VPIϕ injects its genome into the host cell. (B) The phage DNA integrates into the host genome leading to the stable expression of the TcpA protein 
from the tcp gene cluster (C), which forms the type IV pilus on the cell surface (D). The type IV pilus acts as the receptor for CTXϕ, which binds (E) and 
injects its genome into the host cell (F). The CTXϕ is integrated into the host genome (G) where it expresses the cholera toxin encoded by the ctxA and 
ctxB genes (H). Finally, the CtxAB dimer is secreted leading to the virulent effects on the host (I).
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with other conjugative plasmids. In some cases, plasmids can integrate into the host genome resulting in stable heritability and 
providing an additional mechanism for the transmission of host DNA during conjugation (exemplified by the Hfr lifestyle of 
the F plasmid). Plasmids can encode a range of nonessential factors that can confer phenotypic variation including changes in 
virulence, antibiotic resistance, and adaptability to different niches. Conjugative plasmids that carry antibiotic resistance genes 
are an important agent of antibiotic resistance dissemination in clinical settings. This phenomenon is well illustrated by the 
RP1 plasmid, first identified in a clinical isolate of P. aeruginosa [131]. Quite remarkably, RP1 appears to be transmissible to 
most, if not all, Gram-negative bacteria and is a potent disseminator of antibiotic resistance, as it encodes resistance to carbeni-
cillin (ampicillin), neomycin, kanamycin, cephaloridine, and tetracycline [132].

In contrast to plasmids, which can self-replicate, ICEs, including certain complex transposons, can also be transmitted 
by conjugation. These elements integrate into host chromosomes for replication, but then excise and transfer themselves 
from one cell to another. Insertion and excision of ICEs can cause similar chromosomal changes as insertion sequence ele-
ments (discussed earlier). The conjugative transposon Tn5397, originally identified in Clostridium difficile [133], confers 
tetracycline resistance and can transfer between C. difficile (where it has a strong insertion site preference) and B. subtilis 
(where its integration sites appear to be nonspecific) [134,135]. Tn5397 has also been found in Enterococcus faecalis [136] 
and oral Streptococcus [137], suggesting that this ICE likely transfers in natural environments and could mediate horizontal 
transfer of antibiotic resistance.

6.3  Transformation

Transformation is a process by which naturally competent bacteria take up naked DNA from the surrounding environment 
[138]. The foreign DNA then typically integrates into the host chromosome either by HR, or via nonHR encoded by the 
foreign DNA. While the ability to take up DNA by transformation varies between different bacterial species (competence), 
transformation is a potent mechanism for the transfer of DNA between vastly divergent species. In some cases, transfor-
mation is mediated by specific recognition sequences (eg, H. influenzae and N. gonorrhoeae), but it can also be sequence 
independent (eg, B. subtilis and Streptococcus pneumoniae).

Natural transformation was first discovered by Frederick Griffith when he studied how S. pneumoniae could switch 
between virulent and nonvirulent strains [139]. This transformation occurred when a capsule-free nonvirulent strain took up 
free DNA from a heat-killed virulent strain that encoded a protective capsule. A more common function for transformation 
in virulence dissemination comes from the oral pathogen Porphyromonas gingivalis [140]. When the bacteria form biofilms 
on the teeth and gums, free DNA can be transferred between virulent and nonvirulent cells.

7.  CONCLUSION

Bacteria live in complex environments that require rapid responses to changing conditions, as well as continued adapta-
tion to new niches and hosts. Genome damage and resulting instability due to exposure to DNA-damaging agents, such as 
chemical mutagens and endogenous metabolic byproducts (eg, reactive oxygen species), is generally considered a threat to 
bacteria survival; however, the examples discussed here present a different side of genome instability. Bacteria have har-
nessed genome instability as an important element in regulating their dynamic lifestyle, by controlling gene expression in 
response to various stresses and stimuli. Furthermore, genome instability is an important part of the generation of genetic 
diversity, especially via HGT, and represents an important component of bacterial adaptation and evolution. These exam-
ples have further demonstrated the importance of genome instability in pathogenic organisms and highlighted the potential 
impacts on human health. Ongoing research is sure to reveal new facets of these systems, expand our basic knowledge of 
emerging systems (eg, bacterial MITEs) and long-studied models (eg, stress-induced mutagenesis). Almost certainly new 
examples of bacterial genome instability will surface as science delves deeper and deeper into the often-underappreciated 
complexities of bacterial genomes.

GLOSSARY
Contingency loci Simple sequence repeats often located within genes or regulatory regions that are involved in the production of surface proteins. 

In many cases, contingency loci facilitate responses to environmental cues through genetic rearrangements.
Integrons Mobile genetic elements that capture gene cassettes via recombination.
Phase variation Changes in protein expression, often via on–off systems controlled by genetic rearrangement. They are often involved in 

responding to rapidly changing environments.
SOS response A bacterial response, first characterized in E. coli, to DNA damage. Functionally, it is somewhat analogous to a eukaryotic cell cycle 

checkpoint.
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LIST OF ABBREVIATIONS
bp Base pair
CF Cystic fibrosis
CRI Chronic respiratory infection
DSB Double-strand break
HGT Horizontal gene transfer
ICE Integrative conjugative element
kb Kilobase
MGE Mobile genetic element
MITE Miniature inverted-repeat transposable elements
MMR Methyl-directed mismatch repair
PAI Pathogenicity island
Pol III DNA polymerase III
Pol IV DNA polymerase IV
Pol V DNA polymerase V
polyP Inorganic polyphosphate
Ppk Polyphosphate kinase
Ppx Exopolyphosphatase
ssDNA single-stranded DNA
SSR Simple sequence repeat
σ24/E RpoE sigma factor
σ32/H RpoH sigma factor
σ38 RpoS sigma factor
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1.  INTRODUCTION

All living forms from archaea and bacteria domains have various highly ingenious systems to defend themselves from 
foreign genetic material, which can invade them in the form of a virus particle (bacteriophage) or plasmid DNA. There 
is an antagonistic coevolution between bacteriophage and host cell that promotes rapid evolution of the diverse types of 
prokaryotic defense systems. It can be described as a combination of an arms race of defense and counter-defense between 
a host and an invader, and fluctuating selection on their rare genotypes [1]. To date, there are few known defensive strate-
gies in archaea and bacteria (reviewed in Ref. [2]) that can be referred to as the multilayer prokaryotic immune system: the 
restriction-modification system (RMS), the adsorption inhibition, abortive infection, blocking DNA injection, and clustered 
regularly interspaced short palindromic repeats (CRISPRs) [3]. The initial discovery of a CRISPR structure was made 
accidentally in Escherichia coli by Ishino and colleagues in 1987 [4], but the acronym CRISPR was born in 2002 after 
Jansen and colleagues observed similar structures in archaeal and bacterial genomes [3]. Since 2002, our understanding of 
this defense system as an adaptive and heritable archaeal/bacterial immunity has made a major step forward. The highly 
diverse CRISPRs defense system has been found in half of the bacterial and almost all the archaeal genomes sequenced to 
date [5]. It is comprised of the CRISPRs and the CRISPR-associated (cas) genes (CRISPR/Cas system) that protect cells 
against selfish invading DNA [3].

In this chapter, I review the history of the discovery, organization in different species, and the mode of work of CRISPR, 
and its significance for bacterial immunity against foreign genetic material. I focus on the findings that have been made 
since 2000, and speculate on future perspectives of this fascinating discovery and the CRISPRs-based genome-editing 
technology.

2.  HISTORY OF THE CRISPR/CAS DISCOVERY

The study of phage biology has a long history: bacteriophages were discovered in 1917 by the French-Canadian micro-
biologist Félix d’Hérelle, working at the Pasteur Institute in Paris. Since then there have been many exciting findings 
in that field, and it may look weird that the CRISPR/Cas immune system was not discovered before 2002. However, 
there are two good reasons for that: the tight regulation of the CRISPR/Cas systems in model organisms that hid it from 
researches, and the absence of high throughput genomic tools (such as cheap and reliable sequencing methods). Indeed, 
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since the development of the next-generation sequencing methods, CRISPR/Cas research has been flourishing, resulting 
in the discovery of this highly diverse defense system in many organisms and rapid gain of knowledge about the CRISPR/
Cas molecular mechanisms.

In 1987, Ishino et al. [4] were studying the iap gene, responsible for alkaline phosphatase isozyme conversion in  
E. coli. Analysis of the E. coli chromosomal DNA fragment containing the iap gene revealed an unusual structure in its 3′-end  
flanking region: it contains “five highly homologous sequences of 29 nucleotides that were arranged as direct repeats with 
32 nucleotides as spacing.” At that time, due to the lack of available genome sequences, no sequence homologs have been 
found elsewhere in prokaryotes.

During the next 15 years, similarly organized direct repeats were found in nine archaeal genomes (eg, Haloferax. volca-
nii, Methanocaldococcus jannaschii, Methanocaldococcus thermoautotrophicum), 10 bacterial genomes (eg, Thermotoga 
maritima, Aquifex aeolicus, Yersinia pestis), and in one mitochondrial genome (Vicia faba) [6]. Based on the available data, 
Mojica et al. proposed new family of repeated short elements that are organized in clusters and named them short regularly 
spaced repeats (SRSRs), but their function remained unknown [6].

In 2002, Jansen et al. performed in silico analysis of a novel family of repetitive DNA sequences (SRSRs) and found that 
they are present in more than 40 archaeal and bacterial genomes, but absent from eukaryotes or viruses [3]. They also found 
that these loci were flanked on one side by a common leader sequence of 300–500 bp, and identified four genes that were 
invariably located adjacent to the repetitive locus, which might be an indication of their functional relationship. In order 
to avoid confusing nomenclature, Mojica et al. and Jansen et al. have agreed to use the acronym CRISPR, which reflects 
the characteristic features of this family of clustered regularly interspaced short palindromic repeats. Four adjacent genes 
were named cas (“CRISPR-associated”), and Jansen et al. suggested that Cas proteins play important role in the genesis of 
CRISPR loci. Also, they provided evidence that the putative CRISPR in V. faba mitochondrial genome should be consid-
ered an imperfect direct repeat and not a CRISPR.

In 2005, Bolotin et al., Mojica et al., and Pourcel et al. published their discovery that spacer sequences match viruses 
and plasmids, and suggested a defense function for CRISPR/Cas systems in the prevention of phage infection and plasmid 
conjugation [7–9].

The year of 2006 was the year of the major breakthrough: Makarova et al. incorporated all these data into a model for 
CRISPR/Cas immunity that is similar to the RNA interference system (RNAi) in eukaryotes and provided the first com-
plete model for the molecular mechanism of CRISPR/Cas defense system [10]. In this model, the small CRISPR RNAs 
fragments had an antisense function against bacteriophage or plasmid transcripts as prokaryotic siRNAs (psiRNA), by base 
pairing with the target mRNAs and promoting their degradation or translation shutdown. Also, they classified numerous cas 
gene products into ∼25 distinct protein families with several new functional and structural predictions. Cas proteins in this 
model have a function of the effectors of the immunity mechanism.

Two further fundamental studies uncovered two more features of CRISPR/Cas system that were not foreseen by 
Makarova et al.: adaptation and the targeting of the invading plasmids. In 2007, Barrangou et al. published the first evidence 
that the CRISPR/Cas system provides acquired resistance against viruses in prokaryotes and, thus, is adaptive [11]. To test 
their hypothesis about an involvement of the CRISPR/Cas system in anti-phage defense, authors infected a phage-sensitive 
wild-type Streptococcus thermophilus strain widely used in the dairy industry, DGCC7710, with two distinct but closely 
related virulent bacteriophages isolated from industrial yogurt samples, phage 858 and phage 2972. They have made several 
interesting observations about the acquired resistance: the addition of new spacers in response to phage infection seemed 
to be polarized toward one end of the CRISPR/Cas locus; there is similarity between the additional spacers inserted in the 
CRISPR/Cas locus to sequences found within the genomes of the phages used in the challenge; no particular sequence, 
gene, or functional group of the phages seemed to be targeted specifically. In 2008, Marraffini and Sontheimer demon-
strated that the CRISPR/Cas system limits horizontal gene transfer (plasmid conjugation) in staphylococci by targeting 
DNA. They rigorously tested their model that consisted of wild types and deletion mutants of Staphylococcus epidermidis 
and S. aureus strains, and two variants of the conjugative plasmid pG0400 (wild type and mutant) [12]. The study revealed 
that even host cell transformation by plasmid electroporation is subject to CRISPR/Cas interference. The other important 
finding was that the CRISPR/Cas system provides immunity by targeting DNA, rather than RNA. Also, they were first who 
speculated about possibility to use the CRISPR/Cas system in genetic engineering and a clinical setting.

3.  STRUCTURE OF THE CRISPR LOCI

CRISPR loci have several common features that can be found in studied organisms (Fig. 6.1): (1) multiple direct repeats 
with identical or nearly identical, often palindromic sequences; (2) nonrepetitive similar-sized spacer sequences; (3) a 
leader sequence flanking the repeats at one end; (4) the absence of functional open reading frames within the repeat arrays 
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and leader sequences; and (5) the genetic association of the direct repeats with cas genes. The number of CRISPR arrays 
varies in different organisms as well, even in different strains of the same species. It was shown that, on average, an archaeal 
genome contains about five CRISPR arrays, whereas three CRISPR arrays are found per bacterial genome [5]. The highest 
number of uninterrupted CRISPR arrays per prokaryotic genome is 20 loci in M. jannaschii [13].

 1.  Multiple direct repeats are 24–37 bp in length, they typically show weak dyad symmetry and their number per CRISPR 
locus can vary considerably from a few in one species to hundreds in another [14]. The largest CRISPR locus was found 
in Verminephrobacter eiseniae consisting of 245 repeats on one side and 45 repeats on the other side of an insertion 
sequence (IS) element [5]. Interestingly, in both archaea and bacteria, three well-separated size classes are observed: 
small direct repeats (24–25 bp), medium size (28–30 bp), and large (36–37 bp). The smaller direct repeats group is 
more represented in archaea (42% versus less than 2% for this size class in bacteria) and it is also where the differ-
ences between direct repeat and spacer size are the largest [5]. The repeat sequences have been classified in 12 different 
clusters, some of which are predicted to form an RNA hairpin secondary structure, whereas others are predicted to be 
unstructured. Kunin et al. have shown that the stems of these RNAs are well conserved and different Cas protein sub-
types appeared to prefer one or more repeat types [15].

 2.  Nonrepetitive similar-sized spacer sequences are highly diverse elements of the CRISPR loci ranging from 26 bp to 72 bp 
in length. The spacers have similar lengths within a single CRISPR locus. There are no two identical spacers in the same 
CRISPR array, with the exception of spacer duplications in larger CRISPR arrays in some species [13]. There is a growing 
body of evidences suggesting that chromosomal spacers are taken up directly and, probably, randomly and nondirection-
ally from plasmid and bacteriophage DNA [9]. For example, the chromosomal spacers show a high level of matches 
(∼30%) with bacteriophage or plasmid genomes in the crenarchaeal thermoacidophiles [16]. At first sight, 30% similarity 
to the bacteriophage or plasmid genomes looks relatively low. But the number of currently sequenced bacteriophages and 
plasmids is extremely small compared to the huge number of unknown mobile genetic elements that occur in nature [17].

 3.  A leader sequence flanking the repeats at 5′-end is an adenine/thymine (AT)-rich DNA sequence consisting of hundreds 
of nucleotides. It has been confirmed that it contains active promoter elements where transcription of the CRISPR array 
is initiated, and binding sites for regulatory proteins, such as Cas proteins involved in spacer integration, and, thus, 
CRISPRs adaptation [18,19].

 4.  So far, there is no single evidence about the presence of the functional open reading frames within the repeat arrays and 
leader sequences. It is not surprising, taken in mind the repetitive nature of the CRISPRs arrays and the presence of the 
active promoter elements in the leader sequences.

 5.  The possible genetic association of the direct repeats with cas genes was shown in 2002 by Jansen et al., who found 
that the cas genes are exclusively present in genomes that contain CRISPRs and are often located in close proximity to 
CRISPR arrays [3]. The cas1–4 core genes were originally marked out by Jansen et al. and are characterized by their 
close proximity to the CRISPR loci and their broad distribution among studied prokaryotic species. These genes are 
always located near a repeat locus, usually oriented head-to-tail as if cotranscribed, with the most common arrangement 
cas3–cas4–cas1–cas2 [3]. Haft et al. have also defined two additional core cas genes (cas5 and cas6) [14]. They have 
shown that the cas1–6 core gene families are not restricted to certain Cas subtypes and only two of them (cas1 and cas2) 
are universal. Makarova et al. have found that Cas1 (COG1518) might be the best marker of the CRISPR/Cas systems. 
This gene encodes a highly conserved protein and is represented in all cas neighborhoods, with the single exception of 
Pyrococcus abyssii [10]. Several studies that are based on sequence analysis predicted that Cas proteins can function as 
nucleases, helicases, integrases, and polymerases [20–22].

4.  CRISPR/CAS CLASSIFICATION

Based on the previous observations, Haft et al. identified 45 cas gene families and eight different CRISPR/Cas subtypes 
that were named based on the name of organism in which the particular subtype has first been characterized: Ecoli, Ypest, 

FIGURE 6.1 cas operon and CRISPR array organization in E. coli K12. The Type I system of E. coli K12 consists of eight cas genes and an immedi-
ately adjacent CRISPR locus. Promoters driving expression of the cas genes (Pcas3 and Pcas) and the CRISPR locus (PCRISPR) are indicated by red arrows. 
casABCDE genes form Cascade complex after transcription/translation. There are three distinctive elements in the CRISPR array: leader sequence (L), 
repeats (R), and spacers (S). One repeat and one spacer form one CRISPR unit.
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Nmeni, Dvulg, Tneap, Hmari, Apern, and Mtube [14]. There is also the RAMP module (repair-associated mysterious pro-
tein) that includes cmr1–6 genes, which is the most diverse class of cas genes, and that has been named after the RAMP 
superfamily.

In 2006, Makarova et al. have refined Haft’s classification of 45 cas gene families by unifying them into 23 superfami-
lies, have tried to simplify confusing CRISPR/Cas classification, and also expanded the list of CRISPR-linked genes to 
include those that are found in cas operons less. In addition to the previously identified five distinct families of RAMPs, 
Makarova et al. detected five new ones, namely BH0337-like, y1726-like, YgcH-like, y1727-like, and MJ0978-like fami-
lies. They have shown that despite the evident sequence difference, all these proteins contain the RAMP signature, the 
G-rich loop at the C-terminus [10].

In 2011, Makarova et al. proposed a new, polythetic classification of CRISPR/Cas systems in which the cas1 and cas2 
genes form the core of three distinctive types of system (Type I, II, and III) with 10 subtypes. They have also shown that 
Cas1 and Cas2 are present in all CRISPR–Cas systems that are predicted to be active, and suggested to consider the Cas1/
Cas2 as the information-processing subsystem that is involved in spacer integration during the adaptation stage [23]. The 
three types of CRISPR/Cas systems show a noticeably nonuniform distribution among the studied lineages of prokary-
otes. To date, the Type II systems have been found in the bacteria only, whereas Type III systems are more common in the 
archaea. Also, there is a trend of overrepresentation of CRISPR in the archaea compared to the bacteria. Interestingly, the 
majority of sequenced archaeal genomes have more than one CRISPR/Cas system with unrelated modules within the same 
genome [23].

5.  COMPOSITION OF THE CRISPR/CAS SYSTEMS

The E. coli K12 CRISPR/Cas system consists of eight cas genes: cas3, five genes designated casABCDE, cas1 (predicted 
integrase), and the endoribonuclease gene cas2 [21]. Five Cas proteins (Cse1, Cse2, Cas7, Cas5, and Cas6e), translated 
from casABCDE transcript, form a complex called Cascade. The hallmark of the Type I CRISPR/Cas systems is the cas3 
gene, which encodes a protein that works as a helicase/DNase comprising of a histidine/aspartate (HD)-nuclease domain 
and a DExH helicase domain, in addition to genes encoding proteins that could form Cascade-like complexes [23]. These 
complexes contain various proteins from the RAMP superfamily (eg, Cas5, Cas6, and Cas7 families), based on the exten-
sive sequence and structure analysis. Also, the Cascade-like complexes involved in the CRISPR/Cas/DNA interaction can 
contain other proteins from Cse1, Cse2, and BH0338-like families, or other, less conserved subunits [23].

Typical Type II CRISPR/Cas systems contain very large Cas9 protein, in addition to the ubiquitous Cas1 and Cas2. 
Cas9 has two nuclease domains and seems to be sufficient for generating crRNA and cleaving the target. It has been shown 
by Makarova et al. that the Type II systems include the “HNH”-type system (Streptococcus-like; also known as the Nmeni 
subtype, for Neisseria meningitidis serogroup A str. Z2491, or CASS4) [23]. Targeting of plasmid and phage DNA has been 
demonstrated in vivo using the S. thermophilus Type II CRISPR/Cas system, and inactivation of Cas9 has been shown to 
abolish interference [11,24].

The Type III CRISPR/Cas systems are the most complex and poorly understood to date, they include analogous to the 
Cascade complex RNA polymerase and RAMP modules, in which RAMPs seem to be involved in the processing of tran-
scripts originated from the spacer/repeat arrays [23]. Type III systems contain, apart from the universal Cas2 protein and 
in addition to Cas6, at least two RAMPs that are involved in spacer/repeat transcript processing. In many studied specie, 
Type III CRISPR/cas operons lack the cas1/cas2 gene pair. Interestingly, in all these organisms, an additional either Type 
I or Type II CRISPR/Cas system is also present in the corresponding genome, indicating that Cas1 and Cas2 could act in 
trans. In all other organisms, the cas1/cas2 gene pair is combined into a single operon with the polymerase/RAMP modules, 
forming either a locus with the typical architecture in S. epidermidis and Mycobacterium tuberculosis (a Type IIIA module) 
or a distinct variant in Halorhodospira halophila (a Type IIIB module). The Type IIIA system in S. epidermidis RP62a 
harbors nine cas/csm genes [25]. The Type IIIB module consists of six different Cas proteins (Cmr1, Cas10, Cmr3, Cmr4, 
Cmr5, and Cmr6) and mature crRNA of either 39 nucleotide (nt) or 45 nt [26]. It was shown that Sulfolobus solfataricus 
contains similar crRNA-loaded Cmr complex, comprising of seven Cmr proteins (Cmr1–7), with manganese-dependent 
endoribonuclease activity on complementary RNA [27]. There are no other CRISPR/Cas systems found in these organisms, 
suggesting that the Type III system is fully functional and autonomous when the polymerase/RAMP module is present with 
Cas1 and Cas2 [23].

Despite the fact that the most of the CRISPR/cas loci can be classified into the three CRISPR/Cas types and their 
corresponding subtypes, there are loci that cannot fall into any specific system, even at the type level. Makarova et al. 
proposed to name such loci “Type U,” for example, the CRISPR/Cas system in Acidithiobacillus ferrooxidans str. ATCC 
23270 [23].



CRISPR: Bacteria Immune System Chapter | 6 91

6.  MOLECULAR MACHINES OF CRISPR/CAS SYSTEMS

Molecular mechanisms of the Type I CRISPR/Cas system are mediated by the multiunit Cascade complex and the Cas3 
nuclease (Fig. 6.2). The Cascade complex includes Cas6e and Cas8 (also known as CasA or Cse1) subunits. The precursor 
crRNA (CRISPR RNAs), which is generated by transcription of the full CRISPR array, should be cut by the repeat-specific 
endoribonuclease Cas3 in the “crRNA biogenesis” phase. This reaction produces short crRNAs that stay associated with the 
Cascade complex and that are used by the complex to find a protospacer, which is a complementary sequence in the target 
DNA. Cas8 recognizes a short sequence motif located upstream of the target sequence recognized by the crRNA. Sequence 
motifs flanking the targets specified by CRISPR spacers were named as “protospacer adjacent motif,” or PAM [28]. It has 
been shown by Semenova et al. that the PAM motif recognition is required for prevention of an autoimmune reaction for 
the Type I CRISPR/Cas immunity, because the absence of a PAM in the spacer/repeat array prevents the targeting of the 
host chromosomal DNA by their complementary crRNAs [29]. The Cascade complex binds to its target in the presence of 
the PAM motif, which promotes the binding and the formation of an R-loop between the crRNA spacer sequence and the 
target double-stranded DNA (dsDNA) [30,31]. At the final stage, the formation of the Cascade complex/target DNA struc-
ture triggers activation of the Cas3 nuclease, which introduces single-stranded DNA (ssDNA) breaks into the target DNA 
of bacteriophage or plasmid, thus initiating their degradation [32,33]. Semenova et al. defined a “seed” sequence within the 
target and showed that the first 8 bp at the 5′-end of the crRNA/DNA duplex are critical for immunity. It was shown that 
mutations in this region protect bacteriophages from Type I CRISPR immunity in E. coli. There is exclusion though: muta-
tions in the 6th nt of the seed sequence have no effect on CRISPR immunity [29].

(A) (B) (C)

Type I Type II

Transcript

PAM
PAM

Cascade Cas9

Cas3

Cas6tracrRNA
Pre-crRNA

Pre-crRNAPre-crRNA

Cas10
complex

Type III
FIGURE 6.2 Immunity mechanisms of the different CRISPR-Cas types. (A) Type I systems. A Cas protein complex known as Cascade cleaves at 
the base of the stem–loop structure of each repeat in the long precursor crRNA (pre-crRNA, black arrowheads), which generates short crRNA guides. 
The Cascade– crRNA complex scans the target DNA for a matching sequence (known as protospacer), which is flanked by a protospacer-adjacent motif 
(PAM, in green). Annealing of the crRNA to the target strand forms an R-loop; the Cas3 nuclease is recruited and cleaves the target downstream of the 
PAM (red arrowhead) and also degrades the opposite strand. (B) Type II systems. These systems encode another small RNA known as trans-encoded 
crRNA (tracrRNA) which is bound by Cas9 and has regions of complementarity to the repeat sequences in the pre-crRNA. The repeat/tracrRNA/dsRNA 
is cleaved by RNase III to generate crRNA guides for the Cas9 nuclease (black arrowheads). This nuclease cleaves both strands of the protospacer/crRNA 
R-loop (red arrowhead). A PAM (in green) is located downstream of the target sequence. (C) Type III systems. Cas6 is a repeat-specific endoribonuclease 
that cleaves the pre-crRNA at the base of the stem–loop structure of each repeat (black arrowhead). The crRNA is loaded into the Cas10 complex where it 
is further trimmed at the 3black arrowhead′ end to generate a mature crRNA (white arrowhead). The Cas10 complex requires target transcription to cleave 
the nontemplate strand of the protospacer DNA and it is also capable of crRNA-guided transcript cleavage (red arrowheads). Reproduced from Marraffini 
LA. CRISPR-Cas immunity in prokaryotes. Nature 2015;526:55–61. http://dx.doi.org/10.1038/nature15386.
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In contrast to the Type I, to perform its immunity functions, the Type II CRISPR/Cas system requires only cas9 gene, 
either Csn2 (Type IIA) or Cas4 (Type IIB) proteins, the presence of a targeting spacer sequence, a PAM, and two small 
RNAs: the crRNA and the trans-encoded crRNA (tracrRNA) [34,35]. Compared to the Type I CRISPR/Cas system, the 
PAM is recognized by a Cas9 PAM-binding domain and is located downstream of the target sequence [36]. The tracrRNA 
has two regions: one region forms a secondary structure that mediates its association with Cas9 and the other one is comple-
mentary to the repeat sequence of the CRISPR array [36]. The tracrRNA and the precursor crRNA form dsRNA, which 
should be digested by RNase III. Resulted cleavage products of the long CRISPR transcript are small crRNA guides [35]. 
Sapranauskas et al. demonstrated that there are two nuclease domains in Cas9: RuvC/RNaseH and McrA/HNH [34]. These 
domains are required for the Type II CRISPR/Cas immunity, which results in the introduction of crRNA-specific dsDNA 
breaks in the invading DNA. The tracrRNA is absolutely required for cleavage by nuclease domains of Cas9; each of these 
domains cleaves one DNA strand of the protospacer sequence [24,37]. It was shown that the McrA/HNH nuclease domain 
of Cas9 cleaves the base-pairing strand, and the RuvC/RNaseH nuclease domain cleaves the displaced strand, resulting in 
a blunt-end cleavage product [37]. DNA target recognition starts with the transient binding of Cas9 to PAM motifs within 
the target DNA, which results in the separating of the two DNA strands immediately upstream of the PAM sequences [38]. 
This process, in turn, triggers the creation of an R-loop and cleavage of the DNA target between 6–8 bases of the spacer 
sequence of the crRNA guide and the melted DNA (the “seed” region) [31].

In Type III CRISPR/Cas systems, a repeat-specific endoribonuclease, Cas6, digests the precursor crRNA at the base of a 
putative stem-loop structure in the pre-crRNA repeat. The result of this processing step is a sequence known as the crRNA 
tag, which is eight nucleotides of the repeat sequence remaining at the 5′-end of the spacer sequence in the crRNA [39]. 
Depending on a system subtype (IIIA or IIIB), the small crRNAs generated after Cas6 digestion are transferred to a larger 
complex, the Cas10/Csm or Cas10/Cmr, respectively [40]. Further, crRNAs go through a process of maturation within 
these complexes, by which the 3′- end is trimmed at 6-nt intervals. In the Type IIIA systems, for example, S. epidermidis, 
pre-crRNA maturation resulted in mature crRNA of two defined lengths (37 nt and 43 nt) [41]. Interestingly, The Type IIIB 
system of Pyrococcus furiosus is the first example of a prokaryotic immune system targeting RNA. It was shown that the 
components of the Type IIIB system can cleave RNA both in vitro and in vivo [26,42]. Recent studies of the Type IIIB 
system revealed that the endoribonuclease Cas6 binds crRNA at the 5′-end of the unstructured repeat sequence and cleaves 
it through metal-independent endoribonuclease activity, yielding 67-nt fragments. These fragments are further trimmed at 
the 3′-end by unknown mechanisms to 39-nt and 45-nt mature crRNA fragments that are bound to Cas proteins [22,42,43]. 
In the Type III CRISPR/Cas systems, the Cas10 complex contains endoribonuclease and endodeoxyribonuclease activities: 
subunits Csm3 and Cmr4 are responsible for cleavage of the RNA transcripts (Type IIIB system) and the palm domain of 
Cas10 is responsible for digestion of the nontemplate DNA strand [44–46]. To date, nobody could show that the Type III 
CRISPR/Cas system requires PAM for targeting activity. It was reported by Marraffini and Sontheimer that Type III system 
in S. epidermidis depends on extended base pairing between crRNA and CRISPR DNA repeats flanking the protospacer, 
in order to avoid autoimmunity [47]. Despite the progress in the RNA-directed immunity, the biological significance and 
underlying mechanisms for the RNA-targeting phenomenon has to be still elucidated.

7.  CRISPR/CAS SYSTEMS AT WORK

In 2009, van der Oost et al. proposed three main stages of the development and execution of CRISPR/Cas system (Fig. 6.3): 
(1) adaptation (immunization), where the alien nucleic acids are encountered, and resistance is acquired by integration of an 
invader-derived new spacer sequence in a CRISPR array; (2) expression, where cas genes and the CRISPR array are tran-
scribed; cas transcripts are translated, CRISPR transcripts are processed into pre-crRNAs that are subsequently digested either 
by a Cas6 (Type I and Type III CRISPR/Cas systems) or by an RNase III (Type II CRISPR/Cas systems); (3) interference, 
where the invader’s nucleic acid is recognized and eliminated by the Cas/crRNA complex (crRNA recognizes complementary 
sequence and guides one or more Cas proteins that cleave alien DNA or RNA) [48]. We have to note that our understanding of 
the CRISPR/Cas systems is still partial, schemes of work are hypothetical and far from complete at the moment.

7.1  The CRISPR Adaptation

The CRISPR adaptation process was first observed in the Type II system of S. thermophilus, but the spacer acquisition 
mechanism has been studied in detail in the E. coli Type I CRISPR/Cas system. This is because in a report by Yosef et al., 
a very simple and a robust assay in E. coli was described that would allow to explore the process of adaptation [49]. The 
adaptation process can be arbitrarily divided into two stages: (1) the selection of protospacer sequences from the invader 
DNA and (2) integration of the protospacer sequences into the CRISPR array.
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The main aspect of the new spacer sequences selection is the ability of the prey acquisition machinery to distinguish 
self from nonself-DNA in order to prevent autoimmunity. Recently, it has been shown by Levy et al. in their elegant work 
that spacer acquisition in E. coli is replication-dependent, and that spacer acquisition is promoted by DNA breaks formed 
at stalled replication forks [50]. Numerous Chi sites (8-bp sequences) in E. coli restrict chromosomal hotspots of spacer 
acquisition, suggesting that these sites prevent spacer acquisition from self DNA. They have also shown that the autoim-
munity is mediated by the RecBCD dsDNA break repair complex. They hypothesized that this model explains the strong 
preference of the CRISPR/Cas machinery to acquire spacers both from high-copy plasmids and from phages [50]. The 
second question of spacer selection relates to the PAM requirement for targeting. In Streptococcus pyogenes, Cas9 cleavage 
of bacteriophage genome requires the presence of a 5′-NGG-3′ PAM sequence immediately downstream of the viral target 
[35]. Heler et al. have demonstrated that Cas9 recognizes PAMs of functional spacers and, thus, provides their selection 
and new spacer acquisition [51]. In 2012, Datsenko et al. discovered a phenomenon that they referred to as “priming” [52]. 
Using phage M13 as a model system, they have shown that the presence of preexisting spacers with partial homology to 
the ssDNA increases the rate of spacer acquisition by several times. It has been shown that primed adaptation requires the 
Cascade complex, which plays dual role in immunity allowing for efficient degradation of bona fide targets and priming of 
mutated DNA targets [53,54].

During the second stage of the CRISPR adaptation, spacers are integrated into the CRISPR array in a reaction that 
is similar to retroviral integration. In 2015, it was shown by Nuñez et al. that the Cas1/Cas2 complex integrates DNA 

FIGURE 6.3 Stages of CRISPR-Cas immunity. CRISPR loci are a cluster of short DNA repeats (white boxes) separated by equally short spacer 
sequences of phage and plasmid origin (colored, numbered boxes). This repeat/spacer array is flanked by an operon of CRISPR-associated (cas) genes 
(blue-tone arrows) that encode the machinery for the immunization and immunity stages of the system. The CRISPR array is preceded by a leader 
sequence (gray box) containing the promoter for its expression. (A) In the immunization (adaptation) stage, spacer sequences are captured upon entry of 
the foreign DNA into the cell and integrated into the first position of the CRISPR array. (B) In the immunity stage (expression + interference), the spacer 
is used to target invading DNA that carries a cognate sequence for destruction. Spacers are transcribed and processed into small CRISPR RNAs (crRNAs) 
in the “crRNA biogenesis” phase. These small RNAs act as antisense guides for Cas RNA-guided nucleases (which usually form a complex) that locate 
and cleave the target sequence (black arrowhead) in the invader’s genome during the “targeting” phase. Reproduced from Marraffini LA. CRISPR-Cas 
immunity in prokaryotes. Nature 2015;526:55–61. http://dx.doi.org/10.1038/nature15386.

http://dx.doi.org/10.1038/nature15386


94 SECTION | II Genome Instability in Bacteria and Archaea

substrates into acceptor DNA to yield products similar to those generated by retroviral integrases and transposases [55]. In 
this complex, Cas1 is the catalytic subunit and Cas2 substantially increases integration activity. The integration events occur 
preferentially at the ends of CRISPR repeats and at sequences adjacent to cruciform structures adjacent to AT-rich regions, 
similar to the CRISPR leader sequence [55].

7.2  The Expression Stage

The expression stage consists of three parts: regulation of the cas gene and CRISPR expression, Cas complex formation, 
and pre-crRNA maturation [48]. It has been shown by Pul et al. that transcription of pre-crRNA is directed by a promoter 
(PCRISPR) located within the CRISPR leader sequence [18]. Transcription of the genes encoding proteins of the Cascade 
complex is driven by a second promoter (Pcas), which is located upstream of the cas genes and the activity of which resulted 
in a polycistronic transcript encoding Cascade (Cse1, Cse2, Cas7, Cas5, and Cas6e proteins), Cas1, and Cas2 (Fig. 6.1). 
Also, they have demonstrated the role of the DNA-binding protein H-NS (a global transcriptional repressor) in silencing of 
the CRISPR/cas promoters [18]. In contrast to other cas genes, the cas3 gene is transcribed from its own constitutive pro-
moter (Fig. 6.1). The CRISPR/Cas system in E. coli K12 is also regulated by LeuO protein (a LysR-type transcription fac-
tor), which works as a transcriptional activator [56]. LeuO binds the cse1 upstream region in two sites, which flank the cse1 
promoter and the H-NS nucleation site, resulting in derepression of transcription of cas genes [56]. It has been proposed by 
Westra et al. that regulation of transcription depends on the H–NS feature to bind AT-rich DNA, which may lead to H–NS 
titration from its own genome when cells encounter arrival of a mobile genetic element with AT-rich DNA [57]. This event 
releases repression of both the LeuO promoter (which is positively regulated by LeuO itself) and the Pcas promoter, initiat-
ing a CRISPR-based immune response [57].

In E. coli K12, the Cas6e is an endoribonuclease that cleaves the pre-crRNA in a metal-independent way, yielding 
mature 61-nt crRNA with an 8-nt repeat-derived 5′ handle (psi-tag) and a 21-nt 3′ handle [58]. The crRNA remains Cascade 
bound, forming a ribonucleoprotein complex with an attention-grabbing stoichiometry of Cse11Cse22Cas76Cas51Cas6e-

1crRNA1 and an asymmetrical seahorse-like shape [59]. Interestingly, in studies on different species, Cas6 homologous 
proteins yield similar mature crRNA with an 8-nt 5′ handle, despite the differences in protein structure and crRNA-binding 
ability [12,21,39,60–62].

7.3  The CRISPR Interference

CRISPR interference is a multistep process, which starts with crRNAs that forms the surveillance complex with the Cas 
proteins and guides it to PAM and protospacer seed regions in invading nucleic acids. The protospacer is usually dsDNA, 
with the exception of the Type IIIB system where the Cascade complex targets complementary ssRNA [27,63]. In the 
Type II and Type IIIB systems, target cleavage is carried out by the Cas/crRNA ribonucleoprotein complex, in contrast to 
the Type I and Type IIIA systems which require a Cas nuclease [64]. In Type I systems, the surveillance complex binds 
to dsDNA, recruits the Cas3 nuclease, and degrades the target [63]. In Type II systems, the Cas9/crRNA/tracrRNA com-
plex binds to and cleaves target dsDNA [37]. The Type IIIA Csm/crRNA complex and Csm6 protein bind and most likely 
degrade invader dsDNA, whereas Type IIIB Cmr/crRNA complex cleaves complementary RNA [65]. The Csm complex 
in the Type IIIA system includes six different proteins but the nuclease is not yet identified [66]. The Cmr complex in the 
Type IIIB system includes six or seven different proteins and the Cmr4 protein works as a nuclease [67]. It has been shown 
that in Thermus thermophilus and S. thermophiles, the Csm complex targets RNA, and in T. thermophilus, which harbors 
both Type IIIA and IIIB systems, the Csm and Cmr complexes share crRNA [45,46]. In S. islandicus, Cmr complex targets 
both RNA and DNA [68,69]. Another interesting CRISPR-Cas interference mechanism was recently found in S. epidermi-
dis: it can prevent lytic infection but tolerate lysogenization by temperate phages. It was shown that conditional tolerance 
is achieved through transcription-dependent DNA targeting, and ensures that targeting is resumed upon induction of the 
prophage lytic cycle [70].

8.  OTHER ROLES OF THE CRISPR/CAS SYSTEMS

There is a growing body of evidence suggesting that the CRISPR/Cas system, besides its immunity function, can be a part 
of other cellular processes such as DNA repair and regulation of virulence.

Taking in mind the ability of the CRISPR/Cas systems to shape a bacterial genome landscape by acquisition of new spac-
ers, it was quite obvious to hypothesize that these systems might have an impact on the stability and evolution of bacterial 
genomes. Indeed, recent study of S. thermophilus revealed that the CRISPR/Cas systems target mobile genetic elements 
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(bacteriophages, transposons, and plasmids), which likely contributed to gene acquisition and loss during evolutionary adap-
tation to milk, thus limiting genetic diversity and stabilizing of the S. thermophilus genome [71]. On the contrary, the genome 
analysis of T. maritima MSB8 and Thermotoga neapolitana NS-E provided evidence that the CRISPR/Cas systems might 
be a cause of numerous CRISPR-associated large-scale DNA rearrangements that destabilize and reshape genomes [72].

It was shown that the Cas1 protein of E. coli interacts with RecB, RecC, and RuvB, it can process single-stranded and 
branched DNA species, replication forks and 5′ flaps [73]. In Francisella novicida, Cas9 protein uses a unique, small, 
CRISPR/Cas-associated RNA (scaRNA) to repress transcription of a bacterial lipoprotein (FTN_1103). As bacterial lipo-
proteins trigger a proinflammatory innate immune response in a host, CRISPR/Cas-mediated transcriptional repression of 
FTN_1103 is important for F. novicida to reduce this host response and promote virulence [74]. It has been demonstrated 
in Campylobacter jejuni that inactivation of the Type II CRISPR/Cas marker gene csn1 effectively reduced virulence in 
primarily cst-II-positive C. jejuni isolates [75]. cas2 mutants in Legionella pneumophila, although they grew typically in 
macrophages, were significantly impaired for infection of both Hartmannella and Acanthamoeba species. Given that infec-
tion of amebae is critical for L. pneumophila persistence in water systems, these data indicate that cas2 might play a role in 
the transmission of Legionnaires’ disease [76].

To date, there is not enough data to draw a conclusion on whether the CRISPR/Cas systems are mainly involved in the 
bacterial immunity. Above-mentioned examples raise interesting questions about the evolution of CRISPR/Cas function, 
which require more in-depth research.

9.  CONCLUSION

CRISPR/Cas research experienced tremendous boost during the last decade. It should be appreciated that the CRISPR/
Cas discovery has had a huge impact on bacteriology and genetic engineering, which can be compared to, for example, 
discovery of the polymerase chain reaction or development of the next-generation sequencing technology. However, many 
molecular details and mechanisms of action CRISPR/Cas systems remain to be determined. It would be very interesting to 
see whether cross-talk exists in species with multiple CRISPR/Cas systems, their regulation, effect on virulence in the case 
of animal pathogens, and many others. Another baffling problem of CRISPR/Cas systems is their high diversity: there are 
many subtypes of the “main” three CRISPR types with different sets of Cas proteins, structural organization, and regula-
tion. The biological significance of this diversity remains to be determined.

GLOSSARY
Dyad symmetry Dyad symmetry refers to two areas of a DNA strand whose base-pair sequences are inverted repeats of each other. They are often 

described as palindromes. For example, the following shows dyad symmetry between sequences GAATAC and GTATTC which are reverse 
complements of each other.

Innate immune response Innate immune response is the first line of defense against invading microbial pathogens and relies on a large family 
of pattern recognition receptors (PRRs), which detect distinct evolutionarily conserved structures on pathogens, termed pathogen-associated 
molecular patterns (PAMPs). Among the PRRs, the Toll-like receptors have been studied most extensively.

IS element IS element (also known as an IS, an insertion sequence element, or an insertion sequence) is a short DNA sequence that acts as a simple 
transposable element. IS have two major characteristics: they are small relative to other transposable elements (generally about 700–2500 bp in 
length) and only code for proteins implicated in the transposition activity (they are thus different from other transposons, which also carry acces-
sory genes such as antibiotic-resistance genes).

Next-generation sequencing (NGS) Next-generation sequencing also known as high-throughput sequencing, is the catch-all term used to describe 
a number of different modern sequencing technologies, including Illumina (Solexa) sequencing, Roche 454 sequencing, Ion torrent (Proton/
PGM) sequencing, and SOLiD sequencing. These technologies allow us to sequence DNA and RNA much more quickly and cheaply than the 
previously used Sanger sequencing, and as such have revolutionized the study of genomics and molecular biology.

Polythetic classification Polythetic classification is defined in terms of a broad set of criteria that are neither necessary nor sufficient. Each member 
of the category must possess a certain minimal number of defining characteristics, but none of the features has to be found in each member of 
the category. This way of defining classes is associated with Wittgenstein’s concept of “family resemblances.”

Protospacer Protospacer is the sequence complementary to the crRNA (CRISPR RNA) spacer.
RNA interference (RNAi) RNA interference is an important pathway that is used in many different organisms to regulate gene expression. This is 

a biological process in which small RNA molecules inhibit gene expression, typically by causing the destruction of specific mRNA molecules. 
Historically, it was known by other names, including cosuppression, posttranscriptional gene silencing (PTGS), and quelling. Two types of 
small RNA molecules—microRNA (miRNA) and small interfering RNA (siRNA)—are central to RNA interference.

Seed region Seed region is a noncontiguous 7-nt region of a protospacer (positions 1–5, 7, and 8 of the spacer) near the 5′-end of the crRNA.
Virulence Virulence is the degree of pathogenicity within a group or species of pathogens as indicated by case fatality rates and/or the ability of the 

organism to invade the tissues of the host.
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LIST OF ACRONYMS AND ABBREVIATIONS
bp Base pairs
cas genes CRISPR-associated genes
CRISPRs Clustered regularly interspaced short palindromic repeats
crRNA CRISPR RNA
dsDNA Double-stranded DNA
dsRNA Double-stranded RNA
nt Nucleotides
PAM Protospacer adjacent motif
psiRNA Prokaryotic small interfering RNA
RAMP Repair-associated mysterious protein
RMS Restriction-modification system
RNAi RNA interference
SRSRs Short regularly spaced repeats
ssDNA Single-stranded DNA
tracrRNA Transencoded crRNA
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1.  INTRODUCTION

Ciliates, unicellular eukaryotes, have developed into powerful model systems for studying pathways involved in genome 
remodeling processes. Very uniquely, ciliates have evolved a separation of germline and soma by differentiating two mor-
phologically and functionally different types of nuclei, the micronucleus (mic) and the macronucleus (mac), in the same 
cell [1]. In the course of developing a new mac, extensive DNA rearrangement processes have to take place including DNA 
amplification, DNA fragmentation and elimination, in some species reordering of sequences, and, finally, de novo telomere 
addition. More details on the regulation of these processes have been elucidated over the years showing a strong connection 
to processes regulated by noncoding RNA (ncRNA). Variation in nuclear organization between different ciliate classes, 
such as the Oligohymenophoreans (eg, Tetrahymena) and the only distantly related Spirotrichs (eg, Oxytricha and Styl-
onychia) is reflected in different adaptations of these regulation processes and shows the huge power of ncRNA-regulated 
mechanisms in genome dynamics.

In ciliates, diploid, generative mics are required for sexual reproduction and therefore are often considered as analogs 
of “germline” nuclei. During vegetative growth (asexual reproduction by binary fission), mics are transcriptionally almost 
inactive with their DNA being organized in heterochromatic structures (Fig. 7.1A and B).

The macs, on the other hand, are DNA rich and transcriptionally highly active during vegetative growth, supplying the 
cell with all transcripts required for its maintenance and vegetative growth [1]. The macs therefore often are referred to as 
somatic nuclei. In Fig. 7.1A, a vegetative Stylonychia cell was stained with antibodies against acetylated histone H3. These 
histone H3 acetylations are connected with permissive chromatin, showing the transcriptionally active state of macs in the 
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vegetative cell [2]. The macs differentiate from derivatives of mics in an elaborated developmental process, resulting in the 
removal of specifically selected sequences from the developing mac while all sequences encoding genes and regulatory 
sequences required for their transcription and replication are retained. This elimination of specific sequences can be seen 
as most extreme form of gene silencing and its regulation shares features with processes involved in RNAi silencing [3,4].

The number of mics and macs in one cell varies between different ciliate species and during the stages in their life cycle. 
While mics divide by conventional mitosis during vegetative growth, macs undergo a process called amitosis during which 
they divide without spindle formation or apparent chromosome condensation [5] resulting in daughter nuclei which obtain 
roughly but not necessarily the same amount of DNA.

2.  THE SEXUAL LIFE CIRCLE OF CILIATES

During sexual reproduction (conjugation), which is induced by mixing ciliates of two different mating types, a new mac 
is generated from a micronuclear derivative. Fig. 7.1C shows the events taking place during conjugation of stichotrichous 

(A) (B)

(C)

FIGURE 7.1 Nuclear dimorphism in the stichotrichous ciliate Stylonychia lemnae and its sexual life cycle. (A,B) Nuclear dimorphism in vegetative 
Stylonychia cells, in both panels DNA was counterstained in blue showing several micronuclei as well as the macronucleus which consists of two parts 
connected by a thin nucleoplasmic bridge (A), cellular shapes are visualized in gray by using an α-tubulin antibody. In (A) permissive chromatin of the 
macronucleus (green) was detected by staining with H3K9ac/K14ac antibodies. In (B) transcriptionally inert, heterochromatic micronuclei are stained 
with H3K9me3/K27me3 (pink). (C1–5) Schematic diagram of conjugation in ciliates (Modified after Grell KG. Protozoology. Berlin, Heidelberg, New 
York: Springer Verlag; 1973.). For explanation see the text. The microscopic panel shows two conjugating Stylonychia cells. DNA was stained in red. In 
one conjugation partner nuclei were furthermore marked by incorporation of bromodeoxyuridine in green.
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ciliates as, for example, Oxytricha or Stylonychia: first, the mic (m) of each conjugating cell undergoes a meiotic, followed 
by a mitotic division resulting in four haploid mics (Fig. 7.1C2). Then, in each conjugation partner one of these haploid mics 
divides mitotically into a stationary and a migratory nucleus, while the other three haploid mics disintegrate. Via a cytoplas-
mic bridge, connecting the two conjugation partners during conjugation, both migratory nuclei move into the other partner  
(Fig. 7.1C3) and fuse with the stationary nucleus forming a diploid zygotic nucleus (synkaryon) (Fig. 7.1C4). After mitotic 
division of the zygote nucleus, one of the daughter nuclei becomes the new mic, while the other differentiates into a new 
mac (M). During this differentiation process the developing mac is also called macronuclear anlage (a) (Fig. 7.1C5).

In order to differentiate a new mac from the zygotic nucleus the genome has to undergo extreme DNA processing pro-
cesses, including DNA fragmentation, DNA elimination, DNA reordering (in some ciliate species), and DNA amplification 
processes [1]. As a first step of macronuclear differentiation the genome of the macronuclear anlage is endoreplicated to a 
copy number specific for each ciliate species. These endoreplicated chromosomes then become fragmented and a large part 
of sequences becomes eliminated. This sequence elimination is a very specific process ensuring that all sequences encoding 
genes and their regulatory sequences remain in the new mac. Depending on the ciliate species, the amount of sequences 
eliminated during macronuclear development varies. Remaining sequences in the developing macs are thereby processed 
into short DNA fragments, with the average size and copy numbers of these fragments varying between different ciliate 
species. To each of these newly formed macronuclear fragments, telomeric sequences are added de novo and (at least in 
stichotrichous ciliates) in a second amplification process, these macronuclear fragments are amplified, each to its specific 
copy number [6,7]. Early in conjugation, the old mac (parental mac (p)) is first fragmented and later starts to disintegrate 
until it disappears from the cell (Fig. 7.1C). Therefore, during a large part of conjugation, the parental macs as well as the 
anlage coexist in the same cell. This, as discussed later, enables the conjugating cell to exchange factors between these two 
nuclei and thereby epigenetically transmit information from parent to its offspring [8].

In the following, similarities and differences in the genome structures of the two different ciliate classes, Oligohymeno-
phorea (eg, Tetrahymena) and Stichotrichia (eg, Oxytricha and Stylonychia) are described and discussed in the context of 
different models proposed for the epigenetic regulation of genome rearrangements in these ciliates.

3.  ORGANIZATION OF THE MICRO- AND MACRONUCLEAR GENOMES

In mics, as in conventional eukaryotic nuclei, the genome is organized in long chromosomes with the genes being scat-
tered along the DNA molecules and separated by long stretches of intergenic DNA. A 2014 draft assembly of micronuclear 
sequences of the stichotrichous ciliate Oxytricha trifallax estimated a size of the micronuclear genome of approximately 
500 Mbp [9] organized in about 120 chromosomes, while the micronuclear genome of the only distantly related oligohy-
menophorean ciliate Tetrahymena thermophila contains about 157 Mbp in five chromosomes [1,10].

The genome of macs, on the other hand, is organized in shorter linear molecules. Each of these short macronuclear 
molecules carries all sequences necessary for its replication and all are terminated with telomeric sequences of homoge-
neous length at both ends, but lack centromeric DNA sequences [1]. The DNA complexity of macronuclear genomes is 
much lower than in their corresponding mics [11]. Most extremely, in stichotrichous ciliates as, for example, Oxytricha or 
Stylonychia, up to over 95% of the micronuclear DNA sequences are eliminated during development of a new mac, leaving 
behind only sequences coding for genes and sequences necessary for their transcription and replication. In stichotrichous 
ciliates these remaining sequences are organized in 15,000–20,000 different short molecules, with sizes between several 
hundred base pairs up to more than 20 kbp with an average length of about 2–4 kbp [12,13]. Because of their small size, 
macronuclear molecules are often called nanochromosomes in these ciliates. Usually they only encode one gene; in Oxyt-
richa, only 10% of the nanochromosomes contain sequences coding for more than one gene [13].

In the oligohymenophorean ciliate Tetrahymena, a much lower percentage of micronuclear DNA sequences are elimi-
nated during macronuclear development: only about 34% of the micronuclear genome is removed from the macronuclear 
genome, the remaining sequences are organized in 187 macronuclear molecules with an average length of about 500 kbp 
[14], always encoding many genes separated by spacer DNA. In these ciliates, a well-conserved 15 nt chromosome break-
age site (CBS) has been identified which is necessary and sufficient for fragmentation of micronuclear sequences into 
macronuclear DNA molecules to occur. After breakage, the CBS and about 20 additional base pairs on both sides are lost 
[15,16] and telomeric sequences are added de novo to both ends of each fragment. Until now, proteins which recognize 
this CBS have not been identified, but it has been speculated that a homing endonuclease could have been domesticated 
to perform fragmentation [17]. In Tetrahymena, loss of DNA caused by fragmentation only accounts for a minor amount 
of sequences eliminated during development of a new mac. In fact, most DNA is eliminated as internal DNA deletion, by 
removal of specific sequences from internal regions of chromosomes without generating new stable ends (Fig. 7.2A).

Ciliate micronuclear genomes contain numerous internal eliminated sequences (IESs), interrupting macronuclear pre-
cursor sequences in the micronuclear genome [18–20]. A 2010 genome sequence study identified more than 10,000 IESs, 
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with sizes ranging from several hundred base pairs up to 10 kbp (on average 2–3 kbp), residing in the micronuclear genome 
of Tetrahymena, most, if not all, in noncoding regions [10]; many of these IESs resemble transposable elements and most 
contain short terminal direct repeats. In the early stages of macronuclear development, before becoming eliminated, these 
micronuclear-specific sequences adopt heterochromatic chromatin organization: chromatin to become removed has been 
shown to be under-acetylated [21]. Moreover, di- and tri-methylation at lysine 9 of histone H3 (H3K9me2,3), which are 
known to be consistent histone modifications assigned to heterochromatin organization in many eukaryotes, as well as tri-
methylation at lysine 27 (H3K27me3) appear to be associated to IESs in the developing mac and disappear after elimination 
has occurred [22]. One of three methyltransferase genes identified in the genome of Tetrahymena, EZL1, is expressed only 
during conjugation and seems to be involved in introducing the H3K27me3 modification, which in turn seems to facilitate 

FIGURE 7.2 Examples of the differing micro- and macronuclear genome organization in oligohymenophorean and stichotrichous ciliates. (A) 
Scheme of the different organization of a micronuclear locus (m) and its corresponding macronuclear molecules (M) in Tetrahymena. Open reading frames 
(ORF) are shown in green, internal eliminated sequences (IESs) in yellow, noncoding, intergenic sequences in blue, telomeres as red arrowheads and 
nonspecified flanking sequences as black lines. (B–D) Examples of the different organization of genes in the micronuclear (m) and the macronuclear (M) 
genome of stichotrichous ciliates. MDSs are shown in green, IESs in yellow, pointers in light red, telomeres as red arrowheads and flanking micronuclear 
sequences as black lines. Numbers show the order of MDSs in the macronuclear nanochromosome, upside down numbers indicate an inverted orientation 
of the MDS in the micronuclear genome. (B) The linear β-telomere-binding gene in O. nova [47]. At the borders between MDSs and IESs both copies 
of individual direct repeats (pointers) are indicated, of which only one copy remains in the macronucleus. (C) The scrambled actin I gene in Stylonychia 
lemnae [48]. The rearrangement processes necessary to descramble the micronuclear actin I gene into a functional nanochromosome [51] are indicated 
in the middle scheme. (D) The extensively scrambled polymerase α gene is encoded in two different loci in the micronuclear genome of S. lemnae [49].



Programmed DNA Rearrangement in Ciliates Chapter | 7 105

methylation of H3K9 [23]. Moreover, a chromodomain protein, Pdd1p, related to the conserved heterochromatin protein 
1 (HP1), could be identified to be expressed only during conjugation. It localizes to the developing anlage, where in later 
stages of conjugation it colocalizes with aggregates of IESs [24]. Gene knockout studies showed that Pdd1p is required for 
DNA deletion and, when tethered to sequences normally remaining in the mac, caused these sequences to become elimi-
nated [22]. Pdd1p contains two chromodomains and one chromoshadow domain, with the first chromodomain presumably 
being responsible for DNA targeting, while the other two domains seem to be involved in histone modifications and Pdd1p 
aggregation [25].

During 2010, two genes, TPB1 and TPB2, were identified which show high similarity to piggyback transposases and 
lack other transposon features. Differently to other transposons and transposon-like elements residing in the micronuclear 
genome of Tetrahymena, they are not removed from the developing mac, but instead are expressed specifically during 
conjugation [26]. Namely, Tpb2p seems to be involved in DNA deletion: it colocalizes with Pdd1p forming aggregates, 
and knockdown strains are deficient in DNA deletion and chromosome fragmentation. When expressed in bacteria, Tpb2p 
exhibits a weak endonuclease activity. This endonucleolytic activity generates DNA ends resembling the termini of DNA 
molecules which occur as intermediate products during removal of the M-element, an IES often used as model for deletion 
studies in Tetrahymena [27]. This suggests that Tpb2p could be required for DNA cutting in the process of DNA elimina-
tion. During the process of domestication, TPB2 seems to have acquired further exons in its C-terminus in addition to pig-
gyback domains, leaving it nearly twice as long as most other piggyback transposases. Presumably through these additional 
C-terminal sequences, including a zinc-finger domain, Tpb2p is now targeted to heterochromatic sequences [28].

Even though IESs in Tetrahymena are located in noncoding regions, therefore not necessarily requiring exact excision 
of sequences, and are marked only imprecisely by adopting heterochromatic chromatin structure, most IESs are neverthe-
less removed rather precisely from the genome of the developing mac, with only minor occasional junction variations of 
less than 10 bp [29,30]. Only some IESs are eliminated with junctions varying by several hundred nucleotides [31]. IESs 
eliminated precisely seem to be flanked by pairs of cis-acting sequences,  for example, the M-element is flanked on both 
sides by a 10 bp sequence motive, 45 bp away from each end. This sequence motive seems to be responsible for setting dis-
tinct deletion boundaries as without it deletion of the M-element becomes variable. Moreover, new boundaries are induced 
if the motif is inserted within the M-element [32]. Similar flanking sequence motives have also been identified near other 
IESs. This led to the speculation, that in Tetrahymena precisely excised IESs are subdivided into many families, with each 
family sharing a specific sequence motive for determining IES elimination boundaries [33]. It has been suggested that these 
sequence motives flanking the heterochromatic sequences destined to be eliminated could help to target Tpb2p and presum-
ably also other similar nucleases to these heterochromatin boundaries, where they would cut the DNA according to their 
specific sequence requirements [34].

So far, no distinct CBSs necessary for fragmentation could be identified in stichotrichous ciliates. In Stylonychia, a 6 nt 
sequence localized in the 5′- and 3′-subtelomeric region of the nanochromosome coding for a 1.3 kbp gene of unknown 
function seems to be necessary for its fragmentation [35]. This putative CBS is very similar to a conserved CBS (E-CBS) 
identified in the hypotrichous ciliate Euplotes [36]. In contrast to Tetrahymena, in stichotrichous ciliates micronuclear- 
specific sequences are eliminated largely as long intergenic DNA stretches, separating the macronuclear precursor sequences 
from each other. These sequences eliminated as bulk DNA consist in large parts of satellite repeats, transposons, and, of 
some micronuclear-specific coding sequences [9].

Earlier studies in Stylonychia already showed by electron microscopy that in the developing mac at the end of polyteni-
zation, a large part of the genome adopts heterochromatic features and is excised as ring-like chromatin structures [37]. 
This appearance of heterochromatic chromatin in the macronuclear anlage was confirmed by studies on histone modifica-
tion patterns and chromatin plasticity during macronuclear differentiation [2,38]: very early in macronuclear development, 
repressive histone modifications typical for the germline mic (eg, H3K27me3) are removed, and instead, the anlagen 
genome becomes associated with histone modifications, such as histone H3 acetylations, typical for “open” chromatin. 
Sequences which will be retained in the developing mac stay associated with these histone modifications, while repressive 
markers (such as H3K9me3 or H3K27me3) are introduced to sequences to become removed. Furthermore, similar to Tet-
rahymena, chromatin-modifying proteins, the heterochromatin-specific Stylonychia HP1 homolog Spdd1p and a putative 
E(z)kmt6-like histone methyl-transferase could be localized in the developing anlage simultaneously to the appearance of 
repressive markers. During mid-2010s it was proposed that in Stylonychia, the fate of specific DNA sequences targeted to 
become organized into either permissive or repressive chromatin, leading to retention and then respectively elimination, 
could be determined not only by introducing specific posttranslational histone modifications, but also by a preceding depo-
sition of specific histone H3 variants [39]. In Stylonychia, eight different histone H3 variants could be identified; some of 
these variants were shown to be differentially expressed during macronuclear development and to be specifically targeted 
by posttranslational modifications.
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Besides chromatin modifications acting on histones, a further epigenetic modification, methylation of DNA, could be 
involved in marking sequences for elimination from the anlagen genome [40]. In stichotrichous ciliates, extensive meth-
ylation of cytosines as well as hydroxymethylation has been observed to occur in micronuclear-specific transposons and 
satellite repeat sequences [41,42].

In addition to sequences removed as bulk DNA in the process of fragmentation, similar to Tetrahymena, stichotrichous 
ciliates contain more than 200,000 IESs in their micronuclear genome [9]. In contrast to Tetrahymena, IESs in stichot-
richous ciliates are smaller, with sizes generally between only 0 and 100 bp [9,43,44] residing in noncoding as well as 
coding regions. According to the number of interrupting IESs, macronuclear precursor sequences in the micronuclear 
genome are separated into several blocks of so-called macronuclear destined sequences (MDSs) (Fig. 7.2B–D). IESs in 
stichotrichous ciliates always are flanked by “pointer” sequences, direct repeats of 2–20 bp in length, with one of the two 
pointer copies at the 3′-end of MDS n and the second copy of the pointer at the 5′-end of MDS n + 1 according to their order 
in the macronuclear nanochromosome (Fig. 7.2B). IESs with a size of 0 bp therefore just consist of tandem repeats of two 
pointers in the micronuclear genome. After excision of IESs, only one copy of each pointer can be found at the junction 
between neighboring MDSs, suggesting a homology directed repair mechanism to be involved in IES elimination [43,45]. 
In Oxytricha, thousands of active transposase genes were identified to reside in the micronuclear genome-encoding pro-
teins which are thought to be involved in the excision of IESs. Each of these transposases would be targeted to its specific 
pointer sequence and then be responsible for the excision of all IESs flanked by this specific pointer sequence [46]. In 
general, MDSs in the micronuclear genome of ciliates occur in the same order as in the corresponding macronuclear chro-
mosome of the adult mac, they are linearly arranged (eg, Fig. 7.2B, micronuclear β-telomere binding protein locus [47]) 
but in stichotrichous ciliates, more than 30% of the MDSs are arranged in permuted disorder or inverted orientation in 
the micronuclear chromosomes [9,45] (eg, Fig. 7.2C, micronuclear actin I locus [48]) with MDSs sometimes being even 
located on different chromosomes (eg, Fig. 7.2D, polymerase α locus [49]). In order to form functional nanochromosomes, 
in these cases not only the IESs have to be excised precisely during macronuclear development, as in linearly arranged 
MDSs, but furthermore scrambled MDSs have to be reordered into their correct macronuclear order and orientation (Fig. 
7.2C) (for review: [45]).

In stichotrichous ciliates, each nanochromosome is amplified to its specific copy number in the course of macronuclear 
development. These copy numbers vary between a few 100 to up to 106 copies [1,6,7]. Copy numbers are generated in 
two amplification steps. First, as in Tetrahymena, early in conjugation, before fragmentation into nanochromosomes takes 
place, anlagen chromosomes are endoreplicated into polytene chromosomes. Already during this first amplification stage, 
transposon-like elements as well as the IESs become excised from the anlagen genome [50–52]. After this first amplification 
stage, fragmentation follows and the intervening micronuclear-specific bulk DNA sequences are eliminated and telomere 
sequences are added de novo to both ends of each nanochromosome. In a second amplification step, all nanochromosomes 
become amplified, each to its specific copy number. How this specific amplification could be regulated is discussed later.

In the first part of this chapter the organization of the micro- and macronuclear genome of two different ciliate classes, 
the oligohymenophorean ciliate Tetrahymena and the stichotrichous ciliates Oxytricha and Stylonychia was described, as 
well as some of the processes and the proteins identified so far which in the course of macronuclear differentiation are nec-
essary in order to develop a new mac from a micronuclear derivative. But how are sequences selected to become organized 
into heterochromatin and finally deleted?

In the second part, the actual knowledge on the regulation of these selection processes is discussed.

4.  EPIGENETIC REGULATION OF MACRONUCLEAR DEVELOPMENT IN TETRAHYMENA

One of several early hints that genomic rearrangement during macronuclear development could be regulated epigeneti-
cally by information from the parental mac came from studies of two differing cell lines of Paramecium, like Tetrahymena 
belonging to the oligohymenophorean ciliates. These two cell lines contained identical mics but differed in their macro-
nuclear genomes. While one cell line kept a specific IES in its macronuclear genome, the second cell line reproducibly 
excised this IES during macronuclear development. In progenies of crosses of these two cell lines, it could be shown that 
the genomic alternative, that is, retaining the IES or eliminating it from the macronuclear chromosome, was maternally 
inherited. Furthermore, when parental macs in these two cell lines were transformed with fragments of either version of the 
respective macronuclear chromosome, presence of the IES in the parental mac resulted in retention, while absence resulted 
in elimination of this IES in the newly developed macronuclear genome of its sexual progeny. This suggested that informa-
tion from the parental mac is involved in selecting sequences for deletion [53].

In 2002, Mochizuki et al [54]. presented a model, the scanRNA model, explaining regulation of macronuclear development 
in Tetrahymena. This model was based mainly on the identification of a population of small RNA (sRNA) molecules, about 
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27 nt in size, appearing in the early stages of macronuclear development and linked regulation of macronuclear development 
to the mechanism of RNA interference (RNAi) which only shortly before had been described in nematodes [55]. Very early in 
the course of macronuclear development, appearing sRNAs were shown to be homologous to both kinds of sequences pres-
ent in the micronuclear genome, to the MDSs as well as the micronuclear-specific sequences. In later stages of macronuclear 
development, sRNAs homologous to micronuclear-specific sequences become enriched. Furthermore, they identified proteins 
expressed during these stages of macronuclear development and required for elimination, which were homologous to proteins 
known to play key roles in RNAi-related pathways in other organisms. In the scanRNA model (Fig. 7.3), very early in macro-
nuclear development, the entire micronuclear genome is transcribed bidirectionally into double-stranded (ds) RNA molecules. 
These dsRNA molecules are then processed by Dcc1, a dicer-like protein [56,57], into sRNAs, called scan RNAs (scnRNAs), 
with sizes of about 27 nt. scnRNAs are associated with Twi1, a member of the Piwi family [54], which during conjugation 
was shown first to appear in the parental mac and in later stages to localize to the developing anlage. According to the model, 
scnRNAs/Twi1 complexes assemble in the cytoplasm and are then shifted into the parental mac. scnRNAs homologous to mac-
ronuclear sequences are retained in the parental mac by their complementary macronuclear DNA sequences (hence the term 
scnRNA) and become degraded. In contrast, scnRNAs homologous to micronuclear-specific sequences stay free to leave the 
parental mac and to invade the developing anlage. There they recruit chromatin-modifying enzymes to their complementary 
DNA sequences, that is, the micronuclear-specific sequences, marking them to be excised by recruiting chromatin-modifying 
enzymes, organizing these sequences into heterochromatin.
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The scnRNA model very conclusively explains the observations obtained in the Paramecium experiments mentioned 
earlier: offspring of ciliates from cell lines which kept the specific IES in their macronuclear genome or of ciliates, into 
which this IES was artificially introduced in the parental mac, always retained the IES during development of a new mac. 
According to the model, in these cases, scnRNAs homologous to this IES would be retained in the paternal mac as they 
would be scanned for by the IES sequence present in the mac. As a consequence, no scnRNA homologous to the IES would 
reach the developing mac, and therefore this IES would not be marked for excision from its genome.

It should be noted, however, that the 2012 high-throughput sequence analysis of sRNAs from different time points dur-
ing macronuclear development of Tetrahymena [58] showed that the scnRNA model in its original form seem at least to 
need some modifications. By this sRNA analysis, it could be shown that in contrast to the uniform bidirectional transcrip-
tion of the entire micronuclear genome proposed in the scnRNA model, early in conjugation about 80% of all 27 nt sRNA 
could be assigned to only 25% of the micronuclear sequences coding for IESs. Furthermore, sequences to be retained in 
the mac were transcribed to a much lower extent (only 15% of all sRNAs analyzed) than predicted by the model for these 
early stages of conjugation. Furthermore, such bias of sRNA transcription could also be seen in mutants of TWI1. In these 
mutants, according to the model, the scanning pathway should be impeded, and therefore no enrichment should be obtained. 
This argues for the presence of an already highly biased transcription resulting in an enrichment of sRNAs homologous to 
some IESs sequences, instead of a uniform transcription of the micronuclear genome, followed by a subsequent scanning 
process of the sRNAs in the paternal mac. But so far mechanisms which could regulate such a biased transcription are 
unknown. Until now, direct experimental evidences arguing in favor for a scanning mechanism in the parental mac only 
could be obtained in Paramecium. In these ciliates, artificial introduction or deletion of sequences from the parental mac 
led to retention or elimination of these sequences in the newly developed mac of offspring cells [53,59].

In later stages of macronuclear development, the relative amount of sRNAs from macronuclear precursor sequences 
decreases significantly as proposed by the model, but whether a scanning process is responsible for this decrease or tran-
scription of micronuclear sequences is already regulated dynamically, still needs to be determined. As one alternative to the 
original scanRNA model, a two-step pathway resulting in an enrichment of sRNAs homologous to micronuclear-specific 
sequences has been suggested. A selective transcription of dsRNAs from the micronuclear genome would be the first step to 
determine a sequence for elimination [60,61]. In a secondary step, a scanning process as suggested in the scanRNA model 
would than augment this sequence selection. A mechanism how such scanning in the parental mac could be performed 
still needs to be elucidated. At least for Paramecium, it has been proposed that in the parental mac an interaction between 
invading sRNAs and transcripts of all macronuclear chromosomes instead of the macronuclear genome itself could be 
responsible for the retention of sRNAs homologous to macronuclear sequences [59,62]. This would then leave sRNAs 
homologous to micronuclear-specific sequences free to invade the developing anlage and to recruit chromatin-modifying 
enzymes to their corresponding sequences marking them for elimination, similar as in RNA-induced transcriptional gene 
silencing in Schizosaccharomyces pombe and other organisms [4,63]. By evolving pathways to excise these sequences, 
elimination can thereby be seen as most extreme form of gene silencing.

5.  EPIGENETIC REGULATION OF MACRONUCLEAR DEVELOPMENT  
IN STICHOTRICHOUS CILIATES

sRNAs with sizes of about 27 nt have also been detected during early stages of macronuclear development in stichot-
richous ciliates [38,64,65]. In contrast to the findings in Tetrahymena, 2012, in high-throughput sequence analyses of 
conjugation-specific sRNAs in Oxytricha, no micronuclear-specific sRNAs were observed accumulating during macro-
nuclear development, but instead a high level of a macronuclear-specific class of sRNAs were identified appearing solely 
during early macronuclear development [64,65]. These 27 nt long sRNAs originate from bidirectional transcription of the 
parental mac. They preferentially cover the open reading frames of all nanochromosomes including macronuclear-specific 
pointer recombination junctions which are only present in the rearranged macronuclear genome. As in oligohymenopho-
rean ciliates, they are associated with Piwi-like proteins (Mdp1 in Stylonychia [66] and Otiwi1, one of 13 Twi1 homologs 
identified in Oxytricha [64]), which as in Tetrahymena were shown to first appear in the parental mac and subsequently 
to localize to the developing macronuclear anlage [2,64,67]. In contrast to the oligohymenophorean scanRNA model, in 
which micronuclear-specific scnRNAs target sequences for elimination, the macronuclear-specific sRNAs of stichotrichous 
ciliates seem to mark sequences for retention in the developing mac. Microinjection of synthetic sRNAs complementary to 
IESs into conjugating cells leading to retention of these IESs and therefore reprogramming their developmental fate [64] 
confirmed this suggestion. Moreover, their retention was shown to be stably inherited over asexual as well as sexual genera-
tions. In stichotrichous ciliates, the macronuclear-specific sRNAs could protect their corresponding sequences in the anla-
gen genome against introduction of epigenetic marks as DNA or histone methylation. Thereby all macronuclear destined 
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sequences would stay in an open chromatin state, while all other sequences would be marked for deletion by packaging 
them into heterochromatin.

Marking sequences by chromatin modifications or protecting sequences by a pool of 27 nt sRNA molecules can only 
be imprecise. Such imprecise marking may be sufficient for sequences excised as bulk DNA and residing in noncoding 
sequences; however, IESs, most of them interrupting sequences destined to contribute to coding sequences in the macro-
nuclear genome, need to be excised precisely in order to generate nanochromosomes encoding functional open reading 
frames. Indeed, so far in mature mac nanochromosomes, junctions between consecutive MDS were always observed to be 
correct accounting for a precise elimination of IESs in stichotrichous ciliates. But a different picture emerges when looking 
at intermediate molecules, generated as transient products during the process of genome rearrangement. A surprisingly high 
percentage of such intermediates show traces of IESs which had been incorrectly excised from their macronuclear precur-
sor DNA [51]. In these cases, either too much or not enough sequences were excised leading to nanochromosomes with 
either additional or missing sequences. The fact that this does not lead to a high percentage of nonfunctional nanochromo-
somes in the mature macs suggests that either incorrectly rearranged nanochromosomes are selectively eliminated or that 
they are corrected by a proofreading mechanism. All cases of imprecise excision observed nevertheless always took place 
between pairs of direct repeats, called cryptic pointers, in contrast to the original pointers which should have been used for 
precise excision. Imprecise marking of specific sequences by modifying chromatin structure could explain the observed 
frequent occurrence of imprecise IES excision in intermediates. Excision could take place by homologous recombination 
between any direct repeats localized in the vicinity of the endogenous correct pointer repeats using them as cryptic pointers.

A previous experiment had already suggested before that in Stylonychia a proofreading mechanism requiring template 
sequences from the parental macronuclear genome could be involved in macronuclear development of this ciliate. In this 
experiment, various constructs of a micronuclear locus containing precursor sequences corresponding to an entire macro-
nuclear nanochromosome as well as its IESs and additional flanking micronuclear-specific sequences were injected into 
anlagen before fragmentation took place [35,68]. Injection of constructs containing deletion of the micronuclear locus, 
missing up to more than 200 bp of one end of the nanochromosomal precursor sequences, resulted in fragmentation of 
these sequences from their flanking micronuclear-specific sequences. Surprisingly, after finishing macronuclear develop-
ment, sequences missing in the injected deletion constructs had been filled up to correct full-length nanochromosomes. 
This suggested that a proofreading mechanism could exist ensuring that nanochromosomes, which had been truncated 
after fragmentation from their neighboring micronuclear-specific sequences, are filled up to their correct length. In order to 
supplement missing sequences correctly, such a proofreading mechanism would require full-length templates of all mac-
ronuclear nanochromosomes.

Moreover, as described earlier, in stichotrichous ciliates up to 30% of the genes occur in a scrambled disorder in the 
micronuclear genome. With pointer sequences between 2 and 20 bp in length, pointers are not specific enough to provide 
sufficient information to assure correct alignment of consecutive MDSs, especially if MDSs are scrambled in the mic, 
and therefore can be located far apart or even as in the case of the polymerase α in Stylonychia on different chromosomes 
(Fig. 7.2C and D).

In 2003, a theoretical model, the template-guided model of recombination, was proposed by Prescott et al. [69] explain-
ing how processes necessary to rearrange the micronuclear genome into the genome of the mature mac could be regulated 
in stichotrichous ciliates (Fig. 7.4). They suggested that templates containing all sequences of the macronuclear genome are 
produced from the parental mac and transported into the early macronuclear anlage. In the anlage, templates align to their 
homologous DNA sequences of the early anlagen genome, thereby bringing corresponding direct pointer repeats into very 
close vicinity, while intervening micronuclear-specific sequences extrude as loops from the DNA–template complexes. 
Homologous recombination between the aligned pointer sequences then would allow excision of the loops containing the 
micronuclear-specific sequences, leaving behind only one copy of the pointers in the mature macronuclear genome.

In 2008, strong experimental support was provided that indeed in stichotrichous ciliates, DNA processing during mac-
ronuclear development could be guided by templates, presumably RNA molecules, originating from transcription of the 
parental mac [70]: degrading putative RNA templates of specific macronuclear nanochromosomes by applying RNAi 
techniques during macronuclear development resulted in aberrant gene unscrambling of the corresponding micronuclear 
loci. Furthermore, when early in macronuclear development, artificial RNA template molecules were injected, in which the 
template sequences corresponding to MDSs of a specific macronuclear nanochromosome were lined up in a different order 
to the MDS order of the endogenous template molecules, these artificial templates led to reprogrammed DNA rearrange-
ments resulting in nanochromosomes with MDSs arranged according to the order of the artificial template.

The template-guided model conclusively can explain how rearrangement processes, necessary for reordering of scram-
bled genes into their corresponding macronuclear nanochromosomes as well as correcting imprecise excision of IESs 
and filling up truncated nanochromosomes after fragmentation, could be regulated. But why such imprecise IES excision 
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should occur is difficult to explain. In the template-guided model, the macronuclear precursor sequences should align 
precisely according to the template sequences. If imprecise IES excision should take place, correction by a proofreading 
mechanism should occur concomitantly with the excision process, while the template molecule is still aligned, not leading 
to imprecise intermediate molecules detectable by PCR methods.

Therefore, for stichotrichous ciliates, a third model was suggested combining aspects of both the scanRNA model 
as well as the template-guided model of recombination [71]. This model was modified according to the finding that 
in these ciliates, sRNAs originate from the parental mac targeting sequences for retention in the developing mac [64], 
as discussed earlier. In this model (Fig. 7.5), MDSs in the early anlagen genome are marked by homologous sRNAs 
which originate from bidirectional transcription of the parental macronuclear genome early during conjugation. After 
processing of the dsRNA molecules into sRNAs, they are associated to Piwi-like homologs and subsequently invade 
the developing mac. In the developing mac, these sRNAs protect their corresponding sequences of the anlagen genome 
from being marked for excision by chromatin-modifying enzymes [64,65]. Excision of IESs takes place by homologous 
recombination between direct repeats located between MDSs protected by sRNAs. As marking of sequences by chroma-
tin modification is very imprecise, not only the correct pointer repeats, but also cryptic pointers, random direct repeats 
located near the correct pointer sequences, can be used as sites for excision by homologous recombination, thereby lead-
ing to imprecise excision of IESs. Later during conjugation all nanochromosomes of the parental mac are transcribed 
into long RNA molecules, presumably also covering the telomeric ends, which then migrate into the developing anlage 
too. There, these RNA molecules guide the alignment of MDSs according to their order in the parental nanochromo-
somes. Furthermore, they serve as templates for a proofreading mechanism repairing imprecise excision and filling up 

FIGURE 7.4 The template guided model. Genome rearrangement processes are guided by templates (faint green and red) of all nanochromosomal 
sequences. These templates derive from transcription of all nanochromosomes in the old (parental) macronucleus. Templates are transported into the mac-
ronuclear anlage and align to their corresponding sequences of the anlagen genome, thereby aligning both pointer repeats (red) at the junction of consecu-
tive blocs of macronuclear destined sequences (MDSs, green). IESs (in yellow) looping out as pointers align, are excised by homologous recombination 
between the two pointer repeats. Finally, fragmentation into nanochromosomes occurs at the ends of template covered regions and telomeres are added 
de novo to each end of the newly arranged nanochromosome (Modified after Prescott DM, Ehrenfeucht A, Rozenberg G. Template-guided recombination 
for IES elimination and unscrambling of genes in stichotrichous ciliates. J Theor Biol 2003;222(3):323–30.). In this scheme, descrambling, arranging 
scrambled MDS according to their order in the correct nanochromosomal order is not shown. Fig. 7.2C gives a hint on how sequences of a scrambled 
micronuclear gene would need to bend and twist in order to unscramble by aligning to its nanochromosomal template. (More information on the gymnas-
tics of DNA processing in ciliates can be found in Ref. [45].)
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FIGURE 7.5 Model explaining macronuclear development in stichotrichous ciliates. Early in macronuclear development, bidirectional transcripts 
of the old (parental) macronucleus are processed into sRNAs (green) and associated to piwi-like proteins. These complexes invade the early macro-
nuclear anlage and mark corresponding sequences of the anlagen genome as macronucleus destined sequences (green). Chromatin of all other sequences 
[intergenic sequences (IGE, purple) and IESs (yellow)] is modified by chromatin-modifying enzymes and thereby marked for deletion. Excision of IESs 
takes place (possibly by not yet characterized different tranposases) between the two pointer repeats of consecutive MDSs or any direct repeats in their 
vicinity. In addition to the early transcription of the old macronucleus, generating the sRNA molecules, the old macronucleus is further transcribed into 
the long probably full length transcripts (black) including the telomeres. They are transported into the anlage and align to corresponding sequences of the 
anlagen genome thereby guiding the reordering of scrambled MDSs. Furthermore, they act as templates for correcting imprecise excision of IESs or for 
complementing nanochromosomes which became truncated by fragmentation. Telomeres are added de novo to each nanochromosomal end. Finally, by 
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determines the level of amplification of each nanochromosome, thereby defining the specific copy number of each nanochromosome in the mature new 
macronucleus. Modified after Fang W, Wang X, Bracht JR, Nowacki M, Landweber LF. Piwi-interacting RNAs protect DNA against loss during Oxytricha 
genome rearrangement. Cell 2012;151(6):1243–55; Juranek SA, Lipps HJ. New insights into the macronuclear development in ciliates. Int Rev Cytol 
2007;262:219–51.



112 SECTION | III Genome Stability of Unicellular Eukaryotes

missing subtelomeric sequences of macronuclear nanochromosomes after fragmentation. How this proofreading could 
be performed still needs to be determined.

Finally, RNA templates from the parental mac are not only involved in guiding DNA rearrangement processes during 
macronuclear development, they also seem to play an important role in regulating the amplification of nanochromosomes 
to their specific copy number. When the number of specific templates during macronuclear development is changed experi-
mentally, either by applying RNAi techniques to decrease the amount of a specific endogenous template or by injecting 
artificial RNA template molecules to increase the amount of a specific template, the copy number of the corresponding 
nanochromosome in the adult macs is changed according to the experiment applied [6,7].

6.  CONCLUSION

At first sight, the contrast in RNA regulation mechanisms between Oligohymenophorean and Stichotrichs seems to be 
surprising: sRNAs originate from different nuclei (mic versus parental mac), they target sequences inducing opposing 
developmental fates (deletion versus retention) and, in the case of Stichotrichs, an additional RNA-regulated mechanism is 
required to guide genome reordering and proofreading. But both ciliate classes are only very distantly related, their lineages 
separating over a billion years ago comparable to the linages of humans and fungi [72,73]. Moreover, this variability in the 
regulation of genome rearrangement processes in both ciliate classes show the high adaptability of RNA-induced regula-
tion in genome dynamics making ciliates very useful model systems to study pathway regulated by ncRNA molecules. 
Regulation of genome dynamics depending on ncRNAs have shown to be widespread in eukaryotes. Ciliates, extensively 
using variations of these regulation mechanisms, provide excellent model systems to study the pathways involved in these 
processes.

GLOSSARY
Anlage During development of a new macronucleus from a derivative of the micronucleus, the developing macronucleus is called anlage.
Cryptic pointers Direct repeats in the vicinity of the correct pointer repeats. Use of cryptic pointers for IES elimination leads to imprecise 

elimination: These mistakes have to be corrected in order to generate functional macronuclear nanochromosomes.
Endoreplication DNA replication without nuclear division.
Macronucleus Somatic nucleus of ciliates.
Micronucleus Germline nucleus of ciliates.
Nanochromosome Short DNA molecule in the stichotrichous macronucleus, terminated by telomeric sequences and containing all sequences nec-

essary for its replication, mostly encoding only one gene and all sequences necessary for its transcription.
Pointer repeats Direct repeats (between 2 and 20 bp) flanking IESs in the micronuclear genome. One copy of the direct pointer repeat is localized 

at the 3′ end of MDS n, the second pointer repeat is localized at the 5′ end of MDS n + 1. After excision of IESs, only one copy of the pointer 
repeats remains at the junction of consecutive MDSs in the macronuclear nanochromosome.

LIST OF ABBREVIATIONS
CBS Chromosome breakage site
IES Internal eliminated sequence
Mac Macronucleus
MDS Macronucleus destined sequence
Mic Micronucleus
scnRNA Scan RNA
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1.  INTRODUCTION

DNA double-strand breaks (DSBs) are the most cytotoxic of DNA lesions a cell can incur, with a single unrepaired break 
being potentially lethal [1]. Further, misrepaired DSBs can result in various genetic alterations such as deletions, translo-
cations, loss of heterozygosity (LOH), and chromosome loss, all of which can cause genetic diseases such as cancer [2]. 
DSBs occur when breaks are formed proximally on both strands of a DNA duplex simultaneously and the two ends of a 
DSB become physically separated. These lesions can arise through programmed biological events such as mating-type 
switching, class-switch recombination, restriction enzyme digestion, V(D) J recombination, and meiotic recombination, 
which are responsible for genetic variation [3]. DSBs can also arise from endogenous metabolic errors, such as stalled 
replication forks or reactive oxygen species (a byproduct of respiration), or from exposure to exogenous agents such as ion-
izing radiation (IR) and IR mimetics (eg, bleomycin), ultraviolet radiation (UV), alkylating agents, or other clastogens [4]. 
Indeed, generating irreparable DSBs through exposure to such exogenous agents is the aim of both radiotherapy and many 
forms of chemotherapy. Moreover, introducing targeted DSBs through the use of zinc finger nucleases or more promisingly 
CRISPR-CAS9 technology is the basis of genome editing, and holds considerable biomedical promise [5]. For these rea-
sons, there is considerable interest in understanding the mechanisms of DSB repair (DSBR) and recombination.

Here we describe DSBR in budding and fission yeasts, the study of which has provided unparalleled insights into these 
processes. The yeasts have provided excellent models for studying repair pathways due to their simplicity, the ease with which 
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they can be cultured, and because the functions of genes can be elucidated by screening for various phenotypes [6]. As such, 
findings made in yeast, and in particular the budding yeast Saccharomyces cerevisiae, have formed the basis for much of our 
understanding of DSBR pathways. Models for homologous recombination (HR) repair were first proposed based on observa-
tions in yeast and when the proteins involved were subsequently identified, many were found to be evolutionarily conserved 
in higher eukaryotes [7]. In this chapter, we describe the two DSBR pathways, HR and nonhomologous end-joining (NHEJ), 
together with their sub-pathways. Furthermore, we discuss the proteins that underpin the various steps in these repair pathways. 
While we cite original papers, we also highlight helpful reviews throughout the chapter where further details can be obtained.

1.1  A Brief History

In 1949, Latarjet and Ephrussi found a correlation between the level of ploidy of yeast and their sensitivity to radiation [8]. 
This suggested that when a sister chromosome was available for repair cells were less susceptible to damage by radiation. 
However, it was not until the 1960s that radiation-sensitive mutants in yeast were isolated, and the 1970s when studies in 
yeast began to provide an extensive genetic analysis of DNA repair [9]. In 1967, Nakai and Matsumoto discovered yeast 
mutants that were sensitive to ultraviolet (UV) radiation [10], and Snow [11] and Resnick [12] isolated further UV-sensitive 
mutants. Resnick also identified X-ray-sensitive yeast mutants [12], some of these caused by mutations in the same genes 
identified by Rodarte et al. as conferring recombination deficiency when mutated [10,12–14]. At the International Confer-
ence on Yeast Genetics in 1970, it was decided that all of the radiation-sensitive mutants in yeast should be labeled as “rad” 
and that mutants that are UV sensitive or UV and IR sensitive should be numbered 1–49. It was also agreed that Rad50 and 
onwards would be used to describe mutants that primarily affect IR sensitivity [9]. In fact, many of the genes involved in 
recombination were initially identified as causing sensitivity to IR when mutated [15].

2.  HOMOLOGOUS RECOMBINATION MODELS

HR provides a high-fidelity form of DSBR that uses homologous DNA sequences as a template. It is ubiquitous to all 
 organisms and can be initiated by various DNA lesions, including DSBs and interstrand crosslinks (ICLs) [16,17]. It is used 
to increase genetic diversity during meiosis, but in mitotic cells the main purpose of HR is to repair DSBs [18,19]. In yeast, 
HR is also required for mating-type switching, a process by which yeast can switch their mating type in order for haploid 
cells of opposite mating type to mate with each other, forming diploid cells that undergo meiosis [20].

2.1  Holliday Model

The current models for HR were developed from models of meiotic recombination in yeast from over half-a-century ago. 
In 1964, Robin Holliday proposed a molecular model of HR that was based on observations during meiosis in the fungus 
Ustilago maydis [21]. Based on the structure of DNA, he proposed that unraveling DNA strands anneal with complemen-
tary bases within the homologous chromosome. A key feature of this model was the prediction that the homologous chro-
mosomes would become covalently bound through a DNA structure at this exchange point that would form a symmetrical 
four-way junction. Importantly, this model accounted for the genetic phenotype of crossovers as these eponymously termed 
“Holliday” junctions (HJs) could be resolved in either of two orientations resulting in DNA molecules with either  parental 
(noncrossover, NCO), or recombinant (crossover, CO) configurations with respect to distal genetic markers (Fig. 8.1, 
double Holliday junction (dHJ)). Moreover, if crossovers occurred at sites where parental molecules differed, this could 
result in gene conversion, following correction of the mismatched region.

Evidence supporting the Holliday model materialized in the early 1970s from studies involving bacteriophages where 
HJs were visualized using electron microscopy [22–24]. In 1979, Bell and Byers provided evidence of HJs forming in S. 
cerevisiae during recombination [25,26]. Significantly, this model formed the basis of the prevailing HR models proposed 
to accommodate new genetic data generated over the next half-century.

2.2  Double-Strand Break Repair Model

A mechanism of DSBR using HR was first proposed by Resnick [14] and was based on direct studies of repair of chromo-
somal DSBs [1] that were induced by X-rays. The model extended that of Holliday in two significant ways: the initiating 
event was a DSB rather than a single-strand break, and it proposed that when a DSB occurs in DNA the broken DNA ends 
are resected to produce 3′ single-stranded tails which could then engage a homologous chromosome or sister chromatid. 
Another DSB-based HR model, the DSBR model proposed by Szostak and Stahl in 1983 [27], arose from studies where 
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it was observed that, when plasmids containing yeast genes were linearized to simulate a DSB, increased integration of 
the genetic material into the yeast genome was observed compared to nonlinearized plasmids [27–29]. The DSBR model 
included elements of both the Holliday and Resnick models to explain these observations, and suggested that when a DSB 
occurs in DNA, the broken DNA ends are resected to produce 3′ single-stranded tails [30] (Fig. 8.1). Through subsequent 
findings, the specific role of the 3′ tail was elaborated as well as downstream events leading to HJs and resolution of recom-
binant structures. RPA (replication protein A), a heterotrimeric single-stranded DNA (ssDNA)-binding protein, binds to 
the 3′ ssDNA tails. RPA is then dissociated from the single-stranded tail by Rad51 [18]. Rad51 binds to ssDNA and forms 
a helical nuclear protein filament that seeks out a homologous sequence and binds to it [31]. The ssDNA nucleoprotein 
filament invades the homologous sequence and base pairs (bps) with the template strand, displacing the complementary 

FIGURE 8.1 The various models of homologous recombination (HR) and nonhomologous end-joining (NHEJ)-mediated double-strand break 
(DSB) repair in yeast. After a DSB has formed in DNA, ends can be repaired via classical NHEJ (C-NHEJ) if no resection occurs. Alternatively, short 
resection can occur which enables repair via the alternative NHEJ and single-strand annealing (SSA) pathways. If extensive 5′–3′ resection is carried 
out, repair is committed to HR pathways. Homology search and strand invasion lead to D-loop formation. The main models of HR repair in yeast are 
double-strand break repair (DSBR), synthesis-dependent strand annealing (SDSA), and break-induced replication (BIR). These homologous recombina-
tion pathways have various outcomes. If repair is carried out via SDSA, after repair synthesis, the invading strand is displaced from the D-loop. The ends 
of the DSB are then annealed, possibly with flaps of excess DNA copied from the homologous template. Flap cleavage occurs to remove these, followed 
by ligation of the two DNA ends. This HR repair pathway results in noncrossover (NCO). In the DSBR model, once the D-loop has formed and repair 
synthesis carried out, second end recapture occurs forming a double Holliday junction (dHJ). The dHJ can be resolved to produce either crossover (CO) or 
NCO products. Alternatively, dissolution of the dHJ can take place via convergent migration of the HJs resulting in a hemicatenane, leading to noncross-
over. BIR repair occurs when only one end of the DSB is available, such as at stalled replication forks. BIR involves migration of the D-loop replication 
“bubble” along the chromosome until another replication fork or the end of the chromosome is reached. This form of repair causes both strands of the 
homologous donor sequence to be copied resulting in loss of heterozygosity (LOH).
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homologous strand in a process known as strand invasion. The structure formed is called a displacement loop (D-loop) [27]. 
DNA synthesis occurs via DNA polymerase to extend the invading strand, copying a portion of the homologous sequence, 
and allowing the invading strand to rejoin the other side of the break (second end recapture). Further DNA synthesis occurs 
and the broken ends are ligated to form a dHJ. The DSBR model revolves around the generation of dHJs [32]. A dHJ can 
be resolved by either cutting the same pair of strands at each junction resulting in NCO, or by cutting different strands at 
each junction resulting in CO [33]. Resolution of dHJs can also occur by dissolution resulting in NCO (Fig. 8.1). The DSBR 
model is supported by studies demonstrating that the formation of DSBs initiates HR during yeast meiosis [34], as well as 
experiments using Southern blotting and an RNA probe that detects ssDNA that show end resection resulting in 3′ ssDNA 
tails [30]. Additionally, evidence for the existence of dHJs was found in yeast using 2D gel electrophoresis [35].

It was initially thought that the DSBR model could account for the formation of all HR products based on the observa-
tion that both CO and NCO products are formed at approximately the same time during meiosis [36]. However, later studies 
indicated that there are separate mechanisms for forming NCO DSB products. For example, studies in S. cerevisiae during 
meiosis have demonstrated that NCO products can be detected more than 30 min before CO products, and at the same time 
as dHJs are present. Furthermore, yeast strains carrying a mutation in Ndt80, a meiosis-specific transcription factor required 
for dHJ resolution in meiotic S. cerevisiae, had no COs but still formed NCO products [37]. These findings suggested that 
NCOs could also arise by a distinct pathway that is independent of the dHJ intermediates formed as predicted by the DSBR 
model. Moreover, during mitotic recombination, COs are infrequent and can give rise to extensive LOH, suggesting that the 
DSBR model may not be able to fully explain mitotic HR outcomes. These studies indicate that recombination resulting in 
NCOs may arise through a distinct pathway [38].

2.3  Synthesis-Dependent Strand Annealing Model

An alternative model for HR, known as synthesis-dependent strand annealing (SDSA), explains the experimental evidence 
indicating that NCOs can arise before and independently of COs [37,39] which comprise only approximately 5% of mitotic 
recombination events in S. cerevisiae [40]. The SDSA model of recombination was supported by studies in the T4 phage,  
S. cerevisiae, and other organisms [41–43]. The initial steps of the SDSA model are analogous to that of the DSBR model in 
the processing of DSB ends and strand invasion. However, once repair synthesis has occurred, displacement of the invading 
strand takes place followed by second end recapture with the other end of the DSB. The displacement of the invading strand 
can occur either by migration of the D-loop causing continuous displacement of the newly synthesized DNA [44], or through 
the activity of DNA helicases [45]. Unlike in the DSBR model, no HJs are formed (Fig. 8.1). When the displaced strand 
reanneals with the other end of the DSB, this may result in a flap of excess nonhomologous ssDNA that is removed by the 
Rad1–Rad10 endonuclease [46] and the nick that is formed is sealed by DNA ligase [47]. In addition to being responsible for 
meiotic NCOs, it is thought that yeast mating-type switching occurs via SDSA [17]. Furthermore, the SDSA model is thought 
to be the predominant mechanism of repair during mitotic recombination, which has a fundamentally different purpose [48].

2.4  Break-Induced Replication Model

Break-induced replication (BIR) (also known as recombination-dependent DNA replication) is similar in the initial steps to the 
DSBR and SDSA models but occurs when only one end of the DSB is available for recombination or the two ends of a DSB 
are not coordinated. It is primarily used to reestablish stalled replication forks and repair degraded telomeres, as in both of these 
instances the DSBs are one-ended and so the other repair pathways cannot be used. The recombination-dependent DNA replica-
tion model was initially described in the bacteriophage T4 [49], but was later described in yeast as the BIR model using a chromo-
some fragmentation vector [50]. The BIR model predicts that after strand invasion, DNA synthesis extends the invading strand, 
copying the template via a unidirectional replication fork or replication “bubble” that migrates along the template sequence [50] 
(Fig. 8.1). Repair synthesis and bubble migration continue until it encounters a converging replication fork or reaches the end of 
the chromosome [51]. This results in an extensive nonreciprocal transfer of genetic information from the template chromosome 
to the invading chromosome [45], which can cause extensive LOH and is highly mutagenic [51–53]. Unlike SDSA, which uses 
leading strand DNA synthesis, BIR requires both leading and lagging strand synthesis. BIR restoration of collapsed replication 
forks is Rad51 dependent [54]; however, Rad51-independent BIR has been reported in both budding and fission yeast [52,55,56].

2.5  Single-Strand Annealing Model

Single-strand annealing (SSA) is a form of HR repair that occurs when repetitive DNA sequences lay either side of the 
break, and differs from most other HR pathways in that it is independent of Rad51 in yeast [57]. As in HR, 5′–3′ resection 
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occurs but SSA takes place when resection exposes repetitive homologous sequences on either side of the break site, leav-
ing 3′ ssDNA tails. The two complementary ends of the DSB anneal and any unique sequence present between the repeats 
forms 3′ overhanging flaps [45], which are cleaved by the Rad1–Rad10 endonuclease. Ligation occurs, sealing the break, 
resulting in deletion of the DNA that existed between the repeats (Fig. 8.2). Thus, SSA is a nonconservative HR pathway, 
but it is an efficient form of DSBR when the repeats are greater than 200 bp in length [58]. Indeed, SSA remains efficient 
even if up to 15 kb of unique sequence lies between the repeats [17]. However, SSA is likely to occur at far higher rates in 
higher eukaryotes than in yeast, because the yeast genome contains comparatively low levels of repetitive sequences, and 
the other HR mechanisms in S. cerevisiae are extremely efficient [59].

3.  COMMON HOMOLOGOUS RECOMBINATION STEPS

HR can be divided into several functionally distinct steps, which occur before or after synapsis (ie, the formation of joint 
molecule intermediates as a result of homology search and strand invasion [60]). Presynaptic steps include end resection, 
nucleofilament formation, and homology search. Postsynaptic steps include DNA synthesis, branch migration, HJ resolu-
tion/dissolution, and strand annealing [61]. Here we describe these key steps, together with the relevant repair factors that 
facilitate them (Table 8.1).

3.1  End Resection

End resection, or end processing, refers to the removal of bases from the 5′ end to reveal a 3′ overhang. This is a two-step 
process, the first of which requires the MRX complex [comprised of the proteins Mre11, Rad50, and Xrs2 (Nbs1 in Schizo-
saccharomyces pombe and Homo sapiens) [62]] in conjunction with Sae2 to initiate end resection of approximately 100 
nucleotides, resulting in a short 3′ ssDNA overhang [63]. Accordingly, null mutants of Mre11, Rad50, or Xrs2 in yeast are 
highly sensitive to IR and exhibit slowed DSB processing [7]. Mre11 is an 83 kDa protein with phosphoesterase motifs that 
are involved in its 3′–5′ double-stranded DNA (dsDNA) exonuclease activity and require manganese as a cofactor [64,65]. 
Sae2 and the nuclease activity of Mre11 are required to remove covalent adducts from DSB ends or “dirty ends,” but are 

FIGURE 8.2 The single-strand annealing (SSA) pathway of homologous recombination (HR) repair. Extensive 5′–3′ resection of double-strand 
break (DSB) ends reveals homologous repetitive sequences on either side of the DSB. These sequences anneal and flaps of nonhomologous DNA can 
form. The flaps are cleaved and the annealed ends ligated. This model of repair differs from other HR pathways, as it does not involve a homologous 
donor sequence as a template.
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TABLE 8.1 Proteins Involved in the Homologous Recombination (HR) Repair Pathways in Saccharomyces cerevisiae 
and Schizosaccharomyces pombe

Saccharomyces cerevisiae
Schizosaccharomyces 
pombeb Function

(a) Presynaptica

Rad52 Rad52/Rad22 Facilitates nucleoprotein filament formation.

Mre11 Mre11/Rad32 Part of the MRX complex and involved in end resection. This 
is known as the MRN complex in S. pombe.

Rad50 Rad50 Rad50 is required for formation of the MRX/MRN complex 
and is vital for end resection.

Xrs2 Nbs1 A subunit of the MRX complex.

Sae2 Ctp1 Works with MRX to resect 5′ ends of a DSB.

Exo1 Exo1 5′–3′ Exonuclease required for extensive end resection.

Dna2 Dna2 DNA-dependent ATPase required for extensive resection.

RPA (Replication protein A) Rpa1 Single-stranded DNA-binding protein. RPA coats ssDNA  
preventing secondary structures forming. It is required for 
Rad51 filament formation.

Rad51 Rhp51 Forms helical filaments with single-stranded DNA. Involved  
in strand exchange and homology seeking.

Rad55 Rhp55 Paralogue of Rad51 and forms a heterodimer with Rad57.  
This complex stabilizes Rad51 filaments.

Rad57 Rad57 Paralogue of Rad51 and forms a heterodimer with Rad55.  
This complex stabilizes Rad51 filaments.

Rad54 Rhp54 Facilitates strand exchange and D-loop formation.

Rdh54 Rdh54 Facilitates strand exchange and D-loop formation.

Srs2 Srs2 DNA helicase and DNA-dependent ATPase. Srs2 is anti- 
recombinogenic by interrupting Rad51 filaments and  
inhibiting DNA strand exchange.

Shu1 No known homolog Shu1 is a component of the Shu complex, consisting of Psy3, 
Csm2, Shu2 and Shu1. It is involved in inhibiting Srs2 and 
stabilizing Rad51 filaments.

Shu2 Sws1 Shu2 is a component of the Shu complex, consisting of Psy3, 
Csm2, Shu2 and Shu1. It is involved in inhibiting Srs2 and 
stabilizing Rad51 filaments.

Psy3 Rld1 Psy3 is a component of the Shu complex, consisting of Psy3, 
Csm2, Shu2, and Shu1. It is involved in inhibiting Srs2 and 
stabilizing Rad51 filaments.

Csm2 Swi3 Csm2 is a component of the Shu complex, consisting of 
Psy3, Csm2, Shu2, and Shu1. It is involved in inhibiting Srs2 
and stabilizing Rad51 filaments.

Rad59 No known homolog Part of the Rad52 epistasis group.

(b) Postsynaptic

Pol3/DNA polymerase δ Cdc6 DNA polymerase δ is used during leading strand repair syn-
thesis.

Pol2/DNA polymerase ε Cdc20 DNA polymerase ε is used during leading strand repair 
synthesis.

Pol1/DNA polymerase α Pol1 DNA polymerase α is used in BIR as both leading and lag-
ging strand synthesis is required.
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not required to resect “clean ends.” Similarly, the Sae2 ortholog, Ctp1 in fission yeast is required for removal of covalently 
bound Topoisomerase I and II from DNA [66]. The nuclease activities of Mre11 are enhanced by the binding of Rad50 
[67], which is part of the structural maintenance of chromosomes (SMC) family and has a long coiled-coil domain that is 
necessary for Mre11 binding and MRX complex function. Mre11 binds to Rad50 at the coiled-coil in a zinc-dependent 
manner forming an MR subcomplex [67]. A Rad50 mutation (Rad50S) causes 3′ ssDNA tails to be abolished, indicating 
that it is also required for end resection [30]. The Xrs2 subunit of MRX binds Mre11 but not Rad50 and translocates Mre11 
to the nucleus, which is necessary for mitotic DNA repair [62]. Xrs2 also enhances the exonuclease activity of Mre11 and 
the MR subcomplex [67]. The MRX complex is also able to stimulate resection in an indirect manner by recruiting Dna2 
and/or Exo1 nucleases [68].

Dna2 together with Sgs1, or Exo1 alone, can catalyze extensive resection. They can directly process and resect DSB 
ends, but not those that contain covalent adducts. Additionally, Top3 and Rmi1, which interact with Sgs1, are necessary 
for end resection; however, their functions are not catalytic but structural. A model has been proposed based on studies in 
meiosis that MRX and Sae2 create a nick in the 5′ strand at a point distant from the DSB end that is resected in both direc-
tions by Mre11, which has 3′–5′ exonuclease activity, and Exo1, which is a 5′–3′ exonuclease. This theory is based on the 
observation that the Mre11 3′–5′ exonuclease has a role in end resection, which would not be otherwise possible as it is 
unable to resect in the 5′–3′ direction [69]. Experiments have demonstrated that the short 3′ ssDNA tails that result from 
MRX/Sae2-dependent resection are adequate for HR to occur. Because this occurs without Exo1 or Sgs1–Dna2, it sug-
gests that extensive resection may not be required for HR. Additionally, a lack of MRX, Mre11, or Sae2 causes complete 
inhibition of end resection and cell death. However, despite extensive end resection not being necessary for HR to occur, it 
is required for the DNA damage checkpoint to be activated [45].

Saccharomyces cerevisiae
Schizosaccharomyces 
pombeb Function

PCNA complex PCNA complex Acts as a sliding clamp for DNA polymerase δ.

Sgs1 Rqh1 DNA helicase that works with Dna2 in extensive resection. It 
is also required for dHJ dissolution and forms a complex with 
Top3 and Rmi1 in Saccharomyces cerevisiae.

Top3 Top3 Topoisomerase III is a type IA topoisomerase that unwinds 
single stranded negatively supercoiled DNA. Required for 
dHJ dissolution.

Rmi1 Rmi1 Subunit of the Sgs1–Top3–Rmi1 complex. It stimulates  
decatenation.

Yen1 No known homolog Holliday junction resolvase.

Ndt80 No known homolog Meiosis-specific transcription factor implicated in dHJ  
resolution to form COs.

Rad1 Rad16 Forms a structure-specific endonuclease with Rad10  
(Rad1–Rad10) that is involved in removing excess  
nonhomologous ssDNA after recombination resolution.

Rad10 Swi10 Forms a structure-specific endonuclease with Rad1  
(Rad10–Rad10).

Mms4 Eme1 Forms a structure-specific nuclease with Mus81. Involved in 
resolution of HR-intermediates.

Mus81 Mus81 Forms a structure-specific nuclease with Mms4. Involved in 
resolution of HR-intermediates.

Mph1 Fml1 and Fml2 are orthologs A helicase involved in strand displacement during SDSA.

CO, Crossover; dHJ, double Holliday junction; DSB, double-strand break; SDSA, synthesis-dependent strand annealing; ssDNA, single-stranded DNA.
aThe proteins have been categorized into presynaptic (a) and postsynaptic (b).
bThe S. pombe homologs were found by searching for the systematic name.
Taken from http://www.yeastgenome.org/ on http://www.pombase.org/.

TABLE 8.1 Proteins Involved in the Homologous Recombination (HR) Repair Pathways in Saccharomyces cerevisiae 
and Schizosaccharomyces pombe—cont’d

http://www.yeastgenome.org/
http://www.pombase.org/
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3.2  Nucleofilament Formation

Once nucleases begin to resect DSB ends, RPA binds to the resulting ssDNA. RPA is needed to prevent ssDNA tail degra-
dation by MRX-Sae2 and the formation of hairpin-capped ends that would hinder HR repair [70]. RPA is also required to 
stimulate Rad51 nucleoprotein filament formation by preventing secondary structures from forming in the 3′ ssDNA tails 
[71]. Although RPA can inhibit Rad51 filament formation if both bind to ssDNA simultaneously, mediator proteins (eg, 
Rad52) can overcome this inhibition [72–74].

Rad51 nucleoprotein filaments are important for homology searching and strand invasion [3]. Rad51 is part of the 
Rad52 epistasis group of proteins and polymerizes to form helical filaments on ssDNA in an ATP-dependent manner 
[45,75,76]. Rad51 has been shown to catalyze strand exchange alone in vitro, but other proteins are required for this to 
occur efficiently in vivo. These mediator proteins have various roles such as facilitating Rad51 filament formation, filament 
stabilization, and strand exchange [77,78]. The Rad51 paralogues Rad55 and Rad57 form a heterodimer (Rad55–Rad57) 
that has been shown to form a complex with Rad51 and Srs2 simultaneously in vitro and may be incorporated into Rad51 
filaments which acts to stabilize the Rad51 filament and inhibit displacement of Rad51 from ssDNA by Srs2 [79]. Srs2 is a 
translocase/helicase that interacts with Rad51 and activates Rad51’s ATPase activity, causing Rad51 filament disassembly 
and acting as a negative regulator of HR [76,79]. The Shu proteins Shu1, Shu2, Psy3, and Csm2 form a complex that is 
structurally similar to the Rad51 dimer and it has been suggested that the Shu complex is integrated into Rad51 filaments 
in a manner similar to the Rad55–Rad57 heterodimer. Furthermore, the Shu complex has been shown to stabilize Rad51 
filaments on ssDNA and to inhibit Srs2 anti-recombination activity [80].

3.3  Homology Search and Strand Invasion

Homology seeking is the process by which the nucleoprotein filament searches for a homologous sequence within the genome 
to use as a template for repair. Sister chromatids are preferred over homologs as substrates for recombinational repair in  
S. cerevisiae [81]. This is due to cohesins providing physical links between sister chromatids [82]. Despite chromatid cohe-
sion, chromatin immunoprecipitation (ChIP) experiments demonstrated that Rad51 signals can be found at great distances 
from the site of a DSB and it was suggested that these signals are caused by homology probing by the Rad51 nucleoprotein 
filament transiently interacting with distant and nonhomologous sequences. However, these signals were lower in regions of 
the genome more distant to where the DSB occurred, suggesting that homology search/genome probing is not equally efficient 
throughout the genome [83]. In addition, physical proximity of homologous regions within the nucleus and the DSB site is an 
important factor in efficient and fast repair. For example, if both a DSB and a homologous sequence lie close to a centromere, 
homology search and repair occur more rapidly because in yeast the centromeres of chromosomes cluster in the nucleus and 
are tethered to the spindle pole bodies. The three-dimensional (3D) organization of chromosomes within the nucleus is not 
random and this organization greatly affects the efficiency of recombination events [83,84].

Homology search is also stimulated by the dsDNA-dependent ATPases Rad54 and Rdh54 (a Rad54 homolog) [85], 
and when both are absent genome probing is abolished. These proteins stimulate D-loop formation by interacting with 
Rad51 [83]. When bound to dsDNA, Rad54 can trigger conformational changes in the DNA, resulting in positive and nega-
tive supercoils. The negative supercoiling (or unwinding) of DNA may allow transient separation of homologous dsDNA 
strands, facilitating strand invasion and D-loop formation [85,86]. Rad54 is also important for displacement of Rad51 once 
strand invasion takes place, thereby facilitating DNA synthesis by allowing DNA polymerases to access and extend the 
invading strand [87].

3.4  DNA Repair Synthesis

DNA repair synthesis is important for creating a homologous sequence to which the second end can anneal. Using a 
homologous chromatid or chromosome as its replication template facilitates the high fidelity of HR repair [88]. DNA 
repair synthesis involves extension of the 3′ end of the invading strand within the D-loop by DNA polymerase δ and/or ε. 
DNA pol δ and ε are redundant with each other as studies have demonstrated that repair synthesis can occur when either 
is deleted but not when both are absent [47]. However, experiments studying MAT locus recombination have demonstrated 
that repair synthesis does not require a number of the proteins necessary for “standard” DNA replication. For example, 
some of the proteins required for initiating replication, such as ORC (origin recognition complex) and Cdc7–Dbf4 kinase, 
are not needed. Furthermore, DNA pol α and Okazaki fragment processing proteins are mostly not essential for HR repair 
synthesis, presumably because many HR pathways use only leading strand synthesis [45,51,89]. However, BIR requires 
DNA pol δ, ε, and α (the latter being the primary polymerase responsible for replication) due to both leading and lagging 
strand synthesis taking place in this repair pathway [90,91].
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Additionally, the trimeric PCNA complex is required and forms a ring around DNA, acting as a sliding clamp for 
DNA pol δ. It has been demonstrated that posttranslational modification of PCNA affects its function. For example, 
polyubiquitination of PCNA is necessary for its role in error-free HR replication synthesis, whereas SUMOylation 
(attachment of a small ubiquitin-related modifier to the protein) inhibits its repair replication functions. Both SUMO and 
ubiquitin competitively bind to PCNA, thereby acting as a molecular switch to either activate or antagonize its repair 
synthesis activity [47,88].

In addition to repair synthesis within the D-loop, DNA synthesis also occurs to fill any gaps after recombination inter-
mediates have been resolved. This requires deoxyribonucleotide triphosphate (dNTP) synthesis, which is induced by the 
DNA damage checkpoint in response to DNA damage to promote HR [92].

3.5  Strand Annealing

Rad52 has been shown to stimulate ssDNA annealing in vitro [93] which may be important for second end recapture in 
DSBR and SDSA and for recombination via SSA. It has been demonstrated that SUMOylation of Rad52 promotes repair 
via HR but suppress SSA and BIR in yeast [94]. RPA ensures that SSA is not able to occur in the absence of Rad52 by 
preventing annealing between short microhomologies that cannot be annealed in a Rad52-dependent manner [45,95]. Once 
annealing takes place, there may be flaps of excess DNA where the strands have annealed, which are cleaved by the Rad1–
Rad10 endonuclease [46].

3.6  Resolution and Dissolution of Recombination Intermediates

The SDSA model predicts that only NCO products are created via this pathway, by resolving D-loop intermediates via 
displacement of the extended invading strand. This is now understood to be facilitated through the activities of RecQ, Srs2, 
Fbh1, Mph1, and possibly other helicases.

In S. cerevisiae, the Mph1 helicase has been shown in vitro to dissociate D-loop intermediates generated by Rad51. 
Furthermore, mutations in MPH1 lead to an increase in CO products formed in response to DSBR, indicating that D-loop 
dissociation is impaired in these mutants, likely causing dHJ formation. Furthermore, 2D gel electrophoresis experiments 
have demonstrated that when Mph1 is not present, HJs transiently accumulate. Overexpressing Mph1 suppresses BIR and 
mutation of Mph1 causes an increase in the incidence of BIR. This is likely due to Mph1-dependent D-loop intermediate 
dissociation. However, BIR does require strand displacement via Pif1 during repair synthesis, which facilitates D-loop 
migration rather than dissociation [45].

The helicase Srs2 has been shown to facilitate NCO formation, more specifically by promoting SDSA [96]. Srs2 has 
also been shown to be capable of resolving D-loop intermediates in vitro; however, it is less efficient than Mph1 [97]. 
Additionally, the S. pombe Srs2 ortholog Fbh1 has been shown to suppress CO formation [98]. The budding yeast RecQ 
helicase Sgs1 is an ortholog to human BLM and, as well as having a role in end resection, has been shown to promote repair 
via the SDSA pathway. Human BLM has been shown to dissociate D-loops but the primary role of Sgs1 in resolving HR 
intermediates is in dissolution [96].

dHJs can be resolved via dissolution, resulting in NCO. Dissolution involves convergent migration of the two HJs, 
forming a hemicatenane (the joining of two DNA duplexes where one strand of a DNA duplex is wound around the strand 
of another duplex), followed by unlinking (decatenation) of the two duplexes without CO (Fig. 8.1). The Sgs1–Top3–Rmi1 
complex has been shown to dissolve dHJs in vitro [99]. Sgs1 is a helicase that causes branch migration of the HJs leading 
to a hemicatenane and creating ssDNA as a substrate for Top3. RPA binds the ssDNA generated by Sgs1 and stabilizes it, 
facilitating unlinking. Top3 is a type IA topoisomerase that is responsible for decatenation. Rmi1 acts to stimulate Sgs1–
Top3-mediated dissolution, specifically the decatenation stage [100].

Resolution of HR intermediates can also occur via endonucleolytic cleavage.
Mus81 forms a structure-specific nuclease with Mms4, becoming Mus81–Mms4 (Mus81–Eme1 in S. pombe), and has 

been implicated in the production of CO products [38]. However, Mus81–Mms4 uses nicked HJs or 3′ flaps and replication 
fork substrates preferentially and it has therefore been suggested that it does not act on dHJs, but instead cleaves D-loops. 
This type of HR intermediate resolution differs from both the SDSA and DSBR models and it has been proposed that dHJs 
are not formed [101,102]. Another resolvase, Yen1, has been implicated in resolution of dHJs, which can result in both CO 
and NCO products [103]. This type of resolution is consistent with the DSBR model of recombination. However, yen1Δ 
mutants do not exhibit severe deficiencies in recombination in both mitotic and meiotic cells compared to when both Yen1 
and Mms4 are deleted. If dHJs were the primary form of HR intermediates in mitotic cells, it would be expected that dele-
tion of Yen1 would have a greater effect on recombination efficiency. Experimental data has demonstrated that Mms4 is 
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able to compensate for the activity of Yen1 in yen1Δ strains, but Yen1 cannot replace the activity of Mms4. This further 
supports the existence of alternative recombination intermediates to dHJs [101].

4.  NONHOMOLOGOUS END-JOINING

The term NHEJ was coined by Moore and Haber in 1996 when they used it to describe DSBR in yeast that occurs when a 
homologous donor sequence is not present [104]. It is the process by which the two ends of a DSB are re-ligated together 
and is considered to be a more error-prone method of repair compared to HR [105]. In contrast to HR, most of the research 
relating to NHEJ has come from mammalian studies, which reflects the finding that NHEJ is the predominant repair path-
way in higher eukaryotes. In yeast, however, HR is the predominant method used for DSBR. This has made identifying the 
proteins involved in NHEJ in yeast more difficult, because if NHEJ genes are simply deleted in a background where HR 
is possible, it is harder to detect repair defects [106]. NHEJ is the predominant form of repair during G1 phase of the cell 
cycle in yeast [107]. This further complicates the identification of yeast NHEJ repair genes as yeast are usually grown under 
exponential growth conditions where G1 is short, and because DSBs incurred in G1 are fixed via HR pathways in S phase. 
Furthermore, fission yeast lack a G1/S checkpoint, which would be expected to delay cell cycle progression in response to 
DSBs in other organisms. Despite these complexities, many NHEJ genes have been identified in yeast.

The basic process of NHEJ involves the processing and alignment of the two ends of a DSB, followed by ligation. In 
brief, NHEJ is initiated by the binding of Yku to DSB ends, which then facilitates the recruitment of nucleases to remove 
damaged DNA, polymerases to facilitate repair, and ligase to ligate the ends together [108].

The initial steps of C-NHEJ (classical-NHEJ) are evolutionarily conserved and involve binding of Yku (the yeast equivalent 
of Ku) and MRX to the DSB ends in yeast. Yku is a heterodimeric protein, and its binding to DNA ends prevents resection of 
the DSB ends by Exo1, which would otherwise result in a loss of genetic material [45]. Additionally, extensive 5′ resection of 
DSB ends inhibits NHEJ by irreversibly committing that DSB to be repaired via HR [109]. In order for the NHEJ reaction to 
occur, the two DSB ends need to be in close proximity to one another. It has been suggested that end-bridging occurs, whereby 
protein–protein interactions between each DSB end physically connect the two DNA molecules. The MRX complex is involved 
in NHEJ as well as HR and has been shown to have end-bridging activity. While such end-bridging is thought to result from the 
formation of Rad50 dimers via its zinc hooks, experimental data indicate that all the subunits of the MRX complex are required 
for end-bridging [109–111]. Perhaps surprisingly, S. pombe does not require MRN (the MRX homolog) for C-NHEJ [112].

4.1  Core Nonhomologous End-Joining Machinery

The core machinery of NHEJ are the factors considered essential for C-NHEJ (Table 8.2) [109]. The Yku heterodimer, 
made up of Yku70 and Yku80, is vital for NHEJ. It binds and forms a ring around DNA at DSB ends with the Yku80 subunit 
oriented toward the DSB end to enable it to interact with Dnl4. Dnl4 also forms a ring structure around DNA and creates 
a complex with Lif1, making up DNA ligase IV; interestingly, S. pombe lacks Lif1. DNA ligase IV joins together the two 
broken DNA ends in a DSB by creating a phosphodiester bond between the 3′ end of one end of the DSB and the 5′ end 
of the other via adenylation [112–114]. Dnl4 has two tandem BRCT (BRCA1 C-terminal) domains that are connected by 
a linker that allows Dnl4 to bind to Lif1. Interaction between the linker and Lif1 is required for NHEJ and without Lif1, 
Dnl4 is not recruited to DSB ends. It was thought that this interaction between the BRCT linker of Dnl4 and Lif1 is what 
made Lif1 and the BRCT domains of Dnl4 necessary for NHEJ but, in reality, interaction between Lif1 and the BRCT 
domains themselves (not just their linker) is required [114]. Lif1 is predicted to have a coiled-coil domain that allows it to 
bind DNA and interact with the BRCT linker of Dnl4. Xrs2 of the MRX complex recruits and interacts with Lif1 via the 
forkhead-associated (FHA) domain of Xrs2. FHA domains bind phosphorylated threonine residues, indicating that Lif1 
may be phosphorylated; similarly, the human homolog of Lif1, XRCC4, is phosphorylated during NHEJ. The FHA domain 
of Xrs2 is specific to its NHEJ activity and is not required for its role in HR [109,111,115].

Nej1 interacts with the Dnl4–Lif1 complex and is essential for efficient NHEJ in yeast. It has been shown to facilitate nuclear 
localization of Lif1 and to promote efficient adenylation of Dnl4–Lif1. Furthermore, it has a greater role in the deadenylation of 
Dnl4–Lif1, which is required for Dnl4–Lif1 molecules to be able to catalyze more than one ligation reaction. Without this dead-
enylation activity, the efficiency of NHEJ would be limited by the abundance of Dnl4–Lif1 molecules. It has also been suggested 
that Nej1 may have a role earlier on in NHEJ by stabilizing the binding of Yku70–Yku80 to DSB ends [109,116,117].

4.1.1  End Processing During Nonhomologous End-Joining

Although many of the end-processing components in mammalian NHEJ have been identified, only some homologs have 
been discovered in yeast. For example, the main nucleases in mammalian C-NHEJ (eg, Artemis/DNA-PKc complex) have 
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no homologs in yeast. However, it has been suggested that MRX may not only have a role in early NHEJ, but may also be 
involved in the removal of adducts from DSB ends in NHEJ [118]. Pol4 is a DNA polymerase that has been implicated 
in NHEJ in yeast and is required to fill gaps in the DNA where DSB ends have been misaligned. This acts to stabilize the 
annealed DNA ends before ligation takes place [118]. Pol4 also reads through mismatched bases, even when the priming 
3′ base is mismatched, as it lacks proofreading exonuclease activity [119]. This contributes to the error-prone nature of 
NHEJ. Rad27 is a 5′ flap endonuclease that interacts with and is recruited by Nej1 and Dnl4–Lif1. It is involved in cleaving 
5′ flaps of noncomplementary DNA that can form when DSB ends anneal [120]. The combined activity of Rad27 and Pol4 
facilitates efficient gap filling and end processing in NHEJ [109]. However, whenever Rad27 is required to cleave 5′ flaps 
of excess DNA or Pol4 is required to fill in gaps, it is possible that the misalignment of the two DSB ends has occurred, 
resulting in deletions (former) or insertions (latter) (see Fig. 8.3).

(A)

(B) (C)

FIGURE 8.3 The classical NHEJ (C-NHEJ) repair pathway. Double-strand break (DSB) ends are bound by Yku70–80 heterodimer that protects the 
ends from resection, thus facilitating C-NHEJ. (A) Simple re-ligation of DSB ends requires Yku, MRX, and Dnl4/Lif1/Nej1. (B) Misalignment of DSB 
ends requires Yku, MRX, Dnl4/Lif1/Nej1, and Pol4 to fill gaps. This gap filling is error prone. (C) Misalignment of DSB ends resulting in flaps of excess 
DNA. This requires Yku, MRX, Dnl4/Lif1/Nej1, and Rad27 to cleave flaps, resulting in deletions.

TABLE 8.2 Core Proteins Involved in the Classical NHEJ (C-NHEJ) Pathway in Saccharomyces cerevisiae  
and Saccharomyces pombe [109]

Saccharomyces cerevisiae Schizosaccharomyces pombea Function

Yku70 Pku70 Subunit of the Ku complex, binds to double-strand break (DSB) 
ends.

Yku80 Pku80 Subunit of the Ku complex, binds to DSB ends.

Lif1 Xrc4 Forms a heterodimer with Dnl4.

Dnl4 Lig4 Forms a heterodimer with Lif1 and is required for ligation.

Nej1 Xlf1 Interacts with Dnl4–Lif1 complex to localize Lif1 to the 
nucleus.

Mre11 - Forms MRX complex which functions similarly to DNA-PKc in 
mammalian cells. N/A in S. pombe.

Rad50 – Forms MRX complex which functions similarly to DNA-PKc in 
mammalian cells. N/A in S. pombe.

Xrs2 – Forms MRX complex which functions similarly to DNA-PKc in 
mammalian cells. N/A in S. pombe.

Pol4 Pol4 Required for filling gaps in the DNA where DSB ends have 
been misaligned.

Rad27 Rad2/FEN1 5′ Flap endonuclease recruited by Nej1 and Dnl4–Lif1 to 
remove 5′ flaps of noncomplementary DNA after DSB end 
annealing.

aThe S. pombe homologs were found by searching for the systematic name.
Taken from http://www.yeastgenome.org/ on http://www.pombase.org/.

http://www.yeastgenome.org/
http://www.pombase.org/
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4.1.2  Ligation

If the ends of a DSB are “clean” with complementary overhangs (such as the DSBs caused by nucleases), NHEJ can occur 
via simple re-ligation. However, DSBs in DNA often result in “dirty” DNA ends, meaning that the ends lack 5′ phosphates 
and 3′ hydroxyls and thus cannot simply be re-ligated [109]. Furthermore, DSBs that occur as a result of DNA-damaging 
agents such as IR or bleomycin (a radiomimetic) may have further damage such as adducts or missing, damaged, or altered 
bases, making re-ligation more difficult. If simple re-ligation is not possible, microhomologies (short region of complemen-
tary bases at either end of a DSB) at each of the DSB ends can be aligned, but this can lead to deletions and occasionally 
small insertions [109,118,121,122].

4.2  Alternative End-Joining

Alternative NHEJ (A-EJ) pathways have been proposed based on observations that end joining can occur independently of 
Yku, and were first discovered in yeast [123]. Curiously, in yku70Δ cells, joining of complementary ends (such as those 
generated by HO endonuclease) is inefficient while noncomplementary ends are joined with great efficiency. However, 
these joins require greater microhomology, have more extensive deletions [124], and are prone to base substitutions [112]. 
This type of repair is termed microhomology-mediated end-joining (MMEJ) (see Fig. 8.4), and falls under the category 
of A-EJ. MMEJ differs from SSA, in that it is Rad52 independent. However, if the microhomologies are greater than 8 bp 
in length, Rad52 is required [45,122]. Additionally, evidence suggests that the Rad1–Rad10 endonuclease is required for 
MMEJ, similar to SSA [109]. Studies have demonstrated that while MMEJ can occur independently of MRX, the majority 
of MMEJ events are MRX dependent [122]. In S. cerevisiae, while DNA ligase IV is required for all C-NHEJ events, it is 
only partially required for A-EJ, where ligase I can also be employed, albeit less efficiently [105]. However, in S. pombe (as 
in mammals), A-EJ can occur entirely independently of ligase IV [112].

Evidence suggests that blunt ends (DSBs that do not result in overhangs) may be repaired by a different mechanism 
from C-NHEJ. Unlike in mammalian cells, blunt end joining via NHEJ in yeast is very inefficient and occurs independently 
of Yku70 [105]. This form of repair is inaccurate, requires Rad50 and Rad52, and is partially dependent on Srs2. However, 
when Yku70 is present, blunt end repair is not dependent on Srs2 or Rad52 and occurs with greater accuracy [125].

It has been argued that these A-EJ pathways are not separate pathways to C-NHEJ, but are simply the result of cells 
utilizing other analogous proteins when the core NHEJ machinery is not available, resulting in less-efficient and more error-
prone repair [118]. In wild-type S. pombe, only 1 in 48 NHEJ events occurred via MMEJ in an extrachromosomal DSBR 
assay where HO endonuclease was used to induce DSBs. This suggests that repair by MMEJ is repressed in the presence 
of core C-NHEJ factors (Yku and Dnl4) [112]. These findings support the argument that A-EJ pathways are redundant 
mechanisms used only when the core NHEJ machinery is not available. Additionally, the dependence on Rad1–Rad10 in 
some MMEJ events raises the possibility that MMEJ is a class of SSA and not a separate pathway. However, Yku-dependent 
end joining (C-NHEJ) occurs when microhomologies are less than 5 bp, whereas Rad52-dependent end joining occurs only 

FIGURE 8.4 The microhomology-mediated end-joining (MMEJ) repair pathway. Unlike classical NHEJ, this alternative NHEJ pathway involves 
short resection of double-strand break (DSB) ends to reveal short homologous sequences of 5–25 bp [122]. These microhomologies are used to align the 
DSB ends before ligation.
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when microhomologies are greater than 8 bp. When homologies of 6–8 bp exist between DSB ends, end joining is Yku and 
Rad52 independent. These findings support the notion that MMEJ is a separate pathway from SSA and C-NHEJ [122].

5.  CELL CYCLE REGULATION OF HOMOLOGOUS RECOMBINATION AND 
NONHOMOLOGOUS END-JOINING

The cell cycle plays an important role in regulating DSBR pathway choice. In yeast, NHEJ repair pathways are restricted 
to G1 phase, while HR repair takes place in the S and G2 phases of the cell cycle. This is logical since, due to the haploid 
nature of yeast, sister chromatids are only available as a homologous template during S and G2.

A key mechanism by which DSBR pathways are regulated through the cell cycle is through CDK1-dependent phos-
phorylation and activation of Sae2, which facilitates DSB end-resection. Moreover, CDK1 activation is required for RPA 
recruitment and Rad51 nucleoprotein filament formation, and is thus required for HR to occur in yeast [126]. As CDK 
activity is low during G1 but increases in S-phase and G2, this helps ensure DSBR pathway choice.

Another mechanism of pathway choice is employed during meiosis, where Nej1, a negative regulator of DNA ligase IV, 
is transcriptionally repressed by MATa1/α2. This repressor is induced in meiotic diploid cells, where both alleles of the MAT 
locus are expressed, thus, HR repair is favored as a result of DNA ligase IV inhibition [116].

Chromatin remodeling also influences DSBR pathway choice. Histones that form chromatin with DNA can be meth-
ylated or acetylated, affecting the structure of chromatin [127]. Posttranslational methylation of histone H3 on lysine 36 
(H3K36) by Set2 has been shown to reduce the accessibility of chromatin, diminish resection of DSB ends, and promote the 
recruitment of Ku to DSBs, thereby promoting NHEJ. In contrast, Gcn5-dependent H3K36 acetylation increases accessibil-
ity of DNA within chromatin, enhances end resection, and encourages repair via HR. Accordingly, trimethylated H3K36 
is increased in G1, while acetylated H3K36 is increased in S phase [128]. Thus, cell cycle regulation of DSBR pathway 
choice is regulated by multiple factors.

The importance of regulating DSBR pathway choice during the cell cycle is likely to reflect the consequences of inap-
propriate choice on genome stability. HR in G1 in haploid yeast may result in duplication of inappropriate genetic material 
or chromosomal rearrangements if HR repair is associated with a crossover. Furthermore, it has been suggested that HR 
occurring during G1 phase results in LOH events [129]. Moreover, NHEJ repair of a one-ended break resulting from repli-
cation fork collapse will result in deletions or chromosomal rearrangements.

6.  CONCLUSION

DSBs can be caused by a multitude of events and the pathways that repair them, which are outlined in this chapter, are vital 
for maintaining both cell viability and genomic stability [130]. In yeast, HR pathways are of particular importance as they 
are the primary mechanism by which DSBs are repaired and are thus vital for maintaining the integrity of the genome dur-
ing replication, where DSBs can arise following replication fork collapse [131]. Furthermore, HR plays an important role 
in meiosis, where it not only promotes genetic diversity by creating COs, but also provides physical connections between 
sister chromatids which are vital for proper chromosome segregation and the prevention of aneuploidy [132]. The advances 
in our understanding of DSBR using yeast model systems have contributed to our understanding of DSBR in all organisms. 
This is particularly important in the field of cancer research where, in mammalian cells, chromosomal rearrangements con-
tribute to the transformation of normal cells to cancerous cells via tumor-suppressor gene loss or oncogene activation [133]. 
Indeed, many orthologs of both the C-NHEJ and HR pathways function as tumor suppressors in mammals.

While considerable advances have been made in elucidating the factors required for C-NHEJ and HR repair mecha-
nisms, there are a number of issues that remain to be resolved. There is still a lack of clarity regarding the mechanisms 
leading to A-EJ, and the functional relationship between C-NHEJ and A-EJ pathways. Moreover, while the impact of 
chromatin on DSBR is becoming more apparent, a detailed mechanistic understanding of the role of chromatin remodel-
ing and histone variants, or their modifications on DSBR, and how these events influence pathway choice, requires further 
elucidation. A comprehensive understanding of DSBR in yeast and higher eukaryotes will be expected to impact on a range 
of related disciplines, including cancer therapy and genome editing, and thus remains an important goal.

GLOSSARY
Aneuploidy An abnormal number of chromosomes within a cell.
Bubble migration Movement of the D-loop and accompanying replication machinery along a chromosome.
Clastogen A mutagenic agent that causes chromosome breaks.
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Clean ends The two DNA ends of a double-strand break where each end has a complementary overhang and no lesions.
Covalent adduct A type of DNA lesion where a chemical is covalently bound to DNA.
Crossover Reciprocal exchange of a region of DNA between homologous chromosomes as a result of homologous recombination.
Decatenation Unlinking of two DNA duplexes where one strand of a DNA duplex is wound around a strand of another duplex (unlinking of a 

hemicatenane).
Dirty ends DNA ends of a double-strand break that lack 5′ phosphates and/or 3′ hydroxyls or exhibit other forms of DNA damage.
End bridging Physical connection of two DNA molecules (each end of a double-strand break) via protein–protein interactions between each  

molecule.
Endonuclease Enzyme that cleaves a polynucleotide molecule by cleaving nucleotides within the polynucleotide chain.
Endonucleolytic cleavage The process by which an endonuclease cuts a polynucleotide sequence.
Exonuclease Enzyme that cleaves nucleotides from the end of a polynucleotide molecule.
Helicase Enzyme that unwinds the double-stranded helical structure of polynucleotide molecules.
Hemicatenane Joining of two DNA duplexes where one strand of a DNA duplex is wound around a strand of another duplex.
Holliday junctions Homologous recombination intermediate containing four double-stranded arms joined together to form a joint molecule.
Homologous recombination A high-fidelity form of DNA damage repair that makes use of a homologous DNA sequence as a template.
Interstrand crosslinks A type of DNA lesion that prevents separation of the strands within a DNA duplex.
Loss of heterozygosity An event where either one copy of a gene is lost or is replaced with the allele from the sister chromosome.
Microhomology-mediated end-joining A subset of alternative end-joining repair that relies on regions of microhomology on either side of the 

break, which anneal following limited resection.
Noncrossover The resulting structure when recombination intermediates are resolved with no reciprocal exchange of regions of DNA between 

homologous chromosomes.
Nonhomologous end-joining A form of double-strand break repair whereby two broken DNA ends are ligated together without the need for a 

homologous template sequence.
Nucleoprotein filament A complex comprised of helical chains of protein(s) bound to DNA.
Okazaki fragment Short segments of DNA newly synthesized on the lagging template strand as part of DNA replication.
Ploidy The number of pairs of chromosomes within a cell.
Postsynapsis The steps of homologous recombination following joint molecule formation.
Presynapsis The steps of homologous recombination preceding strand invasion and joint molecule formation.
Replication fork A point in a DNA duplex where the strands are separated to allow replication to occur.
Resolvase In respect to homologous recombination, an enzyme that acts to resolve Holliday junctions and recombination intermediates.
SUMOylation A type of posttranslational modification by which a small ubiquitin-related modifier is attached to a protein.
Synapsis The process of strand invasion and joint molecule formation as part of homologous recombination.
Translocase Protein that assists in the movement of another molecule.
Translocation Transfer of part of a chromosome to a different position such as a nonhomologous chromosome.

LIST OF ACRONYMS AND ABBREVIATIONS
2D Two-dimensional
3D Three-dimensional
A-EJ Alternative end-joining
ATP Adenosine triphosphate
BIR Break-induced replication
BLM Bloom syndrome protein
CDK Cyclin-dependent kinase
ChIP Chromatin immunoprecipitation
C-NHEJ Classical nonhomologous end-joining
CO Crossover
CRISPR Clustered regularly interspaced short palindromic repeat
dHJ Double Holliday junction
D-loop Displacement loop
DNA pol DNA polymerase
dNTP Deoxyribonucleotide triphosphate
DSB Double-strand break
DSBR Double-strand break repair
dsDNA Double-stranded DNA
FHA Forkhead associated
G1 phase Growth 1 phase of the cell cycle
G2 phase Growth 2 phase of the cell cycle
H3K36 Histone 3 lysine 36
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HJ Holliday junction
HR Homologous recombination
ICL Interstrand crosslinks
IR Ionizing radiation
LOH Loss of heterozygosity
MAT Mating locus
MMEJ Microhomology-mediated end-joining
MR Subcomplex comprised of Mre11 and Rad50
MRX Complex comprised of Mre11, Rad50, and Xrs2
NCO Noncrossover
NHEJ Nonhomologous end-joining
ORC Origin recognition complex
PCNA Proliferation cell nuclear antigen
RPA Replication protein A
S phase Synthesis phase of the cell cycle
SDSA Synthesis-dependent strand-annealing
SMC Structural maintenance of chromosomes
ssDNA Single-stranded DNA
Top3 Topoisomerase III
UV Ultraviolet
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1.  INTRODUCTION

1.1  Recombination in Drosophila: The First 100 Years

Many species of Drosophilids have been adapted for the laboratory since their induction as a model organism over a century 
ago, but none are as commonly used and widely known as the species we discuss here, Drosophila melanogaster. The redis-
covery of Gregor Mendel’s work around 1900 sparked a sudden and intense interest in the field of genetics and with that 
came the need for animal models. Drosophila proved well suited to the task, requiring little space and simple husbandry. 
Heredity could be studied at a much faster pace than in plants or mammals due to the short generation time and the vast 
array of phenotypic markers that obeyed Mendelian rules of inheritance. As a consequence, flies boast an impressive list 
of firsts in the areas of genome structure and recombination, including the first evidence of meiotic recombination (1911); 
the first meiotic map (1913); the first use of ionizing radiation to make chromosome breaks (1927); the first physical map 
of chromosomes (1929); the first evidence of mitotic recombination (1936). Given this list, it is no surprise that important 
contributions to our understanding of how double-strand breaks (DSBs) are repaired have been made in flies, including, for 
example, the first model of synthesis-dependent strand annealing (SDSA) (1994).

DSB repair has a dichotic nature in complex organisms: in mitotic cells, recombination can be detrimental, causing 
loss of heterozygosity and chromosome rearrangements that affect viability; yet in meiosis, recombination is important 
for accurate chromosome segregation. In both mitosis and meiosis, unrepaired DSBs are deleterious, causing chromosome 
fragmentation and cell death. Here we discuss the major pathways for DSB repair in mitotic cells: homologous recom-
bination, with an emphasis on SDSA, and end joining; we also explore the regulation of these pathways to promote the 
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formation of noncrossover (NCO) products. This chapter also examines the meiosis-specific modifications to DSB-repair 
pathways that facilitate crossover (CO) formation, including homolog preference and regulation of recombination interme-
diates, and we describe a novel model for meiotic recombination in Drosophila.

1.2  Drosophila as a Model Organism: The Basics

D. melanogaster is well suited to a variety of laboratory and experimental conditions. Flies can survive in temperatures 
ranging from 15°C to 34°C, with the optimal temperature at 25°C (roughly room temperature). Their diet is simple, con-
sisting mainly of sugar and yeast. Flies develop from zygote to sexual maturity in 7–10 days and a single female can lay as 
many as 3000 eggs in her 45–60-day lifespan [1].

D. melanogaster has four chromosomes that comprise its ∼180 Mb genome: a sex chromosome and three autosomes 
(Fig. 9.1). The sex of a fly is determined by the ratio of X to autosomes, not the presence of a Y [1]. The Y chromosome is  
predominantly repetitive in sequence, entirely heterochromatic in content, and mostly genetically inert [2–4]. The X, 2, and 3  
chromosomes make up the majority of the euchromatin, while chromosome 4 is a mere 4.3 Mb in size and contains only  
∼100 genes interspersed between regions of heterochromatin [5]. The metacentric chromosomes 2 and 3 are subdivided into 
left and right arms, designated 2L, 2R, 3L, and 3R, respectively.

The Drosophila nucleus is highly ordered, with centromeres clustering at one pole of the nucleus and most telomeres 
clustered at the opposing pole [6]. Additionally, homologous chromosomes pair not just during meiosis, but in somatic tis-
sues and the premeiotic germline. Centromere clustering and pairing of homologous chromosomes are independent of one 
another [7,8].

The ovaries of the female fruit fly are uniquely ordered as well. Each of the two ovaries consists of 12–16 ovarioles and 
each ovariole has a germarium-containing germline and somatic stem cells at the anterior end. Egg chambers increase in 
maturity as they migrate toward the posterior end of the ovariole, with a mature egg making up the final chamber [9]. Very 
early in the development of Drosophila as a model organism, researchers observed that meiotic recombination occurred 
only in female flies. Male flies have an alternate system for the proper segregation of their chromosomes that does not rely 
on crossing over of homologous chromosomes [10]. Thus, in one model system we have the means to study both meiotic 
recombination events (female germline) and exclusively mitotic recombination events (male germline).

2.  MITOTIC RECOMBINATION

DSBs can arise from a variety of exogenous sources such as gamma radiation and chemical mutagens, as well as endog-
enous sources like collapsed replication forks, making this type of damage a common threat to genome integrity in both 

FIGURE 9.1 Basic structure of D. melanogaster chromosomes. Schematic representation of the four Drosophila chromosomes with approximate 
length in megabases. Size for X, 2, and 3 chromosomes is separated into euchromatin and heterochromatin content. Size for Y and 4 chromosomes 
represents the entire chromosome. Light gray: euchromatin; dark gray: heterochromatin; oval: centromere. Heterochromatin sizes based on cytological 
evidence as reported in [104]. Euchromatin size from Drosophila genome assembly release 6.
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mitotically cycling and quiescent cells. Improperly repaired DSBs can lead to mutations and genetic rearrangements; left 
unrepaired, DSBs cause chromosome fragmentation and cell death. It is critical that mitotic DSBs are properly identified 
and repaired in such a way that the integrity of the genome is restored and recombination is avoided.

2.1  Mitotic Recombination: A Historical Perspective

Mitotic recombination was first introduced by Curt Stern in 1939 using Drosophila as a model organism [11]. While J.T. 
Patterson had been inducing genomic rearrangements in somatic tissues via X-ray since 1930 [12], it was Stern’s elegant 
and encompassing work that first proved reciprocal genetic exchange between chromosomes occurred outside the germ-
line. From Patterson’s work came the knowledge that recombination could be induced in the male germline through X-ray 
treatment (later determined to cause DSBs), a process still utilized to study DSB repair today. By using the male germ-
line, it is possible to recover not only fully repaired, single mitotic recombination events, but also reciprocal products of a 
single event in the recombinant progeny of males [13]. Once transmitted to progeny, the event becomes fixed, allowing for 
molecular analysis from whole flies.

The male germline was effectively used for several decades to study spontaneous and induced mitotic recombination; 
however, flies lacked a system for generating site-specific DSBs until a powerful tool utilizing transposable elements 
became available in the 1980s. Evidence of what appeared to be male meiotic recombination in crosses between laboratory 
females and wild males, but not in the reciprocal cross between wild females and laboratory males, was reported in the 
1970s and dubbed “hybrid dysgenesis” [14,15]. In 1982, Rubin, Kidwell, and Bingham showed that hybrid dysgenesis was 
the result of a transposable element, the P-element, which had been introduced into the wild population after laboratory 
strains were isolated. Wild populations had developed repression mechanisms to prevent transposition that were passed to 
the zygote from the mother through silencing the gene on P-elements responsible for transposition: P-transposase [16–18]. 
P-elements were quickly engineered to remove P-transposase and contain any sequence of interest. Once integrated into 
the genome, they are fixed until exposed to an alternate source of P-transposase [19–21]. This discovery revolutionized 
genome engineering in Drosophila, providing fly researchers with a site-specific DSB induction system similar to those in 
yeast, but with novel attributes. In addition to the genome-editing capabilities of P-elements, DSBs induced by the activity 
of “tame” P-transposase usually occur in only one sister chromatid, allowing for a more biologically relevant system than 
previous work with I-SceI or HO in yeast, which cut both sisters and required ectopic repair templates.

2.2  Mechanisms of Mitotic Recombination

In Drosophila, as in other eukaryotes, DSBs are repaired through either a template-mediated pathway or an end-joining 
pathway. Template-mediated repair, known as homologous recombination repair (HRR), necessitates access to an undam-
aged copy of DNA—either a sister chromatid or a homologous chromosome. HRR can have multiple outcomes including 
both NCO and CO products, but mitotic regulation in Drosophila favors NCO formation. End joining (EJ) involves direct 
ligation of the broken ends, often after processing that can result in small insertions or deletions. Drosophila actively uses 
at least three variations of EJ, depending on the context of the break.

2.3  Initial Response and Pathway Choice

Extensive work in yeast and mammalian cells has established the MRN complex (Mre11–Rad50–Nbs in Drosophila) as 
the DSB sensor for mitotic cells. The MRN complex activates the DNA damage response protein kinase ATM (Drosophila 
tefu), which then phosphorylates many downstream factors to initiate repair, one of which is the histone variant H2AX 
(Drosophila H2AV) [22,23]. The γH2AV signal peaks within 5 minutes of gamma irradiation in flies and provides a scaf-
fold to recruit additional proteins to amplify the repair signal [24].

In yeast and mammalian cells, pathway choice is cell cycle dependent. In G0-G1, phosphorylated 53BP1 binds the 
broken ends of a DSB to block 5′–3′ resection of the ends preventing HRR. During S–G2, when the genome has been repli-
cated and a sister chromatid is available as a template, BRCA1 is phosphorylated by ATM leading to degradation of 53BP1, 
freeing the ends for resection [22,23]. Thus, it appears that the choice of HRR or EJ is decided by whether or not resection 
occurs. Additionally, the role of 53BP1 suggests the default repair mechanism for DSBs is HRR and only by blocking HRR 
can EJ occur.

It is less clear how pathway choice is made in Drosophila. While the core components of the early response are con-
served, flies lack many of the regulatory controls such as 53BP1 and BRCA1 (Table 9.1). According to limited studies, 
pathway choice is somewhat age dependent, with HRR strongly favored in older flies (>2 weeks), while EJ is utilized more 
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TABLE 9.1 Orthologous Repair Genes in Fly, Human, and Yeast

D. melanogaster H. sapiens S. cerevisiae

Resection

tosca EXO1 EXO1

nbs NBS1 XRS2

mre11 MRE11 MRE11

rad50 RAD50 RAD50

CG5872 CtIP SAE2

CG2990 DNA2 DNA2

MCMs

rec MCM8 –

mei-217 C8ORF45/MCMDC2 –

mei-218 –

Recombinases

spn-A RAD51 RAD51

– RAD52 RAD52

– BRCA1 –

Brca2 BRCA2 –

– DMC1 DMC1

Helicases and Associated Proteins

Blm BLM SGS1

Top3α TOPO3α TOP3

– RMI1 RMI1

– RMI2 RMI2

Fancm FANCM MPH1

Checkpoints

mei-41 ATR MEC1

mus304 ATRIP DDC2

tefu ATM TEL1

grp CHK1 CHK1

Lok CHK2 RAD53

p53 P53 –

Nucleases

mei-9 XPF RAD1

Ercc1 Ercc1 RAD10

Gen GEN1 YEN1

mus81 MUS81 MUS81

mus312 SLX4/BTBD12 SLX4

hdm MEIOB –

mms4
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in young flies (<2 weeks) [25]. There are two caveats worth noting in this study: (1) the dominant repair pathway was single 
strand annealing (SSA), a pathway strongly favored by the 157-bp repeats flanking the cut site in the reporter construct; (2) 
age-dependent pathway choice has only been studied in the male germline and these studies may reveal cell type–specific 
pathway choice (mature sperm-EJ vs. stem cells-HRR) rather than a true age correlation. Interestingly, tumorigenesis in 
epithelial cells of older flies correlates with errors in HRR, but not EJ, suggesting adverse effects on fitness with utilization 
of HRR as flies age [26].

Pathway choice does not seem to be affected by chromatin environment in Drosophila. It has been proposed that hetero-
chromatin is naturally more resistant to DSBs due to compaction; and when breaks occur, EJ is the preferred repair pathway 
to avoid illegitimate recombination due to the highly repetitive nature of heterochromatic DNA. Chiolo et al. showed in 
2011 that neither of these hypotheses is supported in Drosophila: heterochromatin is as susceptible to DSB formation via 
ionizing radiation as euchromatin, and HRR is still the dominant pathway for repair. Drosophila heterochromatin forms a 
distinct region within the nucleus and using high-resolution microscopy, Chiolo and colleagues were able to show γH2AV 
within the heterochromatin domain in response to gamma radiation. It was further shown that resection occurred within 
the heterochromatin domain but the remaining steps of HRR were suspended until the break physically moved to the outer 
periphery of the heterochromatin and was stripped of the heterochromatin marker HP1a, presumably to reduce compaction 
and enable repair factors access to the lesion [27]. These data indicate that HRR is the dominant pathway in Drosophila 
regardless of chromatin environment; that EJ and HRR have a dynamic and contextual relationship; and that flies may uti-
lize spatial positioning as a means to regulate repair outcomes.

2.4  Synthesis-Dependent Strand Annealing: A Model Consummated in Flies

SDSA is now the predominant model for DSB repair by HRR [28]. SDSA was first proposed in Drosophila to explain 
repair products arising from P-element-induced mitotic DSBs. Throughout the 1980s, P-elements had been used to 
generate mutations through a method commonly called “imprecise excision,” but probably actually arising from rare 
imprecise repair events. Sved, Eggleston, and Engels showed that recombination could be induced via P-element in the 
male germline, that it clustered around the site of a P-element, that the events were premeiotic (and therefore mitotic) 
in nature, and they could recover reciprocal clusters [19]. Over the next 4 years, Engels’ group showed that P-element 
excision resulted in the formation of a DSB that was repaired via HRR, predominately using the sister chromatid as 
a template [29,30]. This type of repair requires extensive synthesis to accurately “replace” the missing P-element, 
and thus the lesion could more accurately be described as a double-strand gap rather than a break. Repair events were 
dependent on homology between the resected ends and the template as well as highly sensitive to single-base mis-
matches within the homology, suggesting that a mechanism existed that was capable of finding the precise and correct  
template for repair anywhere in the genome. Most importantly, they found that these events were rarely associated  
with COs [31].

Work in yeast suggested that DSBs repaired via HRR formed a joint molecule called a double Holliday junction (dHJ) 
that can form COs when resolved [32]. This molecule consists of two chromosomes concatenated into a four-stranded 
structure at two locations and requires endonucleolytic cleavage, either by a type I topoisomerase (coupled with a helicase) 
or a dsDNA nuclease, to separate the strands. In this model, often called the DSBR model but here referred to as the dHJ 

D. melanogaster H. sapiens S. cerevisiae

End Joining

Irbp KU70 YKU70

Ku80 KU80 YKU80

Lig4 DNA LIG4 DNL4

– XRCC4 –

– XLF –

mus308 DNA pol θ –

Comparison of major repair genes in multiple pathways. Although not all inclusive, this table highlights major areas of conservation or divergence. Dashes 
indicate gene is not present.

TABLE 9.1 Orthologous Repair Genes in Fly, Human, and Yeast—cont’d
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model, CO events would be predicted at a higher rate than those observed by Engels. The popularity of the dHJ model can 
be attributed, in part, to a difference in experimental method. The assays that definitively show dHJ formation are studies of 
meiosis—a process biased toward CO outcomes (discussed in detail further in this chapter) and gene replacement, which 
also requires COs. Assays used in other model systems to specifically study mitotic events cut the genome at a variety of 
locations and relied on a template that was either on the same chromosome separated by few kilobases, or on an ectopic 
circular plasmid (as discussed in [30,31]). In contrast, Engels’ system used P-element-induced DSBs that could repair off 
of the endogenous sister or homolog.

It was also possible to use tailored templates located at ectopic sites to recover and molecularly analyze repair products. 
Nassif et al. observed the same fidelity of repair and lack of COs when the template was inserted on a nonhomologous chro-
mosome [33]. Using a variety of template cassette sizes, they were able to recover insertions of up to 8 kb at the repaired 
locus. Most striking, however, was the preponderance of “conversion-duplication” events that contained sequence from 
the template followed by sequence from the original P-element. These complex events could only be explained if both the 
ectopic site and the sister chromatid were used as templates for repair and then annealed at sequence that was complemen-
tary, which did not fit the dHJ model. From these conclusions, Nassif et al. combined models from a diverse collection of 
experiments in bacteria, fungi, and mouse cells to build a model they called SDSA [33]. SDSA was the most parsimonious 
model to fit the emerging data of the time, though it did not gain wide acceptance in the field until Haber’s work in yeast 
was published 4 years later (his previous work considered homology annealing and strand invasion as two distinct and 
separate pathways) [34,35].

SDSA is sometimes considered to be a truncated form of the dHJ model because both pathways have the same early 
steps, which begin with 5′–3′ end resection (Fig. 9.2). The resulting 3′ tail is coated with Spn-A (Rad51 in yeast and 
humans) to form a stable and flexible filament proficient at finding homology in the dsDNA template. The filament invades 

FIGURE 9.2 Homologous recombination repair (HHR) model. HRR begins with a DSB that is resected to form 3′ tails that invade a dsDNA template 
to form a D-loop (single end invasion). SDSA occurs when the D-loop is dismantled and the complementary ends anneal, followed by gap filling to yield 
an NCO. If the D-loop is not dismantled, second-end capture occurs and primes synthesis to yield a ligated dHJ product that can be disentangled through 
migration and decantenation (dissolution) to yield an NCO. Alternatively, the ligated dHJ can be cleaved through unbiased endonucleolytic cleavage of the 
HJs to form CO products in either orientation (open arrowheads versus black arrowheads) or NCO products in either orientation (open arrowheads versus 
black arrowheads). Figure adapted from Crown KN, McMahan S, Sekelsky J. Eliminating both canonical and short-patch mismatch repair in Drosophila 
melanogaster suggests a new meiotic recombination model. PLoS Genet September 2014;10(9):e1004583.
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the duplex template, displacing the nontemplate strand (strand exchange) and facilitating extension of the invading strand 
via synthesis; this forms a structure called a D-loop. It is at this point that the two HRR pathways diverge: in SDSA, the 
D-loop is dismantled, freeing the newly synthesized end to find its complement from the opposite side of the break. In Dro-
sophila P-element assays, Blm helicase is necessary to dismantle the D-loop [20]. If complementarity is not found between 
the nascent strand and the processed end at the other side of the break, reinvasion of the template occurs. This process of 
invasion, dismantling, complementarity search, and reinvasion occurs until annealing is achieved or the cycle is terminated 
and the ends are joined [36–38].

These findings are corroborated using other reporter systems as well. The activity of I-SceI produces a DSB with 4 nt 
complementary overhangs, in contrast to the P-element system which generates 17 nt overhangs that are not complemen-
tary. Preston et al. found that a variation of SDSA that does not require synthesis, SSA, was strongly preferred over the 
dHJ model when I-SceI was used [25]. In fact, EJ and SSA worked in a compensatory fashion to facilitate repair while dHJ 
events were exceedingly rare, suggesting that SDSA is the dominant form of HRR and not simply an aborted version of 
the dHJ model [25].

2.5  End Joining in Drosophila

Drosophila utilize multiple forms of end joining to repair DSBs. Canonical end joining, called nonhomologous end 
joining (NHEJ), involves ligation of DSB ends without synthesis. In vertebrates, the Ku70/Ku80 heterodimer binds 
the ends of a DSB and recruits DNA-PKcs. Autophosphorylation of DNA-PKcs activates the complex, recruiting 
accessory factors to process damaged nucleotides and single-base overhangs. Lastly, the ligation complex consisting 
of Lig4 and XRCC4 (LIG4, XRCC4, and XLF) ligates the ends of the break [39]. Because it is untemplated and does 
not rely on complementary overhangs or resection, it is thought to be more error prone (though much faster) than 
other pathways.

In P-element systems, end joining is observed when strand exchange is prevented via spn-A mutations. These events 
are independent of Lig4 and rely on microhomology, and are thus categorized as microhomology-mediated end joining 
(MMEJ) [40,41]. Assays using zinc finger nucleases also provide evidence for end joining in both wild-type and lig4 
mutants. Lig4-independent events were not microhomology mediated, suggesting that a third type of end joining, alter-
native end joining (alt-EJ), is also possible [42]. Drosophila, like other invertebrates, lack the key regulator of canonical 
NHEJ, DNA-PKcs, yet they retain orthologs of Ku70/Ku80, Lig4, and XRCC4, suggesting that canonical NHEJ is still 
utilized, though how it is regulated or how ends are processed remains unknown.

Work with mus308 (PolQ in humans) suggests MMEJ or alt-EJ is used regularly by Drosophila to repair DSBs. Chan, 
Yu, and McVey showed that MMEJ was mus308 dependent [43]. They also showed that mus308 mutations are synergistic 
with mutations in spn-A, suggesting that mus308-mediated MMEJ is a compensatory response to inactivated HRR. In con-
trast, lig4 spn-A double mutants had no viability, fertility, or morphological defects, indicating that NHEJ is dispensable 
in the absence of HRR. They further showed that MMEJ occurred in wild-type backgrounds and increased in frequency in 
lig4-deficient backgrounds [43,44]. Collectively, these data indicate that Drosophila actively utilize multiple forms of EJ 
to repair DSBs and that MMEJ can compensate for both HRR and NHEJ, perhaps providing an alternative to DNA-PKcs-
mediated end processing. This role for PolQ in lig4-independent EJ was corroborated in mammals [45–47].

2.6  Mitotic COs and the dHJ Model

The data presented thus far points to SDSA being strongly favored in DSB repair events, with some form of EJ providing a 
back-up mechanism; however, mitotic COs are observed in certain genetic backgrounds, such as Blm mutants, suggesting 
that the dHJ model is still a valid and utilized pathway for repair in Drosophila [13]. dHJ formation occurs when the second 
resected end of a DSB anneals to the D-loop and begins synthesis (Fig. 9.2). This process is thought to occur sequentially, 
with strand invasion occurring first to open the D-loop, followed by synthesis and ligation of the nascent end to the oppos-
ing 5′ strand without dismantling of the D-loop. Once ligated, the second resected end is “captured” by the single-stranded 
D-loop. As synthesis continues, the nascent strand eventually meets the opposing side and ligates to the remaining 5′ end to 
form a concatenated joint molecule—the dHJ. dHJs are toxic structures that prevent proper segregation during mitosis and 
block transcription; it is imperative that the chromosomes are separated accurately, preferably without exchange of genetic 
information in the form of COs. There are two possible mechanisms for disentanglement: dissolution via migration and 
decatenation or resolution via endonucleolytic cleavage.

Migration and decatenation is carried out by the BTR complex in humans (BLM, TOPO3α, RMI1/2) and the STR com-
plex in yeast (Sgs1, Top3α, Rmi1) (Table 9.1) [48,49]. BLM helicase migrates the junctions toward each other and TOPO3α 
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(a type I topoisomerase) decatenates the strands through nicking and religating one strand of the dsDNA. The RMI pro-
teins are thought to provide stability to the complex as well as facilitate decatenation through coordination with TOPO3α. 
Mitotic COs are elevated in Blm mutant flies, suggesting that the function of the complex is conserved in Drosophila [13]. 
Interestingly, flies do not have orthologs to the RMI proteins; the C-terminal region of Top3α has a large insertion that may 
play a similar role but this hypothesis has not been tested [50].

The presence of mitotic COs in Blm mutants, rather than an increase in lethality, suggests unbiased resolution of dHJs 
by structure-specific endonucleases called resolvases. Andersen et al. showed that Blm mutations are lethal when com-
bined with mutations in the genes mus81, mus312, or Gen (MUS81, SLX4, GEN1, respectively, in humans), all of which 
encode subunits of putative HJ resolvases [51]. The synthetic lethality of the double mutants could be partially rescued by 
mutating spn-A, (in the case of mus81 Blm double mutant, fully rescued) suggesting that the phenotype was strand inva-
sion dependent, and therefore related to a toxic HRR product [51]. The absence of mitotic COs in flies with wild-type Blm, 
combined with the viability of single endonuclease mutants, indicate that the primary pathway for disentangling dHJs is 
Blm-mediated dissolution with endonuclease cleavage serving as a back-up mechanism.

3.  MEIOTIC RECOMBINATION

It is clear that somatic cells have a complex system with multiple interacting pathways to prevent dHJ formation and COs 
during DSB repair. Yet in germ cells undergoing meiosis, crossing over of genetic material between homologous chromo-
somes is required for proper segregation of chromosomes, suggesting that a completely separate regulatory network exists 
to promote dHJ formation and crossing over during meiotic recombination. Much of the research investigating the genetic 
basis of meiotic recombination began using Drosophila as a model organism.

3.1  Meiotic Recombination: A Historical Perspective

Drosophila researchers have been making pioneering discoveries in the field of meiotic recombination for over a century. In 
1910, Thomas Hunt Morgan was the first to report meiotic recombination when he observed progeny that could arise only 
from maternal crossing over between the homologous sex chromosomes [52]. Following the discovery of meiotic recombi-
nation, Morgan hypothesized that genes are arranged linearly along chromosomes [53]. In 1913, Morgan’s student Alfred 
Sturtevant reasoned that if Morgan’s linear arrangement hypothesis is correct, he could determine the relative location of 
genes by measuring CO frequency [54]. By mapping six genes in a linear arrangement, Sturtevant did in fact prove Mor-
gan’s hypothesis to be true, and as a consequence, Sturtevant was the first to build a meiotic map. In this landmark study, 
Sturtevant also observed that the occurrence of one CO reduces the formation of a nearby CO, a phenomenon referred to 
as CO interference. Although CO interference was first observed over a century ago, the mechanism in which interference 
acts is still largely unknown.

In 1930, Theodosius Dobzhansky used chromosomal translocations induced by X-rays to construct a cytological map 
of D. melanogaster chromosome 2. During this study, he noticed that there was a discrepancy between cytological dis-
tance (ie, physical distance) and genetic distance through the observation that genes in the middle of the chromosome arm 
undergo more recombination than the genes at the ends of the arm [55]. George Beadle performed a similar experiment 
using CO rates from translocations of chromosome 3 in 1932. Beadle’s data indicated that the spindle fiber attachment 
region (now referred to as the centromere) impedes crossing over in adjacent regions on the chromosome. This reduction 
in COs occurred even when genomic regions located in the middle of the arm were experimentally placed adjacent to the 
centromere via translocations [56]. This phenomenon is now referred to as the centromere effect and has been observed in 
fungi, plants, and vertebrates.

By the early 1960s, much about the process of meiosis had been described through studies from Drosophila, 
maize, and fungi; however, surprisingly little was known regarding meiotic regulation. It was understood that recom-
bination during meiosis is important for proper separation of chromosomes (meiotic disjunction), so Larry Sandler 
and colleagues screened natural Drosophila populations to find mutations that increased meiotic nondisjunction 
(improper separation of homologous chromosomes) [57]. Fifteen naturally occurring mutations that affected disjunc-
tion in one or both sexes were recovered. Baker and Carpenter performed a second screen, this time inducing muta-
tions of the X chromosome via ethylmethane sulfonate (EMS) and uncovered additional novel meiotic mutants [58].  
Together, these screens provided the scientific community with valuable resources still being used today; most impor-
tantly, the subsequent analysis of these mutants revealed new principles surrounding the mechanisms of meiotic 
recombination.
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3.2  Mechanisms of Meiotic Recombination

Meiotic recombination is initiated by the formation of programmed DSBs, which are resected to yield 3′ DNA overhangs 
that invade the homologous chromosome, giving rise to a D-loop structure (Fig. 9.2). Similar to mitotic recombination, 
after synthesis the D-loop can either be unwound through SDSA to generate a NCO or can be stabilized so it can mature 
into a dHJ or other joint molecules. Unlike in mitotic recombination, joint molecules are preferentially resolved to form 
COs, which are vital for proper meiotic disjunction [59,60]. Because the meiotic recombination pathway utilizes many of 
the same repair proteins used during mitotic DSB repair, meiotic recombination has long been thought to have evolved 
from mitotic pathways [60–63]. Nonetheless, the fundamental purpose of these two processes are distinct: the outcome of 
mitotic recombination is complete and error-free repair of DSBs, while the primary goal of meiotic recombination is to 
carefully form stable COs between two homologs to ensure proper bipolar orientation of homologous chromosomes at the 
meiotic spindle [64]. For CO formation between homologs to occur during meiotic recombination, several meiosis-specific 
modifications to the somatic DSB-repair program have to transpire, as discussed later [60,62,63].

3.3  Initiation of Recombination

DSBs occur at a much higher frequency during meiosis when compared to the somatic cell cycle [65]. This increase is 
required to ensure that sufficient amounts of meiotic COs are formed to achieve proper segregation of homologous chro-
mosomes. Accordingly, an important feature of meiotic recombination is deliberate and controlled DSB formation to initi-
ate the repair process. In most, if not all, sexually reproducing organisms, Spo11, a type II-like topoisomerase conserved 
throughout eukaryotes, is the nuclease responsible for creating these meiosis-specific DSBs [66,67]. In most organisms, 
including yeast and mouse, Spo11 is not only responsible for creating meiotic DSBs, but it also initiates recombination by 
promoting repair through interactions with the MRN complex [68,69]. The MRN complex, along with Exo1, is responsible 
for resection of the break, marking the beginning of the repair process.

3.4  Preference of Homolog as Repair Template

In contrast to mitotically dividing cells that use the sister chromatid, cells undergoing meiotic recombination use an intact 
homologous chromatid as a repair template. This preference ensures CO formation between homologs, which prevents non-
disjunction and promotes genetic diversity [70]. Invasion of a homologous duplex is promoted by DNA strand-exchange 
proteins of the RecA family. In most eukaryotes, there are two RecA homologs that aid in strand exchange during meiotic 
recombination, Rad51 and Dmc1 [71]. RAD51 and DMC1 diverged during the separation of the prokaryotic and eukaryotic 
kingdoms. While Rad51 participates in both mitotic and meiotic recombination, Dmc1 is meiosis specific, suggesting its 
function is to promote recombination preferentially between homologs [72]. The DMC1 gene is found in most eukaryotes, 
including Saccharomyces cerevisiae, plants, mice, and humans. Interestingly, all Dipteran insects, including Drosophila, 
are missing DMC1, and it appears to have been lost independently in other clades, including fission yeast and some nema-
todes [73]. One explanation for this loss of DMC1 in Dipteran insects may be the timing of formation of the synaptonemal 
complex (SC) in Drosophila, as discussed below.

The SC is a tripartite proteinaceous structure that connects paired homologous chromosomes along the length of their 
axes to provide an environment suitable for successful recombination during meiosis. Although the true function of the SC 
is unknown, it was initially thought to aid in the pairing of homologs before recombination could begin. However, this initial 
hypothesis was refuted when Spo11-dependent DSBs were shown to appear before formation of the SC during recombination 
in yeast, plants, and mammals, indicating that SC formation is not a prerequirement for recombination in these organisms [74].

Surprisingly, it was later found that in Drosophila, the SC is formed before the occurrence of DSBs, and in fact, normal 
levels of Spo-11 DSBs are dependent on the proper formation of the SC [75]. The only other organism known to exhibit this 
reversal of SC formation and DSB appearance in meiosis is the nematode Caenorhabditis elegans [76], which also lacks 
the DMC1. This being said, the structure of the SC may provide enough restraint on the chromosomes to ensure invasion of 
the homolog rather than the sister, negating the need for Dmc1 in Drosophila and C. elegans, whereas later formation of the 
SC in yeast, plants, and mammals necessitates a specialized strand invasion protein to facilitate homolog preference [73]. 
This hypothesis is supported by the finding that Ord, a Drosophila sister chromatid cohesin protein that promotes proper 
assembly of the SC, also promotes homolog bias during meiotic recombination [77]. The contrast between the Drosophila 
and the yeast/mammal recombination initiation suggests that mechanisms for homolog preference are not necessarily 
equivalent across model organisms; however, the fact that each species has a mechanism for it reinforces the importance of 
recombination between homologs in meiosis.
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3.5  Promoting CO Formation: Pro-CO Complexes

Formation of COs is necessary to achieve proper chromosomal disjunction in meiosis I, but there are more DSBs than COs; 
surplus DSBs are repaired into NCOs. In S. cerevisiae, most NCOs are formed earlier than COs via SDSA, and are depen-
dent on Sgs1 [78]. To promote COs, specialized proteins antagonize the activity of Sgs1 [79], and in most organisms, these 
specialized pro-CO proteins are MSH4 and MSH5, the subunits of MutSγ [80–83]. Interestingly, neither MSH4 nor MSH5 
have roles in gene conversion or mismatch repair (MMR), but without either, CO formation is severely reduced, implicat-
ing them in the maturation of CO products [81,82]. Through biochemical studies, it has been shown that MSH4 and MSH5 
form a heterodimer that preferentially binds to dHJs to form a sliding clamp, presumably to stabilize and protect recombi-
nation intermediates from disassembly by helicases, thereby promoting the dHJ pathway and CO formation [84]. The use 
of MSH4–5 as a pro-CO complex in meiotic recombination is highly conserved, yet it is absent in Drosophila [85]. In fact, 
a meiosis-specific pro-CO complex in Drosophila was not identified until 2012 by Kohl et al. in a landmark study [85].

Kohl studied three Drosophila genes, mei-218, mei-217, and rec, whose functions at the time were unknown. The gene 
mei-218 was first discovered in the Baker and Carpenter screen in 1972 [58], while mei-217 was discovered by Liu and 
McKim decades later [86]. mei-217 and mei-218 are transcribed as a dicistronic message and mutations in these genes 
result in 80–90% reduction of COs [85,86]. Studies suggest that female mutants for mei-218 may fail to produce recom-
bination intermediates, yet these mutants do not show a significant change in NCOs. Together, these observations suggest 
that the formation of CO-fated recombination intermediates is impeded when mei-217 and mei-218 are disrupted [87,88].

The rec gene was discovered in 1984 by Rhoda Grell through an EMS screen for temperature-sensitive meiotic mutants 
[89]. Interestingly, rec mutants display the exact phenotype of mei-217 and mei-218 mutants, such that REC is required 
for a majority of COs yet does not affect NCO formation. REC was shown to be the Drosophila ortholog of MCM8 and 
has no apparent role outside of meiosis [90]. Although MEI-217 and MEI-218 have no obvious sequence similarities, Kohl 
showed through structural analysis that these two proteins are predicted to fold like MCM proteins and have apparently 
evolved from an ancestral MCM-like protein [85]. Further, Kohl showed that MEI-217 interacts with both REC and MEI-
218, together forming a complex referred to as the mei-MCM complex. In budding yeast, the CO defect in msh4 mutants 
in S. cerevisiae is suppressed by eliminating Sgs1, suggesting that Msh4–5 promotes CO formation by antagonizing Sgs1 
[79]. Paralleling this result, the removal of Blm in Drosophila suppresses the CO defects seen in mei-MCM mutants [85]. 
This observation indicates that the mei-MCM complex functionally replaces Msh4–5 in Drosophila, and more importantly, 
suggests that the general strategy of promoting CO formation in meiotic recombination may be universal to all sexually 
reproducing organisms.

3.6  Promoting CO Formation: Meiotic Resolvases

Somatic cells utilize resolvases as a last resort for dHJ resolution; this can still result in NCO formation through unbi-
ased cleavage. In meiosis, recombination intermediates need to be resolved with a bias toward CO products, requiring a  
specialized set of resolvases. In S. cerevisiae, the primary meiotic resolvase is MLH1–3, the MutLγ heterodimer [91].  
In mlh1 or mlh3 mutants, joint molecules are formed normally, but COs are severely reduced [92]. In humans, as well as in  
mice, MLH1–3 has also been implicated as the major meiotic resolvase [93]. In contrast, the primary meiotic resolvase  
in Drosophila is a complex containing MEI-9, MUS312, ERCC1, and HDM.

The gene mei-9 was also discovered by Baker and Carpenter [58]. Females mutant for mei-9 show a 90% reduction in 
COs but NCOs are not reduced [58,87]. The protein encoded from mei-9 is an ortholog of the S. cerevisiae nucleotide exci-
sion repair protein Rad1 and the human structure-specific endonuclease XPF [94,95]. Females mutant for the gene mus312 
show meiotic phenotypes similar to that of mei-9 mutants, with the formation of COs being reduced by 90% of wild type 
[95,96]. Through a yeast two-hybrid screen, it was shown that the proteins MUS312 and MEI-9 physically interact, and this 
interaction is required for formation of meiotic COs. Interestingly, MUS312 is shown to participate in interstrand crosslink 
repair, but not in nucleotide excision repair, while its meiotic binding partner, MEI-9, participates in both processes [95,97].

The product of the Ercc1 gene physically interacts with MEI-9, as initially shown via yeast two hybrid, and is required 
for the role of MEI-9 in nucleotide excision repair [98]. Its role was implicated in the generation of meiotic COs with MEI-9 
and MUS312 when Radford et al. demonstrated that all three proteins physically interact, and that ERCC1 is required for a 
subset of meiotic COs [99]. Lastly, the gene hdm encodes HDM, a protein that contains three OB fold domains, which are 
often associated with single-stranded DNA-binding capabilities. HDM physically interacts with MEI-9 and ERCC1 and is 
also required for a subset of meiotic COs [100].

In Drosophila meiotic recombination, as in other organisms, meiosis-specific features enable sufficient number of COs 
between homologs; yet the details of meiotic recombination seem to be vastly different in Drosophila as compared to other 
models: DSBs are primarily dependent on the formation of the SC, presumably negating the requirement for DMC1; the 
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mei-MCM complex functionally replaces MSH4–5; and the meiotic nuclease complex is MEI-9, MUS312, ERCC1, and 
HDM. Together, these differences in proteins raise the question: Is the dHJ model, elucidated primarily in yeast, applicable 
to meiotic recombination in Drosophila?

3.7  Meiotic Recombination in Drosophila: Double-End Engagement Model

The dHJ model of meiotic recombination was largely elucidated in S. cerevisiae using recombination hotspots, which 
are loci with a high frequency of recombination. By molecularly manipulating hotspots, yeast geneticists could recover 
recombination intermediates for molecular analysis [101,102]. High conservation of meiotic proteins has led to an assump-
tion that the dHJ model is also conserved across species; however, the model had never been directly tested in a metazoan 
because of an inability to reproduce a system for physical analysis of recombination intermediates like that in yeast. In 
2014, Crown et al. used molecular analysis of Drosophila heteroduplex DNA (hDNA) to provide the first evidence sug-
gesting that some features of the dHJ model differ Drosophila; instead, they proposed that unligated dHJs give rise to both 
COs and a substantial fraction of NCOs [59].

During recombination, strand invasion and subsequent synthesis create recombination intermediates that contain hDNA, 
in which each strand of the duplex is derived from a different parental chromosome (Fig. 9.3). hDNA is repaired by MMR 
machinery to yield NCOs and COs without mismatches. By inactivating MMR machinery, hDNA generated during recom-
bination can be preserved in these products. The hDNA tracts can then be molecularly analyzed to determine the orientation 
of the hDNA tracts, and through this, the structure of the recombination intermediate can be inferred.

In an attempt to recover and analyze hDNA in CO and NCO products in Drosophila, Radford et al. eliminated the 
canonical MMR machinery by mutating Msh6 [103]. Surprisingly, the hDNA recovered was not continuous, meaning that 
some patches of hDNA were repaired and some were not, even in the same recombination event. From these data, Radford 
proposed the noncontinuous hDNA tracts resulted from a short-patch MMR system that was able to repair some mis-
matches in hDNA in concert with the canonical MMR machinery, and this short-patch MMR may include NER proteins, 
as shown in fission yeast. In 2014, Crown tested this hypothesis by inactivating both MMR and NER pathways through 
mutations in Msh6 and Xpc, respectively, and found that all hDNA were preserved [59].

According to the dHJ model, NCOs are formed primarily through SDSA. hDNA tracts by SDSA are predicted to be in 
cis-orientation, meaning all of the markers from the donor are on one strand of the product (Fig. 9.2); however, Crown et al. 
found that only half of the NCO synthesis tracts were associated with cis-hDNA. Surprisingly, the other half of NCO tracts 
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FIGURE 9.3 Double-end engagement (DEE) model. In Drosophila meiosis, a Spo11-generated DSB is resected and one 3′ tail invades the homolo-
gous chromosome to form a D-loop. If the D-loop is dismantled, an NCO product is formed through SDSA. If the D-loop is protected, both 3′ tails anneal 
to the same template and prime synthesis to form an unligated dHJ, termed DEE. The DEE can be processed by disassembly through migration of the 
single ligated HJ to yield an NCO or through biased cleavage (at open arrowheads) by meiotic resolvases to generate a CO. Figure adapted from Crown 
KN, McMahan S, Sekelsky J. Eliminating both canonical and short-patch mismatch repair in Drosophila melanogaster suggests a new meiotic recombina-
tion model. PLoS Genet September 2014;10(9):e1004583.
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had two adjacent tracts of hDNA in trans-orientation, meaning the markers from the donor are on both strands of the prod-
uct, which is not predicted by the SDSA model. Additionally, the dHJ model predicts that COs are formed by the resolution 
of dHJ in either of two orientations, both of which are equally likely (Fig. 9.2). However, the COs that were recovered with 
hDNA only appeared in one orientation. Based on these data, Crown proposed a new model with an unligated dHJ as an 
intermediate as opposed to the fully ligated dHJ model.

Together, these results suggest a novel and unified model for CO and NCO formation in Drosophila, referred to as the 
double-end engagement (DEE) model. In this model, up to half of all NCOs may arise from SDSA, giving rise to NCO 
products associated with hDNA in cis-orientation. The intermediates that do not undergo SDSA are processed into an unli-
gated dHJ, referred to as a DEE intermediate, which can either be cleaved by MEI-9 to form a CO or can be disassembled 
by a helicase, such as Blm, to form an NCO. It is possible that the SDSA-mediated NCOs are early events similar to NCO 
formation in yeast, while nicked dHJ-mediated NCOs represent later recombination events, which may suggest a fine-tun-
ing mechanism to ensure that proper number of COs per meiosis exists in Drosophila. Additionally, the DEE intermediate 
represents a joint molecule that is both simple to resolve and regulate.

Regardless, COs and NCOs arising from the same intermediate sharply contrast the dHJ model. It remains unclear if the 
structural difference in joint molecules explains the difference in meiotic resolvases between Drosophila and other eukary-
otes, or if unligated dHJs are more common in metazoans than previously suspected. Pathways responsible for short-patch 
MMR have not been determined in other organisms, so it is not yet possible to do the type of analysis that Crown et al. did 
[59]. Likewise, there is not yet biochemical data on substrate preferences for the MEI-9 complex used in flies or for the 
MutLγ complex from fungi, plants, and mammals.

4.  DROSOPHILA: THE NEXT 100 YEARS

A wealth of insight into both mitotic and meiotic recombination has been found using the unique traits of Drosophila as a 
model organism, yet much remains unknown. The field of Drosophila EJ is still in its infancy and the interplay of NHEJ, 
MMEJ, and alt-EJ—both the individual pathway regulation and the mechanisms by which they compensate for each other-
-is a field ripe for discovery. Likewise, mechanisms of intermediate steps in HRR are imperfectly understood. While SDSA 
is the dominant mechanism of DSB repair in mitotically dividing cells, it is still unclear how complementarity is found and 
annealing facilitated during the final stages. In the absence of complementarity, how is the choice made to reinvade versus 
capture the second end to form a dHJ? Are there mitotic dHJ agonists that prevent D-loop dissociation or is second end 
capture a stochastic event? Is the choice dependent on physical restraints within the highly ordered nucleus?

With regard to meiotic recombination, Drosophila is both intriguingly different and astonishingly similar to other model 
systems. Certain events must occur for successful meiosis in all sexually reproducing organisms: CO formation, homolog 
bias, and controlled joint molecule resolution; nonetheless, the mechanisms by which those events occur can vary widely 
between organisms, both through temporal alterations and divergence or outright replacement of meiosis-specific proteins. 
A benefit to this is that each system can enhance our overall understanding of the universal mechanisms governing meiotic 
recombination; still, many uncertainties remain. One major unanswered question is: How are COs regulated?

The development of sophisticated tools such as the CRISPR/Cas9 system and ultra-resolution microscopy, combined 
with further engineering of established assays and the versatile fly genome, may provide fine-tuned tools with which to ask 
these nuanced questions. Through continued study in Drosophila, we have the opportunity to examine universal properties 
of mitotic and meiotic recombination that affect all complex organisms.

GLOSSARY
Alternative end joining End joining that is independent of Lig4 and does not rely on microhomology.
Autophosphorylation The ability of a kinase to phosphorylate a residue within itself.
Autosome A chromosome that is not a sex chromosome.
cis-hDNA A region of hDNA that contains all of the markers from the donor on one strand of the recombination product.
Concatenate DNA that is linked together and must be nicked or cut to disentangle.
Crossover Reciprocal exchange of genetic material between chromosomes.
Decatenate To disentangle concatenated or linked DNA.
Disjunction The proper segregation of homologous chromosomes.
D-loop A three-stranded DNA structure formed when a 3′ single strand of DNA invades a duplex template, displacing one strand.
Donor strand A single-strand of DNA involved in recombination that is used as a template during synthesis.
Double Holliday junction A recombination intermediate containing two Holliday junctions.
Double-strand break A break in both strands of a duplex DNA molecule.
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End joining Generic term for ligation of the ends of a double-strand break.
Endogenous Originating from within.
Endonuclease An enzyme that cuts DNA between two bases.
Euchromatin Decompacted chromatin that often contains actively transcribed genes.
Exogenous Originating from the exterior environment.
Gene conversion Change of DNA sequence on one chromosome to the donor sequence (typically the same locus on the homologous chromosome).
Germ cells Egg and sperm cells.
Heterochromatin Densely compacted chromatin that contains silenced genes and repetitive sequences.
Heteroduplex DNA A region of double-strand DNA where each strand of the duplex is derived from a different parental chromosome and origi-

nates from recombination.
Holliday junction A four-stranded DNA structure in which the strands swap pairing partners.
Homologous chromosomes A pair of chromosomes that contains a maternal chromosome and a paternal chromosome.
Homologous recombination repair The process of DSB repair that uses an intact duplex DNA template to restore genetic information to the 

broken chromosome.
Hotspot A locus with a high frequency of meiotic recombination.
Hybrid dysgenesis Mating between strains that produces unidirectional lethality; in the context of P-elements, progeny from wild males and labora-

tory females are inviable or sterile, whereas the reciprocal cross yields viable progeny.
Meiosis Specialized type of reductive cell division.
Microhomology-mediated end joining End joining of a DSB that is Lig4 independent and relies on small homologies (4–8 nt) of the broken ends 

for ligation and repair.
Mitosis Nonreductive cell division.
Noncrossover Nonreciprocal exchange of genetic material between chromosomes; most noncrossovers are detected as gene conversion.
Nondisjunction Missegregation of homologous chromosomes.
Nonhomologous end joining Canonical end joining that is Lig4 dependent.
P-element A DNA (cut-and-paste) transposable element in Drosophila that requires a source of transposase for excision.
Progeny Descendants from a mating.
Recombination The rearrangement of genetic material due to DNA repair.
Resection Enzymatic activity that removes bases from one strand of duplex DNA in a 5′ to 3′ direction to yield 3′ ssDNA tails.
Resolvase An enzyme that cuts Holliday junctions or similar recombination intermediates.
Single-strand annealing A form of DSB repair that utilizes direct annealing of complementary resected ends without template invasion or 

synthesis.
Somatic cells Nonreproductive cells.
Synthesis-dependent strand annealing A type of DSB repair that utilizes a template and synthesis but does not utilize a double Holliday junction 

intermediate.
Transposable element A piece of DNA with the capacity to excise and/or integrate into the genome of its host; can be autonomous or require 

enzymatic activity from a different locus for mobility.
trans-hDNA A region of hDNA that contains the markers from the donor on both strands of the recombination product.

LIST OF ACRONYMS AND ABBREVIATIONS
alt-EJ Alternative end joining
CO Crossover
dHJ Double Holliday junction
DSB Double-strand break
dsDNA Double-stranded DNA
EJ End joining
hDNA Heteroduplex DNA
HRR Homologous recombination repair
kb Kilobase
Mb Megabase
MMEJ Microhomology-mediated end joining
MMR Mismatch repair
NCO Non-crossover
NHEJ Nonhomologous end joining
nt Nucleotide
SC Synaptonemal complex
SDSA Synthesis-dependent strand annealing
SSA Single-strand annealing
ssDNA Single-stranded DNA
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1.  INTRODUCTION

Living organisms are subjected to a variety of endogenous and exogenous damages. Since DNA alterations caused by such 
factors are highly risky not only for individuals, but also for the continuity of species, many protective systems such as DNA 
repair are present to counter the effects of each damaging factor. Among these systems, mismatch repair (MMR) has been 
recognized to play a very important role in the preservation of genome stability. Historically, MMR was proposed to play 
a role in the accurate processing of genetic recombination during meiosis [1]. The importance of MMR was highlighted by 
the observation that MMR systems are well conserved from prokaryotes to higher eukaryotes [2,3]. To affect the repair of 
damaged DNA, MMR is thought to engage in crosstalk with other repair systems [4,5], and it has also been proposed that 
signaling cascades leading to cell cycle arrest and the induction of apoptosis might be regulated by MMR pathways depend-
ing on the damaging factors [6]. Drosophila also possesses a similar MMR system to Escherichia coli and mammals. MMR 
activity that is responsible for the repair of heteroduplex DNA containing mismatched base pairs has been demonstrated 
in extracts from cultured cells, embryos and adult flies [7]. The proteins and genes involved in MMR have been identified, 
and evidence that MMR systems play an important role in maintaining genome stability during both mitotic replication and 
meiotic recombination has accumulated.

2.  MMR ACTIVITY IN DROSOPHILA

Holmes et al. demonstrated the strand-specific mismatch correction activity in Drosophila Kc cells [8]. They performed an 
in vitro MMR assay using nuclear extracts from cultured Drosophila Kc cells and human fibroblast HeLa cells. A similar 
MMR activity was detected in both Kc and HeLa cell nuclei, and the repair was almost limited to nicked strands of heterodu-
plex DNA containing mismatched base pairs. Mispairs were repaired with efficiencies in the order G · T > G · G ≃ A · C > C · C. 
On the other hand, Bhuki-Kaur et al. observed that MMR activity was higher in Drosophila tissue extracts than in HeLa 
cells, and that MMR activity was expressed continuously throughout the Drosophila life span, from the embryo to the adult 
fly [7]. They prepared cell extracts from wild-type Oregon-R embryos (after 0–18 h oviposition), young adults (4–5 days 
after eclosion), and aged senescent adults (35 days after eclosion) and measured the repair activity of each extract accord-
ing to the methods described by Thomas et al. [9]. Heteroduplex DNA containing mismatched base pairs, and 1 and 5 bp 
loops were prepared from a replicative form of bacteriophage M13mp2. Following the incubation of the heteroduplex 
phage DNA with Drosophila tissue extracts, heteroduplex phage DNA was transfected into competent E. coli in an effort 
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to identify which strand was repaired as determined by the observation of plaque phenotypes. It was discovered that MMR 
activity was constantly present, from the embryo to the adult fly, and it was at higher levels than in Hela cells. T·G and 
G·G mispairs were efficiently repaired in a nick-dependent manner consistent with the findings of a previous report [7], 
whereas the repair of A · A, C · C, C · T, T · T, C · A, G · A, and A · G mispairs and both loops was not nick dependent. The A·A 
mismatch was the most efficiently repaired, and the efficiency of repair was in the order as described earlier. Drosophila 
appears to require MMR activity throughout its life span, although the reasons are unclear. Bhui-Kaur et al. also observed 
that the nick-dependent repair was reduced in the extract of the Drosophila mei-9 mutant which is defective in nucleotide 
excision repair (NER) in somatic cells [10] and defective in crossover during meiotic recombination [11]. These results 
suggested that MMR collaborates with other repair systems to complete an accurate repair in an effort to maintain genome 
stability and introduce the possibility that the Mei-9 protein acts as an endonuclease to incise the strand possessing misin-
corporated bases or loops, whereas the mei-9 gene has been shown to encode the human XPF homolog-protein [10].

3.  MMR GENES IN DROSOPHILA

The genes encoding proteins involved in MMR have been identified in Drosophila. In many eukaryotes, two sets of MMR 
initiation complexes, MSH2–MSH6 and MSH2–MSH3, bind to DNA lesions whose binding property corresponds to the 
type of the mismatch; for example, the human MSH2–MSH6 complex can bind to the mismatch region, and the MSH2–
MSH3 complex binds to loops, but not to mismatched base pairs [2]. In Drosophila, the MSH2 ortholog is encoded by  
the spellchecker1 gene referred to as spel1 [12], and the MSH6 ortholog referred to as the Msh6 gene was identified from 
the complete Drosophila genome sequence (reviewed in 13). The spel1 gene is positioned at 35A4–35B1 on the left hand 
of the second chromosome [13], and the Msh6 gene is at 71B6 on the left hand of the third chromosome [14]. However, 
in Drosophila, a homologous sequence of the gene encoding the MSH3 protein is absent [15]. Therefore, only the Spel1–
MSH6 complex might be engaged in the recognition of mismatched heteroduplex DNA, including base–base mismatches, 
small loops, and possibly large loops. The presence of E. coli MutL orthologs is inferred from sequence homology where 
Mlh1 and Pms2 genes are positioned at 44B8 and 51F11, respectively, on the right hand of the second chromosome [16,17]. 
In Drosophila, a gene encoding the E. coli MutH homologous protein has not been identified as it has been found in other 
eukaryotes. However, it is estimated that two nucleases, tos and mei-9 gene encoding products, might play important roles 
in MMR. The sequence analysis has revealed that the tos gene encodes a protein referred to as TOSCA which is highly 
related to the Exo1 protein and is a double-stranded DNA 5′–3′ exodeoxyribonuclease specifically induced in meiotic 
prophase I in Schizosaccharomyces pombe, and it is a member of the RAD2 protein family that plays a role in NER [18]. 
TOSCA is selectively expressed in Drosophila developing oocytes. Therefore, the tos gene may play an important role in 
the maintenance of genome stability by repairing mismatches that may occur during replication or recombination in oogen-
esis [19]. Mei-9, a product of the mei-9 gene and an ortholog of mammalian XP-F, might act as a substitute for MutH and 
engage its incision activity during NER as mentioned earlier. It is considered that similar to TOSCA, Mei-9 plays a role in 
the repair of damaged DNA during both meiosis and mitosis.

4.  MMR AND MICROSATELLITE INSTABILITY

MMR systems play important roles in maintaining the high fidelity of genomic DNA by the recognition and repair of mis-
matched base pairs during DNA replication [20]. It is well documented that a lack of MMR increases genomic instability 
and the risk of certain types of cancer such as hereditary non-polyposis colorectal cancer (HNPCC) [21,22]. Microsatellite 
instability (MSI), a typical genomic instability, caused, for example, by frameshift mutation leads to the mutation of various 
target genes and can lead to the development of cancer by the inactivation of responsible genes [23]. A deficiency in MMR 
leads to MSI manifested by the alteration of repeat lengths not only in mammals, but also in Drosophila. In the MutS-
deficient mutant of Drosophila (spel1−/−) constructed by Flores and Engels, the rate of MSI in long runs of dinucleotide 
repeats increased [12]. They observed alterations in the repeat number of microsatellites after 10–12 fly generations in 
spel1-null offspring. From the results of seven loci of microsatellites, the length of dinuleotide microsatellite loci altered 
with a variation of 3.1–26.5%, but it was not scored in microsatellite loci comprising trinucleotide repeats. In wild-type 
Drosophila, the mutation rate of microsatellites is averaged as 6.3 × 10−6 with 24 loci, and is lower than in several mam-
malians in which the rates are estimated to be in the order of 10−3 to 10−5 [24–27]. This discrepancy is considered to be due 
to the shorter length of microsatellites in Drosophila compared to mammals. The highest mutation rate was shown in the 
longest microsatellite region (28 repeats of the CA dinucleotide), at a similar level to the mutation rate found in mammali-
ans (3 × 10−4) [25]. The frequency of microsatellite alteration depends on the repeat sequence and the expression of MMR 
[26]. The G·T repeat sequence was subjected to the highest alteration rate in the presence of MMR, while the alteration rate 
of the A·T repeat sequence was higher in the absence of MMR.
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In conclusion, the lack of the MutS ortholog frequently increases the mutation rates of microsatellite loci even in Dro-
sophila, which is consistent with previous reports pertaining to bacteria, yeast, and mammalians. Significant changes in 
microsatellite length also occurred during the repair of double-strand DNA breaks in the spel1-null mutant, where a greater 
than fivefold increase in the rate of repeat length changes was observed [12].

Numerous proteins other than MMR proteins involved in DNA repair should contribute to genome stability during 
somatic replication and trans-generation events. Velázquez and collaborators reported that in the Drosophila PCNA mutant 
(mus209) germline, genomic instability is induced through MSI at a lesser extent than that in the spel1 mutant. The rate 
of MSI in mus209 was higher in heterozygotes than in homozygotes with PCNA mutation [27,28]. On the other hand, the 
product of the mus201 gene, a mammalian XPG ortholog essential for the excision repair of the global genome, is not 
associated with the MMR process [29].

5.  THE ROLE OF MMR IN MEIOTIC RECOMBINATION

The functions of genes other than the spel1 gene involved in MMR have yet to be delineated. Since 2000, it has been revealed 
that MMR proteins play an important role in an accurate crossover generated through meiotic recombination in yeast [30] 
and mice [31]. In Drosophila, Radford et al. reported the involvement of Msh6 in meiotic recombination [32]. Crossovers 
between homologous chromosomes are indispensable for the accurate chromosome segregation during meiosis [33] and also 
in Drosophila [34]. In an effort to understand the processes involved in meiotic recombination including DNA double-strand 
breaks (DSBs), crossover and chromosome segregation during meiotic cell division, many studies have been performed using 
crossover-defective mutants. The undesirable postmeiotic segregation occurs when heteroduplex DNA formed during meiotic 
recombination is not repaired correctly at the first meiotic division. In the Drosophila Msh6 mutant [32], the frequency of 
postmeiotic segregation is higher compared to the wild-type and mei-9 mutant in which the frequency of crossovers is reduced 
due to the lack of nicking activity of Holliday junction formed during meiotic recombination [35]. Crown et al. proposed a new 
meiotic recombination model for Drosophila. When Drosophila is defective in canonical and short-patch MMR (the Msh6 
mutant), the XPC homolog encoded by the mus210 gene, a damage recognition factor in NER, is involved in the repair of 
mismatched heteroduplex DNA together with the Mei-9 protein [36]. MMR is speculated to repair not only mismatches during 
replication, but also heterogeneous DNA duplexes that result during meiotic recombination.

6.  MMR AND SOMATIC CELL MUTATION

DNA repair by the MMR system is best investigated in E. coli, and the lack of MMR increases genomic instability by 
generating a mutator phenotype with the increased spontaneous and induced mutation rates, as previously mentioned and 
also observed in our investigations [37]. In mammals, MMR deficiency is responsible for an increased cancer risk and 
causes HNPCC that accompanies genome instability in humans [22,23]. Although it is widely recognized that cancers 
can develop by the gradual accumulation of somatic cell mutations, it remains to be revealed whether MMR deficiency 
can affect the frequency of somatic cell mutations, including chromosomal alterations. Flores and Engels cloned a mutS 
ortholog gene from Drosophila referred to as spellchecker1 (spel1) and constructed two lines that possess a deletion of 
DNA tract including the spel1 gene at different regions [12]. When they examined the sensitivity of spel1-null mutant flies 
to methyl methanesulfonate (a methylating agent) or γ-irradiation, the spel1-null mutant was insensitive to such genotoxic 
factors, although the mutant exhibited a significant MSI without treatment with damaging factors [12]. Williams et al. in 
2011 revealed that the spel1-null mutant was hypermutable to diepoxybutane (a crosslinking agent) [38]; in this assay, the 
number of tumors caused by mutation of the tumor-suppressor gene (lats) served as the mutation frequency. They also 
demonstrated that a product of the Fanconi anemia (FA)-related gene in Drosophila plays an important role in the repair 
of DNA crosslinks, although the function of the FA-related gene and Spe11 gene products appeared to be epistatic [38].

There have been no systems presently at hand to investigate somatic cell mutations directly in MMR-deficient Dro-
sophila. To examine the involvement of MMR in somatic cell mutations, we have generated a new Drosophila strain in 
which the spel1 gene is heterozygotically deleted and mwh genes are homozygotically mutated. We have developed a muta-
tion assay referred to as the somatic mutation and recombination test (SMART) [39], using the newly generated flies and 
wild-type flies. In SMART, the recessive mwh gene imparts a multiple wing hair phenotype on wings when chromosomal 
recombination, chromosomal non-disjunction, and gene mutations are induced during somatic cell division. We examined 
whether genomic instability was induced in the MMR-deficient spel1-null flies (spel1−/−) generated from a cross between 
a newly generated strain and another existing heterozygotic spel1 mutant according to Flores and Engels [12]. Several 
microsatellite sequences were analyzed by PCR using each specific primer. The results showed that even after the fifth gen-
eration, microsatellite sequences were more frequently altered in MMR-deficient flies (spel1−/−) than in MMR-proficient 
flies (spel1+/−), as shown in Fig. 10.1 (Miyamoto: unpublished data).
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X-ray irradiation induces DNA DSBs and oxidative damage resulting in somatic cell mutations. We observed that 
chromosomal recombination was accounted for over 70% of mutations induced by X-ray irradiation in Drosophila (Toyo-
shima-Sasatani, unpublished data) in agreement with the previous report in which chromosomal recombination was mainly 
accounted for the mutation detected in SMART [39]. When we examined mutations induced by X-ray irradiation, the muta-
genicity of X-rays was unexpectedly found to be lower in MMR-deficient flies than in MMR-proficient flies, as shown in 
Table 10.1 (Miyamoto, unpublished data).

A lack of MMR is presently thought to induce a mutator phenotype. However, Drosophila appears to lose its mutator 
phenotype since the spontaneous mutation rate remains unchanged in spel1-null and spel1+/− flies. During somatic cell 
division of Drosophila, the pairing of each homologous chromosome occurs, and daughter cells obtain the assortment of 
paternal and maternal chromosomes. When DNA is subjected to the damaging factors such as X-rays, chromosomal recom-
bination occurs between maternal and paternal chromosomes paired at damaged sites or in the neighborhood through DNA 
strand breaks [39]. The mutagenicity in this assay is assessed according to the extent of chromosomal recombination, and 
the mutagenicity decreases if recombination is blocked. Our results suggested that MMR is also required for homologous 
recombination through strand breaks induced by DNA damage.

Alkylated DNA bases are well-known lesions that can induce mutations followed by carcinogenesis. MMR is involved 
in the repair of base pairs consisting of alkylated and normal bases, following the recognition of the mismatched base pair 
by MutS or MutS homolog proteins. The efficiency of recognition appears to be dependent on the alkyl group [40]. When 
we examined the mutation rate of N-nitrosodimethylamine (NDMA) and N-nitrosodiethylamine (NDEA) using the Dro-
sophila wing spot test (SMART), NDMA was found to be more recombinogenic than NDEA [41]. When we performed 
mutation assays using the newly generated flies, the mutagenicity of NDMA was found to be significantly lower in the 
MMR-deficient flies (spel1−/−) than in the MMR-proficient flies (spel1+/−). The converse was observed in the case of 
NDEA. These results suggested that the MutS protein recognizes DNA methylated lesions more frequently than ethylated 
lesions even in Drosophila, and that the MutS homolog protein functions to induce chromosomal recombination follow-
ing DNA strand breaks and gene mutations in Drosophila. These findings were unexpected and contrast the results of the  
E. coli mutation assays where the mutation rate of alkylating agents was markedly higher compared to wild type, as shown 
by many investigations including those performed in our laboratory [37]. Zhang et al. examined human fibroblast mutants 
and suggested that the MNNG-induced homologous recombination requires functional MMR [42]. In their experiments, 
the MNNG-induced recombination decreased, although the MNNG-induced gene mutations at the hprt gene were elevated. 
The elevation in gene mutations can be accounted for by considering the canonical function of MMR in which the methyl-
ated guanine or thymine residues are targets of repair, and MMR deficiency results in the absence of mismatched base-pair 

FIGURE 10.1 Alterations in microsatellite repeats detected by PCR using primers for the U1a1 microsatellite sequence. (A) The fifth-generation 
flies (spel1−/−) from a cross between each existing heterozygote (spel1+/−) (P1 and P2). (B) Flies (spel1+/−) from a cross between each existing hetero-
zygote (spel1+/−) (P1 and P2). (C) The fifth-generation flies (spel1−/−) from a cross between the existing heterozygote (spel1+/−) (P2) and the newly 
generated heterozygote (P3).
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repairs, thereby leading to mutations. On the other hand, MMR can induce strand breaks during the repair process, and 
MMR might be required to facilitate chromosomal recombination through strand breaks. As shown in Fig. 10.2, the methyl-
G·T pair is recognized as a base-pair mismatch by MutS or its homolog (Spel1·Msh6 heterodimer in Drosophila), and 
the methyl-G·C pair is also recognized as a mismatch, although at a lower frequency [40]. This repair step is known as a 
futile repair loop that occurs in the presence of functional MMR; its activity results in continuous strand breaks leading to 
recombination or apoptosis. Although further investigations are required, we speculate that the role of MMR in the somatic 
mutation recombination is as follows: if MMR is deficient, futile repair loops may be absent and thus are not activating 
chromosomal recombination. As a result, the recombination rate in somatic cells might decrease.

7.  CONCLUSION

Living organisms continue efforts to maintain their genome by employing various devices. The induced and spontaneous 
DNA damage represents severe risks to genome stability. Therefore, organisms possess many countermeasures such as 

TABLE 10.1 Mutagenicity of X-ray Irradiation in MMR-deficient and -Proficient Drosophila as Determined by the Wing 
Spot Test

X-ray Dose (Gy)

spel1−/− spel1+/−

Survival (%)a Mutagenicityb Survival (%)a Mutagenicityb

0 100 0.25 100 0.24

5 107 1.96c 96 2.67

10 130 3.58c 89 5.76

15 117 3.31c 92 8.82

20 92 5.31c 95 9.16

aSurvival (%) = the number of flies from nontreated larvae/the number of flies from irradiated larvae × 100.
bMutagenicity is represented by the number of mwh mutant cell colonies per wing.
cP < .01, a significant difference from the corresponding spel1+/− flies.

FIGURE 10.2 Scheme outlining the involvement of MMR in chromosomal recombination induced by the methylating agent. C or T is incor-
porated at the opposite site of methylated G during the first replication. Both normal bases are recognized as mismatches and removed from the newly 
synthesized strand. If the same event occurs next time, a so-called futile repair cycle is induced, and the strand possessing the methylated G is sustained 
in the single strand. This unstable state of DNA leads to double-strand breaks, and the recombination or apoptosis is then induced.
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repair systems to guard against DNA damage. Among these systems, MMR plays an indispensable role in both somatic 
and germ cells, and Drosophila is no exception. In this section, the characteristics of MMR in Drosophila for maintaining 
genome stability have been addressed. Genes involved in MMR and diverse functions are conserved in Drosophila, and 
while only one recognition complex is present in Drosophila, almost all other eukaryotes possess two sets of complexes. It 
has been revealed that MMR does not work alone but collaborates with other repair systems such as NER during meiotic 
and mitotic recombination. A lack of MMR induces genome instability and is generally represented by changes in mic-
rosatellite repeats. However, there is the possibility that the requirement of MMR in chromosomal recombination might 
facilitate mutation and chromosomal recombination in the damaged DNA.

GLOSSARY
Eclosion The emergence of an adult from the pupa.
Futile repair loop The MMR-dependent repair loop involved in the induction of strand breaks and the activation of recombination.
Oviposition Laying eggs.

LIST OF ABBREVIATIONS
FA Fanconi anemia
HNPCC Hereditary non-polyposis colorectal cancer
MMR Mismatch repair
MSI Microsatellite instability
NDEA N-nitrosodiethylamine
NDMA N-nitrosodimethylamine
NER Nucleotide excision repair
SMART Somatic mutation and recombination test
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1.  INTRODUCTION

The maintenance of genome integrity is essential for a healthy life of an individual and assures reproductive success of 
a species. Genomic DNA is constantly threatened by a plethora of environmental and cell-intrinsic genotoxic agents that 
inflict a variety of DNA lesions, with thousands of events estimated to occur in each individual cell per day [1]. Failure 
in DNA repair can interrupt or alter gene functions, resulting in cell death, senescence, or cancer; conversely, error-prone 
repair in the germline is the driving force of genome evolution and intraspecies genome diversity. All organisms have 
evolved lesion-specific DNA-repair mechanisms to keep the genome in check: helix-distorting lesions, such as ultraviolet 
(UV) light irradiation-induced 6–4 photoproducts (6–4 PPs) or cyclobutane pyrimidine dimers (CPDs), are repaired by 
nucleotide excision repair (NER), which either operates genome-wide by instrumenting global genome NER (GG-NER), 
or upon RNA polymerase II stalling during transcription by employing the transcription-coupled NER (TC-NER). Intrinsic 
or extrinsic reactive oxygen species (ROS) induce a diverse number of oxidative lesions that are mostly targeted by base 
excision repair (BER) or mismatch repair (MMR). While oxidative and helix-distorting lesions and single-strand breaks 
(SSBs) are the most abundant type of damage, double-strand breaks (DSBs) are the most toxic form and are rejoined by the 
error-prone nonhomologous end joining (NHEJ) or by the high-fidelity homologous recombination (HR) repair. Beyond 
DNA-repair pathways, specialized mechanisms for DNA-damage signaling have been addressed in great detail, commonly 
referred to as DNA-damage response (DDR). Upon DNA injury, DNA-damage checkpoint signaling can pause cell cycle 
progression at various phases, allowing the cell time for repair or, alternatively, induce signaling events that drive the cell 
into apoptosis. The various DDR mechanisms are well conserved across species and a large body of knowledge rears from 
studies in bacteria, yeast, and mammalian cell lines.
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2.  THE CAENORHABDITIS ELEGANS MODEL

The transparent nematode Caenorhabditis elegans has proven instrumental in providing insights into the mechanisms 
underlying numerous cellular and developmental processes, including cell differentiation and apoptosis, organismal aging, 
host–pathogen interactions, and even molecular aspects of neurodegenerative diseases and tumorigenesis [2–7]. Since the 
description of C. elegans genetics in the 1970s by Sydney Brenner, the nematode was rapidly adopted as a powerful model 
organism, resulting in a fully sequenced genome, in which 60–80% of the genes have a human counterpart, the affluence 
of data made available at Wormbase (http://www.wormbase.org/) about gene structure, mutant and RNAi phenotypes, 
microarray data, transcription factor binding sites, protein–protein interaction networks, and the availability of a vast col-
lection of mutants, for example, at the Caenorhabditis Genetics Center (CGC) or the National Bioresource Project for the 
nematode (NBRP-C. elegans) [8]. In 2009, the nematode was also employed as model organism in space biology to study 
the molecular mechanisms underlying muscle adaptation, space radiation response, and gene expression patterns at zero 
gravity at the International Space Station (ISS) [9]. In the laboratory, C. elegans is easily handled: animals feed on E. coli 
bacteria have a rapid reproductive life cycle of 2.5 days at 22°C, during which they progress through four larval stages to 
develop into hermaphroditic adults, which have a life span of about 2 weeks and lay 300 eggs (compare Fig. 11.1A). Upon 
completion of development, adults have 959 postmitotic somatic cells that comprise tissues, such as muscles, intestine, 
epidermis, and 302 neurons, which form a neuronal network with a fully deciphered wiring plan and largely completed 
connectome [10]. The dominant sexual form of C. elegans is hermaphrodite (XX), but males (XO) can be isolated and used 
for genetic crosses to produce strains carrying multiple mutations. The adult hermaphrodite reproductive system consists of 
two U-shaped gonad arms that contain both male and female germ cells, which undergo mitotic and meiotic cell divisions 
and comprise an immortal and totipotent cell lineage. Hence, C. elegans reproduces by self-fertilization, and populations 
are genetically identical and do not suffer from inbreeding depression. The advantages of a simple body plan, transparency 
of eggs and cuticle, and the invariance of cell divisions and developmental stages have expedited a highly detailed devel-
opmental and anatomical description of the animal, which is well documented in open access resources (eg, http://www.
wormatlas.org/ and http://wormbook.org/).

As DDR is highly conserved from worms to man, C. elegans serves as a relevant model to study the consequences 
of DNA-repair deficiency [11,12]. In the nematode, DNA damage induces a vigorous response of DNA repair and 
signaling pathways in dividing germ cells, which is distinct in mitotic and meiotic compartments of the germline 
[13]. Conversely, somatic cells are entirely postmitotic and display remarkably high resistance to ionizing radiation 
(IR)-induced DNA damage [14]. The DDR in germ cells highlights the importance for ensuring the stable passage 
of genomic material through an immortal germline across generations, while somatic tissues are not important for 
species-survival after successful reproduction (discussed in Ref. [15]). The disposable soma theory poses that the 
resources of the organism need to be allocated between the soma and germline to maximize fitness before the soma 
can be disposed of upon reproduction (summarized in Ref. [16]). In C. elegans, the “germline DNA damage–induced 
systemic stress resistance” (GDISR) illustrates particularly well how somatic maintenance adapts to the requirements 
of germ cells: GDISR elevates stress resistance in somatic tissues to allow delay of progeny production until DNA 
damage in germ cells is repaired [17]. Hence, DDR in the nematode can be highly instructive for understanding sys-
temic response mechanisms (discussed in Ref. [18–20]). This chapter presents a comprehensive collection of method-
ologies that are currently employed to study DNA repair and DDR in the nematode. Further, we provide an overview 
of the various well-conserved DNA repair mechanisms that are activated in C. elegans to counteract genomic instabil-
ity. Further, we expand on recent reports that exemplify the relevance and advantages of the nematode to the field of 
systemic DDR during development and aging.

3.  POWERFUL GENETIC TOOLS TO EXPLORE DDR DYNAMICS

C. elegans is genetically malleable by various applied methodologies (compiled in WormMethods on http://www.worm-
book.org). Most commonly, forward genetic screens are implemented by creating mutant libraries through the use of 
mutagenic chemicals, such as ethyl methanesulfonate (EMS), or combined treatment with trimethylpsoralen (TMP) and 
UV irradiation that create random deletion, point mutation, and insertion events throughout the genome [21]. Pioneering 
studies by Hartman and colleagues in the 1980s led to the genetic identification and characterization of C. elegans mutants 
that show hypersensitivity to various genotoxic agents [22]. The advent of whole genome sequencing allows rapid analysis 
of single mutants or large mutant libraries and has been successfully employed to define mutation accumulation in DNA-
repair-deficient C. elegans [12,23]. In 2014, research in the nematode profits from the successful adaptation of the CRISPR/
Cas9-based genome engineering system for targeted genomic alterations (summarized in Ref. [24]).

http://www.wormbase.org/
http://www.wormatlas.org/
http://www.wormatlas.org/
http://wormbook.org/
http://www.wormbook.org
http://www.wormbook.org
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FIGURE 11.1 C. elegans as a model organism to study DNA repair and DDR mechanisms. All size bars correspond to 25 μm. (A) The C. elegans 
life cycle from fertilized embryo, through the larval stages L1–L4 until fertile adult, is completed in about 2.5 days when grown on bacteria seeded agar 
plates (22°C). An adult produces about 300 eggs, which require about 9 h of ex utero development before hatching of L1 larvae. Stereoscopic bright field 
imaging allows clear distinction of mixed C. elegans developmental stages on an agar plate (inlay). Detailed descriptions on C. elegans development from 
germ cell to fertile adult are available on http://www.wormbook.org and http://www.wormatlas.org. (B) Representative graph displaying embryo survival 
of wild type and NER mutant xpa-1(ok698) upon different UVB irradiation intensities. Typically, adult animals are exposed to DNA damaging insults 
and egg-laying and hatching rate are determined. (C) Representative result of larval development 48-h post-irradiation (UVB). Animals are first staged 
as L1 larvae, and then exposed to DNA damaging insults and developmental stages can be determined 48–72 h later. Note that wild type requires 10-fold 
UVB intensities as compared to the xpa-1 mutant to achieve a partial developmental delay or arrest. (D) DIC image of the pachytene region of the meiotic 
germline in the posterior gonad arm of adult C. elegans. Nuclei and outline of germ cells can clearly be distinguished. (E) DIC image of the pachytene 
region of an animal irradiated with IR resulting in apoptosis induction of meiotic germ cells. Apoptotic corpses are clearly visible as button-like structures 
(inlay) (D, E, courtesy of Najmeh Soltanmohammadi). (F) Fluorescent microscopy image of a dissected germline stained with DAPI (blue) and Rad51 
antibody (red) to visualize DSB events (compare inlay). The germline contains a clearly distinguishable mitotic zone, followed by a transition zone and the 
meiotic pachytene. The spatiotemporal distribution of mitotic and meiotic germ cells allows the study of distinct DNA repair or checkpoint mechanisms 
in response to DSB formation (F, courtesy of Ashley B. Williams).

http://www.wormbook.org
http://www.wormatlas.org
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Research on the nematode has pioneered the application of RNA interference (RNAi)-mediated gene downregula-
tion, which is achieved by double-stranded DNA (dsDNA) delivery via feeding, soaking, or injection, and resulted in the 
compilation of genome-wide RNAi libraries [25,26]. Systematic RNAi screens have revealed whole DDR networks that 
govern genome stability and maintenance [11,27,28]. RNAi is highly efficient in the germline and most somatic tissues 
with the exception of the neuronal system, which can be overcome by the application of various RNAi hypersensitive 
transgenic lines or mutants [29]. C. elegans transgenes can be rapidly and cost-effectively obtained by genetic transfor-
mation through DNA microinjection or DNA-coated microparticle bombardment, allowing the introduction and stable 
inheritance of exogenous DNA into the genome [30]. A collection of DDR-specific genes can be obtained at the “C. 
elegans TransGeneome” project, a genome-scale transgenic project for fluorescent- and affinity-tagged proteins [31]. 
Transcriptome and proteome profiling, of whole animals or specific tissues, is standardized in C. elegans and has helped 
to unravel the dynamics of DDR during development and aging in DNA repair deficient mutants or upon DNA-damage 
induction (eg, see Refs. [32–34]).

4.  GENOTOXIC AGENTS FOR DNA DAMAGE INDUCTION

A number of procedures for C. elegans are available to evoke genome instability, which in turn mounts a lesion-specific 
response [35]. UV irradiation is applied to study NER in the soma and the germline, since it results in the formation of 
bulky photolesions 6–4 PP and CPDs. UV-B (320–290 nm) displays a higher penetrance and thus induces DNA damage 
throughout the animal as opposed to UV-C (290–100 nm), whose shorter wavelengths are absorbed by water and cellular 
biopolymers [36]. In addition, UV-induced lesions indirectly give rise to DSB formation, for example, when replication 
forks break down at unrepaired CPDs and can lead to apoptotic demise of germ cells [37]. UV-A (320–400 nm) mostly 
damages DNA indirectly through the formation of ROS, which results in the mild induction of germ cell apoptosis and 
DNA-damage checkpoint activation [38]. Most frequently, IR (X-rays or γ irradiation) is used to cause DSB formation and 
chromosome rearrangements, which triggers a highly reproducible response of DSB repair, cell cycle arrest, and apoptosis 
in germ cells (see Figs. 11.1D–F) [39].

Except electromagnetic waves, various chemicals can be used to induce DNA damage in C. elegans. Photosensitizers, 
such as ethidium bromide or bromodeoxyuridine, or the light-sensitive cross-linking agent TMP, enhance the genotoxic 
havoc caused by UV irradiation [40]. Alkylating agents, such as EMS or MMS, are highly potent mutagens but have been 
less frequently employed in C. elegans to study specific DDR [41–43]. Hydroxyurea (hydroxycarbonate) is known to desta-
bilize the replication fork, thus resulting in DSBs in mitotic germ cells [44]. Illudins are chemical compounds that induce 
DNA lesions that hamper with transcription and also in the nematode require TC-NER for their removal [45].

Metals, such as silver nanoparticles and cadmium, cause measurable oxidative damage to DNA and result in mitogen-
activated protein kinase (MAPK)-dependent germline apoptosis, respectively, though the exact nature of DDR remains to 
be determined [46,47]. Other prooxidant compounds, including paraquat, sodium azide, or menadione bisulfite, can cause 
8-oxo-G formation, which are predominantly cleared by BER [48]. In addition, several studies also show decreased toler-
ance of NER-deficient animals to oxidative stress [49,50]. In addition, some mitochondrial mutants display hypersensitivity 
to oxidative stress and accumulate oxidative lesions in their genome [51]. Generally, C. elegans exposure to most chemical 
compounds produces phenotypic readouts that are easily scored, qualifying the nematode as a high-throughput platform for 
environmental genotoxins [52].

5.  METHODS FOR DNA DAMAGE DETECTION

Genome instability in C. elegans manifests in various morphological, developmental, and behavioral phenotypes that 
can be scored in vivo, additionally several in vitro methods are available to directly visualize and quantify various DNA 
lesions (see Fig. 11.1). The significant differences between repair and response to DNA damage in mitotically and mei-
otically dividing germ cells as compared to the postmitotic somatic cell types allow the study of tissue-specific as well 
as systemic DDR.

The germline is easily discerned from somatic tissues by differential interference contrast microscopy (DIC; or Nomar-
ski microscopy) and clearly separated in a distal mitotic zone, where germ stem cells proliferate, and the transition zone, 
in which germ cells enter meiosis prophase I (Fig. 11.1). Meiotic recombination is completed by late pachytene, before 
germ cells progress through the diplotene until oocytes arrest in diakenesis, and resume meiosis only upon fertilization in 
the spermatheca upon which embryogenesis commences in the uterus (see sketch in Fig. 11.1A). Physiological germ cell 
death occurs in the late pachytene and is enhanced in response to IR or UV, which can be scored via DIC, since apoptotic 
corpses display a distinct cellular morphology (see Fig. 11.1D–F) [13]. Similarly, cell cycle arrest is easily visualized and 
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quantified in the mitotic region, since size and number of mitotic germ cells is significantly altered upon DNA damage [53]. 
DNA-damage checkpoint activity can also be quantified during early embryogenesis by monitoring the asynchronous cell 
divisions, which are timed during checkpoint activation [42]. Genetic screens based on those phenotypes have contributed 
to the identification of comprehensive genetic pathways regulating DNA damage–induced apoptosis and checkpoints (sum-
marized in Ref. [54]).

C. elegans lays a defined number of 300 eggs and develops through four well-timed larval stages before reaching adult-
hood. DNA-damaging insults can significantly reduce offspring number and viability, and delay developmental timing, 
allowing the distinction between germline and somatic DDR (see Fig. 11.1B,C) [55]. Further, germline development can be 
genetically suppressed to distinguish between somatic and germline-specific repair [32]. The accumulating effect of DNA 
damage can be quantified by monitoring animal survival or tissue decline, for example, gross morphology, muscle function 
in the pharynx or locomotion, in individuals of a defined population from birth to death [56–58].

DNA repair can be directly assessed by immunological methods: antibodies are available for specific lesions (eg, 6-4 PP 
or CPDs), and can be applied to genomic DNA extracts via slot blot or whole-animal or tissue-specific immunostaining 
[59]. However, both cuticle and egg shell of the nematode represent barriers for staining that need to be disrupted chemi-
cally and/or mechanically. DAPI and BrdU staining to visualize DNA or newly synthesized DNA, respectively, are highly 
efficient in fixed or alive C. elegans [60]. The dissected germline is easily accessible for immunostaining, and DSB-repair 
processes can be visualized with anti-RAD-51 or anti-CDK-1 phophotyrosine antibodies (see Fig. 11.1F) [61]. Complexes 
of DNA-repair factors and DNA molecules can be analyzed by electrophoretic mobility shift assays (EMSA) and further 
resolved by immuno-gold electron microscopy [62]. Fluorescence in situ hybridization (FISH) is readily applied to study 
chromosome-pairing events upon DNA damage [63].

Several protocols implement quantitative PCR (qPCR) to quantify DNA damage across the genome by exploiting the 
capacity of many lesions to block or inhibit the progression of DNA polymerases [32,64]. In addition, this method allows 
the distinction between nuclear and mitochondrial DNA damage, but is not lesion specific [58,65]. The mutation accumula-
tion across many generations is promoted in DNA-repair-deficient animals, which is easily assessed in C. elegans due to 
its rapid reproductive cycle and the availability of transgenes carrying balancer chromosomes that allow for morphological 
read-outs of mutations [66].

6.  EXCISION REPAIR

Three major excision repair pathways are highly conserved between worms and man: NER, BER, and MMR [67]. The 
importance of NER, BER, or MMR activity for genome stability maintenance has been demonstrated by experiments that 
follow mutation accumulation over many generations and has revealed that particularly MMR protects the genomes from 
mutations, followed by NER and eventually by BER [68,69]. However, the most comprehensive studies on single-stranded 
DNA repair have been performed on C. elegans NER and are discussed further in more detail.

6.1  Nucleotide Excision Repair

NER removes bulky nucleotide lesions 6–4 PPs, CPDs, and their Dewar valence isomers, which can be induced upon 
irradiation with UVB and UVC [70]. Already in the 1980s, the analysis of radiation-sensitive (rad) mutants revealed a sig-
nificantly reduced repair capacity for 6–4 PPs and CPDs in rad-3 mutants [71]. Indeed, almost two decades later, genome 
sequence analysis for NER homologs and RNAi-mediated gene knock-down revealed that rad-3 encodes the C. elegans 
homolog of the mammalian xeroderma pigmentosum complementation group A (XPA) [72,73].

Based on studies in Saccharomyces cerevisiae and mammalian systems, NER can be divided into four consecutive 
steps, in which the lesion is first detected, which triggers the recruitment of factors necessary for unwinding the DNA 
strand, followed by excision of the area containing the damage and finalized by filling the gap through DNA synthesis and 
ligation. NER is initiated by two distinct mechanisms of DNA-damage detection, which activate the same downstream core 
machinery to repair the damage: (I) transcription-coupled NER (TC-NER) is activated by stalling of RNA polymerase II 
during transcription and requires the recruitment of the chromatin remodeling protein Cockayne syndrome protein B (CSB) 
and Cockayne syndrome protein A (CSA); (II) global genome NER (GG-NER) is initiated upon lesion detection by the 
UV-damaged DNA-binding protein (UV-DDB) complex and xeroderma pigmentosum group C (XPC), which subsequently 
recruits several other NER proteins and removes lesions throughout the genome [74]. In humans, inherited mutations in 
GG-NER genes result in xeroderma pigmentosum (XP), which includes severe UV sensitivity and an increased risk for skin 
cancer; TC-NER deficiency causes Cockayne syndrome (CS), which is characterized by a variety of neurodevelopmental 
symptoms and premature aging [75].
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Experimental efforts during the last decade have enlarged the group of mammalian NER orthologs in C. elegans: a num-
ber of mutants for homologs of CSB, CSA, XPC, XPF, XPG, RAD23, and ERCC1 have been isolated, all of them displaying 
increased sensitivity to UVB [45,55,73,76]. These findings paint the convincing image of a well-conserved NER pathway 
in C. elegans, making the nematode an increasingly important model for studying in vivo NER activity in a time-dependent 
fashion and in the context of a whole organism [15].

Particularly important is the discovery that the GG-NER and TC-NER sub-pathways perform differential tissue-specific 
roles in response to UV irradiation: animals carrying mutations in genes of the core NER machinery (xpa-1, xpf-1, and xpg-
1) and specifically in the GG-NER sensor xpc-1 show severely decreased germ cell and embryo survival, and a diminished 
CPD repair capacity upon UV irradiation [55]. Similar effects are apparent upon loss of RAD-23 that is homologous to 
HR23A and HR23B, which are responsible for stabilizing and enhancing the binding of XPC in mammalian cells [77]. Con-
versely, loss of CSB-1 or CSA-1 does not result in germline-specific defects upon UVB irradiation but significantly reduce 
larval development timing and survival [45,55,56]. However, some studies report partial redundancy for the tissue-specific 
NER repair function: depending on the UV dose and source applied, CSB-1-deficient animals can display increased levels 
of germ cell apoptosis, morphological abnormalities, and decreased hatching rates [78]. In summary, GG-NER is the major 
pathway mediating UV response in early development, germ cells and embryos, while TC-NER mediates somatic repair in 
juvenile and adult animals [55].

6.1.1  The Role of NER in Development and Aging

In human cell lines, moderate UVB and UVC irradiation (<100 mJ/cm2 UVB or <1 mJ/cm2 UVC) result in a transient 
decrease in cell division and DNA replication activity, whereas higher doses of UV irradiation lead to a permanent arrest 
of DNA replication [79–81]. UV irradiation of repair-proficient C. elegans at L1 larval stage (at which worms can be syn-
chronized to allow assessment of developmental growth on a large scale) causes delayed larval development, while NER 
deficiency exacerbates UV sensitivity during development (see Fig. 11.1C) [56]. Interestingly, TC-NER is particularly 
important for withstanding UV-induced lesions during development [55]. Most cell divisions in the development of C. 
elegans occur already during embryogenesis after which differentiated cells mostly grow in size. During active transcrip-
tion, UV lesions lead to the stalling of RNA pol II and the subsequent degradation of its subunit AMA-1, which is mediated 
by the putative E3 ubiquitin ligase WWP-1, ortholog of the yeast Rsp5 [73].

TC-NER deficiency in humans leads to the devastating disease of CS that is characterized by developmental growth 
retardation and a variety of premature ageing symptoms [75]. Mammalian cells respond to DNA lesions that stall RNA 
polymerase II-mediated transcription by downregulating the growth hormone receptor (GHR) and the insulin-like growth 
factor-1 receptor (IGF-1R), which in turn promotes IGF-1 resistance and defense to cellular oxidative stress [82]. Both 
GHR and IGF-1R are regulators not only of postnatal growth, but also of the aging process as mice with reduced GH/
IGF-1 signaling show dwarfism and extended life span [83]. Similarly, defects in the IGF-1R homolog daf-2 lead to greatly 
extended longevity in C. elegans [84]. Ever since the discovery of the daf-2 mutant longevity, C. elegans has served as an 
important model for the genetics of aging [3].

In 2014, a crosstalk between NER and the insulin/insulin-like growth factor signaling (IIS) in C. elegans had become 
apparent. In the nematode, the conserved IIS pathway is a major regulator of starvation-induced L1 arrest, development, 
stress resistance, and lifespan [85,86]. Key players of the IIS in the nematode are the insulin/IGF receptor DAF-2 that, upon 
self-phosphorylation, recruits the phosphatidylinositol 3-kinase (PI3K) subunit AGE-1, which generates phosphatidylinosi-
tol-3,4,5-triphosphate (PIP3) molecules that activate kinases of the AKT family. The latter phosphorylates DAF-16, mem-
ber of the FOXO transcription factor family [87]. DAF-16 remains inactive in its phosphorylated form in the cytoplasm. 
When the insulin signaling cascade is inactive, DAF-16 is hypophosphorylated and localizes from the cytoplasm to the 
nucleus, where it governs the transcriptional regulation of a plethora of genes regulating aging, stress response, metabolism, 
thermotolerance, and pathogen resistance [88]. Thus, knockout of daf-2 or age-1 results in the constitutive DAF-16 nucle-
arization and increased stress resistance and life span (summarized in Ref. [89]).

Transcriptome analysis of UV-treated wild-type and arrested xpa-1 mutant L1 larvae has revealed that, similar to mam-
mals, IIS is attenuated in response to UV-induced DNA damage. DAF-16 is efficiently activated upon DNA damage during 
development while its responsiveness, specifically to DNA lesions, declines with aging. Functionally, DAF-16 activity 
alleviates developmental arrest and enhances somatic tissue functionality in response to UV-induced DNA damage [56]. It 
was suggested that the longevity assurance factor DAF-16 might thus antagonize DNA damage–driven aging by enhancing 
tolerance of genotoxic stress [20].

DAF-16 acts in specific tissues to execute differential outputs, which is governed by a number of cofactors and coregu-
lators, including the heat-shock factor HSF-1 and the Nrf-like transcription factor SKN-1 (summarized in Ref. [90]). The 
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GATA transcription factor EGL-27 genetically interacts with DAF-16 to promote both longevity and stress response [91]. 
Importantly, upon UV damage induction, DAF-16 functions together with EGL-27 to mount the DDR in C. elegans, which 
does not require HSF-1 or SKN-1 activity [56].

Intriguingly, transcriptomic and proteomic profiling of xpa-1 mutants shows increased induction of antioxidant defenses 
and higher ROS levels, in comparison to wild type, which might indicate elevated levels of oxidative DNA damage [34,92]. 
Surprisingly, loss of ercc-1 or xpf-1 prolongs the lifespan of long-lived daf-2 mutants, which was suggested to rear from 
an active signaling by DNA damage–detection proteins to implement a hormetic response that promotes survival [57]. An 
alternative explanation is that meiotic defects in ercc-1 and xpf-1 mutants might influence the lifespan of daf-2 mutants that 
display compromised egg-laying activity [55,84,93–95].

6.1.2  NER Deficiency in Mitochondrial Diseases

Mitochondria are the powerhouse of the cell and contain their own 16.5 kb genome (mtDNA) that cooperates with the nuclear 
genome (ncDNA) to encode the proteins of the OXPHOS system [96]. mtDNA is subjected to environmental toxins, and 
exogenous or endogenous ROS, which is typically repaired by BER (summarized in Ref. [97]). To date there is no conclusive 
evidence for NER activity in mitochondria leaving them incapable of repairing CDPs or 6-4 PPs in mtDNA and highly sus-
ceptible to UV irradiation. Thus, UV-induced lesions potentially persist and stall DNA replication and transcription, and lead 
to the depletion of mtDNA and mitochondrial proteins, resulting in mitochondrial breakdown [98]. In primary human fibro-
blasts and in C. elegans, UVC-induced lesions in mtDNA are removed by clearing mitochondria via autophagy, mitophagy, 
and mitochondrial fission and fusion events [99,100]. Findings in 2012 in mice indicate a presence of CSB in mitochondria, 
where it might act as DNA-damage sensor, signaling the clearance of mitochondria, with damaged genome, by autophagy 
[101]. Mitochondrial dysfunction is associated with a large number of human neurodegenerative disorders, including the 
major DNA-repair disorders CS, ataxia–telangiectasia (AT), and XP, which can be qualitatively and quantitatively predicted 
in silico by specifically designed databases for mitochondrial pathologies [101–103]. Importantly, XPA deficiency results in a 
well-conserved mitochondrial decline, which is induced by the activation of poly-ADP-ribose polymerase-1 (PARP-1) [104]. 
PARPs and poly(ADP-ribose)glycohydrolases (PARGs) perform the posttranslational modification poly(ADP-ribosyl)ation 
upon NAD+ consumption, which regulates cellular stress responses by mediating DNA repair, chromatin structure, DNA syn-
thesis, apoptosis, and mitochondrial homeostasis [105]. C. elegans carries three homologs for PARPs and two homologs for 
PARGs that maintain a conserved function in DNA repair [106,107]. In addition, studies in cells and the nematode reveal that 
PARP activity reduces NAD+ availability, which in turn suppresses the sirtuin-signaling (SIRT1) pathway, a known regulator 
of proper mitochondrial homeostasis under stress conditions. This intricate mechanism can be attenuated by supplementing 
PARP inhibitors or NAD+ precursors, which leads to an activation of the mitochondrial unfolded protein response (UPRmt) 
and consequently a boost of mitochondrial function resulting in increased health and life span [108]. XPA deficiency in cells, 
mice, and C. elegans trigger a similar pathway: overactivation of the DNA-damage sensor PARP drains cells of NAD+, sup-
presses SIRT1, and leads to defective mitophagy, which might explain the neurodegenerative phenotypes in CS, AT, and XP 
patients [104]. The pathway is analogous in CSB mutant cells, nematodes, and mice: PARP inhibition or treatment with NAD+ 
precursors increases SIRT1 expression, rescues the shortened life span of csb-1 mutant C. elegans and restores metabolic, 
mitochondrial, and transcriptional alterations in Csb-deficient mice. In a similar fashion, high fat diet induced by supplement-
ing the ketone β-hydroxybutarate (β-OHB) rescues the reduced life span of csb-1 mutant nematodes [109].

In summary, TC-NER deficiency leads to neurodegenerative phenotypes that are linked to mitochondrial dysfunction 
and involve conserved mechanisms. C. elegans is a highly versatile system and suitable for high-throughput drug screen-
ings, which will be a relevant feature for future therapeutic target identification in NER-deficiency disorders.

6.2  Base Excision Repair

The recognition and excision of oxidized nucleotides in BER is executed by DNA glycosylases that cleave the N-glycosolic 
bond between the DNA base and the sugar phosphate backbone. Subsequently, the baseless site (apurinic/apyrimidinic 
site or AP site) is transformed into an SSB by the activity of an AP endonuclease, leaving a 3′-hydroxyl and 5′-phosphate 
gap that is filled by the DNA polymerase β (Pol β) (summarized in Ref. [110]). To date, 11 human damage-specific DNA 
glycosylases are known and a branchy BER system in mammals is resolved in great detail [111].

In C. elegans, only two DNA glycosylases have been identified, the uracil-DNA glycosylase homolog UNG-1 and the 
DNA N-glycosylase homolog NTH-1 [112,113]. Transcriptome analysis revealed that NTH-1 deficiency activates oxida-
tive stress response and lowers IIS activity, which does not result in a clear phenotype related to oxidative DNA damage, 
such as resistance to oxidative stress or altered life span [92]. Activity measurements of UNG-1 in C. elegans embryonic 
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protein extract demonstrate its capability to specifically cleave U:G mispairing, which requires the Mg2+-dependent hydro-
lytic AP endonuclease EXO-3 [114,115]. There are two AP endonucleases homologs in the nematode, EXO-3 and APN-1, 
and cross-species complementation studies show the rescue of DNA-repairdeficiency in yeast [115,116]. Both AP endo-
nucleases are known to differentially function in the MMR pathway to induce toxicity in response to the cancer therapeutic 
5-Fluorouracil (5-FU): EXO-3 is required for RPA-1 filament formation, indicating its requirement for MMR activation, 
while APN-1 acts in checkpoint activation [117]. Furthermore, APN-1, but not EXO-3, is specifically required for resis-
tance to a variety of DNA-damaging agents, including UVC, oxidative stressors tert-butylhydroperoxide (tert-BH) and 
H2O2, and the methylating agent MMS [118].

In the C. elegans genome, no homolog for Pol β could be identified but BER is finalized by the gap-filling activity of a 
Pol β polymerase homolog, which acts as a lesion bypass polymerase and a backup BER polymerase in vertebrate systems 
[119]. Thus far, the C. elegans BER mechanism appears to be of much lower complexity as compared to mammalian sys-
tems, and BER deficiency generally results in relatively mild stress response or age-related phenotypes [120].

7.  MISMATCH REPAIR

Major advances in defining MMR activity come from studies in E. coli, but the mechanisms of this repair machinery are 
conserved between bacteria and eukaryotes. MMR removes mismatched base pairs, mainly resulting from replication 
errors, and is therefore critical for DNA replication accuracy and genome stability maintenance across generations, which 
is highlighted by increased cancer occurrence in MMR-deficient humans [121].

C. elegans expresses orthologs of the central human MMR factors MSH2, MSH6, MLH1, and PMS2. MMR deficiency 
results in elevated somatic DNA instability and germline mutagenesis, when monitored across 40 generations in transgenes 
carrying a heat shock-promoter-driven frame-shifting DNA repeat that interrupts LacZ expression, which upon mutation 
events, can shift back in frame, resulting in a LacZ-positive readout [27,66]. Similar in-depth approaches relying on PCR-
based genome analysis confirmed this observation [68,122].

Thus far, with the exception of the above-mentioned crosstalk between BER and MMR, the nematode has been less 
intensely utilized to elucidate mechanistic information on MMR activity [117]. However, 2015 results demonstrate that 
MLH-1-deficient animals display decreased meiotic cell death in the germline upon DNA damage, and an elevated resis-
tance to alkylating and oxidizing agents. Further, MMR induces autophagy-mediated cell death of nondividing adult 
somatic cells independently of the checkpoint signaling factor ATL-1 [123].

8.  DOUBLE-STRAND BREAK REPAIR IN C. ELEGANS

DNA DSBs are considered to be the most toxic form of DNA damage: in yeast, a single DSB can lead to cell cycle arrest 
or cell death, if left unrepaired [124]. The impact of DSB-repair deficiency in humans is highlighted by the appearance of 
disorders including cancer predisposition and infertility [125]. DSB repair is of high importance for the production of germ 
cells which must carry the correct genetic material to the next generation. Uncontrolled DSB repair can lead to tumorigen-
esis, previously reported in mice and humans, or serious inborn diseases due to chromosomal aberrations [54,126].

Cells employ different DNA damage–response (DDR) mechanisms depending on the nature of DSBs: breaks in the DNA 
can be caused upon exposure to IR or stalling of DNA replication forks [127]. DSBs most commonly occur during the pro-
duction of gametes in the process of meiotic recombination (compare Fig. 11.1F). Depending on the cause leading to DSBs, 
different intermediates and substrates are formed, which are target of a delicately balanced array of repair proteins [128].

The two major mechanisms for DSB repair are homologous recombination (HR) and nonhomologous end joining 
(NHEJ). HR is characterized as an error-free method, which uses the sister chromatid or homologous chromosome as an 
undamaged template for repair [126,129,130]. In C. elegans, HR functions in DSB repair in proliferating somatic cells 
during early embryogenesis and remains active in germ cells during adulthood [129]. NHEJ is known for its efficient, yet 
error-prone repair that joins damaged DNA ends regardless of homology, which can result in the addition or removal of 
nucleotides [126,129–131]. NHEJ functions predominantly in somatic cells in C. elegans starting from late embryogenesis 
[15,129]. Various studies report that NHEJ and HR can cooperate, compete or act in parallel to repair DSBs, as evidenced 
by experiments where HR is impaired in germ cells or somatic cells, but not after IR [11,132–137].

8.1  Homologous Recombination

HR repair in C. elegans has been extensively studied during meiotic recombination, which takes place in the transition 
zone of the gonad [15]. Fig. 11.2 summarizes the HR-repair mechanism and functions of known homologs in C. elegans. 
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FIGURE 11.2 Schematic diagram of the C. elegans homologous recombination pathway. All colors of the proteins match the colors of the names of the proteins (A) Homologous recombination 
starts when the protein SPO-11 introduces breaks around the double-stranded DNA damage. The MRN complex composed of MRE-11, RAD-50, and COM-1, and the nuclease EXO-1 resect the DNA 
producing an area of ssDNA. The ssDNA is bound by the replication protein A (RPA), which is later replaced by RAD-51 with the help of BRC-2. Proteins, such as WRN-1, ATL-1, and ZTF-8 also act 
in the HR pathway; however, they have been found to function at the divergence point between checkpoint repair and DSB repair. Once the RAD-51-ssDNA nucleoprotein filament is formed, CHK-2 is 
speculated to mediate the alignment of the damaged chromosome with a template chromosome. (B) Strand invasion is mediated by a number of proteins: the helicase HELQ-1, the complex formed by 
RFS-1 and RIP-1, the translesion synthesis polymerase POLH-1, and the recombination protein RAD-54. After strand invasion, a D-loop is formed, followed by a Holliday junction structure. Once new 
DNA has been synthesized, the DNA is marked by MSH-4 and MSH-5 for resolution by nucleases. The Holliday junction is then resolved to form CO and NCO products. Three different mechanisms 
have been found at this step: the nick/counternick mechanism involves the scaffold protein SLX-4 acting as a platform for the interactions of SLX-1 and MUS-81, and produces CO in the chromosomes. 
The opposite-sense resolution mechanism involves, again, SLX-4, as a platform for the interactions of XPF-1 and HIM-6, and the topoisomerase TOP-3 also plays a role, although its functions have still 
to be elucidated. This mechanism results in chromosomes showing no CO events. The GEN-1-dependent resolution mechanism is known to produce CO events independent of SLX-4. MRE-11 is also 
involved in the next step of chromosomal CO, although its function is still unclear.



172 SECTION | IV Genome Stability in Multicellular Eukaryotes

During meiosis I, before recombination, homologous chromosomes must first align with their pairs and associate via the 
synaptonemal complex (SC) [138]. Subsequently, the topoisomerase II-like enzyme SPO-11 introduces around 11–12 mei-
otic DSBs per nucleus in a programmed fashion [138,139]. The area around the DSBs is then resected by an endonuclease 
activity of the MRN complex, which causes the release of SPO-11 and the formation of a 3′-single-stranded DNA (ssDNA) 
tail [140,141]. This ssDNA tail is bound by replication protein A (RPA) that is later replaced with RAD-51 proteins, which 
are recombinases with individually weak activity [142,143].

The protein complex consisting of MRE11, RAD50, and NSB1 (MRN complex) in mammals, or Mre11, Rad50, and 
Xrs2 (MRX complex) in yeast, derives its name from the proteins required for meiotic cell division. Presently, C. elegans 
homologs for MRE-11, RAD-50, and a putative candidate that shares significant homology to the human NBS1 protein 
have been identified [129,138,140]. Apart from initiating DSB repair by resecting the damaged DNA strand, MRE-11 
is involved in downstream processes of repair, which are crucial for chromosomal crossover. In addition, MRE-11 plays 
a role in NHEJ [144]. In 2013, Lemmens and colleagues identified the 5′ to 3′ acting nuclease EXO-1 to be involved in 
DSB repair [126]. The proposed model predicts that bidirectional DNA end resection takes place with MRE-11 starting 
resection in a 3′ to 5′ direction and allowing the efficient recruitment of EXO-1, which facilitates resection from 5′ to 3′. 
The MRN complex only aids in the recruitment of EXO-1 during the early prophase I of meiosis, and not in later stages 
of cell division [130].

Further, the model suggests that MRE-11 causes the release of SPO-11 and, together with the meiotic recombination 
factor COM-1, triggers the release or blockage of the protein complex Ku, which consists of CKU-70, an ortholog of 
human XRCC6, and CKU-80, an ortholog of human XRCC5. This mechanism allows HR to repair up to 97% of all the 
meiotic DSBs and suppresses compensatory NHEJ activation [126,130]. Ku proteins have been suggested to be toxic when 
unbound, as they can cause chromosomal aggregates and cause a decrease of crossing-over events and thus of meiotic 
recombination. Despite Ku protein toxicity, germline cells in C. elegans have a bias of at least one hundred-fold toward HR 
compared to NHEJ repair [126].

The C. elegans gene rdh-1/rad-51 codes for RAD-51 protein monomers, which bind the damaged DNA and form a 
nucleoprotein filament that is responsible for two functions: finding a homologous template and invading the homologous 
DNA strand [138,140,141,145]. RAD-51 activity requires BRC-2, the C. elegans homolog of the human breast cancer type 
2 susceptibility protein BRCA2 [137]. BRC-2 transports RAD-51 from the cytoplasm to the nucleus, where it is recruited 
to the sites of DSBs, and loaded onto the ssDNA. RAD-51 function depends on BRC-2 activity but not vice versa. BRC-2 
has been shown to interact with the RAD-51 paralog RFS-1, which mediates binding the DSB and displacing RPA, before 
recruiting RAD-51 onto the DNA [146].

Upon binding, RAD-51 proteins convey the ssDNA to invade the homologous double-strand DNA (dsDNA), which 
will be used as a template for synthesis of new DNA on the resected end of the invading ssDNA. This invasion causes the 
formation of a D-loop structure, which is mediated by BRC-2 and the translesion synthesis polymerase POLH-1 [147]. 
RAD-51 is also known to catalyze ATP hydrolysis, which leads to the depolymerization of nucleoprotein filaments. This 
process is suppressed by BRC-2 activity [137,140,141]. After completion of DSB repair, the RAD-51-like protein RFS-1 
acts together with the helicase HELQ-1 to release RAD-51 from the DNA by directly interacting with the DNA via distinct 
mechanisms [146].

RFS-1 and HELQ-1 display additional functions: RFS-1 has the prorecombinogenic role of loading RAD-51 onto 
ssDNA, while HELQ-1 stabilizes the ssDNA-RAD-51 filaments prior to strand invasion [146]. In addition, RFS-1 
stabilizes the HR mechanism in replication fork barriers during S-phase by mediating the loading of RAD-51 to one-
ended DSBs, that occur upon replication fork regression, and to ssDNA stalled replication forks [128]. RFS-1 activity  
requires complex formation with RIP-1 (RFS-1 Interacting Protein), which is crucial for optimal HR function in  
C. elegans. In addition, this complex stimulates the recombinase activity of RAD-51, which in turn remodels and stabi-
lizes RAD-51-ssDNA filaments to take a more flexible conformation. Thereby, RFS-1/RIP-1 facilitates the search for 
a homologous DNA template and strand exchange with the template via displacement loop (D-loop) formation [62]. 
In yeast, RAD-51-mediated strand exchange, cross-bridging double-stranded DNA, and remodeling the chromatin to 
facilitate for HR repair, is aided by RAD-54, which is proposed to be conserved in C. elegans [146]. Subsequently, the 
D-loop structure induces a so-called “double Holliday junction” (dHJ or HJ), and later a crossover (CO) that is visible 
as a chiasmata and needed for the continuation of meiosis. Studies in C. elegans show that interhomolog crossovers are 
tightly regulated, limiting the occurrence to one crossover event between homologous chromosomes, while the other 
DSBs are repaired as non-crossovers [93,148].

Both HJ and CO formation are dependent on meiosis-specific members of the MutS homolog family, namely HIM-14/
MSH-4 and MSH-5 proteins in the nematode [140]. Some evidence shows that MSH-4 and MSH-5 mark DSBs for reso-
lution by nucleases but their exact functions have not been elucidated [148]. Another important element in DSB repair is 
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the checkpoint kinase CHK-2, which is speculated to mediate alignment of homologous chromosomes and act epistatic to 
RAD-51, thus influencing the formation of the chiasmata [63].

COs can form via the opposite-sense resolution of double Holliday junctions or via a “nick/counternick” mechanism 
[149]. COs at collapsed replication forks in mitotic and meiotic nuclei are resolved by a protein complex consisting of the 
scaffold protein SLX-4 (other name: HIM-18), which acts as a platform for the coordination of multiple enzymes involved 
in processing recombinant intermediates [95,149]. SLX-4 either interacts with the endonucleases SLX-1 and MUS-81 
involved in the “nick/counternick” mechanism, or the ATP-dependent helicase HIM-6 and the endonuclease XPF-1, the C. 
elegans ortholog of ERCC4, involved in the “opposite-sense resolution” of HJs [93,95]. SLX-1 and MUS-81 have a dif-
ferent substrate preference as compared to XPF-1 [148]. According to the “nick/counternick” model, SLX-4 coordinates 
a symmetrical cleavage, in which SLX-1 nicks HJs that are subsequently processed by MUS-81 endonuclease [93]. Con-
versely, the “opposite-sense resolution” pathway employs HIM-6 to unwind thermodynamically unstable HJs, while XPF-1 
acts as an HJ-nicking enzyme [150]. In addition, HIM-6 is important for recombination initiation, for which it requires 
interaction with the nuclease DNA-2 [95].

Consistently, MUS-81 acts redundantly to HIM-6 in limiting the accumulation of double HJs during early meiosis, and 
to XPF-1 in the production of interhomolog crossovers. MUS-81 also has a nonredundant but overlapping role with SLX-4 
in processing recombinant intermediates, such as dHJs. Several studies show that SLX-1 regulates CO distribution along 
the chromosomes by locally suppressing the formation of COs at the center of the chromosomes via “same sense resolu-
tion” of HJs to produce non-crossover products, or via synthesis-dependent strand annealing [93,148–150].

In a parallel pathway, the C. elegans homolog of the human HJ resolving enzyme GEN1 is involved in the repair of 
DSBs upon IR-induced DNA damage by producing same sense HJ nicks at later steps of the repair [127,149]. GEN1-
mediated DSB repair is the major pathway to resolve HJs and form COs upon DNA damage in mammals and flies 
[151–153].

Consequently, several DSB repair factors are involved in DNA-damage checkpoint signaling in response to IR, includ-
ing GEN-1 and HIM-6 [127]. Here, HIM-6 has a crucial role in ensuring normal mitotic function and processes 80–90% 
of all meiotic recombination intermediates, generating non-crossover products [95]. To this end, HIM-6 acts partially 
redundant when compared with the topoisomerase TOP-3 downstream of SPO-11 and RAD-51, preventing a toxic accu-
mulation of recombination intermediates [154]. TOP-3 is required for meiotic recombination and interacts both genetically 
and physically to process DNA damage during normal mitotic germ cell divisions and to form non-crossovers [93,154].

HIM-6 physically interacts with the C. elegans ATR homolog ATL-1 during DNA damage–checkpoint responses, while 
their exact role in DSB repair is not known [154]. However, several studies indicate that ATL-1 functions in DSB repair 
requires the simultaneous activation of CHK-1 by the helicase WRN-1, ortholog of human Werner’s syndrome factor 
WRN. Studies in C. elegans reveal that in response to IR-induced DSBs, WRN-1 functions upstream of ATL-1 and ATM-1 
to trigger cell cycle arrest, by regulating proper RPA-1 stabilization [140,155]. Further, WRN-1 causes nuclear accumula-
tion of ATM-1 and takes the role of the human regulatory partner of ATR, ATRIP, in recruiting both ATL-1 and ATM-1 to 
the replication fork [156,157].

The checkpoint kinases of the phosphatidylinositol-3 kinase-related kinases (PIKK) family, ATM-1 and ATL-1, regulate 
CO interference and are involved in the initial steps of DSB recognition in mitotic and meiotic germ cells, triggering check-
point response and cell cycle arrest, or apoptosis [54]. ATM-1 is involved in IR-induced DSB response independent of HR 
and NHEJ [140]. Upon activation, via autophosphorylation, ATM-1 gets recruited to the DNA-damage site by interacting 
with the MRN complex factor MRE-11 and RPA-1. UV/IR induces replication fork stalling and DSB formation, causing 
the recruitment of ATL-1, by RPA-1-bound-ssDNA, to the damaged site and activation by WRN-1 activity. ATL-1 requires 
MRE-11 to bind to the resected ssDNA–RPA-1 complex. This preprocessing step, before ATL-1 recruitment, is apparently 
required upon IR-induced DSBs but not observed during replication stress [140].

The presence of ATL-1 and ATM-1 in mitotic and meiotic germline cells with DSBs is of importance for the factor 
ZTF-8, a functional homolog of the mammalian RHINO, which is involved in DDR and cell cycle regulation [158]. ZTF-8 
is a player of meiotic recombination as it is involved in processing stalled replication forks and has a supportive function 
in intersister repair when a homologous chromosome is not available. ZTF-8 also aids in recruiting the 9-1-1 complex 
and other proteins to the site of DSB. 9-1-1 is formed by the proteins HPR-9, HUS-1, and MRT-2 (RAD9, HUS1, and 
RAD1 in mammals) and is commonly known as the cell cycle checkpoint complex. Both MRT-2 and HUS-1 has been 
found to directly interact with ZTF-8, highlighting its importance in the checkpoint response, specifically in DNA-damage 
checkpoint-induced apoptosis. ZTF-8 activation and localization, as well as interaction with ATL-1 and ATM-1, require 
SUMOylation. ZTF-8 is proposed to act upstream of the divergence point of the DSB repair and the checkpoint repair 
pathways, suggesting that the 9-1-1 complex is required to interact with ZTF-8 for either of the repair pathways to take 
place [159].
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8.2  Nonhomologous End Joining

During meiosis I and II, the spindles pull apart the DNA strands, which can tear apart HJs, by force, leading to DSBs that 
are commonly repaired by NHEJ [93]. NHEJ depends on the conserved Ku proteins CKU-70 and CKU-80, which form 
heterodimers at the damaged site to protect the DNA from HR-mediated resection. NHEJ is a highly error-prone repair 
mechanism that is suppressed in germ cells by the protein COM-1, the C. elegans homolog for the human tumor-suppressor 
CtIP, to ensure maintenance of the genetic material for the next generation. During meiosis, COM-1 blocks the toxic effects 
of CKU-70 and CKU-80 by misplacing them from the damaged DNA. COM-1-deficient animals are able to repair SPO-
11-induced DSBs via HR and NHEJ, indicating that COM-1 is not required for meiotic recombination per se, but for DNA 
end resection and CO formation [54,126].

In addition, DNA repair of induced meiotic DSBs, in the absence of the MRN complex, takes place in the middle to late-
prophase phases of meiosis I and is not carried out via HR but via NHEJ. This indicates that the MRN complex is essential 
for HR activity but can be bypassed by EXO-1-dependent resection [130].

8.3  Other Conserved DSB-Repair Mechanisms

Alternatively to HR and NHEJ, DSBs can be repaired by single-strand annealing (SSA) and alternative end joining (alt-EJ), 
which is also termed microhomology-mediated end joining (MMEJ). Both act in somatic cells and can make use of a large 
stretch of homology (30–400 bp) or a very small stretch of homology (5–15 bp) between damaged and template strands 
[54]. SSA employs a genetic network overlapping with HR, including XPF-1 activity and RPA binding to the resected ends 
of the damaged ssDNA. Subsequently, BRC-2 binds to the ssDNA to displace RPA from the DSB [160]. In C. elegans, no 
clear mechanism for alt-EJ has been identified yet [131].

Meiotic recombination can also make use of a sister chromatid instead of a homologous chromosome as a template, and 
not lead to CO. This mechanism consists of a sub-repair route of HR that is called synthesis-dependent strand annealing 
(SDSA) or intersister HR. SDSA occurs early in meiosis, and is independent of recombinant intermediates. It takes place 
after the disassembly of the D-loop when the ssDNA has been resected, and interacts with the other broken DNA end [93].

During C. elegans meiosis, only one CO event per chromosome can be observed, while at least two DSBs occur, indicat-
ing a second level of DSB repair mediated by non-crossover events (NCO) [161]. During SDSA, RTEL-1, the homolog of 
the human regulator of telomere elongation helicase 1, is employed to limit CO formation by dissociating strand-invasion 
events [162]. The elongated invading strand is then annealed to the complementary ssDNA tail on the other side of the DSB, 
the single-stranded gaps are filled and the nicks ligated, which bypasses CO product formation [54].

Intersister HR is crucial to repair a number of meiotic DSBs to ensure genomic integrity. This sub-pathway is of major 
importance at the arm regions of the chromosomes where most DSBs are converted into NCOs in an RTEL-1-dependent 
manner [148]. Intersister HR involves the C. elegans homolog of the breast cancer tumor suppressor BRCA1, which 
interacts with SMC-5 and SMC-6, the homologs of the structural maintenance of chromosome proteins in humans. Single 
mutants of smc-5 and smc-6 show phenotypes similar to brc-1 mutant, the proteins localize to condensed nuclear chromo-
somes and also appear to be involved in meiotic intersister HR [163].

Alt-EJ (or MMEJ) acts independently of other DSB-repair pathways, highlighting its importance in avoiding develop-
mental arrest of the animal [131]. Both SSA and alt-EJ require DNA replication and/or cell cycle progression occurrence 
for their function and they produce similar end products.

Interstrand crosslink (ICL) is another type of DNA damage characterized by interlinking the two strands of the DNA 
double helix, which blocks replication, and interrupts the translocation of crucial proteins along the DNA required for 
transcription. Nucleolytic processing of ICL lesions has been shown to lead to DSBs, which creates a substrate for HR. 
However, ICL repair involves factors from various repair pathways including the Fanconi anemia (FA) proteins and mem-
bers of the NER pathway [164]. The ubiquitin ligase RNF-113 is important for the repair of ICL-induced DSBs: it acts 
epistatically to RFS-1 and mediates RAD-51 binding to ssDNA. RFS-1 binds to the ssDNA together with RPA-1. RNF-113 
ubiquitinates an unknown factor, most likely RFS-1 or RPA-1, causing the release of RPA-1 from the DNA and subsequent 
RAD-51 binding to the ssDNA, which initiates strand invasion and the HR pathway [165]. Once RAD-51 is loaded onto the 
ssDNA, the putative histone demethylase JMJD-1.1 modulates the chromatin structure and influences RAD-51 dissociation 
from the single strand. The exact mode of action of JMJD-1.1 is not known, although some synergism with RAD-54 in the 
HR regulation has been demonstrated [166]. The endonucleases MUS-81 and XFP-1 generate ICL-induced DSBs by caus-
ing dual incisions around the damage site in order to separate the covalently bound DNA strands [149].

The ICL-specific repair pathway, known as Fanconi anemia (FA), employs the DNA helicase HEL-308 that is known 
to act in HR [164]. Further, FA involves FCD-2, the homolog of human FANCD, which is known to guide DSBs to HR 
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repair, instead of NHEJ [165]. FCD-2 binds to the DNA together with BRC-2 and RAD-51. HEL-308 partly contributes to 
the loading and stabilization of RAD-51 on the ssDNA [167].

The NER machinery cooperates with HR damage repair of UV-C lesions in the germ line: the current hypothesis proposes 
that damage is either directly repaired via HR activity and, in parallel, the NER pathway produces repair intermediates which 
are subsequently processed and repaired by GG-NER. Alternatively, the NER machinery activates the well-conserved core HR 
factors RPA-1, MRE-11, and RAD-54, and employs the 9-1-1 complex to induce p53/CEP-1-mediated germ cell apoptosis [37].

9.  DNA-DAMAGE CHECKPOINTS

DNA-damage checkpoint is a signal transduction pathway that halts cell cycle progression upon detection of different 
DNA lesions. Various sensors recognize DNA damage, including the ring structure complex Rad9, Hus1, and Rad1 (9-1-1 
complex) or the ataxia telangiectasia (AT) mutated (ATM) protein, and the ATM and Rad3-related (ATR) response com-
plex. Depending on the quality and extent of the DNA damage, specific signal transducer proteins mediate the activation 
of effector protein networks that respond by arresting the cell cycle, triggering DNA repair, or leading to apoptotic cell 
death. Genetic networks in eukaryotes that define DNA-damage checkpoint and apoptotic response to DNA damage are 
evolutionarily conserved and well defined in nematodes, flies, and mammals [13,168–171].

DNA damage–checkpoint responses during mitosis and meiosis are genetically distinct: somatic cells arrest prolifera-
tion to allow time for DNA repair, while meiotic germ cells that carry DNA-damage or -display asynapsis are removed by 
apoptosis to ensure genomic stability across generations [61]. The C. elegans germline is specifically suitable to study both 
mitotic and meiotic checkpoint mechanisms, since cell cycle arrest and apoptosis are spatially defined, easily quantified, 
and controlled by a well-known developmental gene network [13]. Cell cycle arrest in the mitotic germline can occur dur-
ing G1/S, S, and G2/M checkpoint phases of cell cycle progression in order to allow repair before DNA replication or cell 
division [171–174]. The importance of apoptotic events in maintaining genomic stability across generations is emphasized 
in two waves of cell death during C. elegans development. The first wave occurs during embryogenesis, where a sequence 
of well-defined apoptosis events in somatic cells determines tissue development and shapes the organism. The second wave 
occurs during oogenesis in the adult germline to eliminate cells that could compromise the transfer of genetic material to 
the offspring. Several reviews summarize the genetic pathway of programmed cell death in C. elegans [175,176]. Apopto-
sis events in the germline occur to maintain tissue homeostasis and can be triggered in response to bacterial pathogens or 
genotoxic stresses, in each case employing genetically distinct pathways.

9.1  Sensors of the DNA Damage Response

The major checkpoint sensor complex 9-1-1 is well conserved in C. elegans: homologs of the yeast Rad9, Hus1, and Rad1 
proteins are HPR-9, HUS-1, and MRT-2 in the nematode [44,177]. The 9-1-1 scans the chromatin and senses DNA dam-
age– or unrepaired-– recombination intermediates, for example, produced during the DSB-repair procedure [44]. The com-
plex acts as a recruitment platform for the translesion synthesis (TLS) machinery to act on stalled replication forks. TLS 
repair is able to replicate the DNA amid unrepaired lesions [158,178,179].

During checkpoint activation, HPR-9 and MRT-2 interact to achieve proper nuclear localization of the HUS-1 and the 
9-1-1 complex [44,172]. The 9-1-1 complex interacts with the transducer factor ZTF-8, homolog of the mammalian protein 
RHINO, to resolve DNA damage that leads to replication fork stalling, meiotic checkpoint activation, as well as the repair 
of meiotic and mitotic DSBs. To that end, transducer activity of the checkpoint kinase members of the PI3K superfamily, 
ATM-1 and ATL-1, homologous to the mammalian ATM and ATR proteins, phosphorylate ZTF-8 at the chromatin or in 
the nucleolus. ZTF-8 acts as a TLS platform during S-phase and is required for the optimal regulation of the DNA dam-
age–induced apoptotic pathway [158].

RAD-5 (also called CLK-2), ortholog of the S. cerevisiae telomere length–regulating protein Tel2p, acts independently 
of 9-1-1 as a checkpoint-sensing factor in response to endogenous and exogenous DNA damage [171]. This pathway is 
absent in yeast, suggesting that it developed as a novel pathway during evolution in metazoans [172]. Studies in the early 
2000s localized CLK-2/RAD-5 at DNA-damage sites, either as a primary sensor for damage or as a repair protein, affecting 
both the DNA-damage checkpoint as well as the S-phase replication checkpoint downstream of ATL-1 [168,169].

9.2  Checkpoint Sensor Proteins in Telomere Length Maintenance

The 9-1-1 factors HUS-1 and MRT-2 are implicated in telomere length maintenance, by facilitating telomerase-mediated 
telomere replication and acting to prevent telomere shortening. This role of 9-1-1 appears to be an evolutionary adaptation 
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as it is presently undiscovered in yeast but highly conserved in multicellular organisms. Several studies show that HUS-1 
and MRT-2 recognize telomeres either during replication fork stalling at telomeres, or during S phase when unfolding of 
chromatin or telomere-binding proteins at the T-loop can lead to a structure similar to a recombination intermediate. Sub-
sequent to recognition, checkpoint proteins are recruited [180,181]. Upon telomere binding, the 9-1-1 complex and the C. 
elegans Rad17 RFC clamp loader homolog, HPR-17, stimulate the recruitment of telomerase. To mediate repair, telomeric 
chromatin is kept in an open conformation by the activity of PME-5 (also called TANK-1), which contains a C-terminal 
PARP regulatory and catalytic domain, which is upregulated by HUS-1 [182].

9.3  Effectors of DNA-Damage Checkpoints

After DNA-damage detection the signal has to be passed from the transducers to the effectors. To this end, transducers 
often amplify and diversify the signal via phosphorylation of multiple effectors. Two main transducers in C. elegans are 
ATM-1 and ATL-1. One effector that is being phosphorylated is CHK-2, which is a member of the Cds1/Chk2 checkpoint 
kinase family that acts at the checkpoints G1/S, G2/M, and S phase by transforming information detected by the sensors and 
translated by the transducers, into specific biological responses. CHK-2 is required for pairing and spatial reorganization 
of homologous chromosomes during early meiotic prophase. To this end, CHK-2 induces the co-localization of homolog 
sister chromatids and organizes the chromatin into a form more receptive to pairing. Further, it regulates the length of the 
premeiotic S phase and mediates completion of replication and pairing of chromosomes [63].

Another effector phosphorylated by ATL-1 is CHK-1, a CHK1-like serine threonine protein kinase, which has a con-
served role from basal metazoans to humans mediating cell cycle arrest at the S/M checkpoint during early embryogenesis 
and in the postembryonic germline cell cycles [183,184].

ATM-1 and ATL-1 are also known to connect the checkpoint pathway to the apoptosis stimulation in the germline: as 
discussed earlier, DNA damage induced by gamma irradiation leads to the recruitment of HUS-1 and ZTF-8.

DNA damage–checkpoint activation in meiotic pachytene cells leads to activation of the C. elegans p53 homolog CEP-
1. Prior to late pachytene, CEP-1/p53 is kept at bay by translational repression through GLD-1, thus preventing the DSBs 
from triggering apoptosis aberrantly during normal meiotic recombination [185]. Once activated, CEP-1/p53 induces the 
expression of the proapoptotic gene egl-1 and ced-13 [44,186]. Both of those BH3-only domain proteins trigger the apop-
totic demise of meiotic pachytene cells by removing the Bcl2 homolog CED-9 from the Apaf-1 homolog CED-4, which in 
turn activates the CED-3 caspase [187–192].

Germ cell survival and suppression of apoptosis upon minor DNA-damage events caused by environmental factors or 
meiotic recombination is mediated by the anti-apoptotic factor ABL-1 that negatively regulates CEP-1, thereby allowing 
the system to distinguish between different types of DNA damage, such as DSBs and DNA adducts [193].

9.4  Cytokinesis Checkpoint

APC/C, the anaphase-promoting complex/cyclosome, is the major regulator of chromosome segregation in eukaryotes. 
It is an E3 ubiquitin ligase, which facilitates polyubiquitination of its substrates for degradation via the ubiquitin–protea-
some system [194]. During the metaphase-to-anaphase transition APC/C acts to degrade the protein IFY-1 (interactor with 
FZY-1), a C. elegans securin, which inhibits the activity of the separase SEP-1 [195]. Separases are enzymes important 
for cleaving cohesin, which is the complex holding the sister chromatids together [196,197]. Cohesin produces a tension 
in the spindle microtubles, opposite to the pull produced by the spindle pole on microtubules attached to the kinetochore 
of each sister chromatid. Upon faulty attachment of kinetochores or the absence of tension in the spindle, APC activity is 
inhibited via sequestration of FZY-1, the ortholog of the S. cerevisiae Cdc20p [195]. This inhibition causes a delay in the 
onset of anaphase and is called the spindle assembly checkpoint (SAC). Only when the spindle is correctly assembled, the 
cell continues through its cycle [198–200].

FZY-1 is inhibited via the involvement of the kinetochore-bound MDF-1–MDF-2 complex interfering with free MDF-2 
proteins and changing their conformation, from an open to a closed MDF-2 form, which in turn inhibits FZY-1 [201]. This 
complex, however, is not the sole inhibitor of FZY-1. The kinase BUB-1 has also been suggested to either bind and phos-
phorylate FZY-1 or function via the MDF-1–MDF-2 complex to inhibit FZY-1, as well as regulate kinetochore function and 
chromatin cohesion [199–201]. Besides BUB-1, the kinetochore scaffold protein KNL-1 regulates two other components 
of checkpoint activation: the NDC-80 complex and the RZZ (Rod/Zwilch/Zw10) complex, of which only the kinetochore 
components ROD-1 and CZW-1, homologs of Rod and Zwilch, respectively, have been described in C. elegans. BUB-1 and 
KNL-1 interact with HCP-3, homolog of the centromere CENP-A protein, and with HCP-4, homolog of the centromere 
CENP-C protein, to mediate the localization of HCP-1, a centromere CENP-F protein homolog, and of HCP-2, an ortholog 
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of the human CAGE1 protein. The functions of HCP-1 and HCP-2 proteins are not fully elucidated but, similarly to the 
spindle checkpoint component BUB-1, they overlap in spindle checkpoint regulation by interacting with the SAC proteins 
SAN-1 and MDF-2 to facilitate the correct pairing of chromosomes and their segregation [198,201].

HCP-1 and HCP-2 regulate the levels of free MDF-2, which is rate limiting for the folding of MDF-2 in its closed con-
formation, thus inhibiting checkpoint. The rate-limiting levels allow for the integration of yet another branch of SAC, in 
which SAN-1 and BUB-3 interact in the cytoplasm to inhibit APC/C. Both checkpoint branches involving MDF-1/MDF-2 
and SAN-1/BUB-3 are not sufficient to cause cell cycle arrest on their own [201].

The APC/C pathway for chromosomal alignment and segregation only takes place in meiosis. Alignment and segre-
gation of the chromosomes generally can differ during meiosis and mitosis. However, the aurora kinases, also known as 
chromosomal passengers, act in both mitosis and meiosis [202]. C. elegans expresses two aurora kinases AIR-1 and AIR-2, 
but only AIR-2 acts in SAC. AIR-2 is a kinase involved in chromosome alignment during metaphase I in mitosis, where 
it localizes to the point of contact between sister chromatids [203]. During metaphase II of meiosis, AIR-2 is involved in 
chromosomal separation, where it localizes to chromosome arms distal to the chiasmata [204]. AIR-2 moves along the 
microtubules from the chromosomes to the midzone microtubules during division and is required for mechanistically simi-
lar processes, such as polar body extrusion and stabilization and completion of cytokinesis. During this process, AIR-2 pro-
motes proper localization of other midbody microtubule components, such as ZEN-4, an MKLP-1-related kinesin. AIR-2 
acts upstream of ZEN-4 and physically interacts with ZEN-4, allowing association with the spindle midzone and aiding in 
polar body extrusion and cytokinesis [205].

AIR-2 also regulates proper localization of BMK-1, a BimC kinesin. The same study shows that AIR-2 kinase activity 
and movement depends on ICP-1, a chromosomal passenger protein, that mediates physical interaction between AIR-2 and 
BMK-1 via phosphorylation events at three residues, causing BMK-1 relocalization from the kinetochore microtubules to 
the midzone microtubules [205].

For chromosomal segregation to take place during meiosis AIR-2 must phosphorylate the meiosis cohesin REC-8. Phos-
phorylation of this cohesin by AIR-2 is negatively regulated by CeGLC-7 α/β phosphatases. These phosphatases antagonize 
AIR-2 by blocking its localization, thereby inhibiting AIR-REC-8 dephosphorylation [202]. Although AIR-2 phosphory-
lates cohesin during meiosis, it remains unclear whether it also executes this role during mitosis. Instead, during mitosis in 
embryonic and postembryonic development, AIR-2 promotes the bi-orientation of sister kinetochores, the association of 
condensin to chromosomes, and the function of some condensins, such as chromosomal organization [204,206].

10.  CONCLUDING REMARKS

The nematode model has been firmly established as an important model system for studying DNA repair. C. elegans has 
played a major role as a model organism for a large variety of biological processes, including programmed cell death, 
neurobiology, RNA interference, development, and aging. The traceable genetics and host of methodologies have made the 
worm also a crucial system for investigating DDR ranging from mechanistic discoveries of DSB repair, also in the context 
of meiosis, to the systemic responses, on the organismal level. In many ways, C. elegans has closed the gap between the 
traditional “work horses” of genome stability research, the powerful genetic yeast system and the mouse as a disease model. 
The vibrant and ever-expanding community of C. elegans research will continue to gain new and unexpected insights into 
cellular and organismal mechanisms of genome stability.

GLOSSARY
6-4 photoproducts The consequence of a covalent bond formation of carbons at position six and four between adjacent thymine bases upon expo-

sure to UV. The resulting distortion of the DNA helix can be removed by NER mechanism.
9-1-1 complex A ring structure complex formed by Rad9, Hus1, and Rad1 (gene names taken from yeast) which act as a sensor complex for rec-

ognizing DNA damage.
Alternative end joining Also known as microhomology-mediated end joining, is a type of double-strand break repair which is found only in 

somatic cells and can use as many as 30–400 bp or as little as 5–15 bp of homology between the damaged and the template strand for repair. No 
clear mechanism for this type of repair has been identified in C. elegans yet.

Anaphase-promoting complex/cyclosome An E3 ubiquitin ligase, which facilitates polyubiquitination of its substrates for degradation via the 
ubiquitin–proteosome system. It is the major regulator of chromosome segregation in eukaryotes, and acts by tagging specific proteins for deg-
radation, such as the protein IFY-1, in C. elegans.

Ataxia telangiectasia A rare inherited neurodegenerative disease that is defined by impaired coordination and small, dilated blood vessels. Patients 
display uncoordinated movements, a weakened immune system, and DNA-repair deficiency of double-strand breaks based on defects in the 
ATM gene.
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Cockayne syndrome A rare autosomal recessive neurodegenerative disorder underlying DNA-repair defect that includes devastating charac-
teristics, such as growth failure, misdevelopment of the nervous system, high sensitivity to sunlight, and premature aging, but no cancer 
predisposition.

Crossover An event that occurs after Holliday junction formation. While the newly synthesized DNA strand and the template DNA strand cross 
over, genetic information can be exchanged, producing recombinant chromosomes. This exchange of genetic material is called crossover.

Cyclobutane pyrimidine dimers Arise upon UV irradiation that causes the coupling of CaC double bonds of pyrimidines in thymine or 
cytosine. The resulting four-membered ring structure leads to distortion of the DNA helix structure that is primarily repaired by NER in 
eukaryotic cells.

Displacement loop The structure formed by the damaged strand of DNA and the template DNA being used for repair. It forms after strand invasion 
has taken place, and refers to the shape the template DNA strand forms.

DNA double-strand breaks A type of DNA damage that cause both DNA strands to break. It is considered to be the most toxic form of DNA dam-
age and can be repaired by a variety of different ways, all of which involve the simultaneous repair of both strands at the same time.

DNA-damage response The mechanisms in which each organism detects the DNA damage and initiates its repair.
DNA-damage checkpoint Is a type of DNA-damage response which causes the cell to halt its cell cycle progression, and trigger either DNA repair, 

or apoptotic cell death.
DNA glycosylase Mediates the repair of single damaged bases in DNA in base excision repair by flipping the damaged base out of the double 

helix and subsequently cleave the N-glycosidic bond. This creates an apurinic/apyrimidinic site and leaves the sugar-phosphate backbone intact.
Fanconi anemia A genetic disorder that causes bone marrow failure.
Holliday junction The structure formed consecutive to the displacement loop, after new DNA has been synthesized using the template DNA strand 

and two points are formed where the newly synthesized DNA strand and the template DNA strand cross over.
Homologous recombination A major type of double-strand break repair that is characterized as an error-free method, and uses either the sister 

chromatid or homologous chromosomes as undamaged templates for repair.
Ionizing radiation Majorly gamma rays, X-rays, and to some extent UV radiation that carry enough energy to free electrons from atoms or mol-

ecules, thereby resulting in their ionization. Causes a broad range of damage to DNA, including double-strand breaks that are repaired by a 
variety of DNA-repair mechanisms.

Intersister homologous recombination A type of double-strand break repair which uses a sister chromatid instead of a homologous chromosome 
as a template. It does not lead to crossover events. It is also called synthesis-dependent strand annealing.

Interstrand crosslink Another type of DNA damage characterized by interlinking the two strands of the DNA double helix, thus blocking replica-
tion and interrupting the translocation of crucial proteins along the DNA required for transcription.

Microhomology-mediated end joining Also known as alternative end joining, is a type of double-strand break repair which is found only in 
somatic cells and can use as many as 30–400 bp or as little as 5–15 bp of homology between the damaged and the template strand for repair. No 
clear mechanism for this type of repair has been identified in C. elegans yet.

MRN complex Named after the proteins that for this complex are found in mammals, subsequently MRE11, RAD50, and NSB1. It has also been 
found in yeast, this time named as the MRX complex, after the proteins Mre11, Rad50, and Xrs2. This complex is important during the initiation 
of the repair of double-strand breaks.

Non-crossover The situation in which the Holliday junction is resolved and does not result in a crossover event. Since crossover events only occur 
once per chromosome, non-crossover events are common.

Nonhomologous end joining A major type of double-strand break repair that is known for its efficient, yet error-prone repair which joins damaged 
DNA ends regardless of their homology, leading to the addition or removal of nucleotides.

Nick/counternick mechanism A mechanism used by cells to resolve the Holliday junction structure and can lead to the occurrence of crossovers. 
The mechanism involves the proteins SLX-1 and MUS-81 that act by nicking the Holliday junction twice, one after the other, in a symmetrical 
manner.

Opposite-sense resolution A mechanism used by cells to resolve the Holliday junction structure and can lead to the occurrence of crossovers. 
The mechanism involves the proteins HIM-6 and XPF-1, which unwind thermodynamically unstable Holliday junctions, and nick the Holliday 
junction, respectively.

Poly-ADP-ribose polymerase An enzyme that mediates single-strand DNA break repair and programmed cell death and requires NAD+. Upon 
single-strand break detection, PARP binds to the DNA and synthesizes a poly ADP-ribose (PAR) chain to signal a DNA repair mechanism 
involving XRCC1. Upon repair, PAR chains are degraded by Poly(ADP)-ribose) glycohydrolase.

Synaptonemal complex The protein structure that forms between homologous chromosomes during meiosis. This complex is important for chro-
mosome alignment and pairing, synapsis and recombination.

Single-strand annealing A type of double-strand break repair which is found only in somatic cells and can use as many as 30–400 bp or as little as 
5–15 bp of homology between the damaged and the template strand for repair.

Synthesis-dependent strand annealing A type of double-strand break repair which uses a sister chromatid instead of a homologous chromosome 
as a template. It does not lead to crossover events. It is also called intersister homologous recombination.

Spindle assembly checkpoint A type of cell cycle halt which causes a delay in the onset of anaphase. It occurs in mitosis and ensures the fidelity 
of chromosome segregation, since only when the spindle is correctly assembled is the cell allowed to continue through its cycle. Upon faulty 
attachment of kinetochores or the absence of tension in the spindles, the spindle assembly checkpoint is activated.

Sister chromatids Identical chromatids that were produced by replication of only one copy, and can be found together bound by a centromere.
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Sumoylation A posttranslational modification, similar to ubiquitylation, however with the addition of SUMOs (small ubiquitin-like modifiers) 
instead of ubiquitin. This modification can affect both protein structure and its subcellular localization.

Translesion synthesis A type of DNA damage–repair mechanism that is able to replicate the DNA amid unrepaired lesions. This type of repair uses 
more specialized translesion polymerases which are able to insert new bases next to damaged nucleotides.

Xeroderma pigmentosum An autosomal recessive genetic disorder in which the ability to repair DNA damage, including pyrimidine dimers and 
6-4 photoproducts, caused by UV light is deficient. Patients early on develop basal cell carcinomas and most commonly die upon the occurrence 
of metastatic malignant melanomas and squamous cell carcinoma.

LIST OF ABBREVIATIONS
53BP1 p53 binding protein 1
6-4 PP 6-4 photoproducts
alt-EJ Alternative end joining
AP site Apurinic/apyrimidinic site
AT Ataxia-telangiectasia
BER Base excision repair
C. elegans Caenorhabditis elegans
CO Crossover
CPDs Cyclobutane pyrimidine dimers
CS Cockayne syndrome
CSA Cockayne syndrome protein A
CSB Cockayne syndrome protein B
DDR DNA-damage response
D-loop Displacement loop
DNA Deoxyribonucleic acid
DSBs Double-strand breaks
dsDNA Double-stranded DNA
ERCC1 Excision repair cross complementation group 1e
FA Fanconi anemia
GG-NER Global genome NER
HJ Holliday junction
HR Homologous recombination
ICL Interstrand crosslink
IFY-1 Interactor with FZY-1
IIS Insulin/insulin-like growth factor signaling
IR Ionizing radiation
MMEJ Microhomology-mediated end joining
MMR Mismatch repair
MMS Methyl methanesulfonate
mtDNA Mitochondrial DNA
ncDNA Nuclear DNA
NCO Non-crossover
NER Nucleotide excision repair
NHEJ Nonhomologous end joining
OXPHOS Oxidative phosphorylation
PARGs Poly(ADP-ribose)glycohydrolases
PARP Poly(ADP-ribose) polymerase
PARP-1 Poly-ADP-ribose polymerase-1
PI3K Phosphatidylinositol 3-kinase
PIKK Phosphatidylinositol-3 kinase-related kinases
PIP3 Phosphatidylinositol--3,4,5-triphosphate
Pol β DNA polymerase β
Pol θ DNA polymerase θ
RZZ Rod/Zwilch/Zw10 complex
SAC Spindle assembly checkpoint
SC Synaptonemal complex
SDSA Synthesis-dependent strand annealing
SSA Single-strand annealing



180 SECTION | IV Genome Stability in Multicellular Eukaryotes

SSB Single-strand break
ssDNA Single-stranded DNA
TC-NER Transcription-coupled NER
TLS Translesion synthesis
TTD Trichothiodystrophy
UV Ultraviolet light
UVB Ultraviolet light type B
UVC Ultraviolet light type C
UV-DDB UV-damaged DNA-binding protein
XP Xeroderma pigmentosum
XPA Xeroderma pigmentosum complementation group A
XPC Xeroderma pigmentosum complementation group A
XPF Xeroderma pigmentosum complementation group F
XPG Xeroderma pigmentosum complementation group F
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1.  INTRODUCTION

The improvement of crop traits has been an ongoing practice since plant domestication. A conventional breeding technique 
utilizes an available pool of natural genetic variation combined with extensive backcrossing to introduce traits into an elite 
background. The existence of valuable alleles in nature and the inability to introduce traits selectively limit the outcome of 
this approach.

The discovery of X-ray mutagenesis in the 1920s [1,2] has initiated the development of mutation breeding for the artificial 
introduction of new traits in crops of interest. In the process, the mutagenized population of plants was screened using forward 
genetic approaches for the direct identification of specific phenotypes. This method has a significant drawback because most 
of the random mutations are recessive, and the polyploidy of crop species can mask any phenotypic effects resulted from a 
given sequence mutation [3]. The lack of technology to target mutations to predefined positions in the genome also impeded 
the utilization of reverse genetic screening for a fast and efficient linkage between a gene and a phenotype. Hence, further 
progress of plant biotechnology and breeding necessitates the discovery of new tools for targeted genetic engineering.

Genetic engineering is an umbrella term that covers a precise modification of the genome by means of the targeted inser-
tion, replacement, or editing of the selected locus/loci (Fig. 12.1). Historically, homologous recombination (HR) was the 
method of choice to achieve gene targeting (GT) in model organisms [4]. Efficient HR in eukaryotes has been overall limited 
to yeast, chicken DT40 cells, mouse embryonic stem (ES) cells, and moss Physcomitrella patens (reviewed in Refs. [5,6]). At 
the dawn of plant biotechnology, a major impediment to genetic engineering in vascular plants was the limited frequencies of 
HR ranging from 10−4 to 10−6 (reviewed in Ref. [7]). The implementation of positive/negative selection markers [8,9] and the 
labor-intensive screening of the generated transgenic plants had to be performed to identify putative GT events in the plant 
population [7]. The pioneer studies on the utilization of a rare cutting yeast enzyme I-Sce-I in plants and animals have revealed 
that the cleavage of DNA at the artificially created endogenous position increases the rate of HR and GT events by 1000 folds 
or more at this locus [10–13]. Most of the DNA double-strand breaks (DSBs) in plants are repaired through the error-prone 
nonhomologous end joining (NHEJ) pathway that results in the introduction of insertion/deletions at the cut site [14]. This 
natural effect is utilized to produce lines with the desired gene knockouts in a time- and cost-efficient manner.
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The generation of targeted DSBs requires a protein or nucleoprotein complex that can be designed to bind to any 
sequence of interest [15]. A fusion of a programmable DNA-binding motif to the nonspecific endonuclease domain 
allows for a precise introduction of DSBs at the preselected positions [16]. In the late 1990s, the first artificial endo-
nucleases appeared on the horizon that set a stage for the rapid development of novel enzymes with a specific cleav-
age activity called the designed or engineered endonucleases. Currently, four types of engineered nucleases are used 
for genome editing: engineered homing endonucleases/meganucleases (EMNs), zinc-finger nucleases (ZFNs), tran-
scription activator-like effector nucleases (TALENs), and clustered regularly interspaced short palindromic repeats 
(CRISPR)/CRISPR-associated 9 (Cas9). All of them have been successfully used in plants to introduce modifications 
at the predefined positions in the genome. Nevertheless, challenges with the design, verification, and prohibitive 
licensing fees associated with some of the engineered endonucleases made their utilization less frequent as compared 
to other endonucleases. In particular, as of 2016, TALENs and CRISPR/Cas9 are the most widely used technologies 
in plants [17]. In this chapter, we provide a brief overview of the current status of the genome-editing technology in 
plants using the designed endonucleases and the future perspective of the possible technology application in plant 
genetic engineering.

2.  ZINC FINGER NUCLEASES FOR GENOME ENGINEERING OF PLANTS

The Cys2–His2 zinc-finger motif is one of the most common types of DNA-binding domains present in eukaryotes. In addi-
tion, it is observed in almost half of transcription factors in humans [18–20]. The invention of ZFNs was a gradual process 
that included deciphering the interaction of zinc-finger motifs with DNA and the examination of the most efficient strategy 
of fusion of a DNA-binding domain to the nonspecific endonuclease FokI (Fig. 12.2). The FokI protein is a type II restric-
tion enzyme produced by Flavobacterium okeanokoites [21]. The N-terminal end of the protein is a DNA-binding motif, 
and the C-terminal end acts as a nonspecific cleavage domain. Upon binding to its target sequence and in the presence of 
divalent metal ions, the FokI enzyme dimerizes [22]. The FokI nonspecific cleavage domain is also used in chimeric endo-
nucleases, such as ZFNs, TALENs, and in the specialized CRISPR/dCas9 enzymes.

A single zinc-finger unit consists of three or four binding modules, and each module recognizes a nucleotide (nt) triplet. 
Two ZFN monomers can bind to the unique 18–24 bp-long sequences spaced by a 5–6 bp gap between them. Upon FokI 
dimerization, DSB is created with 4–5 bp 5′-overhangs [23]. Since the first demonstration of the yellow gene disruption in 
a fruit fly in 2002 [24], various ZFNs have been applied for genome editing in a number of plants, including Arabidopsis, 
tobacco, maize, and soybean [25–29].

FIGURE 12.1 Possible strategies for genome editing in plants using designed endonucleases. The induction of double-strand breaks by endonucle-
ases typically increases the frequency of genome editing by hundred times as compared to those resulted from spontaneous homologous recombination. 
Supplementing the donor DNA (shown in gray) either with or without homology to the endogenous region can lead to different outcomes depending on 
the DNA repair pathway involved.
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2.1  Zinc Finger Nucleases Application in Model Plant Species

The first pioneering studies on ZFN-induced targeted mutagenesis in plants involved the modification of previously inte-
grated transgenes carrying the ZFN cleavage sites in Arabidopsis [30–32]. Mutation frequencies ranging from 2% [31] to 
as high as 19.6% were observed in Arabidopsis depending on the ZFN-induction system used (constitutive versus inducible 
expression). A nontransgenic virus-based ZFN delivery in tobacco and petunia plants resulted in a targeted modification 
of reporter construct in somatic cells that was stably inherited in the following generation [33]. In most of the cases, the 
authors observed simple deletions at the target sites of 1–80 bp, thus reinforcing the hypothesis that imprecise NHEJ repair 
prevails in higher plants [30].

Some examples of endogenous genomic loci mutations mediated by ZFNs in Arabidopsis include the disruption of 
ABAINSENSITIVE-4 (ABI4) [27], ALCOHOL DEHYDROGENASE-1 (ADH1), and TRANSPARENT TESTA-4 (TT4) genes 
[28]. In both of the studies, the inducible promoters were used for the activation of the previously integrated ZFN constructs. 
Upon induction, the observed mutation frequencies in somatic cells were 3%, 7%, and 16% for ABI4, ADH1, and TT4, 
respectively. Mutations were stably transmitted to the progeny, and the associated phenotype was observed for all genes. 
Curiously, for both of the genes, ADH1 and TT4, homozygous mutants in the T1 generation were recovered, suggesting 
simultaneous biallelic mutations. At the same time, no potential off-target effects were observed in the edited plants [28].

A broader application of NHEJ-mediated gene disruption includes the replacement of an endogenous locus preceded 
by its cleavage at the 5′- and 3′-termini using ZFNs. Successful deletions of 2.8 and 4.3 kb fragments at the transgene loci 
were reported in tobacco plants [34,35]. The expression of ZFN in transgenic tobacco plants containing a GREEN FLUO-
RESCENT PROTEIN (GFP) recombination construct with a 2.8 kb interrupting DNA sequence and a ZFN cleavage site 
resulted in the targeted DSB formation, recombination between GFP gene fragments, and deletion of the intervening 2.8 kb 
sequence. Moreover, the successful targeted deletions, inversions, and duplications of multiple gene clusters mediated by 
ZFNs have also been reported in Arabidopsis [36]. The simultaneous deletion of eight resistance (R) genes that compose 
a RPP4 gene cluster was achieved by the inducible expression of ZFNs that targeted the regions of 55 kb apart [36]. The 
frequency of deletions in somatic cells was about 1%. Furthermore, the authors have even achieved deletions larger than 
9 Mb on the chromosome 1 with the frequency of less than 1%. The feasibility of targeted deletions of large chromosomal 
regions offers an opportunity of a precise removal of a particular trait when it is regulated by a few clustered genes in crops. 
In addition, a gene cluster can be replaced with the genes of interest when the HR-mediated integration is engaged.

An additional precision of genome engineering can be achieved when ZFN cassettes are co-delivered into plant cells 
with the donor DNA that has homology to the endogenous sequence flanking the ZFN cut site. In this case, the HR pathway 
can be involved in DSB repair, and the donor DNA can be used as a template in the process of synthesis-dependent strand 
annealing [37]. Sequence modifications from the donor DNA can be copied into the targeted cut site with modifications that 
can vary from single- to few base-pair modifications (ie, gene editing) to the integration of complete transgene expression 
cassettes (ie, site-specific integration) [3]. Since the frequency of HR repair in somatic plant cells appears to be extremely 
low, the identification and isolation of such modifications is usually achieved by applying a selection pressure [3]. In one 
of the examples, specific mutations of the SULFONYLUREA RECEPTOR genes SuRA and SuRB in tobacco render cells 
insensitive to imidazolinone and sulfonylurea herbicides [26]. The co-delivery of ZFNs and the donor DNA template for 
the correction of SuRA and SuRB genes into tobacco protoplasts resulted in the recovery of herbicide-resistant calli at the 
frequency of 2%. Moreover, mutations as far as 1.3 kb from the ZFN cleavage site were obtained, suggesting that plant 

FIGURE 12.2 Schematic representation of a zinc-finger nuclease (ZFN) protein. Each ZFN consists of a zinc-finger protein (ZFP) at the N-terminus 
and a FokI nuclease domain at the C-terminus. ZFN typically can target 18–36 bp long sequences. In the zinc-finger-motif consensus, X represents any 
amino acid.
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genes can be edited even when the DNA sequence excludes the ZFN recognition sites near the desired locus of modifica-
tions [26]. Similarly, two specific point mutations in a PROTOPORPHYRINOGEN OXIDASE (PPOX) gene of Arabidopsis 
confer the plant’s resistance to the herbicide butafenacil [38]. Floral dip transformation of wild-type plants and plants that 
constitutively express ZFN was performed using Agrobacterium carrying a binary vector. The plasmid contained a donor 
template with the PPO gene missing the 5′ coding region but having two necessary mutations to confer resistance to the 
herbicide butafenacil in the edited plants. Selection of T1 plants on butafenacil yielded GT frequencies of 0.8 × 10−³ and 
3.1 × 10−³ per transformation event, in wild-type and ZFN lines, respectively.

The future advancement of gene-editing technology through HR will require the development of tools for high-
throughput screening of the generated plant populations. This will allow a selection-free elimination of wild-type plants in 
order to find the desired modification [3].

2.2  Zinc Finger Nucleases Application in Crops

Genome editing in crops presents a particular challenge because it relies on the availability of a highly efficient transforma-
tion method and the ability to design a unique engineered endonuclease for targeting a distinct locus, or loci, in the com-
plex polyploid genome. The first successful report of genome editing in crops has been published in 2009. It involved the 
ZFN-mediated disruption of an IPK1 gene that encodes an inositol-1,3,4,5,6-penta-kisphosphate 2-kinase, an enzyme that 
catalyzes the final step in phytate biosynthesis in maize seeds [25]. Phytate accounts for 75% of the total seed phosphorus 
and is an antinutritional component of feed grains that contributes to the environmental pollution through the waste stream. 
Reducing the level of phytate is agriculturally important for both increasing the bioavailability of phosphorus in corn grains 
and decreasing the negative environmental impact. Four ZFN pairs designed to cut IPK1 at two positions in exon 2 were 
transformed into embryogenic callus of maize using a whisker-mediated DNA delivery [39]. Along with the ZFN cassettes, 
two HR repair templates were transformed that contained short homology arms to the IPK1 gene and either an autonomous 
herbicide-tolerance gene expression sequence (PAT) or a nonautonomous donor that relied on a precise integration under 
the endogenous IPK1 promoter for the expression of the marker gene. The frequencies of successful GT events ranged 
from 3.4% to 100%, depending on the ZFN pair used and the donor template. No off-target mutations were observed at 
the noncognate homologous sites in T0 plants carrying GT events at the IPK1 gene. The effect of gene disruption on IPK1 
expression was transmitted through two rounds of meiosis, and the edited plants had a significant number of seeds with 
reduced phytate levels and a concomitant increase in inorganic phosphate as compared to plants with random integration 
of the donor template [25].

In another example, a targeted mutagenesis of a transgene and nine endogenous soybean (Glycine max) genes was 
performed using ZFNs [29]. Soybean has a highly duplicated paleopolyploid genome that jeopardized the development 
of ZFNs which recognize distinctive sequences in the genome. A number of ZFN constructs were constructed to target 
either unique or duplicated paralogs of epigenetic-related genes. Following Agrobacterium rhizogenes-mediated hairy-
root transformation, somatic mutations were detected for the following genes: DICER-LIKE1a (DCL1a), DCL1b, DCL4a, 
DCL4b, RNA-DEPENDENT RNA POLYMERASE 6a (RDR6a), RDR6b, and HUA ENHANCER 1a (HEN1a). The whole-
plant transformation of soybean using a cassette under the control of an estrogen-inducible promoter and encoding ZFNs 
targeting two paralogous genes, DCL4a and DCL4b, resulted in the recovery of three T0 plants from the hormone-treated 
explants. Sequence analysis of PCR-amplified products revealed that one of the plants had an adenine base insertion at the 
DCL4a locus, and another one had a two-base thymine and adenine insertion at the DCL4b locus. Both plants appeared to 
be heterozygous for the mutation. The plant with the dcl4a mutation exhibited phenotypic abnormalities, including aborted 
seed development. The dcl4b plant appeared to be normal and produced T1 progeny in which the dcl4b mutation segregated 
in a Mendelian fashion as1:2:1 [29]. These results provide the clear evidence that the designed endonucleases can be suc-
cessfully implemented in the paleopolyploid crop species for a precise genome editing.

The development of a single crop variety with disease resistance, abiotic stress tolerance, yield enhancement, and qual-
ity traits requires the involvement of a labor- and resource-intensive introgression via conventional breeding. The appear-
ance of tools for targeting DNA sequence to a selected locus may apparently eliminate problems of unpredicted cassette 
expression due to chromatin composition and segregation problems following meiosis. Combining two or more traits in one 
variety can now be achieved by molecular trait stacking in a single transgene locus. This can be done by using a transforma-
tion vector carrying the trait genes with homology sequences to the target region and a ZFN expression cassette designed 
to target the desired integration locus upon expression of an active protein. The proof-of-concept study has provided an 
example of successful on-demand transgene integration and trait stacking in the maize genome [40]. The authors used mod-
ular “trait landing pads” (TLPs) that flanked the herbicide-resistance gene, pat, and had ZFN target sites with sequences 
homologous to an incoming DNA. Separate cotransformation of transgenic plants with a donor DNA containing a second 
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herbicide-resistance gene, aad1, flanked by sequences homologous to the integrated TLP along with the corresponding 
ZFN expression construct allowed for the aad1 transgene to be precisely integrated at TLP, directly adjacent to the pat 
transgene. The frequency of up to 5% in the embryo-derived transgenic events was achieved, and both herbicide-resistance 
genes co-segregated in the subsequent generations.

2.3  Potential Limitations of the Zinc Finger Nucleases Technology

Although the ZFN technology has proven itself as an efficient tool for the genome editing in a number of model and crop 
species, the design of multi–zinc finger modules is challenging due to complex interactions between amino acid residues 
and base pairs of the target sequence [41]. In addition, the assembly and testing of ZFNs is usually expensive. Moreover, 
the availability of endogenous targets is restricted due to a limited number of modules for the context-dependent assembly 
platform [42].

A major drawback of the broad usage of ZFNs in plants is a prohibitive licensing fee that restricts an access to the 
required design tools developed by the company Sangamo Bioscience [43].

3.  TALENs FOR THE GENOME ENGINEERING OF PLANTS

Following pioneering studies on ZFNs, the genome engineering using TALENs in plants has progressed rapidly [44]. The 
transcription activator-like effector (TALE) DNA-binding domains were “borrowed” from plant pathogens in the genus 
Xanthomonas which deliver the proteins to plant cells during infection through the type III secretion pathway [45,46]. 
The TALE proteins can bind to the effector-specific DNA sequences and transcriptionally activate gene expression of host 
genes. This makes plants more susceptible to the pathogen attack in most of the cases. Binding of the TALE protein to DNA 
sequence is mediated by a middle region that contains 30 tandem repeats of a 33–35 amino acid–sequence motif. Each 
repeat has a mostly consistent amino acid sequence, with the exception of two adjacent amino acids (the repeat variable 
diresidue or RVD) at positions 12 and 13. Distinct RVDs within the repeats dictate the specificity of the repeat to recognize 
nts in the target sequence. In 2009, the cipher was decoded by two research groups who showed a clear relation between 
RVDs in the repeat domain and the nts in the target DNA sequence [45,47,48]. Using the current ZFN architecture, TALEs 
were fused to the catalytic domain of the FokI restriction enzyme, and the resulting chimeric endonucleases also demon-
strated a specific cleavage activity in the yeast LacZ assay [45] (Fig. 12.3). The off-target effects of TALENs seem to be 
fewer than those of ZFNs due to the longer target recognition site [7]. The assembly of TALENs has been simplified by the 
Golden Gate-based cloning method that allows directional and seamless assembly of multiple DNA fragments [49]. The 
availability of the tool kit along with the freely distributed module assembly plasmids allowed a number of groups to design 
and construct TALENs for the specific genome-editing objectives.

3.1  The Application of TALENs in the Model Plant Species

The in planta testing of designed TALENs was first performed in tobacco by transient cotransformation of a uidA reporter 
construct carrying the recognition sequence and the corresponding TALEN using Agrobacterium [50]. The cleavage at the 

FIGURE 12.3 Schematic representation of a transcription activator-like effector nuclease (TALEN). Each monomer contains a DNA-binding 
domain at the amino terminus and a FokI nuclease domain at the carboxyl terminus. Each TALE module (shown as small colored boxes) can recognize 
only one nucleotide through its 13th amino acid. Each TALE module typically contains 34 amino acids with the 12th and 13th residues being responsible 
for the specificity (repeated variable diresidues). A recognition pattern of modules is shown in the figure. NLS, a nuclear localization signal.
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recognition sequence followed by a subsequent repair mediated by the cellular repair machinery would remove the stop 
codon in the reporter coding sequence and allowed for the expression of the uidA reporter. Following the co-delivery of both 
constructs into tobacco leaves, the authors observed blue sectors in the infiltration regions, and the resulting products of 
DSB repair were confirmed by sequencing [50]. Similarly, a transient expression of custom-designed TALEN targeting an 
ALCOHOL DEHYDROGENASE1 (ADH1) gene in Arabidopsis resulted in the recovery of six independent mutations con-
sisting of deletions ranging from 4 to 15 bp [51]. To assess the TALEN activityin planta, a yellow fluorescent protein (YFP)-
based single-strand annealing (SSA) reporter construct has been developed [7]. The reporter has a TALEN recognition 
sequence flanked by a 255 bp direct repeat of the YFP-coding sequence. A successful cleavage of the construct by TALEN 
results in the recombination of homologous sequences and the reconstitution of a functional YFP gene. The co-delivery of 
both TALEN and the reporter construct into tobacco protoplasts allows for a fast screening of the TALEN activity using 
flow cytometry. The TALEN activities observed in the protoplast SSA assay demonstrated a high correlation with mutagen-
esis frequencies detected at the endogenous loci for the same TALENs. The mutagenesis efficiencies after TALEN delivery 
were in the range of 30% for an ACETOLACTATE SYNTHASE (ALS) gene that allowed the recovery of calli with targeted 
mutations without applying a selection pressure. In addition, 4% of calli showed an evidence of targeted gene replacement 
when a 322 bp donor molecule with 6 bp difference from the ALS-coding sequence was co-delivered with TALEN.

A stable integration of TALEN constructs designed to target separately five different genes in the Arabidopsis genome 
resulted in somatic mutagenesis frequencies ranging from 2% to 15% at the selected loci for all tested TALENs [52]. 
Furthermore, mutations were transmitted to the next generation at the rate of 1.5–12%. A stable germline transmission of 
somatic mutations in Arabidopsis caused by TALEN activity was also confirmed in a separate study [53]. The expression 
of TALENs under control of a shoot apical meristem–specific promoter resulted in targeting a CLAVATA3 (CLV3) gene at 
the rate that allowed a recovery of biallelic mutants already in the T1 generation.

The successful application of TALENs in two monocot model species, rice and Brachypodium, demonstrated the utility 
of the tool for gene disruption in cereal crops [54]. When a stable Agrobacterium-mediated transformation of embryonic 
cells was performed with TALENs, the mutation frequencies of resistant calli were recovered at the rate from 3.8% to 
100%, depending on TALEN and the species. Most of the mutations were small deletions ranging from 1 to 20 bp, and 
biallelic modifications were recovered as a result of action 5 of 13 TALENs tested. Moreover, a large deletion was detected 
when two TALENs with recognition sequences of more than 1.3 kb apart were co-delivered into rice protoplasts.

An alternative approach to the stable integration of the TALEN cassette was proposed by the Daniel Voytas Lab in 2014 
[55]. Transient expression of sequence-specific nucleases in tobacco leaves using a geminivirus resulted in the recovery 
of NHEJ events at the target regions of the three nucleases tested (ZFN, TALEN, and CRIPSPR/Cas9). Moreover, the co-
delivery of DNA repair templates using the bean yellow dwarf virus resulted in GT events at the rates from one to two orders 
of magnitude over the conventional Agrobacterium tumefaciens T-DNA delivery. Interestingly, the authors observed a low 
level of NHEJ events and a high frequency of GT in the cells. Based on the experiments, they speculated that the effect 
was caused by a combination of targeted DSBs, a high replication of a repair template and a pleiotropic effect of the trans-
acting replication-initiation protein (Rep) and RepA. With this technique, it was possible to regenerate plants with a desired 
change in the DNA sequence in less than 6 weeks. The proposed approach holds a big promise for the genome editing in 
monocots because some of the geminiviruses belonging to a genus Mastrevirus (eg, wheat dwarf virus and maize streak 
virus) have been successfully used for protein expression in monocots [55].

3.2  The Application of TALENs in Crops

The utilization of TALENs for crop improvement were clearly shown in few reports [56–59]. The most prominent improve-
ments were the disruption of two fatty desaturase genes (FAD2-1A and FAD2-1B) in soybean [56], targeted mutations of 
three homoeoalleles that encode the MILDEW-RESISTANCE LOCUS (MLO) proteins in wheat [57], the mutation at the 
promoter site of the barley phytase gene of the purple acid phosphatase group named HvPAPhy_a [58], and the disrup-
tion of a PROCERA (PRO) gene in tomato [59]. Simultaneous mutations in the FAD2-1A and FAD2-1B genes resulted in 
the generation of lines low in polyunsaturated fats that have an economic value for increasing oil shelf life and improving 
oxidative stability. After segregation, mutant plants were isolated that lacked the TALEN transgene and carried only the 
targeted mutations. Furthermore, a new trait not found in nature was developed using TALENs after simultaneous targeting 
of three homoalleles in wheat [57]. TALEN-induced disruption of all three TaMLO homologs in the same plant conferred 
heritable broad-spectrum resistance to powdery mildew.

An increase in the cold storage and processing of potato tubers was achieved by targeted disruption of a VACUOLAR 
INVERTASE gene (VInv) that encodes an enzyme involved in hydrolysis of sucrose to glucose and fructose [60]. Full VInv-
knockout plants had undetectable levels of reducing sugars that can form a potential carcinogen when reacted with free 
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amino acids upon high-temperature processing. As in the case of the soybean study, the authors managed to select plants 
that did not contain TALEN transgenes in the genome but only mutations in VInv alleles. The edited potato is void of the 
regulation covering GMO crops in the USA and may soon enter a market as the first crop edited with designed endonucle-
ases (http://www.aphis.usda.gov/biotechnology/downloads/reg_loi/aphis_response_cellectis_potato.pdf).

3.3  Potential Limitations of the TALEN Technology

The number of endogenous sequences that can be targeted by TALENs are limited by the need of a thymidine nt at the 5′ 
position [61]. Each TALEN must be experimentally validated since not all de novo assembled TALEN pairs work efficiently 
in vivo [62]. In addition, conventional TALENs are not able to cleave DNA containing 5-methylcytosine. Since methylated 
cytosine is indistinguishable from thymidine in the major groove, a repeat that recognizes cytosine can be substituted for 
one that binds to thymine. This approach, however, can reduce the target specificity [63,64].

The construction of multiple repeat sequences to assemble the DNA-binding domains remains a challenging task. The 
repetitive nature of TALE arrays makes it difficult to amplify them with PCR, and the assembled TALENs can be mutated 
by recombination in vivo [65]. Different methods have been developed to simplify the cloning of repeat arrays [49,51,66], 
and various computer programs are available for efficient design of TALEs and target prediction [67]. The most popular 
assembly method is a Golden Gate platform which offers a rapid, inexpensive and user-friendly protocol for TALEN 
assembly.

4.  THE CRISPR/CAS9 SYSTEM FOR THE GENOME ENGINEERING OF PLANTS

An RNA-based and very efficient genome-editing tool was developed using the bacterial CRISPR and Cas9 protein. The 
CRISPR arrays were first identified in the Escherichia coli genome in 1987 [68], but their biological relevance was not 
known. In 2005, it was shown that some of the regions of the CRISPR sequence were homologous to viral and plasmid 
DNA, suggesting a role in adaptive immunity [69–71]. Later on, the CRISPR arrays were confirmed to provide protection 
against invading viruses when combined with the Cas genes, and the mechanism of this RNA-mediated DNA-targeting 
immune system was demonstrated [72–75].

Although the CRISPR/Cas system is present in most of the archaeal and many bacterial genomes [76], the most used 
CRISPR/Cas genome-editing tool originates from Streptococcus pyogenes. It contains the minimal CRISPR machinery 
composed of a single Cas9 protein, CRISPR RNA (crRNA) with a complementary sequence to the target site, and a 
trans-activating RNA (tracrRNA) that forms a hairpin with crRNA [41]. The CRISPR/Cas system is a part of an adaptive 
immune system that protects bacteria and archaea from viruses by digesting their DNA in a sequence-specific manner. 
The immunity is attained by the incorporation of short fragments of the viral DNA known as spacers at the proximal end 
of the CRISPR locus between two repeat arrays [77]. The CRISPR sequence is transcribed during subsequent infections 
with the virus and is sliced into 40 nt-long crRNAs. Eventually, crRNAs are combined with the tracrRNA to activate and 
guide the Cas9 nuclease to the invading DNA. The Cas9 enzyme cleaves the homologous DNA sequences into fragments 
called protospacers [72]. Binding specificity is provided by the so-called “seed sequence” of about 12 bases and a short 
DNA sequence termed a protospacer adjacent motif (PAM). The PAM usually contains a sequence of 5′-NGG-3′ (less 
frequently 5′-NAG-3′ [78]) and is situated downstream of the target DNA [79] (Fig. 12.4).

FIGURE 12.4 The CRISPR/Cas system. The system consists of a guided 
RNA (gRNA) and a Cas9 endonuclease. While gRNA is responsible for the 
specificity, the Cas9 protein mediates the cleavage of a complementary tran-
script. Cas9 requires the presence of a correct protospacer adjacent motif 
(PAM) sequence at the 3′ end of the target transcript, and upon binding to 
DNA, the nuclease unwinds the duplex and cleaves strands using the catalytic 
domains HNH and RuvC.

http://www.aphis.usda.gov/biotechnology/downloads/reg_loi/aphis_response_cellectis_potato.pdf
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The progress for establishing the CRISPR/Cas system as a genome-editing tool was achieved when it was demonstrated 
that the target DNA sequence could be reprogrammed simply by replacing 20 nt in crRNA. In addition, crRNA could be 
combined with tracrRNA in a chimeric single-guide RNA (gRNA), thus reducing the system from three to two components 
and making it more efficient [80,81]. In comparison to the ZFN and TALEN technology, the CRISPR/Cas system relies 
on a simple Watson–Crick base pairing between gRNA and the target DNA sequence; therefore, the sophisticated protein 
engineering of each target is omitted [77]. The digestion of the target DNA sequence is performed by two cleavage domains 
(RuvC and HNH) of Cas9. The cleavage domains produce DSB at a position that is 3 nt upstream of PAM leaving in most 
of the cases blunt ends [80].

Another unique feature of the CRISPR/Cas system that sets it apart from other designed nucleases is the ability to selec-
tively target either DNA or RNA. For instance, the Type III-B CRISPR/Cas system from Pyrococcus furiosus mediates the 
homology-dependent degradation of complementary RNA guided by an engineered crRNA [82]. The posttranscriptional 
control of gene expression would possibly be a more powerful alternative to RNA interference when the binding of the 
designed endonuclease to the target DNA is inhibited either by chromatin structure or by the presence of other bound 
proteins. In addition, the target elimination of only one of several splice variants from a single transcript could be possibly 
achieved. This is the gene expression regulation that is currently impossible to obtain by targeted DNA mutagenesis [77].

Everything that can be achieved with ZFNs and TALENs can in general be achieved with the CRISPR/Cas technology. 
The first publications on the utilization of the CRIPSR/Cas system in eukaryotes (human, mouse, and zebrafish) demon-
strated that it is a simple, inexpensive, and versatile tool for genome editing [62,83–85].The target mutation efficiency of 
the CRISPR/Cas9 system in zebrafish embryos was found to be similar to that of ZFNs and TALENs [62]. The design and 
assembly of the CRISPR/Cas9 cassettes is relatively straightforward, currently devoid of intellectual property barriers, and 
thus can be preferred over other designed nucleases for genome-editing applications both in basic and applied studies [41].

4.1  The Application of the CRISPR/Cas System in Model Plant Species

In 2013, five reports demonstrated the use of the CRISPR/Cas9 system for gene disruption/targeting in Arabidopsis, tobacco, 
and rice [86–89]. All studies used a range of transformation platforms, including protoplast transformation, transient and 
stable Agrobacterium-mediated DNA delivery into leaves as rapid methods for the CRISPR/Cas9 system screening. A stable 
integration of the CRISPR/Cas cassette into the Arabidopsis and rice genomes resulted in the recovery of mutants with an 
expected phenotype already in the T1 generation of multiple genes that were targeted [86]. The mutation frequency was high 
in both Arabidopsis and rice, ranging in most of the cases from 26% to 84%. Similar to other designed endonucleases, mul-
tiple mutated alleles with different indels were recovered from transgenic plants, indicating DNA repair through the NHEJ 
pathway. The successful application of the CRISPR/Cas system for the targeted mutagenesis in monocots (rice and sorghum) 
and dicots (Arabidopsis and tobacco) was shown in a separate study [90]. Overall, when stably integrated, the CRIPSR/Cas 
technique can generate detectable mutations at a frequency of 50–89% for a single locus and 68–74% for double loci in plants 
[91]. In line with other designed endonucleases, it was possible to isolate transgene-free Arabidopsis plants with specific and 
heritable genome-editing events. In addition, the main practical advantage of CRISPR/Cas9 over ZFNs and TALENs is the 
ease of multiplexing. It simply requires the monomeric Cas9 protein and selected sequence-specific gRNAs [91]. On the other 
hand, multiplex editing with either ZFNs or TALENs demands separate dimeric proteins assembled for each target site [77]. 
The simultaneous introduction of targeted mutations at multiple sites can be used either to knock out redundant genes, parallel 
pathways or to create large genomic deletions/inversions [81,86,92]. More importantly, it has been noted that a high mutation 
frequency observed in rice (up to 91.6%) is apparently due to the unique feature of the CRISPR/Cas system (unlike ZFN and 
TALEN) to tolerate DNA methylation at cleavage sites [78,93]. This makes the CRISPR/Cas technology more favorable over 
other designed endonucleases because about 70% of the CG/CNG sites are methylated in plants [94]. The CRISPR/Cas9 sys-
tem is therefore more useful for genome editing in plants, such as monocots with high genomic GC content [57,93].

In plants, gRNAs can be expressed under the control of different promoters that are recognized by RNA polymerase 
II and III, such as U6-26, AtU6, OsU6, AtUBQ, OsUBQ, and CaMV 35S [86,91,95]. Similarly, the expression of the Cas9 
endonuclease can be driven by either EF1A, CaMV, UBO, or LTR promoters. Among them, the CaMV 35S promoter has 
been used most often [96] to drive the expression of a single chimeric gRNA that has been shown to be more efficient than 
separate crRNA and tracrRNA components for site-targeted mutagenesis in plants [81,93]. Although, due to the differences 
in experimental setups, it is hard to compare transformation and detection methods; but in general, the targeting efficiency 
of the CRISPR/Cas9 system seems to be comparable to or exceeding that obtained with ZFNs and TALENs [97,98].

One of the criticisms of the CRISPR/Cas technology is the relatively high rate of off-target effects reported in studies 
on animals [78,99,100]. Similarly, the off-target mutagenesis was observed in rice in two separate studies by using the 
PCR/restriction enzyme assay [88,89]. At the same time, no off-target modifications have been observed in studies on 
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Arabidopsis, tobacco, sweet orange, and in a separate study on rice using different methods, including sequencing of PCR 
amplicons, the whole-genome sequencing, and the restriction enzyme loss method [81,87,101,102]. The reduced specificity 
of the CRISPR/Cas system in some of the previous reports is apparently due to the fact that only a fragment of 8–12 nt at 
the 3′-end (the seed sequence) is needed for target site recognition and cleavage [90,103]. In addition, multiple mismatches 
in the PAM-distal region can be tolerated, depending on a sequence [78,99,100]. It has been hypothesized that the reduced 
specificity of the CRISPR/Cas9 complex at nonseed positions in the crRNA spacer has evolved to decrease the escape of 
viruses with point mutations form the immune system of bacteria [104].

Overall, the limited data available thus far suggest that the off-target effects caused by the CRISPR/Cas system are rare 
in plants. Nevertheless, a careful selection of the specific gRNA sequences combined with the proper regulation of the 
CRISPR/Cas cassette expression should reduce the risk of unwanted genome modifications.

4.2  The Application of the CRISPR/Cas System in Crops

A simplicity in both design and assembly and an open access to the components of the CRISPR/Cas system made it 
highly applicable for the range of crops, including rice, sorghum [90], wheat [57,92], maize [98], tomato [105], and sweet 
orange [106]. Curiously, four independent reports have shown that the CRISPR/Cas9 technology is suitable for the intro-
duction of biallelic or homozygous mutations directly in the first generation of stable transgenic rice and tomato plants 
[81,88,107,108]. More importantly, genetic crosses segregating the CRISPR/Cas cassettes away from the edited plants have 
allowed to obtain genome-edited but transgene-free rice [81]. These studies indicate an exceptionally high efficiency of the 
CRISPR/Cas system in agriculturally important crop species.

In 2014, the CRISPR/Cas9 technology was briefly characterized for its mutation efficiency in one of the most compli-
cated sequenced genomes—bread wheat (Triticum aestivum) [57]. A stable transformation of the CRISPR/Cas9 cassette 
resulted in the recovery of mature plants with mutations at one of the three alleles of the MILDEW RESISTANCE LOCUS 
(MLO-A1) gene with a frequency of 5.6% comparable to that obtained by TALENs [57]. Future reports will demonstrate 
how efficient the CRISPR/Cas9 technology is for targeted mutagenesis of all alleles simultaneously in hexaploid wheat. 
The possibility of a relatively easy multiplexing and tolerance of the Cas9 enzyme to DNA methylation leaves very little 
doubt to suspect that the CRISPR/Cas9 system would not be efficient in the most complicated crop genomes.

4.3  Potential Limitations of the CRISPR/Cas System

One of the biggest concerns regarding the CRISPR/Cas system is its relatively high off-target mutagenesis reported previ-
ously in animals [78,99]. However, this seems to be not of a big concern for plants, possibly due to differences in the trans-
formation efficiency, expression levels, and codon usage in plant systems. The optimization of Cas9 nuclease expression 
has been proposed as a way to control the specificity because high concentrations of Cas9 and gRNA components can cause 
off-target effects in animals [78,100,109]. Another approach is to carefully select target regions in the genome because the 
imperfectly matched spacer sequences can result in the cleavage at off-target positions. A comparison of several gRNAs 
targeting the same gene in human cells has revealed that the CRISPR/Cas system is less efficient at the sequences with an 
unusually high or low GC content as compared to those with an average GC level [57]. In addition, gRNAs designed to 
target a transcribed strand are less effective than those targeting a nontranscribed strand. Furthermore, the Cas9 enzyme 
preferentially binds to gRNAs containing purine residues in the last four positions of spacer sequence with a direct cor-
relation between the affinity of Cas9 to gRNA and the cleavage activity. Although it still remains to be shown whether the 
same rules are applicable to plant systems, these examples can be taken into account for gRNA design in plants in order to 
increase the efficiency and reduce off-target effects of the CRISPR/Cas technology.

Unfortunately, the possibility of the CRISPR/Cas9 system to target a desired sequence may be limited by the availability 
of PAM sites [80]. The alteration of the PAM sequence greatly reduces but not abolishes the activity of the CRISPR/Cas 
system in plants, suggesting that although PAM is important, it is not absolutely required for the function of CRISPR/Cas 
[91]. A thorough examination of nuclear genome sequences in silico from eight representative plant species (Arabidopsis 
thaliana, Medicago truncatula, G. max, Solanum lycopersicum, Brachpodium distachyon, Oryza sativa, Sorghum bicolor, 
and Zea mays) using data from mammalian systems has revealed an occurrence of the PAM (NGG/NAG) site at the fre-
quency of 5–12 times for every 100 bp [110]. The total number of PAMs correlated with genome size, and for all species 
except maize, it was possible to predict specific gRNAs to target 85.4–98.9% of the annotated transcript units. Since maize 
has the largest genome examined and the functional redundancy of some homologous genes with high sequence identity, 
only 30% of the transcription units could be targeted by specific gRNAs. It is, therefore, expected that similar challenges 
may occur for gRNA target prediction in wheat and barley that have even larger genomes than maize [110].



196 SECTION | IV Genome Stability in Multicellular Eukaryotes

5.  FUTURE PERSPECTIVES OF THE GENOME-EDITING TECHNOLOGY

The use of the ZFN, TALEN, and CRISPR/Cas technologies to target DSBs to the selected locus/loci has opened up the 
possibility of a precise, fast, and efficient genome editing both in prokaryotes and eukaryotes. The utilization of designed 
endonucleases will accelerate both functional genomics and applied crop improvement [3]. The connection between a par-
ticular gene and the resulted phenotype would be easy to establish for species in which a mutant is unknown or does not exist 
in nature. This, in turn, should speed up the efforts for the development of novel traits. Eventually, the products obtained by 
site-specific nucleases which do not contain a transgene cassette are expected to be regulated in the North America similar to 
conventionally bred genotypes, and thus be more cost effective to bring to market (http://www.genengnews.com/insight-and-
intelligence/gene-editing-will-change-everything-just-not-all-at-one-time/77900351/). The use of designed endonucleases 
may remove a number of regulatory restrictions associated with transgenic plants. Although, the European regulatory orga-
nizations working on GM crops focus on the method and not the product (eg, plants produced by conventional mutagenesis 
and genome editing would be regulated differently under the current guidelines), there is a possibility that plants altered by 
the targeted mutagenesis using designed endonucleases would not be classified and regulated as GMOs [111,112].

The targeted, predicted integration of transgenes through a trait stacking approach can eliminate the resulting effect 
of an unintended disruption of host metabolism and/or production of toxic or allergenic compounds. By trait stacking, 
the plant cells can be efficiently engineered to act as a factory for the production of specific metabolites or proteins with 
a number of genes involved. This can be achieved by a careful examination of different loci in the plant genome for the 
influence of the chromatin and surrounding sequence on transgene expression. Eventually, a generic recipient line with a 
predetermined and characterized locus can be established for routine utilization of transgene insertion and strong expres-
sion, thus producing a high yield of the corresponding product [77].

Overall, it is expected that the CRISPR/Cas technology will advance more rapidly as compared to ZFNs and TALENs 
[113]. This is due to a combination of the few major factors: a simplicity in design and construction, a possibility of rela-
tively easy multiplex targeting, tolerance to DNA methylation, and, most importantly, the open access policy of the CRISPR 
research community. Plasmids are freely available from the nonprofit repository (eg, Addgene), and the range of web tools 
have been developed for selecting gRNA sequences and predicting their specificity (eg, CRISPR-P, CRISPR-PLANT, and 
Cas-OFFinder) [77].The application of this tool in plants opens immense possibilities from the regulation of lignin biosynthe-
sis in order to increase forage digestibility and kappa value in the pulping industry [44] to the generation of wheat-resistant 
cultivars by targeting the loss of susceptibility genes [114]. For these targets to be met in plants, the development of supporting 
technologies is required. In most of the cases, the limiting factor is the availability of an efficient transformation technique 
and a high-throughput molecular screening method for genome-editing analysis. Therefore, the improvement in cell and tissue 
culture together with the development of more efficient transformation techniques will continue to play an essential role in the 
further development of genome-editing technology in plants [3]. One of the promising approaches includes the utilization of a 
microspore culture together with the protein-mediated genome editing [115]. Overall, a brief overview of examples of targeted 
genome modification in plants mediated by designed endonucleases provides a clear indication that complex crop genomes 
can now be manipulated with a precision that far surpasses the conventional breeding practices. Therefore, it can be speculated 
that it is just a matter of time when genome-edited fruit, vegetable, and cereal crops will appear on the shelves of stores.

GLOSSARY
Clustered regularly interspaced short palindromic repeats/CRISPR-associated 9 An RNA-based genome-editing tool that consists of 

Streptococcus pyogenes Cas9 endonuclease and guided RNA.
Engineered endonucleases Artificial endonucleases that can be designed to digest a predetermined nucleotide sequence.
Genome editing A type of genome manipulation for the purpose of insertion, deletion, or replacement of the DNA sequence by using engineered 

endonucleases.
Homologous recombination repair A type of double-strand break repair in which the nucleotide sequences are exchanged between two identical 

or very similar molecules of DNA during genetic recombination.
Homing endonucleases/meganucleases Naturally occurring endonucleases characterized by a high specificity due to a long recognition site  

(12–40 bp).
Nonhomologous end joining repair A double-strand break repair pathway that involves a simple rejoining of the broken ends of the DNA molecule 

either in the presence or absence of the microhomology regions between broken ends.
Transcription activator-like effector nucleases The engineered endonucleases that contain a TALE DNA-binding domain at the amino terminus 

and a FokI nuclease domain at the carboxyl terminus.
Zinc-finger nucleases The engineered endonucleases that consist of a zinc-finger protein at the N-terminus and a FokI nuclease domain at the 

C-terminus.

http://www.genengnews.com/insight-and-intelligence/gene-editing-will-change-everything-just-not-all-at-one-time/77900351/
http://www.genengnews.com/insight-and-intelligence/gene-editing-will-change-everything-just-not-all-at-one-time/77900351/
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LIST OF ACRONYMS AND ABBREVIATIONS
ABI4 An ABAINSENSITIVE-4 gene
ADH1 An ALCOHOL DEHYDROGENASE-1 gene
ALS An ACETOLACTATE SYNTHASE gene
CLV3 A CLAVATA3 gene
crRNA CRISPR RNA
CRISPR/Cas Clustered regularly interspaced short palindromic repeats/CRISPR-associated
DCL1a A DICER-LIKE1a gene
DSB Double-strand break
EMN Engineered homing endonucleases/meganucleases
ES Embryonic stem cells
FAD2-1A and FAD2-1B Fatty desaturase genes
GFP GREEN FLUORESCENT PROTEIN
GMO Genetically modified organisms
gRNA Single guide RNA
GT Gene targeting
HEN1a HUA ENHANCER 1agene
HR Homologous recombination
Indel Mutation caused either by insertion or deletion
IPK1 Gene that encodes the inositol-1,3,4,5,6-pentakisphosphate 2-kinase gene
MLO MILDEW-RESISTANCE LOCUS
NHEJ Nonhomologous end joining
NLS Nuclear localization signal
PAM Protospacer adjacent motif
PCR Polymerase chain reaction
PPOX PROTOPORPHYRINOGEN OXIDASE gene
PRO PROCERA gene
RDR6a RNA-DEPENDENT RNA POLYMERASE 6a gene
Rep Replication-initiation protein
RVD Repeat variable diresidue
SuRA and SuRB SULFONYLUREA RECEPTOR gene
SSA Single-strand annealing
TALEN Transcription activator-like effector nucleases
TLPs Trait landing pads
tracrRNA Trans-activating RNA
TT4 TRANSPARENT TESTA-4 gene
VInv VACUOLAR INVERTASE gene
YFP Yellow fluorescent protein
ZFN Zinc-finger nucleases

REFERENCES
 [1]  Stadler LJ. Genetic effects of X-Rays in maize. Proc Natl Acad Sci USA 1928;14(1):69–75.
 [2]  Stadler LJ. Mutations in barley induced by X-Rays and radium. Science 1928;68(1756):186–7.
 [3]  Petolino JF. Genome editing in plants via designed zinc finger nucleases. In Vitro Cell Dev Biol Plant 2015;51(1):1–8.
 [4]  Bibikova M, Beumer K, Trautman JK, Carroll D. Enhancing gene targeting with designed zinc finger nucleases. Science 2003;300(5620):764.
 [5]  Puchta H. Gene replacement by homologous recombination in plants. Plant Mol Biol 2002;48(1–2):173–82.
 [6]  Sakuma T, Woltjen K. Nuclease-mediated genome editing: at the front-line of functional genomics technology. Dev Growth Differ 2014;56(1): 

2–13.
 [7]  Zhang Y, Zhang F, Li X, Baller JA, Qi Y, Starker CG, et al. Transcription activator-like effector nucleases enable efficient plant genome engineer-

ing. Plant Physiol 2013;161(1):20–7.
 [8]  Terada R, Urawa H, Inagaki Y, Tsugane K, Iida S. Efficient gene targeting by homologous recombination in rice. Nat Biotechnol 2002;20(10): 

1030–4.
 [9]  Hanin M, Volrath S, Bogucki A, Briker M, Ward E, Paszkowski J. Gene targeting in Arabidopsis. Plant J 2001;28(6):671–7.
 [10]  Choulika A, Perrin A, Dujon B, Nicolas JF. Induction of homologous recombination in mammalian chromosomes by using the I-SceI system of 

Saccharomyces cerevisiae. Mol Cell Biol 1995;15(4):1968–73.
 [11]  Cohen-Tannoudji M, Robine S, Choulika A, Pinto D, El Marjou F, Babinet C, et al. I-SceI-induced gene replacement at a natural locus in embryonic 

stem cells. Mol Cell Biol 1998;18(3):1444–8.



198 SECTION | IV Genome Stability in Multicellular Eukaryotes

 [12]  Puchta H, Dujon B, Hohn B. Homologous recombination in plant cells is enhanced by in vivo induction of double strand breaks into DNA by a 
site-specific endonuclease. Nucleic Acids Res 1993;21(22):5034–40.

 [13]  Puchta H, Dujon B, Hohn B. Two different but related mechanisms are used in plants for the repair of genomic double-strand breaks by homologous 
recombination. Proc Natl Acad Sci USA 1996;93(10):5055–60.

 [14]  Gorbunova V, Levy AA. Non-homologous DNA end joining in plant cells is associated with deletions and filler DNA insertions. Nucleic Acids Res 
1997;25(22):4650–7.

 [15]  Nakatsukasa T, Shiraishi Y, Negi S, Imanishi M, Futaki S, Sugiura Y. Site-specific DNA cleavage by artificial zinc finger-type nuclease with 
cerium-binding peptide. Biochem Biophys Res Commun 2005;330(1):247–52.

 [16]  Mahfouz MM, Piatek A, Stewart Jr CN. Genome engineering via TALENs and CRISPR/Cas9 systems: challenges and perspectives. Plant Biotech-
nol J 2014;12(8):1006–14.

 [17]  Osakabe Y, Osakabe K. Genome editing with engineered nucleases in plants. Plant Cell Physiol 2015;56(3):389–400.
 [18]  Gaj T, Gersbach CA, Barbas 3rd CF. ZFN, TALEN, and CRISPR/Cas-based methods for genome engineering. Trends Biotechnol 2013;31(7): 

397–405.
 [19]  Enuameh MS, Asriyan Y, Richards A, Christensen RG, Hall VL, Kazemian M, et al. Global analysis of Drosophila Cys(2)-His(2) zinc finger pro-

teins reveals a multitude of novel recognition motifs and binding determinants. Genome Res 2013;23(6):928–40.
 [20]  Persikov AV, Wetzel JL, Rowland EF, Oakes BL, Xu DJ, Singh M, et al. A systematic survey of the Cys2His2 zinc finger DNA-binding landscape. 

Nucleic Acids Res 2015;43(3):1965–84.
 [21]  Kim Y-G, Shi Y, Berg JM, Chandrasegaran S. Site-specific cleavage of DNA–RNA hybrids by zinc finger/FokI cleavage domain fusions. Gene 

1997;203(1):43–9.
 [22]  Bitinaite J, Wah DA, Aggarwal AK, Schildkraut I. FokI dimerization is required for DNA cleavage. Proc Natl Acad Sci 1998;95(18):10570–5.
 [23]  Orlando SJ, Santiago Y, DeKelver RC, Freyvert Y, Boydston EA, Moehle EA, et al. Zinc-finger nuclease-driven targeted integration into mam-

malian genomes using donors with limited chromosomal homology. Nucleic Acids Res 2010;38(15):e152.
 [24]  Bibikova M, Golic M, Golic KG, Carroll D. Targeted chromosomal cleavage and mutagenesis in Drosophila using zinc-finger nucleases. Genetics 

2002;161(3):1169–75.
 [25]  Shukla VK, Doyon Y, Miller JC, DeKelver RC, Moehle EA, Worden SE, et al. Precise genome modification in the crop species Zea mays using 

zinc-finger nucleases. Nature 2009;459(7245):437–41.
 [26]  Townsend JA, Wright DA, Winfrey RJ, Fu F, Maeder ML, Joung JK, et al. High-frequency modification of plant genes using engineered zinc-finger 

nucleases. Nature 2009;459(7245):442–5.
 [27]  Osakabe K, Osakabe Y, Toki S. Site-directed mutagenesis in Arabidopsis using custom-designed zinc finger nucleases. Proc Natl Acad Sci 

2010;107(26):12034–9.
 [28]  Zhang F, Maeder ML, Unger-Wallace E, Hoshaw JP, Reyon D, Christian M, et al. High frequency targeted mutagenesis in Arabidopsis thaliana 

using zinc finger nucleases. Proc Natl Acad Sci 2010;107(26):12028–33.
 [29]  Curtin SJ, Zhang F, Sander JD, Haun WJ, Starker C, Baltes NJ, et al. Targeted mutagenesis of duplicated genes in soybean with zinc-finger nucle-

ases. Plant Physiol 2011;156(2):466–73.
 [30]  Lloyd A, Plaisier CL, Carroll D, Drews GN. Targeted mutagenesis using zinc-finger nucleases in Arabidopsis. Proc Natl Acad Sci USA 

2005;102(6):2232–7.
 [31]  De Pater S, Neuteboom LW, Pinas JE, Hooykaas PJJ, Van Der Zaal BJ. ZFN-induced mutagenesis and gene-targeting in Arabidopsis through 

Agrobacterium-mediated floral dip transformation. Plant Biotechnol J 2009;7(8):821–35.
 [32]  Tovkach A, Zeevi V, Tzfira T. A toolbox and procedural notes for characterizing novel zinc finger nucleases for genome editing in plant cells. Plant 

J 2009;57(4):747–57.
 [33]  Marton I, Zuker A, Shklarman E, Zeevi V, Tovkach A, Roffe S, et al. Nontransgenic genome modification in plant cells. Plant Physiol 

2010;154(3):1079–87.
 [34]  Cai C, Doyon Y, Ainley WM, Miller J, DeKelver R, Moehle E, et al. Targeted transgene integration in plant cells using designed zinc finger nucle-

ases. Plant Mol Biol 2009;69(6):699–709.
 [35]  Petolino J, Worden A, Curlee K, Connell J, Strange Moynahan T, Larsen C, et al. Zinc finger nuclease-mediated transgene deletion. Plant Mol Biol 

2010;73(6):617–28.
 [36]  Qi Y, Li X, Zhang Y, Starker CG, Baltes NJ, Zhang F, et al. Targeted deletion and inversion of tandemly arrayed genes in Arabidopsis thaliana using 

zinc finger nucleases. G3 Genes|Genomes|Genetics 2013;3(10):1707–15.
 [37]  Haber JF, Partners and pathways. Trends Genet 2000;16(6):259–64.
 [38]  Pater S, Pinas JE, Hooykaas PJJ, Zaal BJ. ZFN-mediated gene targeting of the Arabidopsis protoporphyrinogen oxidase gene through Agrobacte-

rium-mediated floral dip transformation. Plant Biotechnol J 2013;11(4):510–5.
 [39]  Petolino JF, Hopkins NL, Kosegi BD, Skokut M. Whisker-mediated transformation of embryogenic callus of maize. Plant Cell Rep 2000;19(8): 

781–6.
 [40]  Ainley WM, Sastry-Dent L, Welter ME, Murray MG, Zeitler B, Amora R, et al. Trait stacking via targeted genome editing. Plant Biotechnol J 

2013;11(9):1126–34.
 [41]  Kumar V, Jain M. The CRISPR-Cas system for plant genome editing: advances and opportunities. J Exp Bot 2015;66(1):47–57.
 [42]  Sander JD, Dahlborg EJ, Goodwin MJ, Cade L, Zhang F, Cifuentes D, et al. Selection-free zinc-finger-nuclease engineering by context-dependent 

assembly (CoDA). Nat Methods 2011;8(1):67–9.



Genetic Engineering of Plants Chapter | 12 199

 [43]  Chandrasekharan S, Kumar S, Valley CM, Rai A. Proprietary science, open science and the role of patent disclosure: the case of zinc-finger proteins. 
Nat Biotechnol 2009;27(2):140–4.

 [44]  Eudes A, Liang Y, Mitra P, Loque D. Lignin bioengineering. Curr Opin Biotechnol 2014;26:189–98.
 [45]  Christian M, Cermak T, Doyle EL, Schmidt C, Zhang F, Hummel A, et al. Targeting DNA double-strand breaks with TAL effector nucleases. 

Genetics 2010;186(2):757–61.
 [46]  Bogdanove AJ, Schornack S, Lahaye T. TAL effectors: finding plant genes for disease and defense. Curr Opin Plant Biol 2010;13(4):394–401.
 [47]  Boch J, Scholze H, Schornack S, Landgraf A, Hahn S, Kay S, et al. Breaking the code of DNA binding specificity of TAL-type III effectors. Science 

2009;326(5959):1509–12.
 [48]  Moscou MJ, Bogdanove AJ. A simple cipher governs DNA recognition by TAL effectors. Science 2009;326(5959):1501.
 [49]  Weber E, Gruetzner R, Werner S, Engler C, Marillonnet S. Assembly of designer TAL effectors by Golden Gate cloning. PLoS One 2011;6(5):e19722.
 [50]  Mahfouz MM, Li L, Shamimuzzaman M, Wibowo A, Fang X, Zhu J-K. De novo-engineered transcription activator-like effector (TALE) hybrid 

nuclease with novel DNA binding specificity creates double-strand breaks. Proc Natl Acad Sci 2011;108(6):2623–8.
 [51]  Cermak T, Doyle EL, Christian M, Wang L, Zhang Y, Schmidt C, et al. Efficient design and assembly of custom TALEN and other TAL 

effector-based constructs for DNA targeting. Nucleic Acids Res 2011;39(12):e82.
 [52]  Christian M, Qi Y, Zhang Y, Voytas DF. Targeted mutagenesis of Arabidopsis thaliana using engineered TAL effector nucleases. G3 (Bethesda) 

2013;3(10):1697–705.
 [53]  Forner J, Pfeiffer A, Langenecker T, Manavella P, Lohmann JU. Germline-transmitted genome editing in Arabidopsis thaliana Using TAL-effector-

nucleases. PLoS One 2015;10(3):e0121056.
 [54]  Shan Q, Wang Y, Chen K, Liang Z, Li J, Zhang Y, et al. Rapid and efficient gene modification in rice and Brachypodium using TALENs. Mol 

Plant.6(4):1365–1368.
 [55]  Baltes NJ, Gil-Humanes J, Cermak T, Atkins PA, Voytas DF. DNA replicons for plant genome engineering. Plant Cell 2014;26(1):151–63.
 [56]  Haun W, Coffman A, Clasen BM, Demorest ZL, Lowy A, Ray E, et al. Improved soybean oil quality by targeted mutagenesis of the fatty acid 

desaturase 2 gene family. Plant Biotechnol J 2014;12(7):934–40.
 [57]  Wang Y, Cheng X, Shan Q, Zhang Y, Liu J, Gao C, et al. Simultaneous editing of three homoeoalleles in hexaploid bread wheat confers heritable 

resistance to powdery mildew. Nat Biotechnol 2014;32(9):947–51.
 [58]  Wendt T, Holm P, Starker C, Christian M, Voytas D, Brinch-Pedersen H, et al. TAL effector nucleases induce mutations at a pre-selected location 

in the genome of primary barley transformants. Plant Mol Biol 2013;83(3):279–85.
 [59]  Lor VS, Starker CG, Voytas DF, Weiss D, Olszewski NE. Targeted mutagenesis of the tomato PROCERA gene using transcription activator-like 

effector nucleases. Plant Physiol 2014;166(3):1288–91.
 [60]  Clasen BM, Stoddard TJ, Luo S, Demorest ZL, Li J, Cedrone F, et al. Improving cold storage and processing traits in potato through targeted gene 

knockout. Plant Biotechnol J 2015. n/a-n/a.
 [61]  Doyle EL, Booher NJ, Standage DS, Voytas DF, Brendel VP, Vandyk JK, et al. TAL effector-nucleotide targeter (TALE-NT) 2.0: tools for TAL 

effector design and target prediction. Nucleic Acids Res 2012;40(Web Server issue):W117–22.
 [62]  Hwang WY, Fu Y, Reyon D, Maeder ML, Tsai SQ, Sander JD, et al. Efficient genome editing in zebrafish using a CRISPR-Cas system. Nat Biotech 

2013;31(3):227–9.
 [63]  Deng D, Yin P, Yan C, Pan X, Gong X, Qi S, et al. Recognition of methylated DNA by TAL effectors. Cell Res 2012;22(10):1502–4.
 [64]  Valton J, Dupuy A, Daboussi F, Thomas S, Marechal A, Macmaster R, et al. Overcoming transcription activator-like effector (TALE) DNA binding 

domain sensitivity to cytosine methylation. J Biol Chem 2012;287(46):38427–32.
 [65]  Holkers M, Maggio I, Liu J, Janssen JM, Miselli F, Mussolino C, et al. Differential integrity of TALE nuclease genes following adenoviral and 

lentiviral vector gene transfer into human cells. Nucleic Acids Res 2013;41(5):e63.
 [66]  Reyon D, Tsai SQ, Khayter C, Foden JA, Sander JD, Joung JK. FLASH assembly of TALENs for high-throughput genome editing. Nat Biotechnol 

2012;30(5):460–5.
 [67]  Cermak T, Starker CG, Voytas DF. Efficient design and assembly of custom TALENs using the Golden Gate platform. Methods Mol Biol 

2015;1239:133–59.
 [68]  Ishino Y, Shinagawa H, Makino K, Amemura M, Nakata A. Nucleotide sequence of the iap gene, responsible for alkaline phosphatase isozyme 

conversion in Escherichia coli, and identification of the gene product. J Bacteriol 1987;169(12):5429–33.
 [69]  Bolotin A, Quinquis B, Sorokin A, Ehrlich SD. Clustered regularly interspaced short palindrome repeats (CRISPRs) have spacers of extrachromo-

somal origin. Microbiology 2005;151(8):2551–61.
 [70]  Mojica FJ, Diez-Villasenor C, Garcia-Martinez J, Soria E. Intervening sequences of regularly spaced prokaryotic repeats derive from foreign 

genetic elements. J Mol Evol 2005;60(2):174–82.
 [71]  Pourcel C, Salvignol G, Vergnaud G. CRISPR elements in Yersinia pestis acquire new repeats by preferential uptake of bacteriophage DNA, and 

provide additional tools for evolutionary studies. Microbiology 2005;151(3):653–63.
 [72]  Barrangou R, Fremaux C, Deveau H, Richards M, Boyaval P, Moineau S, et al. CRISPR provides acquired resistance against viruses in prokaryotes. 

Science 2007;315(5819):1709–12.
 [73]  Brouns SJ, Jore MM, Lundgren M, Westra ER, Slijkhuis RJ, Snijders AP, et al. Small CRISPR RNAs guide antiviral defense in prokaryotes. Sci-

ence 2008;321(5891):960–4.
 [74]  Deltcheva E, Chylinski K, Sharma CM, Gonzales K, Chao Y, Pirzada ZA, et al. CRISPR RNA maturation by trans-encoded small RNA and host 

factor RNase III. Nature 2011;471(7340):602–7.



200 SECTION | IV Genome Stability in Multicellular Eukaryotes

 [75]  Garneau JE, Dupuis ME, Villion M, Romero DA, Barrangou R, Boyaval P, et al. The CRISPR/Cas bacterial immune system cleaves bacteriophage 
and plasmid DNA. Nature 2010;468(7320):67–71.

 [76]  Rousseau C, Gonnet M, Le Romancer M, Nicolas J. CRISPI: a CRISPR interactive database. Bioinformatics 2009;25(24):3317–8.
 [77]  Bortesi L, Fischer R. The CRISPR/Cas9 system for plant genome editing and beyond. Biotechnol Adv 2015;33(1):41–52.
 [78]  Hsu PD, Scott DA, Weinstein JA, Ran FA, Konermann S, Agarwala V, et al. DNA targeting specificity of RNA-guided Cas9 nucleases. Nat Bio-

technol 2013;31(9):827–32.
 [79]  Qi Lei S, Larson Matthew H, Gilbert Luke A, Doudna Jennifer A, Weissman Jonathan S, Arkin Adam P, et al. Repurposing CRISPR as an RNA-

guided platform for sequence-specific control of gene expression. Cell 2013;152(5):1173–83.
 [80]  Jinek M, Chylinski K, Fonfara I, Hauer M, Doudna JA, Charpentier E. A programmable dual-RNA-guided DNA endonuclease in adaptive bacterial 

immunity. Science 2012;337(6096):816–21.
 [81]  Zhou H, Liu B, Weeks DP, Spalding MH, Yang B. Large chromosomal deletions and heritable small genetic changes induced by CRISPR/Cas9 in 

rice. Nucleic Acids Res 2014;42(17):10903–14.
 [82]  Hale CR, Zhao P, Olson S, Duff MO, Graveley BR, Wells L, et al. RNA-guided RNA cleavage by a CRISPR RNA-Cas protein complex. Cell 

2009;139(5):945–56.
 [83]  Cho SW, Kim S, Kim JM, Kim JS. Targeted genome engineering in human cells with the Cas9 RNA-guided endonuclease. Nat Biotechnol 

2013;31(3):230–2.
 [84]  Jinek M, East A, Cheng A, Lin S, Ma E, Doudna J. RNA-programmed genome editing in human cells. Elife 2013;2:e00471.
 [85]  Mali P, Yang L, Esvelt KM, Aach J, Guell M, DiCarlo JE, et al. RNA-guided human genome engineering via Cas9. Science 2013;339(6121):823–6.
 [86]  Feng Z, Zhang B, Ding W, Liu X, Yang D-L, Wei P, et al. Efficient genome editing in plants using a CRISPR/Cas system. Cell Res 2013;23(10): 

1229–32.
 [87]  Nekrasov V, Staskawicz B, Weigel D, Jones JD, Kamoun S. Targeted mutagenesis in the model plant Nicotiana benthamiana using Cas9 RNA-

guided endonuclease. Nat Biotechnol 2013;31(8):691–3.
 [88]  Shan Q, Wang Y, Li J, Zhang Y, Chen K, Liang Z, et al. Targeted genome modification of crop plants using a CRISPR-Cas system. Nat Biotech 

2013;31(8):686–8.
 [89]  Xie K, Yang Y. RNA-guided genome editing in plants using a CRISPR–Cas system. Mol Plant 2013;6(6):1975–83.
 [90]  Jiang W, Zhou H, Bi H, Fromm M, Yang B, Weeks DP. Demonstration of CRISPR/Cas9/sgRNA-mediated targeted gene modification in Arabidop-

sis, tobacco, sorghum and rice. Nucleic Acids Res 2013;41(20):e188.
 [91]  Mao Y, Zhang H, Xu N, Zhang B, Gou F, Zhu JK. Application of the CRISPR-Cas system for efficient genome engineering in plants. Mol Plant 

2013;6(6):2008–11.
 [92]  Upadhyay SK, Kumar J, Alok A, Tuli R. RNA-guided genome editing for target gene mutations in wheat. G3 (Bethesda) 2013;3(12):2233–8.
 [93]  Miao J, Guo D, Zhang J, Huang Q, Qin G, Zhang X, et al. Targeted mutagenesis in rice using CRISPR-Cas system. Cell Res 2013;23(10):1233–6.
 [94]  Vanyushin BF, Ashapkin VV. DNA methylation in higher plants: past, present and future. Biochim Biophys Acta 2011;1809(8):360–8.
 [95]  Fauser F, Schiml S, Puchta H. Both CRISPR/Cas-based nucleases and nickases can be used efficiently for genome engineering in Arabidopsis 

thaliana. Plant J 2014;79(2):348–59.
 [96]  Belhaj K, Chaparro-Garcia A, Kamoun S, Nekrasov V. Plant genome editing made easy: targeted mutagenesis in model and crop plants using the 

CRISPR/Cas system. Plant Methods 2013;9(1):39.
 [97]  Lozano-Juste J, Cutler SR. Plant genome engineering in full bloom. Trends Plant Sci 2014;19(5):284–7.
 [98]  Liang Z, Zhang K, Chen K, Gao C. Targeted mutagenesis in Zea mays using TALENs and the CRISPR/Cas system. J Genet Genomics 

2014;41(2):63–8.
 [99]  Fu Y, Foden JA, Khayter C, Maeder ML, Reyon D, Joung JK, et al. High-frequency off-target mutagenesis induced by CRISPR-Cas nucleases in 

human cells. Nat Biotechnol 2013;31(9):822–6.
 [100]  Pattanayak V, Lin S, Guilinger JP, Ma E, Doudna JA, Liu DR. High-throughput profiling of off-target DNA cleavage reveals RNA-programmed 

Cas9 nuclease specificity. Nat Biotechnol 2013;31(9):839–43.
 [101]  Feng Z, Mao Y, Xu N, Zhang B, Wei P, Yang DL, et al. Multigeneration analysis reveals the inheritance, specificity, and patterns of CRISPR/Cas-

induced gene modifications in Arabidopsis. Proc Natl Acad Sci USA 2014;111(12):4632–7.
 [102]  Jiang W, Yang B, Weeks DP. Efficient CRISPR/Cas9-mediated gene editing in Arabidopsis thaliana and inheritance of modified genes in the T2 

and T3 generations. PLoS One 2014;9(6):e99225.
 [103]  Cong L, Ran FA, Cox D, Lin S, Barretto R, Habib N, et al. Multiplex genome engineering using CRISPR/Cas systems. Science 2013;339(6121):819–23.
 [104]  Semenova E, Jore MM, Datsenko KA, Semenova A, Westra ER, Wanner B, et al. Interference by clustered regularly interspaced short palindromic 

repeat (CRISPR) RNA is governed by a seed sequence. Proc Natl Acad Sci USA 2011;108(25):10098–103.
 [105]  Ron M, Kajala K, Pauluzzi G, Wang D, Reynoso MA, Zumstein K, et al. Hairy root transformation using Agrobacterium rhizogenes as a tool for 

exploring cell type-specific gene expression and function using tomato as a model. Plant Physiol 2014;166(2):455–69.
 [106]  Jia H, Wang N. Targeted genome editing of sweet orange using Cas9/sgRNA. PLoS One 2014;9(4):e93806.
 [107]  Brooks C, Nekrasov V, Lippman ZB, Van Eck J. Efficient gene editing in tomato in the first generation using the clustered regularly interspaced 

short palindromic repeats/CRISPR-associated9 system. Plant Physiol 2014;166(3):1292–7.
 [108]  Zhang H, Zhang J, Wei P, Zhang B, Gou F, Feng Z, et al. The CRISPR/Cas9 system produces specific and homozygous targeted gene editing in 

rice in one generation. Plant Biotechnol J 2014;12(6):797–807.
 [109]  Fujii W, Kawasaki K, Sugiura K, Naito K. Efficient generation of large-scale genome-modified mice using gRNA and CAS9 endonuclease. Nucleic 

Acids Res 2013;41(20):e187.



Genetic Engineering of Plants Chapter | 12 201

 [110]  Xie K, Zhang J, Yang Y. Genome-wide prediction of highly specific guide RNA spacers for CRISPR–Cas9-mediated genome editing in model 
plants and major crops. Mol Plant 2014;7(5):923–6.

 [111]  Hartung F, Schiemann J. Precise plant breeding using new genome editing techniques: opportunities, safety and regulation in the EU. Plant J 
2014;78(5):742–52.

 [112]  Podevin N, Davies HV, Hartung F, Nogue F, Casacuberta JM. Site-directed nucleases: a paradigm shift in predictable, knowledge-based plant 
breeding. Trends Biotechnol 2013;31(6):375–83.

 [113]  Belhaj K, Chaparro-Garcia A, Kamoun S, Patron NJ, Nekrasov V. Editing plant genomes with CRISPR/Cas9. Curr Opin Biotechnol 2015;32: 
76–84.

 [114]  O’Driscoll A, Kildea S, Doohan F, Spink J, Mullins E. The wheat-Septoria conflict: a new front opening up? Trends Plant Sci 2014;19(9):602–10.
 [115]  Bilichak A, Luu J, Eudes F. Intracellular delivery of fluorescent protein into viable wheat microspores using cationic peptides. Front Plant Sci 

2015;6:666.



203
Genome Stability. http://dx.doi.org/10.1016/B978-0-12-803309-8.00013-6
Copyright © 2016 Elsevier Inc. All rights reserved.

Chapter 13

Plant Genome Stability: General 
Mechanisms
A. Bilichak
Agriculture and Agri-Food Canada, Lethbridge, AB, Canada

Chapter Outline
 1.  Introduction 203
 2.  DNA-Damaging Agents 203
 3.  Sensing DNA Damage 204
 4.  Chromatin Architecture and DNA Repair 205
 5.  Photoreactivation 206
 6.  Base Excision Repair 208
 7.  Nucleotide Excision Repair 209
 8.  Mismatch Repair 211
 9.  DNA Double-Strand Break Repair 212
 9.1  Homologous Recombination 214

 9.1.1  Replication-Associated HR 216
 9.2  Nonhomologous End-Joining 217
 10.  DNA Repair in Organelles 218
 11.  Future Perspective 218
Glossary 218
List of Acronyms and Abbreviations 218
References 219

1.  INTRODUCTION

The maintenance of genome stability in every organism encompasses a complex of measures aimed at a precise replication of 
a native sequence or the repair of damaged DNA in order to avoid any alterations in the genetic material in somatic cells and in 
the progeny. Due to a wide number of intra- and extracellular genotoxic agents, different components of DNA can be damaged 
including the sugar residues, phosphodiester linkages, and purine and pyrimidine bases [1]. Hence, depending on DNA damage, 
different pathways are involved in the sensing of distinct lesions, their recognition and repair. It is believed that an efficient DNA 
repair is of a particular importance for plants because unlike most of the higher eukaryotes, they do not set aside gametes during 
early sporophytic development [1]. Thus, any stress factor encountered during plant sporophytic development can potentially 
affect the genome of the predecessors of gametes and be passed on to the progeny. Taking into account that plants are sessile 
organisms with an associated inability to initiate avoidance response during stress exposure, it is safe to assume that the genome 
maintenance mechanism has to be robust enough to cope with genotoxic factors for an intact passage of genetic information.

The typical external sources of DNA damage are UV-B, ozone, high temperatures, drought, air, and soil pollutants includ-
ing heavy metals [2]. Reactive oxygen species (ROS) belong to the internal agents which may cause single-strand breaks 
(SSBs) either through the damage of deoxyribose units or covalent alterations of bases [2]. ROS are continuously generated in 
plant cells during normal oxidative cellular processes and possess a potential danger to the integrity of the plant genome even 
in the absence of environmental stressors. DNA damage can also occur spontaneously during DNA replication—the collapsed 
replication forks or replication through SSB [3]. In most of the cases, to mitigate the cytotoxic effects of DNA damage, the 
early detection, cell-cycle arrest, and the rapid repair of damaged regions have to take place. In this chapter, we provide a short 
review of the major DNA-repair pathways in plants that play a key role in the maintenance of genome stability.

2.  DNA-DAMAGING AGENTS

Exogenous genotoxins as well as metabolic derivatives can react with DNA and cause a number of different base modifica-
tions and even SSBs. Extracellular DNA-damaging agents, such as salt, heavy metals, extreme alterations in the ambient 
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temperature, water supply, pathogens, and elicitors can increase the level of DNA lesions and activate responsive pathways 
[4]. A common factor that links all of the stressors together is the generation of ROS that are also constantly produced in 
mitochondria and chloroplasts during respiration and photosynthesis, respectively [5]. The hydroxyl radical (%OH) is one 
of the most active ROS which effectively interacts with biomolecules at the diffusion-controlled rates [6]. Due to a high 
reactivity of %OH, it essentially reacts with biomolecules in the place of its generation in a reaction volume of less than 
2 nm. %OH is mostly generated in the Fenton reaction as a product of the interaction of reduced redox-active metal ions (eg, 
Fe2+ and Cu+) with intracellular hydrogen peroxide. The main targets of %OH are thymine nucleobases that eventually can 
give rise to cis- and trans-diastereomers of 5,6-dihydroxy-5,6-dihydrothymine. The oxidation of cytosine leads generates 
intermediate products which are highly unstable and give rise to analogues of uracil. In turn, the degradation products of 
guanine include 8-oxo-7,8-dihydroguanine (8-oxoGua) and 2,6-diamino-4-hydroxy-5-formamidopyrimidine (Fapy-Gua) 
with a higher efficiency of the intracellular generation of Fapy-Gua as compared to 8-oxoGua [7]. Similarly, the oxidation 
of adenine also leads to the formation of 8-oxoAde and Fapy-Ade. Singlet oxygen (1O2) is another ROS that is the main 
contributor of UV-A irradiation-induced oxidative damage and may cause DNA lesions by reacting selectively with gua-
nine components [8]. As a result, 8-oxo-7,8-dihydro-20-deoxyguanosine (8-oxodGuo) is exclusively formed in the oxida-
tion reaction. The oxidized guanine adducts are mainly associated with G-A and G-T mutations. In addition, the alkylation 
of guanine can lead to G-C mutation [9].

The artificial mutagenesis is also widely exploited in research by the utilization of ethyl methane sulfonate (EMS) to 
generate alkylation products, including O6-ethylguanine. Eventually, the DNA-replication machinery recognizes the modi-
fied base as adenine leading to G-A mutations, thus permanently altering the sequence of the genome [10,11].

3.  SENSING DNA DAMAGE

The detection of DNA damage is the first step in the DNA-repair pathway. It is believed that there are few mechanisms 
for DNA lesions detection depending on the nature of damage. The two main proteins involved in the DNA-damage 
sensing in Arabidopsis are the phosphoinositide-3-kinase-related protein kinases ATM (ataxia telangiectasia mutated) 
and ATR (ataxia telangiectasia and Rad3-related) (Fig. 13.1). While the ATM protein is activated by double-strand 
breaks (DSBs), ATR responds to replication defects [12,13] (Table 13.1). ATR-deficient plants also demonstrate a 
hypersensitivity to UV-B radiation and show changes in G2-phase cell-cycle checkpoints [14,15]. The kinase activity 
of both proteins results in the phosphorylation of several hundred target proteins in animals, including H2AX, a histone 
2A isoform, Nbs1, and the checkpoint-related protein kinases Chk1 and Chk2 [16]. The phosphorylation of H2AX 
in dividing root cells occurs very rapidly and demonstrates a peak of accumulation at10-min post-irradiation [17].  
As a result of a wide variety of protein phosphorylation by ATM/ATR proteins, a rapid relocation of the DSB-repair 

FIGURE 13.1 DNA-damage signaling in plants. The phosphoinositide 3-kinase-like protein kinases ATAXIA TELANGIECTASIA MUTATED 
(ATM), ATAXIA TELANGIECTASIA MUTATED, and RAD3-RELATED (ATR) are involved in the DNA-damage response in plants.
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proteins occurs along with the activation of the cell-cycle checkpoint and initiation of DNA repair [18]. In addition, 
transcriptional changes in response to DNA damage play a vital role in lesion repair. While the ATM protein is required 
for the upregulation of genes involved in DNA metabolism, cell cycle, and homologous recombination (HR) repair, the 
ATR protein plays a minor role in the regulation of gene expression [19]. At the same time, NHEJ genes demonstrate 
a negligible transcriptional upregulation in response to DNA damage that is apparently due to a constitutive expression 
of genes in somatic tissues. In addition to the ATM/ATR proteins, a unique plant-specific transcription factor SUPPRESSOR 
OF GAMMA RESPONSE 1 (SOG1) has been demonstrated to play a role of a central regulator in the DNA-damage 
response [20]. It has been suggested to perform similar functions to the mammalian p53 protein involved in the cell-
cycle checkpoint.

The UV-induced photoproducts are recognized by the DNA damage-binding (DDB) complex that consists of DDB1, 
DDB2 (XPE), Cullin4, and Rbx1 proteins [21]. In addition, in the case of DSBs, free DNA ends are detected by the KU70 
and KU80 complex as well as by the MRN complex [12,22].

4.  CHROMATIN ARCHITECTURE AND DNA REPAIR

Following the recognition of DNA lesions, the chromatin-remodeling enzymes provide an access of repair proteins to the 
damaged DNA. The evolutionarily conserved Chromatin assembly factor 1 (CAF-1) complex plays a key role in the depo-
sition of H3 and H4 histones on to a newly synthesized DNA molecule [23] (Table 13.1). CAF1 is a chaperone complex 
consisting of FASCIATA 1 (FAS1), FAS2, and Multicopy suppressor of IRA1 (MSI1) subunits in Arabidopsis [24]. Muta-
tions of CAF-1 components cause a hypersensitivity to genotoxins, the elevated level of DSBs, a constitutive activation of 
the DNA-damage response, including H2AX phosphorylation and RAD51 induction concomitant with a 40-fold increase 
in the rate of HR [25,26]. Similarly, in Arabidopsis, the overexpression of the RAD54a protein which is a member of the 
SWItch/Sucrose nonfermentable (SWI2/SNF2) superfamily and a chromatin-remodeling factor promotes HR and increases 
the rate of gene targeting by almost 30-fold [27]. In addition, screening of RNAi plants deficient in representatives of the 
SWI2/SNF2 subfamilies revealed their hypersensitivity to genotoxins, further highlighting the importance of chromatin-
remodeling factors in the DNA repair [28].

In the process of DSB repair, especially during HR, the cohesion of sister chromatids plays a vital role in promoting 
the recombination. DNA damage–induced cohesion is stimulated by the large ATPases—structural maintenance of chro-
mosomes (SMC) proteins [29,30]. Arabidopsis mutants deficient in the SMC6 homologue MIM (hypersensitive to MMS, 
Irradiation and MMC) demonstrate the reduced levels of DSB repair, including low rates of intrachromosomal HR and an 
increased sensitivity to a broad range of genotoxins [31,32].

In addition to DSB repair, the histone acetyltransferases HAM1 and HAM2 have been implemented in the repair of 
UV-B-induced DNA damage [33]. Similarly, the histone H3/H4 chaperone ANTI-SILENCING FUNCTION1 (ASF1) is 
also involved in the repair of UV-B-induced DNA damage, thus further reinforcing the importance of chromatin modifiers 
in DNA-damage repair [34].

TABLE 13.1 Proteins Involved in the DNA Damage Sensing and Chromatin Composition in Plants

Pathway Protein Name Function

DNA-damage sensing and 
response

Ataxia telangiectasia mutated (ATM) Activated by double-strand breaks and is required 
for the upregulation of genes involved in the DNA 
metabolism, cell cycle, and HR repair

Ataxia telangiectasia and Rad3-related (ATR) Responds to replication defects; plays a minor role in 
the regulation of gene expression

Suppressor of gamma response 1 (SOG1) Plays a role of the central regulator in the DNA-
damage response

Chromatin composition Chromatin assembly factor 1chaperone 
complex (CAF-1)

Involved in the deposition of H3 and H4 histones on 
to newly synthesized DNA

Structural maintenance of chromosomes 
(SMC) proteins

The large ATPases that stimulate the DNA damage–
induced cohesion

Histone acetyltransferases HAM1 and HAM2 Involved in the repair of UV-B-induced DNA damage
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5.  PHOTOREACTIVATION

During their life cycle, plants are constantly exposed to the ultraviolet radiation (UVR). Solar UVR that reaches the 
Earth’s surface is divided into three wavelength ranges: the UV-A (315–400 nm), UV-B (280–315 nm), and UV-C (200–280 nm) 
spectrum. While the first two types of UVR can reach the surface of the planet, the third type is strongly absorbed by 
oxygen and ozone in the atmosphere [1]. The UV-B radiation is also partially filtered through the stratospheric ozone 
layer and represents 1.5% of the total radiation that reaches the Earth’s surface. At the same time, it is one of the most 
damaging types of solar radiation which reaches the surface [35]. More importantly, during the end of the 20th century, 
a decreasing layer of stratospheric ozone caused an increase in the amount of UV-B irradiation reaching the surface of 
our planet [36]. UVR can potentially damage almost all biomolecules; however, DNA damage is considered to be the 
most pronounced as compared to the damage of proteins and lipids [37]. UVR-induced alterations to the DNA structure 
include photosensitization reactions and dimer production between adjacent pyrimidine residues in the DNA strand 
caused either by UV-A/visible light or UV-B, respectively. UV-A/visible light can induce the generation of ROS, includ-
ing 1O2 which is very potent in damaging biomolecules [38]. In addition to pyrimidine dimers, UV-B light can produce 
the oxidized and hydrated bases, SSBs and cross-links (both DNA–protein and DNA–DNA) that can lead to the growth 
and development retardation in plants [39,40].

The two major types of pyrimidine dimers include the cyclobutane pyrimidine dimer (CPD) and the pyrimidine-pyrim-
idone (6-4) photoproduct (6-4PP). When induced by wavelengths longer than 290 nm, the last class of pyrimidine dimers 
may occasionally be converted to a Dewar isomer. Structurally, both CPD and 6-4PP can introduce distortions into the DNA 
double helix leading to either slight bending or even unwinding of the strands [40]. This in turn can impede the transcrip-
tion and result in error-prone replication [41,42]. In plants, the occurrence of CPDs following UV-B exposure prevails as 
compared to 6-4PP. Although plants may tolerate a low level of CPDs in their genome [43,44], the pyrimidine dimers can 
jeopardize plant development due to the mutagenic and cytotoxic effects. Therefore, an efficient removal of pyrimidine 
dimers from the DNA structure is of a paramount importance for plant survival. A number of DNA-repair pathways can 
be engaged to restore the genome integrity following UV exposure, including photorepair (photoreactivation), base exci-
sion repair (BER), nucleotide excision repair (NER), or mismatch repair (MMR) [45]. Overall, depending on the light 
requirement, the pathways are divided into “dark” and “light” repair pathways. Dark repair pathways including BER, NER, 
MMR, and others are relatively inefficient in removal of UV-induced DNA lesions. At the same time, the photoreactiva-
tion process is considered more effective and depends on the wavelength of 350–450 nm [46]. The dimer splitting reaction 
is catalyzed by 450–550 amino acids-long monomeric enzymes called photolyases that upon binding to the UV-damaged 
DNA absorb UV-A light (350–450 nm) to induce cyclic electron transfer, split the CPD ring, and restore the bases to their 
normal state [47] (Table 13.2). The absorbance of photons is performed by cofactors, one of which is always a two-electron 
reduced form of flavin adenine dinucleotide (FADH−), while another one is either a reduced pterin methenyltetrahydro-
folate (MTHF) or 8-hydroxy-7,8-didemethyl-5-deazariboflavin (8-HDF). While the FAD cofactor is necessary for both 
a specific binding to the damaged DNA and for the reaction to occur, other chromophores are not essential for catalysis 
under normal light conditions and have no effect on enzyme-binding specificity [47]. At the same time, under the limiting 
light conditions, the second chromophore may increase the rate of DNA lesions repair by 10- to100-fold depending on the 
wavelength during catalysis. The dimer-splitting reaction includes two steps: in the “dark reaction,” the photolyase binds 
to a pyrimidine dimer lesion, flips the dimers out of the double helix into the enzyme’s catalytic site and forms a stable 
enzyme–substrate complex; in the light-dependent step, the chromophore absorbs a photon and transfers the excitation 
energy to FADH− followed by one-electron transfer to the enzyme-bound pyrimidine complex [1] (Fig. 13.2). Eventually, 
the covalent bond between two pyrimidine dimers is split, and the electron is transferred back to FADH. Similarly, 6-4PP 
is repaired by 6-4 photolyases, but with the inclusion of the thermal conversion step of 6-4PP to an unstable oxetane inter-
mediate before the photochemical reversion steps. Distinct photolyases are responsible for the repair of different dimers 
and the photolyase that repairs one type of dimer cannot repair another. For instance, in Arabidopsis, whereas the UVR2 
gene encodes a photolyase (PHR1) that recognizes only CPDs, the UVR3 gene encodes an enzyme that acts on 6-4PP [35]. 
Although the efficiency of CPD photorepair is lower as compared to 6-4PP, the quantum yield of photolyase repair of the 
first DNA lesion is higher as compared to that of the second one [47,48]. Similarly, the ATP-dependent NER pathway is 
9.5–10.7 times more efficient in the repair of 6-4PP as compared to CDPs [47,49].

Both the induction and rate of photoproduct repair in plants are temperature dependent: they are the lowest at 0°C and 
the highest at around 30°C followed by either a further stabilization or decline of repair rate at higher temperatures [50,51]. 
In addition, the choice of the pathway for the repair of DNA lesions caused by UV-B irradiation depends on the plant’s 
developmental stage as well as the severity of the damage. For instance, in alfalfa seedlings, whereas at the relatively low 
levels of pyrimidine dimers, the error-free photoreactivation mechanism is involved, at the higher DNA-damage levels, both 
the photoreactivation and excision-repair pathways repair DNA lesions [52]. Thus, when the level of pyrimidine dimers is 
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under 30 dimers per 106 bases, the external light energy is used for DNA repair, whereas when the DNA damage is more 
severe, the ATP-dependent pathway is involved.

The expression profile of genes involved in the photoreactivation and excision repair during the development has a 
clear tissue-dependent distribution in plants. For instance, the expression of genes involved in the excision-repair pathway 
is more profound in proliferating tissues. At the same time, the CPD photolyase is expressed in nonproliferating tissues, 
such as mature leaves and elongation zone of roots [53]. Furthermore, the DNA damage is not repaired efficiently in mature 
leaves in the dark, suggesting that the photoreaction is the major DNA-repair pathway for UV-induced DNA lesions in 
nonproliferating tissues. As expected, the examination of the photolyase protein distribution in Arabidopsis tissues using 
Western blot analysis revealed the highest level of both CPD and 6-4PP photolyases in aerial tissues including florets and 
leaves, and the level was very low in roots [51]. In addition, the highest level of 6-4PP photolyase was detected in siliques, 
and the protein is constantly expressed throughout the plant development. In contrast, the level of CPD photolyase was low 
in leaves of young Arabidopsis plants (7-day seedlings) with a further increase as plants get older (7–14 days), followed 
by a decrease in leaves of mature plants (6 weeks old). The low transcript level of CPD photolyase found in young leaves 
can apparently be compensated by a higher expression of excision-repair genes as compared to mature tissues found in 
Arabidopsis and wheat [46,53].

A more severe damage of bases and nucleotides is usually repaired through the excision repair pathways. Since many 
types of genotoxins introduce lesions only to a single strand of the double helix, the second strand can be used as a tem-
plate for the repair. Depending on the DNA damage, the distinct but evolutionary conserved excision-repair pathways are 

TABLE 13.2 Proteins Involved in the Photoreactivation and Base Excision Repair Pathways

Pathway Protein Name Function

Photoreactivation  
DNA-repair pathway

Photolyases Catalyze the splitting of UV-induced pyrimidine dimers; pho-
tolyases absorb UV-A light to induce cyclic electron transfer 
to split cyclobutane pyrimidine dimer ring and restore the 
bases to normal state

Base excision repair 
(BER)

Glycosylases Catalyze the recognition and excision of the damaged 
or incorrect base by hydrolysis of the N-glycosidic bond 
between the damaged base and the sugar

Apurinic/apyrimidinic (AP) endonuclease Cleaves the sugar–phosphate backbone at the 5′-region of 
the AP site leaving 3′-OH and blocking 5′-deoxyribose-
5-phosphate (5′-dRP) termini

DNA Pol λ Possibly performs the gap filling in the short-patch repair

Replicative DNA polymerase complex Pol δ/ε Catalyzes DNA synthesis in the long-patch repair

Flap endonuclease FEN1 Endonuclease which removes a “flap” structure generated by 
DNA polymerase complex Pol δ/ε in the long-patch repair

Ligase I Possibly involved in the repair of both single- and double-
strand breaks in planta

FIGURE 13.2 A simplified scheme of the reaction catalyzed by the CPD photolyase enzyme. The pterin methenyltetrahydrofolate (MTHF) chro-
mophore absorbs a blue light, and the excited (MTHF*) transfers energy to the fully reduced flavin FADH−. The last one, in its excited form (*FADH−), 
induces a cyclic electron transfer step that leads to the splitting of the pyrimidine dimer into two pyrimidine monomers. The flavin coenzyme eventually 
is converted into the active two-electron fully reduced state. Adapted from Bray CM, West CE. DNA repair mechanisms in plants: crucial sensors and 
effectors for the maintenance of genome integrity. New Phytol 2005;168(3):511–28.
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involved that have a few common steps including: the recognition of a lesion and the excision of the damaged region, repair 
synthesis, and ligation [1].

6.  BASE EXCISION REPAIR

BER is the major pathway for protecting DNA from genotoxic agents [54]. It is involved in the repair of DNA damages 
caused by ROS, alkylation, deamination, abasic (apurinic and/or apyrimidinic, AP) sites, and SSBs. The initial step of 
the classic BER pathway involves the recognition and excision of the damaged or incorrect base by hydrolysis of the 
N-glycosidic bond between the damaged base and the sugar catalyzed by glycosylases. The resulting site can become 
AP and acquire a single-stranded DNA break or a 1-nt gap flanked with a 5′-phosphate [55]. Different glycosylases are 
specific for every base adduct that they remove (Table 13.2). For instance, there are distinct glycosylases for the excision 
of either of 3-methyladenine or 8-oxoG adducts in plants [56,57]. The 8-oxoG residue is recognized as thymidine during 
replication, thus leading to G-T mutations. DNA glycosylases scan the DNA in search for damaged bases. During this 
process, the enzymes kink or bend the DNA double helix and flip the base into the catalytic site. The damaged bases 
usually destabilize the structure of DNA and are therefore more easily flipped out. In addition, the catalytic site of glyco-
sylases is complementary to a specific structure and charge distribution on the damaged base, thus once in the catalytic 
pocket, the N-glycosidic bond is hydrolyzed [58]. The AP sites may also arise randomly by a spontaneous hydrolysis of 
the N-glycosylic bond [59]. Regardless of the cause of the appearance of AP sites, the following steps are parts of the 
SSB-repair pathway including an incision at the AP site, the formation of a gap, DNA-repair synthesis, and ligation. In the 
case of the monofunctional glycosylase, the AP site is further processed by an AP endonuclease which cleaves the sugar 
phosphate backbone at the 5′-region of the AP site leaving 3′-OH and blocking 5′-deoxyribose-5-phosphate (5′-dRP) 
termini [42,60]. The Arabidopsis genome encodes three homologues to human AP endonucleases, such as Arp, Ape1L, 
and Ape2. The enzymes have been suggested to act during embryo development and even programmed deletion of certain 
bases in gene promoters activated during the development process [61,62].

The bifunctional glycosylases, for instance, an 8-oxoG DNA glycosylase/AP lyase (OGG1), can perform both func-
tions: the hydrolysis of N-glycosidic bond and the cleavage of the sugar–phosphate backbone. Other vital glycosylases 
which are responsible for the excision of oxidized purines and uracils are formamidopyrimidine DNA glycosylase (FPG) 
and uracil DNA glycosylase (UDG), respectively [61]. Curiously, while in bacteria, FPG is able to recognize and remove 
the 8-oxoG lesion, in plants, its homologue has structural differences that result in the minimal or no activity in DNA con-
taining this oxidized base [63]. The appearance of uracil in DNA can arise due to a wrong incorporation of dUMP during 
the replication process as well as a hydrolytic deamination of cytosine [61].

The Arabidopsis genome encodes at least nine bifunctional glycosylases, the seven of which have been confirmed to 
have the AP lyase activity in vitro [54]. In addition, some of the glycosylases are actively involved in the DNA demethyl-
ation process by removing 5-methylcytosine [64].

A gap in the damaged strain may be filled in either by the insertion of a single nucleotide (short-patch repair, SP) or by 
DNA synthesis including a few nucleotides (long-patch repair, LP) [54,65] (Fig. 13.3). While in the former scenario, the 
gap filling is performed by DNA polymerase β (Pol β), in the latter case, DNA synthesis is done by the replicative DNA 
polymerase complex Pol δ/ε. The Pol β complex has an intrinsic deoxyribose lyase activity and is also capable of removing 
the sugar left by the monofunctional DNA glycosylase. Therefore, the polymerase releases the blocking 5′-dRP terminus, 
thus allowing for strand ligation by DNA ligase III. In the case of the LP pathway, the polymerases carry out the displace-
ment of the strand containing the 5′-dRP terminus by 2–10 nucleotides at the 3′-region to the abasic site [1]. The generated 
flap structure is removed by the 5′-flap endonuclease FEN1 assisted by a proliferating cell nuclear antigen (PCNA) fol-
lowed by ligation step by DNA ligase I. It seems that the choice of the BER-repair pathway depends on the nature of lesion 
as well as the type of glycosylase that initiates the repair [65]. The SP-repair pathway in plants seems to be missing distinct 
homologues of mammalian Pol β and DNA ligase III. At the same time, it has been shown that both the SP and LP pathways 
are active in Arabidopsis protein extracts and plants encode DNA ligase I that might be involved in the repair of both SSBs 
and DSBs in planta [54,66]. In addition, the Arabidopsis genome contains a gene which codes for DNA polymerase λ that 
contains N-terminal region that is similar to a human Pol λ. This polymerase has been shown to have the dRP-lyase activity 
in vitro, thus suggesting for its possible involvement in the BER pathway instead of Pol β [67].

In mammalian cells, in addition to Pol β, an X-ray repair cross-complementing protein 1 (XRCC1) is involved in the SP 
pathway. Although the Arabidopsis homologue of XRCC1 does not contain domains required for the interaction with Pol 
β and ligase III, it still contains the conserved BRCT domain responsible for the interaction with poly(ADP-ribose) poly-
merase (PARP). However, the XRCC1 homologue of rice has been hypothesized to interact with the plant Pol λ in the presence 
of the PCNA protein [68]. In Arabidopsis, the PARP gene has been shown to be responsive to DNA-damaging agents [69]. 
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PARP1 has a high affinity for SSB intermediates produced during BER, but at the same time, it has been reported to have a 
negative effect on the rate of BER in animal cells and is not essential for an efficient completion of BER [70].

7.  NUCLEOTIDE EXCISION REPAIR

The NER pathway is assumed to be less specific for a variety of DNA lesions because the enzymes involved in this pathway 
detect modifications broadly by conformational changes to the DNA double helix. NER is involved in the repair of DNA 
damage that causes significant distortions in the structure of the double helix, such as UV-photoproducts and bulky covalent 
lesions. Following the recognition, NER proteins remove a 24–32 oligonucleotide stretch with the altered nucleotide from 
the damaged strand, and the repair is completed by DNA synthesis and ligation [61]. The pathway includes two different 
modes, such as global genome repair (GGR) and transcription-coupled repair (TCR), with the difference between them 
being in the way of lesion recognition (Fig. 13.4). In plants, the pathway was discovered in the experiments involving EMS 
mutagenesis that resulted in a group of mutants which demonstrated a hypersensitivity to UV-C and γ-irradiation [71,72]. 
Thus, in addition to having an active photoreactivation pathway, plants rely on the NER pathway for the repair of UV 
adducts in DNA.

The recognition of DNA lesions in plants in the GGR pathway is performed by the multiprotein complex involving the 
xeroderma pigmentosum group C (XPC), RAD23, and centrin 2 (CEN2) [58]. The Arabidopsis homologue of the human 
XPC protein is AtRAD4 [73]. Since the XPC protein is not capable of recognizing the UV-induced CPDs with a high effi-
ciency, the DNA damage–binding (DDB) complex enhances its binding to the damaged DNA. The DDB complex consists 
of DDB1, DDB2 (XPE), Cullin4, Rbx1 proteins and is also complexed with an E3-ligase that targets specific E2-ubiquitin 
conjugating enzymes to other proteins including XPC. Upon the ubiquitination, the XPC protein acquires a higher affinity 
for the UV-damaged DNA. In addition, for the NER pathway to progress, the removal of nucleosomes around the dam-
aged DNA region has to occur. In animal cells, it has been shown to be strictly related to the ubiquitination of H3 and H4 

FIGURE 13.3 Short- and long-patch repair of the base excision-repair (BER) pathway. In the short-patch repair, the damaged base is cleaved off by 
either a DNA glycosylase or a bifunctional DNA glycosylase-endonuclease. Then an Apurinic/apyrimidinic endonuclease (APE) cleaves the sugar–phosphate 
backbone at the 5′-region of the AP site. Pol β removes the deoxyribose sugar if necessary and fills in the gap. In animals, the single-stranded gap is ligated 
by the XRCC1–LIG3 complex. Due to the absence of the definitive LIG3 homologue, this function is possibly performed by LIG1. In the long-patch repair, 
after base removal and APE nicking, the replicative DNA Pol δ/ε complex fills in the gap. During this process, a couple of nucleotides close to the AP site are 
displaced. The generated flap structure is removed by the 5′-flap endonuclease FEN1, and the nick is re-joined by LIG1. Adapted from Bray CM, West CE. 
DNA repair mechanisms in plants: crucial sensors and effectors for the maintenance of genome integrity. New Phytol 2005;168(3):511–28.
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histones that is performed by the components of an E3 ubiquitin ligase in response to UV exposure [74]. Mutation of the 
components involved in the DDB complex renders Arabidopsis plants hypersensitive to bulky DNA adducts caused by UV 
or cisplatin [21]. In line with these results, the overexpression of DDB1A and DDB2 genes in Arabidopsis enhances UV-C 
tolerance in plants.

The recruitment of NER components following the stalling of the RNA polymerase II at the lesion site during transcrip-
tion involves a Cockayne syndrome (CS) CSA and CSB proteins that may help remove the RNA polymerase complex and 
facilitate DNA repair. Although plants have two orthologues of CSA and one of CSB, their exact role remains uncharacter-
ized [58].

Following the recognition of the DNA lesion, the XPC protein recruits a TFIIH complex that acts both as an RNA poly-
merase II transcription factor and a vital component involved in DNA repair. The complex contains nine subunits, including 
two helicases XPB and XPD which act in the 3′→5′- and 5′→3′-directions, respectively, and open the DNA helix around the 
lesions. Curiously, another transcription elongation factor II-S (TFIIS) stimulates RNA Pol II to bypass DNA regions con-
taining specifically 8-oxoG in animal cells, thus preventing cell death due to the oxidative damage of DNA [75]. The TFIIS 
homologue was identified in plants, and the gene was shown to be responsive to stress in both the aerial parts and roots [76,77]. 

FIGURE 13.4 Global genomic repair of the nucleotide excision-repair (NER) pathway. The damaged DNA is recognized through binding by the 
XPC complex followed by recruiting the TFIIH complex. The complex contains nine subunits, including two helicases (XPB and XPD) which unwind 
the damaged region. The endonucleases XPG and XPF-ERCC1 allow a release of the single-stranded oligonucleotide. Following incision, a replication 
factor C (RFC) clamp loader adds PCNA at the 5′-site, and the replicative Pol δ/ε fill in the gap by rejoining the phosphodiester backbone by the DNA 
ligase I. Adapted from Bray CM, West CE. DNA repair mechanisms in plants: crucial sensors and effectors for the maintenance of genome integrity. New 
Phytol 2005;168(3):511–28.
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Additionally, the gene was up-regulated during seed imbibition that also requires the active DNA damage–repair process. 
Nevertheless, it still remains to be shown whether functions of the DNA lesion bypass pertain to the described homologue.

The Arabidopsis genome encodes two copies of XPB (AtXPB1 and AtXPB2) which contain the conserved ATPase and 
helicase domains and also a homologue of XPD (AtXPD) [78]. While a complete knockout of the AtXPB1gene in Arabi-
dopsis does not affect plant sensitivity to UV exposure, a mutation of the AtXPD gene is lethal. This apparently is due to a 
functional redundancy of AtXPB1 and AtXPB2 in the NER pathway. At the same time, both genes have been shown to be 
important during early stages of plant development because the atxpb1 plants demonstrate a developmental delay, low seed 
viability, and a loss of germination synchrony.

The unwinding of the DNA helix around the lesion site exposes ssDNA and allows a replication protein A (RPA) to 
coat the strand [58]. In addition to the RPA protein, XPA is vital for the opening of the preincision complex followed by 
the recruitment of the XPF-ERCC1 complex by XPA. Although, plants appear to lack the orthologue of XPA, mutations 
of plant orthologues of XPF and ERCC1 render them hypersensitive to DNA-damaging agents. The cleavage at the 5′-end 
catalyzed by the XPF-ERCC1 nuclease complex releases the damaged DNA strand as a 24–32 oligonucleotide. The Arabi-
dopsis genome encodes AtRAD1, a homologue of the XPF gene, the mutation of which causes a small reduction in the rate 
of CPD repair and hypersensitivity to DNA-damaging agents [79,80]. In addition, the RAD1/ERCC1 complex has been 
implemented in the removal of DNA flap structures generated during recombination. Following the incision, a replication 
factor C (RFC) clamp loader adds PCNA at the 5′-site, and replicative Pol δ/ε fill in the gap by the rejoining of the phos-
phodiester backbone by the DNA ligase (Table 13.3). The recognition of DNA adducts is the rate-limiting step in the NER 
pathway. This is due to the fact that the TCR pathway repairs different lesions at a constant rate, whereas the efficiency of 
GGR depends on the type of a lesion [81].

8.  MISMATCH REPAIR

A mismatch is the mutagenic incorporation of an incorrect nucleotide that can occur during replication of both native 
and damaged DNA. An MMR pathway is involved in the efficient removal of erroneous nucleotides incorporated by the 
replicative DNA polymerase (Fig. 13.5). Although the proofreading function of the replicative polymerase limits the mis-
incorporation of one nucleotide per 106–107 bp, this value is still high for the effective maintenance of genome integrity. 
Therefore, the error rate is further reduced by the MMR mechanism to one misincorporated base per 109–1010 nucleotides 
in the nascent DNA chain [61]. In addition, the MMR pathway may be also involved in eliminating mismatches at recombi-
nation sites. This allows to prevent recombination events which can cause inappropriate chromosome rearrangements [82]. 
Eukaryotic MMR involves the MutS HOMOLOGUE (MSH) proteins that are the evolutionarily conserved homologues 
of prokaryotic MutS. The Arabidopsis genome encodes seven MSH proteins, with MSH7 being unique to plants [83]. 
The heterodimeric protein complexes that include MSH2, 3, 6 and 7 are involved in the recognition of mismatches. Every 
dimer seems to be responsible for the recognition of specific lesions in the DNA sequence. For instance, the analysis of the 
in vitro produced MSH proteins revealed that an MSH2:MSH6 pair showed preference for a (T/G) base/base mispair and a 
one-nucleotide (+T) loop out [84]. At the same time, the heterodimer showed a minimal recognition of homoduplex (T/A) 
DNA, (C/C) heteroduplex, or to the three-nucleotide (+AAG) loop out. The recognition of the last DNA lesion, however, 
was best achieved by the MSH2:MSH3 heterodimer, although the binding to (C/C) and (T/G) mismatches was weak. Simi-
larly to the MSH2:MSH6 pair, the MSH2:MSH7 heterodimer demonstrated an affinity for the (T/G) mispair and almost 
no binding to other lesions. While mutation of the AtMSH2 gene in Arabidopsis is critical for the repair of mismatches in 
germline cells, it seems to be dispensable for MMR in somatic cells [83]. Similarly, both the AtMSH4 and AtMSH5 genes 
have been implemented in the DNA repair in gametes [85,86]. The expression of the genes is critical for floral organs, and 
their mutations cause a severe reduction in fertility due to meiotic defects. Moreover, the localization of AtMSH5 to the 
chromatin was compromised in the absence of AtMSH4.

The recognition of mismatches is linked to strand incision in eukaryotes by few orthologues of the prokaryotic MutL protein: 
MLH1, MLH2, MLH3, and PMS2. The Arabidopsis genome encodes orthologues of MLH1, PMS2, and a relatively distinct 
orthologue of MLH3 [83]. In animal cells, the MLH1:PMS2 pair plays a key role in the differentiation between the template and 
nascent DNA strands. Following the recognition step, the heterodimer catalyzes the excision of a stretch of the nascent strand 
DNA containing the erroneous nucleotide. The excision is terminated right after the mismatched base on the strand, and the DNA 
polymerase fills in the stretch of cleaved DNA followed by ligation of the strand by DNA ligase I [61] (Table 13.3).

A curious connection between MMR and an epigenetic pathway of the regulation of gene expression comes from 2015 
studies on the MSH1 gene [87,88]. MSH1 is a homologue of the yeast MSH1 protein which is absent in mammalian cells 
[89]. The protein is encoded in the nucleus but is localized to mitochondrial and chloroplast nucleoids and is involved in 
organelle genome stability [90]. Mutation of the MSH1 gene increases the recombination rate of repeated sequences in the 
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mitochondrial genome, causes cytoplasmic male sterility, and a number of phenotypic abnormalities in plants [89]. This 
effect seems to be universal across plant kingdom and is referred to as developmental reprogramming [91]. Curiously, the 
msh1-associated phenotype can persist for multiple generations even when gene expression is restored to a wild-type level 
[92]. Furthermore, reciprocal crosses between the dwarf sorghum line with the msh1-associated phenotype (but with the 
WT genetic background) and the WT line resulted in the F1 progeny which demonstrated an enhanced vigor as compared 
to genuine WT plants. Similar results were obtained in other plant species including tomatoes, soybean, tobacco, and Arabi-
dopsis [88,89]. A global analysis of a DNA methylation profile in msh1 plants revealed alterations in the methylation level 
at CG and non-CG positions as compared to WT plants [87]. At the same time, no differences were detected in the DNA 
sequence itself that would argue against the developmental reprogramming phenotype caused by mutations in the genome. 
Since the gene is responsive to stress conditions in somatic tissues [91,93], it can be speculated that MSH1 is a novel 
component of the environmental sensing apparatus of plants which links the detection of alterations in ambient conditions 
through plastids to epigenetic responses of the whole plant [87].

9.  DNA DOUBLE-STRAND BREAK REPAIR

An efficient repair of DSBs is of a particular importance for plant growth and development. The progression of DNA 
replication in the presence of DSBs can lead to the loss of chromosome fragments that can be detrimental in actively 

TABLE 13.3 The Major Components of the Nucleotide Excision Repair and Mismatch Repair Pathways

Pathway Protein Name Function

Nucleotide excision 
repair (NER)

Multiprotein complex involving a Xeroderma 
pigmentosum group C (XPC), Rad23 and Centrin 
2 (CEN2) proteins

Responsible for recognition of DNA lesions in plants 
during the global genome-repair pathway

DDB complex consisting of DDB1, DDB2 (XPE), 
Cullin4, RBX1 proteins

Enhances binding of XPC protein to UV-induced 
cyclobutane pyrimidine dimers in the damaged DNA

E3-ligase Targets specific E2-ubiquitin conjugating enzymes to 
the XPC protein and others

Cockayne syndrome (CS) CSA and CSB proteins In plants, the exact role of orthologues remains 
uncharacterized. In animals, the proteins help to 
remove stalled RNA polymerase complex to  
facilitate the DNA repair

TFIIH complex which contains nine subunits, 
including two helicases—XPB and XPD

Acts both as an RNA Pol II transcription factor and 
the vital component involved in the DNA repair

Transcription elongation factor II-S (TFIIS) Stimulates RNA Pol II to bypass DNA regions con-
taining specifically 8-oxoG in animal cells; in plants, 
the homologue has been identified, but the function 
remains unknown

Replication protein A (RPA) Binds to ssDNA to stabilize it after unwinding of the 
DNA helix

XPF-ERCC1 nuclease complex Catalyzes the cleavage at the 5′-end that releases the 
damaged DNA strand as a 24–32 oligonucleotide; 
the Arabidopsis genome encodes a homologue of 
the XPF gene—AtRAD1

Replicative Pol δ/ε Fill in the gap

LIGASE I Possibly involved in the rejoining of DNA strands

Mismatch repair (MMR) MutS homologue (MSH) proteins, such as  
heterodimeric protein complexes MSH2, 3, 6, 
and 7

Involved in the recognition of mismatches

MSH1 The protein is encoded in nucleus but is localized to 
the mitochondrial and chloroplast nucleoids and is 
involved in organelle genome stability
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dividing cells [94]. In addition, an incorrect repair can cause chromosome fusions leading to dicentric chromosomes and 
anaphase bridges.

There are two major pathways involved in the repair of DNA DSBs (DSB) in living cells: homologous recombina-
tion (HR) and nonhomologous end-joining (NHEJ) or illegitimate recombination. The two pathways are considered to be 
responsible for maintaining a balance of genome stability versus genetic diversity, and the NHEJ pathway significantly 
prevails over HR in vascular plants [1]. The rate of the HR-mediated DSB repair in somatic cells is quite low and is about 1 
in 103 repair events [95]. At the same time, when DSB occurs between tandem repeats, 30% of DSBs can be repaired by a 
single-strand annealing (SSA) and approximately 7%—by a synthesis-dependent strand annealing (SDSA) [96,97]. Simi-
larly, the induced DSBs significantly increase the rate of HR that is probably concomitant with an increase in the frequency 

FIGURE 13.5 A simplified scheme of the mismatch repair (MMR) pathway in plants. A mismatch or loop is recognized by an appropriate MSH 
heterodimer (s) followed by cleavage of the nascent strand catalyzed by MLH1/PMS2. This promotes the unwinding of the DNA helix and digestion of 
the nascent strand to a point beyond the mismatch lesion/loop. The gap is filled in by DNA polymerase followed by backbone ligation. Adapted from Bray 
CM, West CE. DNA repair mechanisms in plants: crucial sensors and effectors for the maintenance of genome integrity. New Phytol 2005;168(3):511–28.
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of repair through the NHEJ pathway. In addition, DNA-repair mutants, such as uvr2–1 (CPD-photolyase), atrad50, and 
atcen2 also demonstrate an increase in the rate of HR repair (Table 13.4).

9.1  Homologous Recombination

The HR pathway plays a vital role in both DSB repair in somatic cells and meiotic recombination during gametogenesis. 
The pathway includes RPA proteins and proteins in the RAD52 epistasis group, such as RAD51, RAD52, RAD54, and 
the MRN complex of RAD50, MRE11 and yeast XRS2/human NBS1. In addition, HR also requires the RAD51-like pro-
teins. The Arabidopsis genome contains seven RAD51 homologues that are divided into two ancient groups: RADα and 
RADβ subfamilies [98]. While the former subfamily includes both RAD51 and DMC1 proteins, the latter one contains the 
RAD51B, RAD51C, RAD51D, XRCC2, and XRCC3 proteins. The RAD51, DMC1, RAD51C, and XRCC3 proteins have 
a unique role in meiotic HR and are necessary for a normal fertility [99]. In addition, the RAD51, RAD51C, and XRCC3 
proteins are involved in DNA repair in somatic cells [1].

In yeast cells, Rad52 is a key protein involved in DBS repair and HR. It promotes DNA annealing and is involved in 
Rad51-mediated strand invasion. Eventually, Rad52 may participate in capturing the second DNA end followed by strand 
annealing to the D-loop and the formation of a Holliday junction [100]. The Arabidopsis genome also contains two homo-
logues of the RAD52 gene, the mutation of which causes a reduced fertility, a sensitivity to cross-linking drug mitomycin C, 
and the reduced level of intrachromosomal recombination compared to wild-type plants [101]. Similarly, null mutations of 
other components of the HR pathway, such as AtRAD51, AtRAD50, and AtMRE11 result in a sterility due to severe meiotic 
defects [102–104].

Overall, three distinct models of HR are recognized: DSB repair (DSBR), SDSA, and SSA, with all three pathways being 
active in plants [105] (Fig. 13.6). The DSBR model is best described as a part of meiotic recombination [1]. The meiotic 
recombination occurs between homologous chromosomes rather than sister chromatids to stimulate the mixing of parental 

TABLE 13.4 Proteins Involved in the DNA Double-Strand Break Repair

Pathway Protein Name Function

Homologous recombination RAD51 Required for homology search

The RAD51-like proteins: DMC1, 
RAD51B, RAD51C, RAD51D, XRCC2, and 
XRCC3

Involved in the steps of strand invasion and later on 
during the recombination

RAD52 Promotes DNA annealing and is involved on 
RAD51-mediated strand invasion

RAD54 Promotes chromatin remodeling and protein dis-
placement from dsDNA and interacts with RAD51 
protein that stimulates DNA strand exchange activ-
ity

RECQ4A helicase Plays a major role in replication fork regression

FANCM helicase Inhibits the formation of crossover recombinants dur-
ing meiosis, thus favoring non-crossover resolutions

Nonhomologous end-joining KU70 and KU80 heterodimer Protects the DNA ends from exonuclease activity

MRE11–RAD50–NBS1 (MRN) Involved in the DNA-damage repair, DNA replica-
tion, meiosis, and telomere maintenance

Poly(ADP-ribose) polymerase(PARP) Involved in DNA-damage response in Arabidopsis

XRCC1 A key protein in BER and single-strand break repair; 
acts as a scaffold for other DNA-repair proteins; 
involved in KU-independent alternative end-joining 
pathway that results in the large deletions at the joints

DNA ligase IV Is a specialized ligase that catalyzes a final step in 
the NHEJ pathway and together with its cofactor 
XRCC4 interacts with KU to seal a joint
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genomes. The process starts by the creation of DSB and the formation of a Holliday junction followed by processing of ends 
to produce long 3′-tails. The single-stranded nucleoprotein filament mediates homology search and the invasion of the homolo-
gous chromosome. An in vitro study has shown that homology search requires a single RAD51 protein. The protein is also 
vital for plant reproduction because the Arabidopsis atrad51 mutants are sterile [102]. At the same time, the mutant does not 
display any phenotypic abnormalities and is not hypersensitive to DNA-damaging agents. Additional RAD51-like proteins are 

FIGURE 13.6 The homologous recombination pathways of DNA double-strand break repair. Three different models of homologous recombina-
tion (HR) pathways are recognized in plants, including double-strand break repair (DSBR), synthesis-dependent strand annealing (SDSA), and single-
strand annealing (SSA). The former one is considered to be the most active pathway (not shown); it functions when a break occurs between the repeated 
sequences and results in the deletion of the intervening sequence. The SDSA model explains most of the recombination products observed in plants in 
the nonrepeat regions. The region copied during the recombination in this pathway remains unaltered. The DSBR model describes crossing over of chro-
mosomes during meiosis. MRN is a complex of MRE11, RAD50, and NBS1. Adapted from Waterworth WM, Drury GE, Bray CM, West CE. Repairing 
breaks in the plant genome: the importance of keeping it together. New Phytol 2011;192(4):805–22.
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also required in strand invasion steps and later on during the recombination [104]. In Arabidopsis, it has been speculated that 
the RAD51B, RAD51D, and XRCC2 proteins might interact with each other to form a protein complex that also cooperates 
with RAD51C in the HR pathway. Moreover, the RAD51B, RAD51D, and XRCC2 proteins are partially redundant because a 
triple mutant of the three genes demonstrates a higher sensitivity to bleomycin than single and double mutants [106].

The search for the homologous sequence will not be possible without alterations in the chromatin structure; therefore, 
the chromatin-remodeling enzymes and helicases assist in homology search. The invading strand may have differences in 
the sequence resulting in the occurrence of the heteroduplex DNA leading to the repair of mismatches by MMR [1]. The 
DNA synthesis is then initiated on the invaded strain by using a homologous DNA as a template. Eventually, the invad-
ing strand is ligated to the other side of DSB leading to the formation of two Holliday junctions that may undergo either a 
crossover or gene conversion to be resolved.

In the process of SDSA, a sister chromatid, the homologous chromosome, or an ectopic region of homology in the 
genome can be used as a recombination substrate. The repair mechanism is used both in meiotic and somatic cells, and 
similarly to DSBR, it is initiated by the generation of long single-stranded 3′-ends that invade a homologous stretch fol-
lowed by the DNA synthesis. Unlike the DSBR pathway, SDSA rarely involves the formation of Holliday junctions and 
crossovers. This is achieved by annealing of the newly synthesized DNA to the other side of DSB to promote break repair, 
thus avoiding the formation of joint molecules [107]. The avoidance of crossovers during SDSA eliminates the possible 
mutagenic effect of recombination that can occur between ectopic regions of homology. At the same time, the Holliday 
junction can take place in the process when the recombination occurs between sister chromatids. SDSA is the main path-
way of conservative HR repair in somatic cells in plants [108]. The involvement of SDSA over DSBR also plays a key role 
in the maintenance of genome stability. This is due to the contribution of crossovers to the DSBR process that if occurred 
in somatic cells at ectopic positions in chromosomes could potentially result in dicentric and acentric chromosomes, thus 
causing genome instability.

The SSA mechanism, in turn, can utilize tandem repeats that are arranged in a close proximity. In the genome, local dupli-
cation events as well as clustered ribosomal genes can become the preferred substrates for SSA. The DNA sequence between 
tandem repeats is removed during the recombination process, thus suggesting for an additional mechanism (NHEJ is the other 
one) that can cause DNA loss during the evolution and is mutagenic [1]. In the process of SSA following the DSB induction, 
the homologous regions are getting exposed during the resection. The partially complementary strands can directly anneal to 
each other, and the chimeric DNA-double helix can be formed. The extra 3′-overhangs can be trimmed or the single-stranded 
gaps can be filled in through the DNA synthesis. Eventually, the DNA backbone is joined together by the DNA ligase. The 
main difference between SSA and SDSA is that the latter pathway requires the strand exchange, whereas the former one does 
not. Unfortunately, no proteins have been characterized yet that are exclusively necessary for the SSA pathway. At the same 
time, the recombination process in the SDSA pathway requires homologues of the recombinase RecA, AtRAD51, AtXRCC3, 
AtRAD54, DNA helicases AtRECQ4A, and AtFANCM, as well as nucleases like AtMUS81 [108].

9.1.1  Replication-Associated HR

The HR pathway may be also involved in processing the stalled replication forks. A number of factors can cause stalling 
of the replication forks, including cross-linked DNA strands, the presence of the inhibitory modified base in the strand, 
and an increased tension of dsDNA due to supercoiling caused by an improper function or inactivation of topoisomerases 
[108]. Because the free ends of the double-stranded DNA are not available in the process, the repair cannot be done by the 
NHEJ and SSA pathways. Therefore, it is assumed that in animal cells, the pathway is more important during the S phase 
as compared to gap phases where the NHEJ and SSA pathways prevail. The repair can progress according to the two main 
scenarios: the replication bypass and the formation of one-sided DSB. In the case of the replication bypass, translational 
polymerases can synthesize the complementary strand besides the altered DNA bases. At the same time, if the DNA strand 
cannot be elongated due to a severe damage of the template strand, the second daughter strand can still be synthesized in 
the process known as “overshoot synthesis.” The process resembles the steps involved in the SDSA mechanism and relies 
on the sister duplex strand for copying the information onto the shorter daughter strand, thus avoiding the damaged part 
at the template strand [108]. In the second scenario, DSB can form when the polymerase encounters a nick on one of the 
template strands or when the replication fork stalls due to the endonuclease activity. Since there is no second end present 
on another side of the break, the NHEJ pathway cannot be engaged in the repair. Thus, the one-sided DSB is repaired using 
the homologous sequence present on the sister chromatid.

Curiously, in the studies on Arabidopsis mutants, two inhibitors of the HR pathway were revealed, RECQA and FANCM. 
The genes seem to be involved in different mechanisms of HR suppression because the double mutant demonstrated higher 
spontaneous HR frequencies compared to the single mutants [108].
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9.2  Nonhomologous End-Joining

Experiments involving a stable transformation of either somatic cells or gametes revealed that in most of the cases, the foreign 
DNA integrates randomly into the genome of higher plants without utilizing the regions of homology to the endogenous DNA. 
This and other observations have led to the conclusion that the majority of DSBs in plant cells are repaired through NHEJ 
in higher eukaryotes [1]. It is believed that there are at least two different mechanisms of NHEJ repair, such as classical and 
alternative NHEJ pathways (cNHEJ and aNHEJ, respectively) that differ in both the key players involved in the pathways and 
the final outcome of the repair process [109]. While in the cNHEJ pathway, DSB repair does not require the microhomology 
at the joints, the aNHEJ mechanism requires small homology regions. The ends in the first pathway are protected against the 
exonuclease activity by binding the KU70/80 heterodimer followed by ligation mediated by ligase IV. In addition, in yeast, if 
the ends of the damaged DNA do not carry the 5′-phosphate and 3′-hydroxyl group required for ligation, they can be processed 
by the MRE11–RAD50–XRS2 (MRX) complex [110] (Fig. 13.7). In plants, a similar complex—MRE11–RAD50–NBS1 
(MRN)—is involved in DNA-damage repair, DNA replication, meiosis, and telomere maintenance. The complex recognizes 
DSBs by its ability to bind to the ends of DNA. Following binding, the complex unwinds and initiates the processing of the 
ends. The mrnatr double mutants demonstrate the growth retardation effect caused by the accumulation of DNA lesions and 
cell death [17]. Similarly, KU-deficient mutants are hypersensitive to DNA-damaging and alkylating agents, further suggest-
ing the involvement of these genes in the DNA-repair process [111,112]. Additionally, mutants compromised in the KU70 
protein demonstrate drastic telomere deregulation leading to an increase in the telomere length as compared to WT plants.

The aNHEJ mechanism resembles the SSA-repair pathway because similarly to the last mechanism, the 3′-resection of the 
broken ends occurs by a specific exonuclease enzyme complex followed by microhomology search, trimming and ligation of 
the broken ends by DNA ligase IV. In Arabidopsis, both PARP1 and XRCC1 are involved in the aNHEJ pathway, and it seems 
that the PARP1 protein competes with KU80 for DSBs [113]. The result of NHEJ repair is almost always a genomic change 
caused by either deletions of different sizes or insertions. In addition, if more than one break is induced simultaneously, the 
potential outcome can be a rearrangement, which leads to the generation of a new sequence combination. In most cases, the 
reshuffling of the genome would be detrimental to the viability of the progeny; therefore, it will not be propagated. In rare 
occasions, however, small rearrangements of chromosomes can be inherited, thus possibly affecting the speciation [108].

FIGURE 13.7 The nonhomologous end-joining pathway of DNA double-strand break repair. In the classical nonhomologous end-joining (NHEJ) 
pathway, the recognition of free DNA ends is performed by the KU70–KU80 complex. Later, the MRN complex (contains MRE11, RAD50, and NBS1 
proteins) binds to DSB, and if the damaged ends do not carry the 5′-phosphate and 3′-hydroxyl group required for ligation, it unwinds the strands and 
initiates processing the ends. The DNA LIGASE 4–XRCC4 complex seals the phosphodiester backbone. In the absence of KU proteins, the repair can 
occur followed by microhomology search and requires the presence of either MRE11 or LIG4. Adapted from Waterworth WM, Drury GE, Bray CM, West 
CE. Repairing breaks in the plant genome: the importance of keeping it together. New Phytol 2011;192(4):805–22.
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10.  DNA REPAIR IN ORGANELLES

The maintenance of genome stability in plants also includes an efficient DNA-damage repair in chloroplasts and mito-
chondria which are the main factories of ROS in the cell. Unfortunately, the DNA-repair mechanisms in these organelles 
remain largely unexplored, although the 2014 studies provided evidence of resemblance of the HR pathway in chloro-
plasts to that observed in bacteria [114,115]. The HR repair in bacterial cells is performed by the RecA/RecBCD path-
way [116]. RecA proteins that are targeted to mitochondria and chloroplasts were described in Arabidopsis, suggesting 
that the HR pathway is also active in organelles [115,117]. In addition, such components of the BER pathway as the 
endonuclease III homologues and the AP endonuclease were also identified in Arabidopsis chloroplasts [118]. Similarly, 
the BER pathway is also active in mitochondria because the uracil DNA glycosylase associated with mitochondrial 
membranes has been characterized in the previous study [119]. At the same time, substrates for the NER pathway are 
likely to be repaired by alternative pathways since there is little evidence for the presence of this pathway’s components 
in organelles [61,119].

11.  FUTURE PERSPECTIVE

The ability of plants to maintain the genome integrity in response to external and internal cues is detrimental for both the 
survival of an individual plant and the transmission of intact genetic information to future generations. At the same time, 
due to errors in DNA-repair pathways, genetic variation can lead to the genetic diversity, the appearance of altered traits, 
which occasionally can be beneficial in the new environment. Although our understanding of DNA-repair pathways in 
plants is far from complete, it is now clear that the utilization of DNA-repair components can benefit applied studies includ-
ing those in genome editing and breeding for crop varieties with improved DNA-repair functions. In the case of genome 
editing, benefits of either the NHEJ or HR pathway are harnessed for the targeted gene disruption or insertion, respectively, 
by using designed endonucleases. Similarly, crop varieties with improved DNA-repair pathways may be more stress toler-
ant, whereas unrepaired DNA damage directly correlates with yield loss [61]. A deeper understanding of DNA-damage 
repair in organelles will also be essential for biotechnology applications since stable modifications of the organelle genome 
can be beneficial for both the improvement of photosynthesis and the avoidance of the spread of the modified genome 
through cross-pollination. Therefore, further elucidation of DNA-repair pathways in plants will be valuable for the genera-
tion of crops with improved traits.

GLOSSARY
Base excision repair DNA damage–repair process which is primarily responsible for the removal of small base lesions from the genome.
Homologous recombination repair Type of double-strand break repair in which nucleotide sequences are exchanged between two identical or very 

similar molecules of DNA during genetic recombination.
Mismatch The mutagenic incorporation of an incorrect nucleotide that can occur during replication and recombination of both native and damaged 

DNA.
Mismatch repair DNA-repair process involved in removing mismatches from the DNA structure.
Nonhomologous end-joining repair Double-strand break-repair pathway that involves simple rejoining of the broken ends of the DNA molecule 

either in the presence or absence of microhomology regions between the broken ends.
Nucleotide excision repair DNA damage–repair process which is responsible for removing bulky lesions in DNA that cause the disruption of the 

DNA helix.
Photoreactivation Repair process of UV-damaged DNA by photolyase enzymes with the utilization of the light source with the longer wavelengths.

LIST OF ACRONYMS AND ABBREVIATIONS
5′-dRP 5′-deoxyRibose-5-phosphate termini
6-4PP Pyrimidine-pyrimidone (6-4) photoproduct
8-HDF 8-hydroxy-7,8-didemethyl-5-deazariboflavin
8-oxoAde 8-oxo-7,8-dihydroadenine
8-oxoGua 8-oxo-7,8-dihydroguanine
8-oxodGuo 8-oxo-7,8-dihydro-20-deoxyadenosine
AP Apurinic/apyrimidinic
ASF1 Anti-silencing function1 gene
ATM Ataxia telangiectasia-mutated protein
ATR Ataxia telangiectasia and Rad3-related protein
BER Base excision repair
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CAF1 Chromatin assembly factor 1
CEN2 Centrin 2
Chk1 and Chk2 Checkpoint-related protein kinases
cNHEJ and aNHEJ Classical and alternative NHEJ, respectively
CPD Cyclobutane pyrimidine dimer
CSA Cockayne syndrome protein A
DDB DNA damage–binding complex
DSBR DSB repair by the HR pathway
EMS Ethyl methane sulfonate
FADH Flavin adenine dinucleotide
Fapy-Gua 2,6-diamino-4-hydroxy-5-formamidopyrimidine
FAS1 FASCIATA 1 protein
FEN1 5′-flap endonuclease
FPG Formamidopyrimidine-DNA glycosylase
GGR Global genome repair
H2AX Histone 2A isoform
HR Homologous recombination
LP Long-patch repair
MIM Hypersensitive to MMS, irradiation and MMC
MMR Mismatch repair
The MRX and MRN complexes MRE11–RAD50–XRS2 and MRE11–RAD50–NBS1 complexes, respectively.
MSH MutS Homologue
MSI1 Multicopy suppressor of IRA1
MTHF Pterin methenyltetrahydrofolate
Nbs1 Nijmegen breakage syndrome gene
NER Nucleotide excision repair
1O2 Singlet oxygen
OGG1 8-oxoG DNA glycosylase/AP lyase
%OH Hydroxyl radical
PARP Poly(ADP-ribose)polymerase
PCNA Proliferating cell nuclear antigen
Pol β DNA polymerase β
RFC Replication factor C clamp loader
ROS Reactive oxygen species
RPA Replication protein A
SDSA Synthesis-dependent strand annealing
SMC Structural maintenance of chromosome proteins
SOG1 Suppressor of gamma response 1
SP Short-patch repair
SSA Single-strand annealing
SSB Single-strand break
SWI2/SNF2 SWItch/Sucrose nonfermentable
TCR Transcription-coupled repair
TFIIH Transcription factor II H
TFIIS Transcription elongation factor II-S
UDG Uracil DNA glycosylase
UV Ultraviolet radiation
XPC Xeroderma pigmentosum group C
XRCC1 X-ray repair cross complementing protein 1
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1.  INTRODUCTION

For the survival and normal functionality of a mammalian organism, it is essential to ensure the maintenance of genomic 
integrity and the accurate transmission of genetic information between daughter cells at the cellular level. To safeguard 
the integrity and functionality of their genomes, mammalian cells utilize molecular mechanisms to separate the replication 
of DNA in S phase from the equal distribution of genetic information during M phase. Very accurate cell cycle–control 
mechanisms ensure that a cell does not reduplicate chromosomes before sister chromatid separation. Conversely, cells do 
not enter into mitosis before DNA duplication is completed. These mechanisms are orchestrated by the oscillating activities 
of cyclin-dependent kinases (CDKs), the master regulators of cell-cycle progression [1,2]. CDKs are regulated by complex 
formation with different cell-cycle phase-specific cyclins, supporting kinase activity and substrate recruitment. The activi-
ties of CDK–cyclin complexes are regulated by controlling the synthesis and degradation of cyclins throughout the cell 
cycle. CDK activities are further modulated by specific activating or inhibiting phosphorylations and interactions with spe-
cific CDK inhibitors (CKIs). Collectively, these events enable mammalian cells to orderly progress through the cell cycle, 
and hence to preserve genomic stability.

Besides faulty genome replication and/or segregation, the integrity of mammalian genomes is also threatened by spon-
taneous endogenous DNA damage or exogenously induced DNA lesions. Therefore, cells utilize a fine-tuned DNA-damage 
response (DDR) to coordinate the detection, signaling, and repair of DNA damage. The cellular DDR was initially dis-
covered in yeast, where it functions to arrest the cell cycle in order to allow DNA repair [3]. The mammalian DDR also 
couples DNA repair with cell-cycle progression and DNA replication, and possibly, when the DNA damage is beyond 
repair, in the commitment to undergo apoptosis or terminal differentiation through senescence [4–7]. Generally, the DDR 
is a kinase-based signaling network. DDR signaling plays a role in the coordination of the response to different types of 
DNA lesions, where the role of the DDR in DNA double-strand break (DSB) repair is best understood. In response to DSBs, 
as one of the earliest events in DDR signaling, the DNA-damage sensor and signal mediator complex MRE11/RAD50/
NBS1 (MRN) is recruited to the sites of DNA lesions. The recruitment of the MRN complex assists the activation of ataxia 
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telangiectasia–mutated kinase (ATM) by sequestering ATM at DSBs, which results in ATM-mediated formation of γH2AX 
in the vicinity of DNA breaks up to distances of megabases. Together MRN and γH2AX function as signal amplifiers that 
further enhance local ATM activation and recruit additional DDR mediators, effectors, and DNA-repair factors to DNA. 
In response to DNA damage, many molecular events take place involving posttranslational modifications, such as phos-
phorylation, ubiquitinylation, and others, which can help coordinate selective and regulatory protein–protein interactions 
of central DDR molecules [4–11].

By maintaining genomic integrity, the DDR is critical to prevent aging and defend against malignant transformation 
[5,12]. Therefore, it is not surprising that many commonly lost tumor-suppressor genes, including p53, p16INK4A, RB, 
BRCA1/2, and ATM, play roles in the DDR which is among the most frequently compromised pathways in human cancers 
[13–20]. Defective DNA repair can also result in striking disease phenotypes. For example, deficiency in nonhomologous 
end joining (NHEJ) results in severe combined immunodeficiency (SCID) due to impaired V(D)J immunoglobulin arrange-
ments [5]. Patients suffering from NHEJ defects are further predisposed to develop lymphoid tumors stemming from T and/
or B cells with abnormal TCR and/or V(D)J recombination [5]. As another example, mutations in ATM or components of 
the MRN complex have been linked to a broad range of clinical features including progressive ataxis, telangiectasia, mild 
immunodeficiency, and cancer predisposition [19,21–26]. Generally, DDR defects can result in cancer predisposition, 
neurological disorders, premature aging, impaired immune biology, infertility, and other syndromes [5]. Specifically, since 
genome instability is a fundamental feature of cancer [27–29], and DNA-damaging agents, such as cisplatin, doxorubicin 
(Adriamycin), and ionizing radiation (IR) are routinely used in chemotherapy regimens [30,31], the bettering of our under-
standing of DNA-damage signaling has gained an extensive interest in order to improve DNA-damaging cancer therapies 
with the aim of reducing the frequency of cancer therapy resistance [32].

Here, we provide an overview of key molecular events in the control of the mammalian cell cycle with a particular 
emphasis on cell cycle–checkpoint activation and DNA-damage repair in response to DNA damage.

2.  CELL-CYCLE PROGRESSION IN MAMMALIAN CELLS

To progress through the cell cycle in a coordinated fashion is a complex challenge for every eukaryotic cell, particularly in 
multicellular organisms with many specialized cell types. To ensure genomic integrity, a cell must be able to detect DNA 
lesions followed by signal integration to establish checkpoints which are specific for each cell-cycle stage, allowing suf-
ficient time for various types of DNA repair.

2.1  Definition of Cell-Cycle Phases

The faithful transmission of genetic information between daughter cells is performed by two central processes: DNA repli-
cation and cell division. The mammalian cell cycle can be subdivided into four different stages occurring in the following 
order: G1, S, G2, and M phases (Fig. 14.1). G1, S, and G2 are referred to as interphase, while the M phase is also known 
as mitosis. During the first gap phase (G1), the cell prepares for a new round of duplication, ensuring that sufficient build-
ing blocks and the right environment/conditions are available for a successful cell multiplication. In case conditions are 
unfavorable, the cell halts in a transient G1 arrest, activates reversible cell cycle–exit mechanisms to enter G0 (quiescence), 
or commits to a permanent cell-cycle arrest (senescence). During the S phase, DNA synthesis takes place to completely 
and accurately replicate the double-stranded DNA molecules. During the second gap phase (G2), the cell prepares for the 
mitotic division. In mitosis, divided into prophase, prometaphase, metaphase, anaphase, telophase, and cytokinesis, the cell 
divides by segregating the chromosomes into two separate daughter cells. Collectively, during cell-cycle progression, a 
mammalian cell ensures to precisely replicate (copy) its genetic information in the S phase and to proper partition (distrib-
ute) chromosomes between daughter cells in the M phase. Equally important, the cell can identify and correct DNA lesions 
that can arise spontaneously or are induced exogenously. In this regard, the cell can activate cell-cycle checkpoints to arrest 
cells in the G1, S, and G2 cell-cycle phases (Fig. 14.1).

2.2  Molecular Regulation of Cell-Cycle Progression

The coordinated progression through all four phases of the cell cycle is dependent on protein phosphorylation [33,34]. The 
serine/threonine CDKs form catalytically active heterodimer complexes with cyclins which can be regulated by CKIs, such 
as p21 (CIP1/WAF1) or p27 (KIP1) [35]. The oscillating activities of CDKs are essential to safeguard the timely duplica-
tion and segregation of the genome (Fig. 14.1). Different CDKs contribute to cell-cycle progression: CDK2, CDK4, and 
CDK6 are active in G1, CDK2—during the S phase, and CDK1—during the G2 and M phases. The transition from G1 
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to S is initiated by phosphorylations performed by CDK4/6–cyclin D and CDK2–cyclin E complexes [33,36]. In normal 
conditions, the retinoblastoma protein (pRB) is phosphorylated by CDK4/6-cyclin D in early G1 and CDK2-cyclin E in  
late G1. Fully phosphorylated pRB then releases the E2F transcription factor which enables S-phase progression [36–42].  
Progression through the S phase is subsequently coordinated by phosphorylations performed by CDK2–cyclin E and  
CDK2–cyclin A complexes. Protein phosphorylation is also crucial for the G2/M transition and in M-phase progression 
regulated by CDK1–cyclin A and CDK1–cyclin B complexes together with other mitotic kinases, such as Aurora, PLK, 
NEK, and Greatwall [43]. During the normal cell-cycle progression, the entry into mitosis is triggered by a sharp increase in 
CDK1–cyclin B activity, which requires the removal of inhibitory phosphorylations on CDK1 generated by Wee1 and Myt1 
[44]. Members of the CDC25 family of phosphatases are responsible for the removal of these inhibitory phosphorylations. 
Significantly, the activity of CDC25 is also regulated by activating and inhibitory phosphorylations. Activating phosphory-
lations are added to CDC25 by PLK1, MAPKs, and CDK1, while inhibitory phosphorylations are added to CDC25 by 
CHK1, CHK2, and MK2 (MAPK-activated protein kinase 2) in response to DNA damage [8]. In particular, the CDC25A 
phosphatase needs to be tightly regulated in the context of the G1/S and intra-S-phase checkpoints (see later).

To prevent the inappropriate cell-cycle progression, the activity of CDKs and other cell-cycle kinases has to be tightly 
regulated at the G1/S and G2/M transitions. This is mainly achieved by specific interactions with CKIs and by a direct 
phosphorylation and/or dephosphorylation of kinases and regulatory cyclin subunits. CDKs are activated by T-loop phos-
phorylation mediated by CDK7-cyclin H. CDKs can be inhibited by Myt1- and Wee1-mediated phosphorylation which can 
be removed by CDC25 phosphatases [45–47]. Furthermore, two main protein families function as CKIs: (1) the INK4 fam-
ily (composed of p15, p16, 18, and p19) inhibits CDK4/6 activity by preventing CDK4/6–cyclin D complex formation, and 
(2) the WAF proteins p21, p27, and p57 inhibit primarily CDK2–cyclin E and CDK4–cyclin D complexes. Another level 
of CDK regulation is subcellular localization. For example, the regulated translocation of CDK1–cyclin B complexes from 
the cytoplasm to the nucleus promotes mitosis [47,48]. E3 ubiquitin ligases also play key roles in cell-cycle progression. E3 

FIGURE 14.1 Regulation of the mammalian cell cycle by CDK–cyclin complexes. Different cyclin-dependent kinases (CDKs) play roles in regulat-
ing cell-cycle progression. In G1, cells can reversibly exit the cell cycle and enter into quiescence (G0) or permanently exit the cell cycle by entering into 
senescence. Alternatively, a mammalian cell can decide to commit to another cell cycle round. In this case, CDK4/6–cyclin D complexes in early G1 and 
CDK2–cyclin E complexes in late G1 phosphorylate pRB to promote the release of E2F which enables progression into the S phase. The progression 
through the S phase is promoted by phosphorylations performed by CDK2–cyclin E and CDK2–cyclin A complexes. In G2, the CDK1–cyclin A complex 
initially promotes cell-cycle progression, while in late G2, the CDK1–cyclin B complex takes over. The entry into mitosis (M) is triggered by a sharp 
increase in CDK1-cyclin B activity. Note that, if needed, mammalian cells can activate cell-cycle checkpoints in all four cell-cycle phases (indicated by red lines).
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ligases can mark their substrates by promoting the addition of polyubiquitin chains which targets the substrate for destruc-
tion by the proteasome. For example, CKIs p21 and p27 are regulated by phosphorylation-mediated degradation through 
the SCFSKP2 E3 complex, a major cell cycle–E3 ligase [49,50]. The APC/C, the second major cell cycle–E3 ligase, marks 
SKP2, cyclin A, and cyclin B for degradation to regulate CDK1 and CDK2 activities in the G1, G2, and M phases [51]. Spe-
cifically, the degradation of SKP2 counteracts the unscheduled degradation of SCFSKP2 substrates in G2, while the timely 
degradation of cyclin A and cyclin B is crucial for normal progression through G2/M and M. Upon G2/M transition, CDK2 
activity is blocked by SCFFBW7-mediated cyclin E degradation, and CDK1 activation is assisted by SCFβTrCP-mediated 
degradation of Wee1.

Intriguingly, several of these regulatory events are linked to DNA-damage signaling by proteins that preferentially bind 
to phosphorylated serine and/or threonine residues. These phospho-binding proteins function together with cell cycle–
checkpoint kinases to control cell-cycle progression [8]. In this regard, it is noteworthy that upon recovery from DNA-
damage checkpoints, the polo-like kinase 1 (PLK1), the Wip1 phosphatase and other kinases and phosphatases play key 
roles [52,53]. Wip1 can suppress the phosphorylation of key DDR factors, such as p53 and ATM [52,53], while PLK1 is 
required for CDC25 activation to initiate mitosis as well as the progression through and exit from mitosis. In response to 
DNA damage, CHK2 inhibits PLK1 by phosphorylation. Conversely, upon completion of DNA repair, PLK1 shuts off 
ATM/ATR-CHK1/2 signaling to silence the G2/M checkpoint to allow mitotic entry. Thus, PLK1 plays a role as a down-
stream target and an upstream regulator of the DDR pathway.

In summary, in the basal state, CDK–cyclin complexes are ready to promote cell-cycle progression upon removal of 
their inhibitory modifications and/or interactions. CDK activation and consequently cell-cycle progression occur when the 
inhibitory phosphates are removed by CDC25 phosphatases, and inhibitory kinases and CKIs are inactivated, destroyed, or 
sequestered away from CDK–cyclin complexes.

3.  DNA-DAMAGE SIGNALING AND REPAIR IN MAMMALS

Mammalian genomes are under constant assault from endogenous and exogenous DNA lesions [54,55] where endogenous 
DNA damage can be caused by defective/stalled DNA replication, reactive oxygen species, and other mechanisms [56]. 
DNA DSBs are believed to be the most harmful forms of DNA damage [57]. DSBs can occur accidentally during normal 
DNA metabolism [56] or after exposure to exogenous agents, such as IR or DNA-damaging chemotherapeutics during 
radio- or chemotherapy [31,58]. To counteract DNA damage, cells make use of an array of signaling and repair mecha-
nisms, involving kinases, nucleases, topoisomerases, helicases, ligases, polymerases, glycosylases, and other enzymes. 
Once DNA lesions have been detected, DDR pathways can promote different outcomes depending on the severity of DNA 
damage and the cell type. Possible outcomes include slowing down or arresting cell-cycle progression, permanent cell-
cycle arrest (senescence), or the initiation of apoptotic programs. In either case, the aim is to prevent the replication of 
damaged DNA and the inheritance of DNA damage by daughter cells.

Various factors involved in cell-cycle control, DDR signaling, and DNA-damage repair contain specific modular 
domains, including the phospho-binding BRCT and FHA modules that play important roles in regulatory protein–protein 
interactions in the DDR [8]. In this regard, the actions of protein kinases are linked to physiological events by controlling 
specific phosphorylation-dependent protein–protein interactions. In mammalian cells, the ATM-CHK2 and ATR-CHK1 
kinase cascades are the two major types of DDR kinase signaling. The ATM and ATR (ATM and Rad3-related) kinases are 
members of the phosphatidylinositol 3-kinase-related kinases (PIKKs) family of serine/threonine protein kinases [59]. The 
DNA-dependent protein kinase (DNA-PK) is another member of the PIKK family [60] regulating DSB repair together with 
ATM (see later). Noteworthy here is, although ATM is the central DDR kinase, most ATM substrates are still phosphory-
lated to a certain degree in ATM-deficient cells in response to DNA damage, suggesting that other PIKKs, such as ATR and 
DNA-PK, are also important for DDR signaling [61].

3.1  DDR Signaling

Generally, DNA-damage signaling can be subdivided into four levels (Fig. 14.2): (1) DNA-damage detection by sensors, 
such as the MRN and Ku70/Ku80 complexes, (2) the formation/recruitment of mediators, such as γH2AX and MDC1, 
(3) the activation of signal transducers, such as the ATM and ATR kinases, (4) the activation of effectors, such as p53 and 
others (see later). In response to DNA damage, different factors, such as the MRN complex, PARP1, and Ku70/Ku80 
bind rapidly to sites of DNA damage resulting in DDR activation [4–7,62]. In particular, DSBs trigger a range of signal 
transduction processes with the ATM-CHK2 pathway as a primary response, while the ATR-CHK1 pathway tends to be 
activated by exposure to ssDNA, stalled replication forks, and bulky DNA base adducts [4,5,7,61,63]. However, ATR can 
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also be involved in DSB signaling [4–7]. Specifically, ATM-mediated DSB resection and the consequent single-stranded 
DNA (ssDNA) formation also promote ATR/CHK1 signaling in S and G2 [64,65]. Thus, the ATM response to DSBs is 
very rapid and cell-cycle independent, while the ATR response is generally slower and requires CDK-dependent resection, 
hence being restricted to S and G2. The general view is that the checkpoint kinases CHK1 and CHK2 are key effectors 
of ATR and ATM signaling. CHK2 is activated by ATM in a cell cycle–independent manner, while CHK1 is activated by 
ATR following ATM and MRN-mediated resection of DSBs in a cell cycle–dependent fashion. As a third main regulator of 
DNA damage–checkpoint activation, the p38MAPK/MK2 pathway can function downstream of ATM and ATR in response 
to DNA damage [66,67]. Here, we provide an overview of the key sensors, mediators, transducers, and effectors in mam-
malian DNA-damage signaling (Fig. 14.2).

The MRN complex functions as the initial DSB sensor tethering the broken DNA ends together [24–26]. The interac-
tion between NBS1 and ATM [8] results in the initial sequestering of ATM to DSB sites [24–26]. Once activated by auto-
phosphorylation [68], ATM phosphorylates many different substrates involved in DDR signaling [19,61]. On the one hand, 
the activated ATM phosphorylates the MRN component NBS1 to create a positive-feedback loop maintaining/amplifying 
ATM activity [61]. On the other hand, the ATM-mediated phosphorylation of the H2AX histone results in the formation of 
γH2AX which consequently accumulates in the vicinity of DSBs. The formation of γH2AX foci initiates the recruitment 
of other DDR factors to sites of DNA lesions. γH2AX formation is normally ATM dependent but can also be mediated 
by DNA-PK or ATR [61]. Note that in addition to phosphorylation, other posttranslational modifications, such as ubiq-
uitylation and methylation are also involved in the early steps of DDR signaling [4–11]. In a nutshell, γH2AX formation 
recruits MDC1. MDC1 in turn interacts with MRN and ATM to tether MRN and ATM at DSBs, and also recruits the RNF8 
(RING finger 8) and RNF168 E3 ligases which ubiquitylate H2A in the DSB vicinity. H2A ubiquitylation then influences 
the methylation status of other histones which can promote 53BP1 recruitment to DSBs, thereby influencing the choice of 
DSB repair (see later). Note that additional factors can be sequestered at DSBs in a cell cycle–dependent manner, including 
BRCA1 and other protein complexes [69]. However, since the phosphorylations mediated by the activated ATM are crucial 
for DDR signaling, we focus here on discussing key substrates of ATM in the DDR [61].

ATM-mediated γH2AX formation serves as a platform for the recruitment of DDR factors and as an amplifier of the 
initial signal. However, γH2AX deficiency has only subtle effects on cell-cycle checkpoints and DNA repair, indicating 
that γH2AX may only regulate repair and signaling of a portion of DSBs [61]. In addition, in mammalian cells, γH2AX-
foci preferentially form in euchromatin, being mostly excluded from densely packed heterochromatin [70], suggesting that 
DNA lesions in heterochromatin are signaled by γH2AX-independent mechanisms.

FIGURE 14.2 Main steps of DNA damage–response signaling. DNA-damage signaling can be subdivided into four levels: the detection of DNA 
damage (eg, DSBs) by DNA-damage sensors (eg, MRN and Ku70/Ku80 complexes), the formation/recruitment of signal mediators (eg, γH2AX and 
MDC1), the activation of signal transducers (eg, ATM and ATR kinases which are mainly activated by DNA breaks), and the activation of effectors (eg, 
p53 and others). Note that signal mediators can facilitate the amplification of the initial DNA-damage signal. Signal transducers can also act in positive-
feedback loops by promoting the activation/recruitment of DNA-damage sensors and signal mediators, resulting in a further amplification of the initial 
DNA-damage signal. For a more complete overview of these DNA damage–signaling steps, please refer to the main text.
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The transcription factor p53 is a major effector of ATM signaling [36,61,71] mediating a G1 cell–cycle arrest mainly 
through the transcriptional upregulation of p21 [72]. Alternatively, if the DNA damage is too extensive, p53 triggers cell 
death through intrinsic and extrinsic pathways [73,74]. Generally, p53 as a downstream effector of ATM signaling acts as a 
major DNA damage–checkpoint regulator (see Chapter 15).

ATM also phosphorylates the checkpoint regulator CHK2. Once activated by ATM, CHK2 acts as an effector kinase by 
phosphorylating numerous downstream targets, including CDC25, p53, and BRCA1 [75]. Of note, ATM-mediated phos-
phorylation of CHK2 is followed by additional autophosphorylation events which are required for the full activation of 
CHK2 (summarized in [8]). In general, CHK2 is a key effector downstream of ATM signaling in the DDR.

ATM also phosphorylates the KAP1 (Krüppel-associated box (KRAB)-associated protein 1) [76] which allows the 
transient and localized relaxation of heterochromatin without affecting epigenetic marks in the vicinity of DSB [77–80]. 
Specifically, ATM-dependent KAP1 phosphorylation is essential for DSB repair within heterochromatin regions. This func-
tion is important since the connection between chromatin architecture and DNA-damage signaling can modulate the choice 
between different DNA-repair pathways (see later).

ATM further phosphorylates the structural maintenance of chromosomes 1 protein (SMC1) known to function in com-
plex with SMC3 in sister chromatid cohesion and DNA recombination. This phosphorylation of SMC1 by ATM can play a 
role in the intra-S-phase checkpoint, hence being required for genomic stability and consequently cell survival in response 
to DNA damage [81–83].

Note that ATM also phosphorylates factors involved in the repair of DSBs, including CtIP, BRCA1, and RAD51 [61] 
which can influence DSB-repair pathway choice (see later). In this regard, it is most likely that in response to DNA damage, 
the ATM/ATR kinases may phosphorylate more than 700 different substrates in mammalian cells [84]. This underscores 
the central importance of ATM in the DDR, while highlighting the challenges that lie ahead to functionally decipher the 
importance of ATM- and/or ATR-mediated phosphorylation events. Last, but not least, one should also note that defective 
ATM activation is quantitative, not absolute, in MRN mutant cells [22,61,82,85,86], and MRN-mediated ATM activation 
can be dispensable for p53 and CHK2 phosphorylation [23,87]. This suggests, on the one hand, that ATM can be activated 
through different signaling routes, while, on the other hand, not all known ATM substrates may represent suitable readouts 
for ATM activity in certain settings.

3.2  DNA-Damage Repair

Tens of thousands of DNA-damaging events take place in every cell on a daily basis [54–56]. Thus, DNA lesions are recog-
nized and processed by highly specialized DNA-repair systems to ensure a quick and accurate removal of DNA damage [4–7]. 
These systems are crucial since the persistence of DNA mutations can result in the altered gene functions potentially causing 
cancer development, tissue degeneration, and other human diseases [5,88]. Specifically, the defective DNA repair can lead 
to elevated mutation rates, which when occurring in tumor-suppressor genes or proto-oncogenes can cause cancer develop-
ment, as, for example, is the case in mismatch repair (MMR) defects [89–92]. Defects in HRR can also predispose patients 
to cancer considering the data of heterozygous carriers with mutations in BRCA1/2, two HRR components that function as 
tumor-suppressor proteins [14]. In addition, human diseases can derive from deficiencies in DSB-repair pathways, exhibiting 
premature aging, cancer predisposition, and defects in neurobiology, immunology, and development [5,88,93–98].

Since DSBs represent very dangerous DNA lesions that will cause an uneven division of the genome during the M 
phase when not dealt with prior to mitotic entry, we focus our overview of DNA damage–repair mechanisms on DSB-repair 
pathways in the context of cell-cycle dependencies. Nonetheless, we also summarize other DNA-repair mechanisms, such 
as nucleotide excision repair (NER), base excision repair (BER), and MMR which are defined in more detail elsewhere 
[99]. Interstrand crosslink (ICL) repair is not discussed since it is primarily performed by a combination of NER, HRR, and 
other repair pathways.

3.2.1  Nucleotide Excision Repair

NER mainly fixes “bulky” DNA alterations including ultraviolet light (UV)-induced photoproducts, base adducts created 
by genotoxic agents, such as cisplatin, reactive oxygen species (ROS)-induced base modifications, and others [99]. NER 
occurs in four main steps: (1) DNA-damage recognition, (2) incision on both sides of the DNA lesion and removal of the 
damaged DNA fragment, (3) gap-filling DNA synthesis, and (4) ligation of open DNA ends. About 30 proteins function in 
the NER pathway, and defects in NER components are linked to human diseases, such as xeroderma pigmentosum, Cock-
ayne syndrome, and others [99]. Generally, the NER pathway can be subdivided into two processes: (1) the global genome 
NER (GG-NER) functioning in a cell cycle–independent manner to remove UV-induced photoproducts and other “bulky” 
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lesions, and (2) transcription-coupled NER (TC-NER) recognizing RNA polymerase stalled at “bulky” DNA lesions. GG-
NER and TC-NER differ at the step of DNA recognition damage and share the remaining DNA-repair machinery [99].

3.2.2  Base Excision Repair

BER fixes nonbulky DNA base damage, abasic sites, and DNA single-strand breaks (SSBs) throughout all stages of the cell 
cycle [99]. BER occurs in five major steps: (1) recognition and excision of a damaged base, (2) incision at the abasic site, 
(3) replacement of the excised DNA nucleotide, (4) processing of DNA ends, and (5) sealing of the DNA nick. DNA gly-
cosylases are responsible for the recognition and hydrolysis of DNA lesions followed by DNA polymerase β and XRCC1-
ligase III-mediated nucleotide replacement and DNA nick sealing [99]. SSBs are detected by PARP1 which catalyzes the 
formation of poly-ADP-ribose (PAR) chains on itself and other proteins to facilitate the recruitment of specialized BER 
enzymes and DNA-repair factors, such as XRCC1, DNA polymerase β,Ligases I and III [99].

3.2.3  Mismatch Repair

MMR is responsible for the recognition and repair of base–base matches and insertion–deletion loops (IDLs) which are 
caused by faulty DNA replication and homologous recombination [99,100]. To preserve genome integrity, MMR must take 
place selectively on the newly synthesized DNA strand containing the error. MSH2-containing complexes recognize DNA 
lesions followed by the recruitment of MLH1/3 and PMS1/2 complexes, and then the endonucleases PMS2 and MLH3 
make an incision at the site of the DNA lesion. Upon the marking of the appropriate strand by incision, the exonuclease 
Exo1 generates a multi-nucleotide gap which is filled and ligated by DNA polymerase δ and Ligase I [99,100]. Signifi-
cantly, MMR increases DNA replication fidelity by about 100-fold.

3.2.4  DSB Repair

DSBs are severe lesions that can result in the acquisition of disease-promoting properties or premature cell death when not 
repaired properly [5,30,31,88]. To minimize the impact of DSBs, mammalian cells utilize different DSB-repair pathways 
[69,99]. The two major pathways are: more error-prone but fast DNA nonhomologous end joining (NHEJ) and error-free 
but slow HRR. Depending on the origin of DSBs, mammalian cells use different DSB-repair mechanisms. DSBs can arise 
during programmed DNA recombination (eg, V(D)J and class switch recombination upon immunoglobulin production) or 
accidental DNA breakage upon the arrest or stalling of DNA replication and exposure to DNA-damaging agents, such as 
IR or topoisomerase poisons. These events cause DSBs of a distinctive nature which are recognized and processed differ-
ently [69]. The regulated resection of DSBs represents a key step in the choice between NHEJ and HRR [11,101] where the 
accumulation of 53BP1 at DSBs can block the resection and consequently RAD51 loading, hence influencing DSB-repair 
pathway choice [11,102]. Thus, 53BP1 generally promotes NHEJ and restricts HRR. Specifically, 53BP1 recruitment of 
RIF1 promotes NHEJ, while by excluding 53BP1 from DSB sites, BRCA1 can promote HRR [103–109].

Mostly, NHEJ occurs independently of ATM signaling, and ATM signaling takes place independently of the NHEJ 
machinery. DNA-PK signaling is essential for NHEJ, and ATM signaling is essential for HRR. Note that in mammalian 
cells, about 80% of radiation-induced DSBs are repaired quickly, while 20% of DSBs are repaired slowly [110,111]. Con-
sidering further that ATM is required for the slow repair of DSBs [111], the majority of DSBs are repaired by NHEJ. Actu-
ally, NHEJ is recognized as the predominant DSB-repair pathway in G1 and G2 [69,112]. In G1 and G2, NHEJ promotes 
a fast DSB repair, while in G2, but not G1, a slow process occurs by HRR. In the current DSB-repair model, NHEJ makes 
the first attempt to repair DSBs, but when a rapid repair does not ensue, resection occurs, thereby committing to HRR as a 
slow process [69,113]. In this context, one should also note that the chromatin status is very likely to influence the choice 
of DSB repair since euchromatin is more accessible than highly compacted heterochromatin [69]. Therefore, ATM also 
regulates factors such as KAP1 to promote the repair of DSBs located in heterochromatin (see earlier). Not surprisingly, 
other regulators of chromatin assembly influence the efficiency of DSB detection and repair as well [69,114].

Generally, major determinants of DSB-repair pathway choice are the extent of DNA end processing and cell-cycle posi-
tion. The chromatin structure also contributes to this choice, with studies since 2000 suggesting that HRR is predominantly 
used for DSB repair in the areas of heterochromatin [111–113]. Initially, the MRN and Ku70/Ku80 complexes recognize 
DSBs, but they trigger different repair mechanisms (see later).

3.2.4.1  Classical Nonhomologous End-Joining Repair

NHEJ functions throughout the cell cycle as a predominant DSB-repair mechanism in mammalian cells [69,115–117]. 
NHEJ occurs via three main steps: (1) DSB recognition, (2) processing of nonligatable DNA termini, and (3) joining of 
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two suitable DSBs. Noteworthy here, NHEJ can also directly religate the broken DNA ends and does not require DNA end 
resection for repair initiation. Classical NHEJ (c-NHEJ) is mediated by the Ku70/Ku80 heterodimer which binds to DSBs 
within seconds and dictates NHEJ pathway choice [118]. This binding protects DSB from degradation and recruits DNA-
PK [60] whose autophosphorylation is essential for c-NHEJ (summarized in [69]). After DSB end-processing, Ligase IV 
functions as an NHEJ-specific ligase supported by XRCC4 and XLF [69].

3.2.4.2  Homologous Recombination Repair

HRR is dependent on the availability of an undamaged DNA template to restore sequence information accurately; hence, 
HRR only functions in late S and G2 phases when a sister chromatid is available. HRR requires DNA end resection of the 
DNA break to initiate repair. HRR occurs via six different steps [69]: (1) generation of 3′ ssDNA—also known as 5′-3′ 
resection, (2) RPA coating of ssDNA, (3) BRCA2-assisted displacement of RPA by RAD51 to form RAD51 filaments, (4) 
strand invasion resulting in heteroduplex and Holliday junction formation, (5) branch migration, and (6) resolution. Current 
evidence suggests that resection (ssDNA generation) involves two steps, with CtIP and MRE11 functioning as initiators 
and other exonucleases performing the elongation [69,101]. The MRN/CtIP complex is not only important for the initia-
tion of resection [101] but also represents the event that commits to HRR [113,119]. Noteworthy being, CDK-mediated 
phosphorylation of CtIP promotes DSB resection in a cell cycle–dependent manner [120], and BRCA2 phosphorylation 
by CDK inhibits the BRCA2/RAD51 interaction [121], suggesting that CDK activity can regulate different steps of HRR. 
CtIP function is also regulated by ATM phosphorylation [122], with CtIP-dependent DNA resection selectively promoting 
HRR while suppressing NHEJ [123].

3.2.4.3  Alternative DSB-Repair Mechanisms

Two other DSB-repair pathways are microhomology-mediated end joining (MMEJ) and single-strand annealing (SSA). 
Both processes require DNA end resection for repair initiation [69,99].

MMEJ can be dependent on c-NHEJ and alternative NHEJ (alt-NHEJ). MMEJ uses short homologous sequences 
(microhomologies) to align the broken ends prior to ligation. Alt-NHEJ does not utilize c-NHEJ factors, such as Ku70/
Ku80 and Ligase IV, but rather utilizes PARP1, XRCC1, Ligase I/III, and potentially the MRN complex [69]. Sometimes 
alt-NHEJ and MMEJ are used mistakenly as synonyms [69]. However, alt-NHEJ most likely represents only one variant 
of different MMEJ processes [69], likely as a back-up mechanism for c-NHEJ since alt-NHEJ does not seem to be active 
unless c-NHEJ is defective [99]. In general, alt-NHEJ is more error-prone than c-NHEJ [99]. Nonetheless, a better under-
standing of the alt-NHEJ-repair pathway is likely to further improve our treatment options of cancers since the inhibition 
of the alt-NHEJ pathway selectively sensitizes leukemia cells to cytotoxic agents [124].

SSA repair can take place when the DSB is flanked by repetitive homologous nucleotide repeats on both sides [99]. This 
allows the resected DSB ends to anneal with each other instead of invading a homologous DNA sequence elsewhere, as it 
occurs in HRR. Thus, in contrast to HRR, SSA repair does not involve strand invasion and does not require sister chromatid 
exchange. Consequently, SSA repair functions independently of RAD51, while being facilitated by RPA and other HHR 
factors [99]. Overall, in contrast to HRR, SSA repair results in the deletion of DNA sequence and is therefore error prone.

4.  CHECKPOINT CONTROL: DNA-DAMAGE SIGNALING AND  
THE MAMMALIAN CELL CYCLE

Healthy mammalian cells respond to DNA lesions by activating DNA-damage checkpoints which delay cell-cycle progression 
while promoting DNA-repair mechanisms [45,125,126]. Cell cycle–checkpoints function as regulators of the cell-cycle 
machinery in response to DNA damage and act as a guard against the propagation of damaged DNA [127]. Considering 
the importance of the cellular response to DSBs, the most toxic DNA lesions [57], we focus here on defining DNA dam-
age–checkpoint signaling in response to DSBs [128].

Three different and major cell cycle–checkpoints function in the DDR: the G1/S, intra-S phase, and G2/M DNA-damage 
checkpoints (Fig. 14.3). These checkpoints are primarily controlled by the signal transduction pathways that coordinate 
DSB recognition and repair, namely the ATM/ATR kinases. In response to DSBs, ATM and ATR initiate phosphorylation 
cascades that result in cell-cycle arrest at DNA-damage checkpoints where many DNA-damage checkpoints are mediated 
by the activation of the p53 tumor-suppressor protein [33,125,129]. Generally, DNA-damage checkpoints can be subdivided 
into initiation, maintenance, and recovery phases. In particular, following DNA damage, the initiation and maintenance of 
DNA-damage checkpoints is tightly regulated by ATM/ATR-mediated signaling (Fig. 14.3). Of course, checkpoint release 
and cell-cycle reentry following DNA repair must also be coordinated accordingly [52,125].
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Here, we focus on summarizing the importance of ATM-CHK2 and ATR-CHK1 signaling in DNA-damage checkpoints. 
In this regard, one should note that the p38/MK2 pathway can complement the well-established ATM and ATR signaling 
nodes by converging on the regulation of CDC25 in the DNA-damage checkpoints [67,130,131]. Moreover, it is noteworthy 
that in response to DSBs, the efficiency of CDK1 activation as a part of DNA-damage checkpoints appears to be cell-cycle 
dependent since the DSB response is less efficient in G1 than in S/G2 [122].

4.1  The G1/S Cell–Cycle Checkpoint

The G1/S checkpoint is activated by very low numbers of DSBs, possibly one DSB being sufficient for the activation [132]. 
Two different processes primarily contribute to the activation of the G1/S checkpoint in response to DNA damage [75,126].

The first widely studied process involves the ATM–p53–p21 signaling axis [126,133]. Since this process requires 
the p53-dependent transcription of the CDKI p21, the entry into the S phase is only inhibited several hours after DNA 
damage has occurred [132]. The first G1/S checkpoint is mainly mediated by ATM, which results in the phosphoryla-
tion and activation of the p53 transcriptional activity. Consequently, the CKI p21 is upregulated in a p53-dependent 

FIGURE 14.3 The main molecular players in DNA-damage cell-cycle checkpoints. In response to DNA damage, mammalian cells can activate 
three major DNA-damage checkpoints: G1/S, intra-S-phase, and G2/M checkpoints. DSBs trigger ATM-CHK2 kinase signaling which can block G1/S 
progression by promoting the p53–p21 axis and by inhibiting CDC25. The activated ATR-CHK1 kinase signaling can inhibit CDC25 as a part of the 
intra-S-phase checkpoint. ATM/ATR-CHK1/2 signaling can further halt cells at the G2/M checkpoint through different signaling routes as indicated. For 
a more complete summary of the functions of these key molecular players, please refer to the main text.
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manner which causes the p21-dependent inhibition of G1 and early S-phase CDK–cyclin complexes, finally resulting 
in the accumulation of hypo-phosphorylated pRB which can sequester E2F and consequently block S-phase initiation/
progression [33,39].

In contrast, the second G1/S checkpoint does not fully prevent S-phase entry. Similar to the G2/M checkpoint (see later), 
it involves ATM/ATR activation of CHK1/2 which can result in CDK2 inhibition [132]. In this regard, the CDC25A phos-
phatase following phosphorylation by different kinases can be targeted for ubiquitin-mediated degradation by the SCFβTrCP 
E3 ligase in G1 (summarized in [8]).

In general, the limitation of the G1/S checkpoint is a slow and incomplete block of entry into the S phase since this 
cell-cycle arrest is mainly transcription dependent [132]. Consequently, some cells can escape from G1 to S phase with 
unrepaired DSBs, which can cause chromosome breakage in G2 [132].

4.2  The Intra-S-Phase Cell–Cycle Checkpoint

The intra-S-phase checkpoint is important to prevent the progression of DNA replication in the presence of DSBs [134]. 
In particular, the execution of CDK1-dependent events can be detrimental when the intra-S-phase checkpoint is not func-
tional since the incompletely replicated chromosomes might be missegregated in mitosis. Therefore, similar to the G1/2 
checkpoint, the intra-S-phase checkpoint can be divided into two distinct processes, involving, on the one hand, the arrest 
of ongoing replication fork progression, and on the other hand, the inhibition of late firing replication origins. More spe-
cifically, in the S phase, radiation-induced DNA damage slows down DNA synthesis by two ATM-dependent pathways: 
ATM-NBS1-SMC1 and ATM-CHK2-CDC25A signaling [33,135], with the latter pathway negatively regulating DNA rep-
lication by preventing loading of the replication factor CDC45 onto replication origins [136]. ATR-CHK1 signaling also 
prevents new replication origins from firing during the S phase [63]. Moreover, as part of the intra-S-phase checkpoint, the 
phosphorylation of CDC25A by CHK1 results in the rapid SCFβTRCP-mediated proteasomal degradation of CDC25A which 
blocks the removal of inhibitory phosphorylations on CDKs [137–139].

4.3  The G2/M Cell–Cycle Checkpoint

The G2/M checkpoint has a defined threshold of sensitivity since it is estimated that at least 10 to 15 DSBs are required for 
the efficient checkpoint activation and maintenance [45,69]. Therefore, the G2/M checkpoint is considered inefficient to 
maintain genomic stability upon deregulation of the G1/S checkpoint [45].

In healthy cells, the activation of the G2/M checkpoint in response to DNA damage prevents the entry of cells into mito-
sis, thereby blocking the propagation of damaged DNA to daughter cells. The activation of the G2/M checkpoint involves 
the activation of CHK1/2 by ATM/ATR-mediated phosphorylation. The activated CHK1/2 phosphorylates CDC25 causing 
CDC25 inhibition by the cytoplasmic sequestration of CDC25. Consequently, CDK1 remains inactive by sustained inhibi-
tory phosphorylation by Wee1, resulting in the rapid inhibition of entry into mitosis [125,137,140]. At first, ATM functions 
as the initiator of the G2/M checkpoint, but a delayed ATR response contributes to a sustained G2/M checkpoint response. 
Specifically, upon initiation of the G2/M checkpoint by DNA damage, the DNA end resection results in a switch from ATM 
dependency to ATR dependency for checkpoint control [48].

Another layer of control for the maintenance of the G2/M checkpoint is the p53 pathway [141] (see Chapter 15). 
Through transcriptional induction of p21, p53 can indirectly suppress CDK activity, which in turn enables the activa-
tion of the pRB tumor-suppressor pathway [33]. The activated pRB reduces the activity of E2F, thereby decreasing 
the pro-proliferative expression of E2F target genes, such as the APC/C inhibitor Emi1. This promotes the premature 
activation of APC/C in G2, resulting in the degradation of cyclins A and B and further supporting a G2/M cell–cycle 
arrest [142].

In summary, in response to DNA damage, mammalian cells can arrest at the G2/M checkpoint due to the inhibition and/
or degradation of CDK1 activators, such as CDC25 and cyclin B combined with the activation of CDK1 inhibitors, such as 
Wee1. Note that, upon completion of DNA repair, PLK1 is activated, resulting in the phosphorylation-dependent degrada-
tion of Wee1 and the activation of CDC25 by nuclear accumulation.

4.4  DNA-Damage Checkpoints and Disease

DNA-damage checkpoints play important roles in diseases including cancer and aging [143]. They influence basic mecha-
nisms of somatic and stem cell physiology, such as renewal, maintenance, and differentiation, but they also help prevent the 
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development of cancer. Specifically, in mammals, at a young age, DNA-damage checkpoints can help to extend lifespan 
by promoting cancer resistance, while during aging, DNA-damage checkpoints may limit tissue integrity. On the one hand, 
DNA-damage checkpoints influence the self-renewal, maintenance, and quiescence of somatic mammalian stem cells, with 
a decreased responsiveness of ATM-p53-dependent checkpoints during aging [143]. On the other hand, the constant acti-
vation of DNA-damage checkpoints in the context of increased DNA damage can promote cellular transformation [143]. 
Likewise, defects in DNA-damage checkpoints can promote tumor progression by abrogating apoptotic and/or senescence 
programs, as is the case in patients suffering from ataxia telangectasia or Li–Fraumeni syndromes [19,144]. However, 
although the DDR and DNA damage–associated oncogene-induced senescence are activated in precancerous lesions, their 
activation in advanced cancers is rarely observed, indicating that malignant cancer cells find ways to bypass DNA-damage 
checkpoints and senescence [145].

In summary, DNA-damage checkpoints are certainly beneficial at a young age. However, their aging-associated decline 
associated with the accumulation of DNA damage in tissues has the potential to turn protective responses into damaging 
responses, possibly resulting in tissue dysfunction and selection of malignant cancer cells.

5.  CONCLUSION

Taken together, mammalian cells rely on diverse signal transduction mechanisms to safeguard their genomic integrity. 
On the one hand, the accurate copying of genetic information in the S phase must be coupled with the precise and equal 
distribution of chromosomes between daughter cells in mitosis. On the other hand, mechanisms must be in place to detect 
and repair a broad range of DNA lesions that occur on a regular basis. Therefore, mammalian cells utilize DNA lesion–
specific DNA damage–repair pathways to remove unwanted alterations of genetic information. Significantly, the repair of 
DNA lesions is synchronized with cell-cycle progression by the DDR. In response to DNA damage, a mammalian cell can 
respond with a transient cell-cycle arrest to allow the repair of DNA damage, or commit to a permanent cell-cycle arrest 
in the form of senescence, or initiate apoptosis in case the DNA damage is beyond repair. Generally, the DDR protects 
mammalian cells against the accumulation of DNA lesions which if not removed can cause human diseases including can-
cer, premature aging, and others. Thus, future research into bettering our understanding of DNA-damage checkpoints and 
DNA-repair mechanisms in health and disease is very likely to significantly expand our diagnosis, prediction, and treatment 
options in diverse human diseases.

GLOSSARY
Apoptosis The process of programmed cell death.
Ataxia telangiectasia A rare inherited disorder affecting the nervous system, immune system, and other body systems. Ataxia refers to a poor 

coordination and telangiectasia to small dilated blood vessels, two hallmarks of the disease.
Cell-cycle checkpoint Specific control mechanisms in eukaryotic cells ensuring a proper cell-cycle progression.
Cellular senescence An irreversible G1 cell–cycle arrest in which cells are refractory to growth factor stimulation.
Cytokinesis The separation of daughter cells by cytoplasmic division at the end of mitosis.
Cytotoxic Any process or agent that kills cells.
DNA damage–induced cell-cycle checkpoints (aka DNA-damage checkpoints) Cell-cycle checkpoints that are specifically activated upon the 

detection of DNA lesions.
DNA-damage response A complex network of cellular pathways responsible for the detection, signaling and repair of DNA lesions.
E3 ubiquitin ligase An enzyme that catalyzes the transfer of ubiquitin from the E2 ubiquitin–conjugating enzyme to specific protein substrates.
Endogenous DNA lesion A type of DNA damage that is a consequence of endogenous cellular processes.
Exogenous DNA lesion A type of DNA damage that is caused by exogenous genotoxic agents.
Genomic instability (aka genetic or genome instability) Defined as a high frequency of mutations within the genome where mutations can 

include changes in nucleic acid sequences, chromosomal rearrangements, and/or aneuploidy.
Genotoxic Damaging effects on a cell’s genetic material.
Heterochromatin The tightly packed forms of DNA that play roles in the regulation of gene expression.
Li–Fraumeni syndrome A rare cancer predisposition hereditary syndrome associated with p53 mutations.
Malignant transformation The process by which cells acquire the properties of cancer.
Permanent cell-cycle arrest An irreversible exit from cell-cycle progression.
Quiescence The state of a cell when it is not dividing as a consequence of a reversible cell-cycle exit.
Transient cell-cycle arrest A fully reversible exit from cell-cycle progression.
Ubiquitin-mediated degradation E3 ubiquitin ligase–mediated marking of substrates by polyubiquitin chains, which targets substrates for destruc-

tion by the proteasome.
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LIST OF ACRONYMS AND ABBREVIATIONS
ATM Ataxia telangiectasia mutated
ATR ATM and Rad3 related
BER Base excision repair
CDK Cyclin-dependent kinase
CHK1 Checkpoint kinase 1
CHK2 Checkpoint kinase 2
CKI CDK inhibitor
DDR DNA-damage response
DNA-PK DNA-dependent protein kinase
DSB DNA double-strand break
γH2AX H2AX phosphorylated on Ser139
HRR Homologous recombination repair
IR Ionizing radiation
MK2 MAPK-activated protein kinase 2
MMEJ Microhomology-mediated end joining
MMR Mismatch repair
MRN MRE11/RAD50/NBS1 complex
NER Nucleotide excision repair
NHEJ Nonhomologous end joining
PIKK Phosphatidylinositol 3-kinase–related kinase
PLK1 Polo-like kinase 1
pRB Retinoblastoma protein
SCF SKP1, Cullin1, F-box protein–containing E3 ligase complex
SSA Single-strand annealing
SSB DNA single-strand break
ssDNA Single-stranded DNA
UV Ultraviolet

ACKNOWLEDGMENTS
We apologize to all authors whose work we could not cite due to space limitations. We are very grateful to Joanna Lisztwan, Ahmad Sharif, and 
Nirmal Perera for their critical review of the manuscript, and also thank all members of the Hergovich laboratory for helpful discussions. The 
work of the Hergovich laboratory is supported by a Wellcome Trust grant (090090/Z/09/Z), a Cancer Research UK Centre Development Fund, 
and the National Institute for Health Research University College London Hospitals Biomedical Research Centre.

Authors’ Contributions
Valenti Gomez and Alexander Hergovich researched the literature and wrote the manuscript together. Valenti Gomez created all figures. All 

authors read and approved the final manuscript.

REFERENCES
 [1]  Hochegger H, Takeda S, Hunt T. Cyclin-dependent kinases and cell-cycle transitions: does one fit all? Nat Rev Mol Cell Biol 2008;9(11):910–6.
 [2]  Malumbres M, Harlow E, Hunt T, Hunter T, Lahti JM, Manning G, et al. Cyclin-dependent kinases: a family portrait. Nat Cell Biol 2009;11(11):1275–6.
 [3]  Weinert T, Hartwell L. Control of G2 delay by the rad9 gene of Saccharomyces cerevisiae. J Cell Sci Suppl 1989;12:145–8.
 [4]  Ciccia A, Elledge SJ. The DNA damage response: making it safe to play with knives. Mol Cell 2010;40(2):179–204.
 [5]  Jackson SP, Bartek J. The DNA-damage response in human biology and disease. Nature 2009;461(7267):1071–8.
 [6]  Panier S, Durocher D. Regulatory ubiquitylation in response to DNA double-strand breaks. DNA Repair (Amst) 2009;8(4):436–43.
 [7]  Thompson LH. Recognition, signaling, and repair of DNA double-strand breaks produced by ionizing radiation in mammalian cells: the molecular 

choreography. Mutat Res 2012;751(2):158–246.
 [8]  Reinhardt HC, Yaffe MB. Phospho-Ser/Thr-binding domains: navigating the cell cycle and DNA damage response. Nat Rev Mol Cell Biol 

2013;14(9):563–80.
 [9]  Bergink S, Jentsch S. Principles of ubiquitin and SUMO modifications in DNA repair. Nature 2009;458(7237):461–7.
 [10]  Jackson SP, Durocher D. Regulation of DNA damage responses by ubiquitin and SUMO. Mol Cell 2013;49(5):795–807.
 [11]  Panier S, Durocher D. Push back to respond better: regulatory inhibition of the DNA double-strand break response. Nat Rev Mol Cell Biol 

2013;14(10):661–72.
 [12]  Bartek J, Bartkova J, Lukas J. DNA damage signalling guards against activated oncogenes and tumour progression. Oncogene 2007;26(56):7773–9.
 [13]  Bartkova J, Horejsi Z, Koed K, Kramer A, Tort F, Zieger K, et al. DNA damage response as a candidate anti-cancer barrier in early human tumori-

genesis. Nature 2005;434(7035):864–70.



Mammalian DNA-Damage Cell-Cycle Signaling Chapter | 14 239

 [14]  Fackenthal JD, Olopade OI. Breast cancer risk associated with BRCA1 and BRCA2 in diverse populations. Nat Rev Cancer 2007;7(12):937–48.
 [15]  Frebourg T, Friend SH. Cancer risks from germline p53 mutations. J Clin Invest 1992;90(5):1637–41.
 [16]  Lavin MF, Shiloh Y. The genetic defect in ataxia-telangiectasia. Annu Rev Immunol 1997;15:177–202.
 [17]  Nevanlinna H, Bartek J. The CHEK2 gene and inherited breast cancer susceptibility. Oncogene 2006;25(43):5912–9.
 [18]  O’Driscoll M, Ruiz-Perez VL, Woods CG, Jeggo PA, Goodship JA. A splicing mutation affecting expression of ataxia-telangiectasia and Rad3-

related protein (ATR) results in Seckel syndrome. Nat Genet 2003;33(4):497–501.
 [19]  Shiloh Y. ATM and related protein kinases: safeguarding genome integrity. Nat Rev Cancer 2003;3(3):155–68.
 [20]  Taylor AM, Groom A, Byrd PJ. Ataxia-telangiectasia-like disorder (ATLD)-its clinical presentation and molecular basis. DNA Repair (Amst) 

2004;3(8–9):1219–25.
 [21]  Stewart GS, Maser RS, Stankovic T, Bressan DA, Kaplan MI, Jaspers NG, et al. The DNA double-strand break repair gene hMRE11 is mutated in 

individuals with an ataxia-telangiectasia-like disorder. Cell 1999;99(6):577–87.
 [22]  Waltes R, Kalb R, Gatei M, Kijas AW, Stumm M, Sobeck A, et al. Human RAD50 deficiency in a Nijmegen breakage syndrome-like disorder. Am 

J Hum Genet 2009;84(5):605–16.
 [23]  Lim DS, Kim ST, Xu B, Maser RS, Lin J, Petrini JH, et al. ATM phosphorylates p95/nbs1 in an S-phase checkpoint pathway. Nature 

2000;404(6778):613–7.
 [24]  Rupnik A, Lowndes NF, Grenon M. MRN and the race to the break. Chromosoma 2010;119(2):115–35.
 [25]  Stracker TH, Petrini JH. The MRE11 complex: starting from the ends. Nat Rev Mol Cell Biol 2011;12(2):90–103.
 [26]  Williams GJ, Lees-Miller SP, Tainer JA. Mre11-Rad50-Nbs1 conformations and the control of sensing, signaling, and effector responses at DNA 

double-strand breaks. DNA Repair (Amst) 2010;9(12):1299–306.
 [27]  Hanahan D, Weinberg RA. Hallmarks of cancer: the next generation. Cell 2011;144(5):646–74.
 [28]  Negrini S, Gorgoulis VG, Halazonetis TD. Genomic instability – an evolving hallmark of cancer. Nat Rev Mol Cell Biol 2010;11(3):220–8.
 [29]  Stratton MR, Campbell PJ, Futreal PA. The cancer genome. Nature 2009;458(7239):719–24.
 [30]  Bouwman P, Jonkers J. The effects of deregulated DNA damage signalling on cancer chemotherapy response and resistance. Nat Rev Cancer 

2012;12(9):587–98.
 [31]  Curtin NJ. DNA repair dysregulation from cancer driver to therapeutic target. Nat Rev Cancer 2012;12(12):801–17.
 [32]  Holohan C, Van Schaeybroeck S, Longley DB, Johnston PG. Cancer drug resistance: an evolving paradigm. Nat Rev Cancer 2013;13(10):714–26.
 [33]  Kastan MB, Bartek J. Cell-cycle checkpoints and cancer. Nature 2004;432(7015):316–23.
 [34]  Reinhardt HC, Yaffe MB. Kinases that control the cell cycle in response to DNA damage: Chk1, Chk2, and MK2. Curr Opin Cell Biol 

2009;21(2):245–55.
 [35]  Sherr CJ, Roberts JM. CDK inhibitors: positive and negative regulators of G1-phase progression. Genes Dev 1999;13(12):1501–12.
 [36]  Harris SL, Levine AJ. The p53 pathway: positive and negative feedback loops. Oncogene 2005;24(17):2899–908.
 [37]  Delavaine L, La Thangue NB. Control of E2F activity by p21Waf1/Cip1. Oncogene 1999;18(39):5381–92.
 [38]  Ewen ME, Sluss HK, Sherr CJ, Matsushime H, Kato J, Livingston DM. Functional interactions of the retinoblastoma protein with mammalian 

D-type cyclins. Cell 1993;73(3):487–97.
 [39]  Ren B, Cam H, Takahashi Y, Volkert T, Terragni J, Young RA, et al. E2F integrates cell cycle progression with DNA repair, replication, and G(2)/M 

checkpoints. Genes Dev 2002;16(2):245–56.
 [40]  Shiyanov P, Bagchi S, Adami G, Kokontis J, Hay N, Arroyo M, et al. p21 Disrupts the interaction between cdk2 and the E2F-p130 complex. Mol 

Cell Biol 1996;16(3):737–44.
 [41]  Sherr CJ. Cancer cell cycles. Science 1996;274(5293):1672–7.
 [42]  Harbour JW, Luo RX, Dei Santi A, Postigo AA, Dean DC. Cdk phosphorylation triggers sequential intramolecular interactions that progressively 

block Rb functions as cells move through G1. Cell 1999;98(6):859–69.
 [43]  Ma HT, Poon RY. How protein kinases co-ordinate mitosis in animal cells. Biochem J 2011;435(1):17–31.
 [44]  Okamoto K, Sagata N. Mechanism for inactivation of the mitotic inhibitory kinase Wee1 at M phase. Proc Natl Acad Sci USA 2007;104(10):3753–

8.
 [45]  Deckbar D, Jeggo PA, Lobrich M. Understanding the limitations of radiation-induced cell cycle checkpoints. Crit Rev Biochem Mol Biol 

2011;46(4):271–83.
 [46]  Kousholt AN, Menzel T, Sorensen CS. Pathways for genome integrity in G2 phase of the cell cycle. Biomolecules 2012;2(4):579–607.
 [47]  Stark GR, Taylor WR. Control of the G2/M transition. Mol Biotechnol 2006;32(3):227–48.
 [48]  Lindqvist A, Rodriguez-Bravo V, Medema RH. The decision to enter mitosis: feedback and redundancy in the mitotic entry network. J Cell Biol 

2009;185(2):193–202.
 [49]  Bornstein G, Bloom J, Sitry-Shevah D, Nakayama K, Pagano M, Hershko A. Role of the SCFSkp2 ubiquitin ligase in the degradation of p21Cip1 

in S phase. J Biol Chem 2003;278(28):25752–7.
 [50]  Yu ZK, Gervais JL, Zhang H. Human CUL-1 associates with the SKP1/SKP2 complex and regulates p21(CIP1/WAF1) and cyclin D proteins. Proc 

Natl Acad Sci USA 1998;95(19):11324–9.
 [51]  Sivakumar S, Gorbsky GJ. Spatiotemporal regulation of the anaphase-promoting complex in mitosis. Nat Rev Mol Cell Biol 2015;16(2):82–94.
 [52]  Wang H, Zhang X, Teng L, Legerski RJ. DNA damage checkpoint recovery and cancer development. Exp Cell Res 2015;334(2):350–8.
 [53]  Lu X, Nguyen TA, Moon SH, Darlington Y, Sommer M, Donehower LA. The type 2C phosphatase Wip1: an oncogenic regulator of tumor suppres-

sor and DNA damage response pathways. Cancer Metastasis Rev 2008;27(2):123–35.
 [54]  Lindahl T, Nyberg B. Rate of depurination of native deoxyribonucleic acid. Biochemistry 1972;11(19):3610–8.



240 SECTION | V Genome Stability in Mammals

 [55]  Loeb LA, Harris CC. Advances in chemical carcinogenesis: a historical review and prospective. Cancer Res 2008;68(17):6863–72.
 [56]  Lindahl T, Barnes DE. Repair of endogenous DNA damage. Cold Spring Harb Symp Quant Biol 2000;65:127–33.
 [57]  Khanna KK, Jackson SP. DNA double-strand breaks: signaling, repair and the cancer connection. Nat Genet 2001;27(3):247–54.
 [58]  Helleday T, Petermann E, Lundin C, Hodgson B, Sharma RA. DNA repair pathways as targets for cancer therapy. Nat Rev Cancer 

2008;8(3):193–204.
 [59]  Bakkenist CJ, Kastan MB. Initiating cellular stress responses. Cell 2004;118(1):9–17.
 [60]  Lieber MR, Ma Y, Pannicke U, Schwarz K. Mechanism and regulation of human non-homologous DNA end-joining. Nat Rev Mol Cell Biol 

2003;4(9):712–20.
 [61]  Shiloh Y, Ziv Y. The ATM protein kinase: regulating the cellular response to genotoxic stress, and more. Nat Rev Mol Cell Biol 

2013;14(4):197–210.
 [62]  Polo SE, Jackson SP. Dynamics of DNA damage response proteins at DNA breaks: a focus on protein modifications. Genes Dev 

2011;25(5):409–33.
 [63]  Cimprich KA, Cortez D. ATR: an essential regulator of genome integrity. Nat Rev Mol Cell Biol 2008;9(8):616–27.
 [64]  Jazayeri A, Falck J, Lukas C, Bartek J, Smith GC, Lukas J, et al. ATM- and cell cycle-dependent regulation of ATR in response to DNA double-

strand breaks. Nat Cell Biol 2006;8(1):37–45.
 [65]  Sartori AA, Lukas C, Coates J, Mistrik M, Fu S, Bartek J, et al. Human CtIP promotes DNA end resection. Nature 2007;450(7169):509–14.
 [66]  Manke IA, Nguyen A, Lim D, Stewart MQ, Elia AE, Yaffe MB. MAPKAP kinase-2 is a cell cycle checkpoint kinase that regulates the G2/M transi-

tion and S phase progression in response to UV irradiation. Mol Cell 2005;17(1):37–48.
 [67]  Reinhardt HC, Aslanian AS, Lees JA, Yaffe MB. p53-deficient cells rely on ATM- and ATR-mediated checkpoint signaling through the p38MAPK/

MK2 pathway for survival after DNA damage. Cancer Cell 2007;11(2):175–89.
 [68]  Bakkenist CJ, Kastan MB. DNA damage activates ATM through intermolecular autophosphorylation and dimer dissociation. Nature 

2003;421(6922):499–506.
 [69]  Goodarzi AA, Jeggo PA. The repair and signaling responses to DNA double-strand breaks. Adv Genet 2013;82:1–45.
 [70]  Cowell IG, Sunter NJ, Singh PB, Austin CA, Durkacz BW, Tilby MJ. gammaH2AX foci form preferentially in euchromatin after ionising-radiation. 

PLoS One 2007;2(10):e1057.
 [71]  Kruse JP, Gu W. Modes of p53 regulation. Cell 2009;137(4):609–22.
 [72]  Vogelstein B, Lane D, Levine AJ. Surfing the p53 network. Nature 2000;408(6810):307–10.
 [73]  Fridman JS, Lowe SW. Control of apoptosis by p53. Oncogene 2003;22(56):9030–40.
 [74]  Vousden KH, Lu X. Live or let die: the cell’s response to p53. Nat Rev Cancer 2002;2(8):594–604.
 [75]  Bartek J, Falck J, Lukas J. CHK2 kinase – a busy messenger. Nat Rev Mol Cell Biol 2001;2(12):877–86.
 [76]  White DE, Negorev D, Peng H, Ivanov AV, Maul GG, Rauscher 3rd FJ. KAP1, a novel substrate for PIKK family members, colocalizes with 

numerous damage response factors at DNA lesions. Cancer Res 2006;66(24):11594–9.
 [77]  Goodarzi AA, Jeggo P, Lobrich M. The influence of heterochromatin on DNA double strand break repair: getting the strong, silent type to relax. 

DNA Repair (Amst) 2010;9(12):1273–82.
 [78]  Goodarzi AA, Noon AT, Deckbar D, Ziv Y, Shiloh Y, Lobrich M, et al. ATM signaling facilitates repair of DNA double-strand breaks associated 

with heterochromatin. Mol Cell 2008;31(2):167–77.
 [79]  Noon AT, Shibata A, Rief N, Lobrich M, Stewart GS, Jeggo PA, et al. 53BP1-dependent robust localized KAP-1 phosphorylation is essential for 

heterochromatic DNA double-strand break repair. Nat Cell Biol 2010;12(2):177–84.
 [80]  White D, Rafalska-Metcalf IU, Ivanov AV, Corsinotti A, Peng H, Lee SC, et al. The ATM substrate KAP1 controls DNA repair in heterochromatin: 

regulation by HP1 proteins and serine 473/824 phosphorylation. Mol Cancer Res 2012;10(3):401–14.
 [81]  Kim ST, Xu B, Kastan MB. Involvement of the cohesin protein, Smc1, in Atm-dependent and independent responses to DNA damage. Genes Dev 

2002;16(5):560–70.
 [82]  Kitagawa R, Bakkenist CJ, McKinnon PJ, Kastan MB. Phosphorylation of SMC1 is a critical downstream event in the ATM-NBS1-BRCA1 path-

way. Genes Dev 2004;18(12):1423–38.
 [83]  Yazdi PT, Wang Y, Zhao S, Patel N, Lee EY, Qin J. SMC1 is a downstream effector in the ATM/NBS1 branch of the human S-phase checkpoint. 

Genes Dev 2002;16(5):571–82.
 [84]  Matsuoka S, Ballif BA, Smogorzewska A, McDonald 3rd ER, Hurov KE, Luo J, et al. ATM and ATR substrate analysis reveals extensive protein 

networks responsive to DNA damage. Science 2007;316(5828):1160–6.
 [85]  Theunissen JW, Kaplan MI, Hunt PA, Williams BR, Ferguson DO, Alt FW, et al. Checkpoint failure and chromosomal instability without lympho-

magenesis in Mre11(ATLD1/ATLD1) mice. Mol Cell 2003;12(6):1511–23.
 [86]  Uziel T, Lerenthal Y, Moyal L, Andegeko Y, Mittelman L, Shiloh Y. Requirement of the MRN complex for ATM activation by DNA damage. 

EMBO J 2003;22(20):5612–21.
 [87]  Stracker TH, Morales M, Couto SS, Hussein H, Petrini JH. The carboxy terminus of NBS1 is required for induction of apoptosis by the MRE11 

complex. Nature 2007;447(7141):218–21.
 [88]  Bunting SF, Nussenzweig A. End-joining, translocations and cancer. Nat Rev Cancer 2013;13(7):443–54.
 [89]  Poulogiannis G, Frayling IM, Arends MJ. DNA mismatch repair deficiency in sporadic colorectal cancer and Lynch syndrome. Histopathology 

2010;56(2):167–79.
 [90]  Barnetson RA, Tenesa A, Farrington SM, Nicholl ID, Cetnarskyj R, Porteous ME, et al. Identification and survival of carriers of mutations in DNA 

mismatch-repair genes in colon cancer. N Engl J Med 2006;354(26):2751–63.



Mammalian DNA-Damage Cell-Cycle Signaling Chapter | 14 241

 [91]  Jacob S, Praz F. DNA mismatch repair defects: role in colorectal carcinogenesis. Biochimie 2002;84(1):27–47.
 [92]  Worthley DL, Walsh MD, Barker M, Ruszkiewicz A, Bennett G, Phillips K, et al. Familial mutations in PMS2 can cause autosomal dominant 

hereditary nonpolyposis colorectal cancer. Gastroenterology 2005;128(5):1431–6.
 [93]  D’Amours D, Jackson SP. The Mre11 complex: at the crossroads of DNA repair and checkpoint signalling. Nat Rev Mol Cell Biol 

2002;3(5):317–27.
 [94]  Difilippantonio MJ, Petersen S, Chen HT, Johnson R, Jasin M, Kanaar R, et al. Evidence for replicative repair of DNA double-strand breaks leading 

to oncogenic translocation and gene amplification. J Exp Med 2002;196(4):469–80.
 [95]  Hoeijmakers JH. Genome maintenance mechanisms for preventing cancer. Nature 2001;411(6835):366–74.
 [96]  Lamb NE, Sherman SL, Hassold TJ. Effect of meiotic recombination on the production of aneuploid gametes in humans. Cytogenet Genome Res 

2005;111(3–4):250–5.
 [97]  O’Driscoll M, Gennery AR, Seidel J, Concannon P, Jeggo PA. An overview of three new disorders associated with genetic instability: LIG4 syn-

drome, RS-SCID and ATR-Seckel syndrome. DNA Repair (Amst) 2004;3(8–9):1227–35.
 [98]  Sharpless NE, Ferguson DO, O’Hagan RC, Castrillon DH, Lee C, Farazi PA, et al. Impaired nonhomologous end-joining provokes soft tissue 

sarcomas harboring chromosomal translocations, amplifications, and deletions. Mol Cell 2001;8(6):1187–96.
 [99]  Iyama T, Wilson 3rd DM. DNA repair mechanisms in dividing and non-dividing cells. DNA Repair (Amst) 2013;12(8):620–36.
 [100]  Jiricny J. The multifaceted mismatch-repair system. Nat Rev Mol Cell Biol 2006;7(5):335–46.
 [101]  Symington LS, Gautier J. Double-strand break end resection and repair pathway choice. Annu Rev Genet 2011;45:247–71.
 [102]  Chapman JR, Taylor MR, Boulton SJ. Playing the end game: DNA double-strand break repair pathway choice. Mol Cell 2012;47(4):497–510.
 [103]  Callen E, Di Virgilio M, Kruhlak MJ, Nieto-Soler M, Wong N, Chen HT, et al. 53BP1 mediates productive and mutagenic DNA repair through 

distinct phosphoprotein interactions. Cell 2013;153(6):1266–80.
 [104]  Chapman JR, Barral P, Vannier JB, Borel V, Steger M, Tomas-Loba A, et al. RIF1 is essential for 53BP1-dependent nonhomologous end joining 

and suppression of DNA double-strand break resection. Mol Cell 2013;49(5):858–71.
 [105]  Daley JM, Sung P. RIF1 in DNA break repair pathway choice. Mol Cell 2013;49(5):840–1.
 [106]  Di Virgilio M, Callen E, Yamane A, Zhang W, Jankovic M, Gitlin AD, et al. Rif1 prevents resection of DNA breaks and promotes immunoglobulin 

class switching. Science 2013;339(6120):711–5.
 [107]  Escribano-Diaz C, Orthwein A, Fradet-Turcotte A, Xing M, Young JT, Tkac J, et al. A cell cycle-dependent regulatory circuit composed of 53BP1-

RIF1 and BRCA1-CtIP controls DNA repair pathway choice. Mol Cell 2013;49(5):872–83.
 [108]  Feng L, Fong KW, Wang J, Wang W, Chen J. RIF1 counteracts BRCA1-mediated end resection during DNA repair. J Biol Chem 2013;288(16): 

11135–43.
 [109]  Zimmermann M, Lottersberger F, Buonomo SB, Sfeir A, de Lange T. 53BP1 regulates DSB repair using Rif1 to control 5′ end resection. Science 

2013;339(6120):700–4.
 [110]  Iliakis GE, Metzger L, Denko N, Stamato TD. Detection of DNA double-strand breaks in synchronous cultures of CHO cells by means of asym-

metric field inversion gel electrophoresis. Int J Radiat Biol 1991;59(2):321–41.
 [111]  Riballo E, Kuhne M, Rief N, Doherty A, Smith GC, Recio MJ, et al. A pathway of double-strand break rejoining dependent upon ATM, Artemis, 

and proteins locating to gamma-H2AX foci. Mol Cell 2004;16(5):715–24.
 [112]  Beucher A, Birraux J, Tchouandong L, Barton O, Shibata A, Conrad S, et al. ATM and Artemis promote homologous recombination of radiation-

induced DNA double-strand breaks in G2. EMBO J 2009;28(21):3413–27.
 [113]  Shibata A, Conrad S, Birraux J, Geuting V, Barton O, Ismail A, et al. Factors determining DNA double-strand break repair pathway choice in G2 

phase. EMBO J 2011;30(6):1079–92.
 [114]  Lemaitre C, Soutoglou E. Double strand break (DSB) repair in heterochromatin and heterochromatin proteins in DSB repair. DNA Repair (Amst) 

2014;19:163–8.
 [115]  DeFazio LG, Stansel RM, Griffith JD, Chu G. Synapsis of DNA ends by DNA-dependent protein kinase. EMBO J 2002;21(12):3192–200.
 [116]  Lees-Miller SP, Meek K. Repair of DNA double strand breaks by non-homologous end joining. Biochimie 2003;85(11):1161–73.
 [117]  Spagnolo L, Rivera-Calzada A, Pearl LH, Llorca O. Three-dimensional structure of the human DNA-PKcs/Ku70/Ku80 complex assembled on 

DNA and its implications for DNA DSB repair. Mol Cell 2006;22(4):511–9.
 [118]  Fattah F, Lee EH, Weisensel N, Wang Y, Lichter N, Hendrickson EA. Ku regulates the non-homologous end joining pathway choice of DNA 

double-strand break repair in human somatic cells. PLoS Genet 2010;6(2):e1000855.
 [119]  Shibata A, Moiani D, Arvai AS, Perry J, Harding SM, Genois MM, et al. DNA double-strand break repair pathway choice is directed by distinct 

MRE11 nuclease activities. Mol Cell 2014;53(1):7–18.
 [120]  Huertas P, Jackson SP. Human CtIP mediates cell cycle control of DNA end resection and double strand break repair. J Biol Chem 2009;284(14):9558–

65.
 [121]  Esashi F, Christ N, Gannon J, Liu Y, Hunt T, Jasin M, et al. CDK-dependent phosphorylation of BRCA2 as a regulatory mechanism for recombi-

national repair. Nature 2005;434(7033):598–604.
 [122]  Li S, Ting NS, Zheng L, Chen PL, Ziv Y, Shiloh Y, et al. Functional link of BRCA1 and ataxia telangiectasia gene product in DNA damage 

response. Nature 2000;406(6792):210–5.
 [123]  Yun MH, Hiom K. CtIP-BRCA1 modulates the choice of DNA double-strand-break repair pathway throughout the cell cycle. Nature 

2009;459(7245):460–3.
 [124]  Hahnel PS, Enders B, Sasca D, Roos WP, Kaina B, Bullinger L, et al. Targeting components of the alternative NHEJ pathway sensitizes KRAS 

mutant leukemic cells to chemotherapy. Blood 2014;123(15):2355–66.



242 SECTION | V Genome Stability in Mammals

 [125]  Bartek J, Lukas J. DNA damage checkpoints: from initiation to recovery or adaptation. Curr Opin Cell Biol 2007;19(2):238–45.
 [126]  Wahl GM, Linke SP, Paulson TG, Huang LC. Maintaining genetic stability through TP53 mediated checkpoint control. Cancer Surv 

1997;29:183–219.
 [127]  Kerzendorfer C, O’Driscoll M. Human DNA damage response and repair deficiency syndromes: linking genomic instability and cell cycle check-

point proficiency. DNA Repair (Amst) 2009;8(9):1139–52.
 [128]  Beishline K, Azizkhan-Clifford J. Interplay between the cell cycle and double-strand break response in mammalian cells. Methods Mol Biol 

2014;1170:41–59.
 [129]  Riley T, Sontag E, Chen P, Levine A. Transcriptional control of human p53-regulated genes. Nat Rev Mol Cell Biol 2008;9(5):402–12.
 [130]  Morandell S, Reinhardt HC, Cannell IG, Kim JS, Ruf DM, Mitra T, et al. A reversible gene-targeting strategy identifies synthetic lethal interactions 

between MK2 and p53 in the DNA damage response in vivo. Cell Rep 2013;5(4):868–77.
 [131]  Reinhardt HC, Jiang H, Hemann MT, Yaffe MB. Exploiting synthetic lethal interactions for targeted cancer therapy. Cell Cycle 2009;8(19):3112–9.
 [132]  Deckbar D, Stiff T, Koch B, Reis C, Lobrich M, Jeggo PA. The limitations of the G1-S checkpoint. Cancer Res 2010;70(11):4412–21.
 [133]  Kastan MB, Zhan Q, el-Deiry WS, Carrier F, Jacks T, Walsh WV, et al. A mammalian cell cycle checkpoint pathway utilizing p53 and GADD45 

is defective in ataxia-telangiectasia. Cell 1992;71(4):587–97.
 [134]  Grallert B, Boye E. The multiple facets of the intra-S checkpoint. Cell Cycle 2008;7(15):2315–20.
 [135]  Falck J, Mailand N, Syljuasen RG, Bartek J, Lukas J. The ATM-Chk2-Cdc25A checkpoint pathway guards against radioresistant DNA synthesis. 

Nature 2001;410(6830):842–7.
 [136]  Falck J, Petrini JH, Williams BR, Lukas J, Bartek J. The DNA damage-dependent intra-S phase checkpoint is regulated by parallel pathways. Nat 

Genet 2002;30(3):290–4.
 [137]  Donzelli M, Draetta GF. Regulating mammalian checkpoints through Cdc25 inactivation. EMBO Rep 2003;4(7):671–7.
 [138]  Jin J, Shirogane T, Xu L, Nalepa G, Qin J, Elledge SJ, et al. SCFbeta-TRCP links Chk1 signaling to degradation of the Cdc25A protein phosphatase. 

Genes Dev 2003;17(24):3062–74.
 [139]  Sorensen CS, Syljuasen RG, Falck J, Schroeder T, Ronnstrand L, Khanna KK, et al. Chk1 regulates the S phase checkpoint by coupling the physi-

ological turnover and ionizing radiation-induced accelerated proteolysis of Cdc25A. Cancer Cell 2003;3(3):247–58.
 [140]  Bartek J, Lukas J. Chk1 and Chk2 kinases in checkpoint control and cancer. Cancer Cell 2003;3(5):421–9.
 [141]  Taylor WR, Stark GR. Regulation of the G2/M transition by p53. Oncogene 2001;20(15):1803–15.
 [142]  Lee J, Kim JA, Barbier V, Fotedar A, Fotedar R. DNA damage triggers p21WAF1-dependent Emi1 down-regulation that maintains G2 arrest. Mol 

Biol Cell 2009;20(7):1891–902.
 [143]  Sperka T, Wang J, Rudolph KL. DNA damage checkpoints in stem cells, ageing and cancer. Nat Rev Mol Cell Biol 2012;13(9):579–90.
 [144]  Malkin D, Li FP, Strong LC, Fraumeni Jr JF, Nelson CE, Kim DH, et al. Germ line p53 mutations in a familial syndrome of breast cancer, sarcomas, 

and other neoplasms. Science 1990;250(4985):1233–8.
 [145]  Larsson LG. Oncogene- and tumor suppressor gene-mediated suppression of cellular senescence. Semin Cancer Biol 2011;21(6):367–76.



243
Genome Stability. http://dx.doi.org/10.1016/B978-0-12-803309-8.00015-X
Copyright © 2016 Elsevier Inc. All rights reserved.

Chapter 15

The Role of p53/p21/p16 in DNA-Damage 
Signaling and DNA Repair
Y. Kulaberoglu, R. Gundogdu, A. Hergovich
University College London, London, United Kingdom

Chapter Outline
 1.  Introduction 243
 2.  The p53 Tumor-Suppressor Protein 244
 2.1  p53 in the DNA-Damage Response 244
 2.2  p53 in DNA-Damage Repair 246
 2.3  p53 in Tumor Suppression and the DNA-Damage  

Response 246
 2.4  p53 and Targeted DNA-Damaging Cancer Therapy 247
 3.  The p21 Tumor-Suppressor Protein 248
 3.1  p21 in the DNA-Damage Response 248

 3.2  p21 in DNA-Damage Repair 249
 3.3  p21 and Tumor Suppression 249
 4.  The p16INK4A Tumor-Suppressor Protein 250
 5.  Conclusion 251
Glossary 252
List of Acronyms and Abbreviations 252
Acknowledgments 252
References 253

1.  INTRODUCTION

DNA damage as a mutagenic event threatens the integrity of genetic information. Thus, mammalian cells utilize a complex 
signaling network to detect, signal, and repair DNA damage with the aim to restore genomic stability. In case, the DNA 
damage is beyond repair, the damaged cell is eliminated from the proliferating cell pool by cell death or senescence. If 
DNA repair and cell death/senescence fail, mutations can accumulate in the genome, which can result in the deregulation 
of genes regulating cell growth, proliferation, and/or death, consequently increasing the risk for the development of cancer 
and other diseases [1,2]. Therefore, DNA mutations and genomic instability are the established hallmarks of cancer cells 
[3]. Furthermore, many commonly lost tumor-suppressor genes, including p53, p16INK4A, RB, and BRCA1/2, play a role in 
the DDR and DNA-repair pathways which are among the most frequently compromised pathways in human cancers [4–6].

Given the biological significance of genomic integrity [2], the activation of cell-cycle checkpoints, apoptotic programs, 
and transcriptional changes are crucial end points of DDR signaling [7–9]. On the one hand, these cellular response mech-
anisms to DNA damage are crucial for tumor suppression by invoking cell-cycle arrest, senescence, and/or apoptosis 
[2,4,10,11]. On the other hand, the unrepaired DNA damage contributes to limitations in stem cell functionality and tissue 
homeostasis during aging [12] when the likelihood of cancer development and tissue dysfunction significantly increase 
with age because DNA damage accumulates gradually during cellular aging [13,14]. Different types of DNA damage can 
cause an acute or chronic DNA damage, which depending on the cellular context can result in reversible transient or irre-
versible permanent cell-cycle arrests. As an example of acute DNA damage, dysfunctional telomeres can cause a transient 
G1 cell–cycle arrest through the activation of p53 and its transcriptional target p21 [12], while continuous telomere dys-
function results in chronic DNA damage followed by the induction of p16 and pRB, thereby stabilizing senescence [12]. 
Thus, a detailed understanding of DDR involving p53, p21, and p16 also helps improve stem cell biology [12], in addition 
to their well-established actions in tumor suppression (see later).

Here, we summarize our current understanding of the key roles of p53, p21, and p16 in DNA-damage signaling and 
DNA-damage repair. In this regard, we are paying particular attention to the p53 tumor-suppressor protein and p21 as 
its effector protein, since p53 has been regarded as a prime example for the relationship between the DDR and tumor 
suppression [15–17].
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2.  THE p53 TUMOR-SUPPRESSOR PROTEIN

Since the discovery and cloning of p53 in the late 1970s and early 1980s [17], the regulation and functions of p53 have 
been one of the most intensively studied areas of molecular cancer biology [16,18]. The p53 tumor suppressor is a central, 
versatile, and multifunctional player in the cellular DNA-damage response. Upon genotoxic stress, p53 is upregulated and 
induces transcriptional programs promoting transient cell–cycle arrest, permanent cell–cycle arrest in the form of senes-
cence, DNA repair, and/or apoptosis [18–21]. The Tp53 gene is the most frequently mutated gene in cancer [18,22]. About 
50% of all human cancers carry mutations in the p53 tumor-suppressor gene [23]. p53-deficient mice die with nearly 100% 
penetrance of cancer around 6 months of age [24–27], and patients suffering from Li–Fraumeni syndrome display an asso-
ciation with p53 mutations and cancer development [28,29]. Therefore, several researchers in the cancer research field have 
studied the consequences of the introduction of a normal p53 gene into tumor cells with mutant p53 which has the poten-
tial to restore their ability to undergo cell-cycle arrest, apoptosis, and/or the differentiation in response to DNA-damaging 
therapies [30]. The particular aim is to restore normal p53 function of the endogenous form with small molecules [30]. 
However, since p53 also acts in stem cell self-renewal and quiescence [12], these restoration approaches must be conducted 
with caution. Furthermore, p53 can exert pro- and anti-aging functions through the differential transcriptional regulation 
of apoptotic, senescence, and longevity target genes [31,32]. In this regard, a study of so-called “super-p53” mice showed 
that a moderately enhanced expression of p53 in combination with p16INK4A/p19ARF can result in tumor-free life extension 
[33]. Further noteworthy, studies during 2010s challenged the view that the DNA damage–induced programs triggered by 
p53 are the sole and major mechanism by which p53 exerts its tumor-suppressor function [34–36].

2.1  p53 in the DNA-Damage Response

Already in the 1980s and 1990s, researchers observed that p53 was upregulated rapidly at the level of protein stabilization 
by genotoxic agents, including ultraviolet (UV) light, ionizing radiation (IR), and chemotherapeutics [37–40]. In response 
to DNA damage, p53 is extensively modified by phosphorylations and other posttranslational modifications [41]. Upstream 
regulators of p53 include the DDR kinases ATM, ATR, DNA-PK, CHK1, and CHK2. These modifications release p53 
from the interaction with its negative regulator Mdm2 and promote the transcriptional activity of p53 [41], resulting in an 
increased transcription of p53 targets including the cyclin-dependent kinase (CDK) inhibitor (CKI) p21 [19,42]. Through 
the transcriptional induction of p21, p53 indirectly suppresses CDK activity, which in turn enables the activation of the pRB 
tumor-suppressor pathway [43]. The activated pRB reduces the activity of E2F, thereby decreasing the pro-proliferative 
expression of E2F target genes (Fig. 15.1).

Significantly, in response to DNA damage (and also other cellular stresses), the pure abundance of the p53 protein 
due to the inhibition of the Mdm2-mediated proteosomal degradation should not be considered as the sole determinant of 
p53 activity, although it normally can serve as a reliable readout of its activation [19]. As a transcription factor that can 
bind DNA in a sequence-specific manner [31], p53 is known to activate or repress the transcription of genes involved in 
cell-cycle arrest, DNA repair, apoptosis, metabolism, autophagy, and others [21,31], where depending on the cell system, 
p53 upregulation can trigger different biological effects [19,21]. Thus, monitoring a transcriptional readout is very suit-
able to complement measurements of p53 activity. Since in human cancers, most mutations in p53 affect the DNA-binding 
domain of p53 [44], it appears that the transcriptional function plays the main tumor-suppressive role of p53 in cancer cells, 
although p53 also displays nontranscriptional activities.

In case, the DNA damage is too extensive, p53 triggers cell death through intrinsic and extrinsic pathways [45,46]. In 
response to DNA damage, the upregulation of p53 can strongly induce apoptosis, but this function is cell type and DNA-
damage dependent [32,39]. However, apoptosis can also take place without p53 [19]. Moreover, the extent of apoptosis 
in human lymphoma cells upon treatment with chemotherapeutics was dependent on the p53 status [47]. Collectively, 
these reports suggest that cell type, stress, and other signaling pathways determine whether p53 can induce apoptosis or 
not in response to DNA damage. Generally, p53 can promote apoptosis through three different routes: (a) transcriptional 
activation, (b) transcriptional repression, and (c) transcription-independent mechanisms. Considering the emphasis of this 
chapter, we refer the reader to an excellent summary of these three routes [19] for further information on the role of p53 in  
apoptosis induction. Note that various types of cellular stress, including DNA damage, can induce apoptosis by p53-dependent  
and p53-independent mechanisms, where apoptosis represents the primary response to DNA damage and telomere  
dysfunction in certain cell types [12,32].

Upon DNA damage, as an alternative to apoptosis, high p53 levels can induce a transient or permanent cell–cycle 
arrest [48–52]. In this context, p53 can facilitate either apoptosis or senescence in a cell type–dependent manner [49,53]. 
Although many factors have been shown to contribute to these different types of cell-cycle arrest (summarized in Ref. [19]),  
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the parameters defining the choice between apoptosis, a transient cell–cycle arrest, and a permanent growth arrest  
(senescence) are not fully understood yet. In this regard, it is noteworthy that a sustained stabilization of p53 results in a 
permanent proliferation arrest through senescence, while pulses of stabilized p53 yield a transient, reversible cell–cycle 
arrest [54]. A misbalance between DNA damage and DNA repair normally results in higher p53 levels through pulses [55], 
causing a transient p53-dependent G1/S cell–cycle arrest [54]. This pulsatile behavior of p53 can be explained at least in 
part by ATM-induced activation of 53 followed by transactivation of Mdm2 and Wip1, two negative regulators of p53 [56]. 
This induction of Mdm2 and Wip1 counteracts p53 activity as a negative feedback loop. However, it still is important to 
fully understand these stabilization dynamics in the context of a variety of other distinct mechanisms that are known to sta-
bilize p53 [41]. In this regard, the type of genotoxic stress also plays an important part since in contrast to radiation-induced 
DNA damage, UV-induced DNA damage triggers a sustained induction of p53 that does not seem to oscillate in waves [56].

Significantly, p53 can act in the G1/S and G2/M DNA-damage cell-cycle checkpoints (Figs. 15.1 and 15.2). These tran-
sient arrests prevent the amplification by replication and/or propagation by cell division of damaged DNA molecules. In 
particular, for the G1/S arrest in response to DNA damage, p53 is important. For example, p53-deficient mammalian cells 
display a lack of a G1/S arrest upon DNA-damage induction [57,58]. Considering that cells lacking p21 as a p53 effector 
display the same phenotype [59–61], it is well established that the p53-mediated upregulation of p21 is essential for the 
DNA damage–induced G1/S cell–cycle checkpoint, at least in mammalian tissue culture cells [62–64]. Mechanistically, 
p53 is a major effector of DDR kinase signaling [65], mediating a G1 cell–cycle arrest mainly through the transcriptional 
upregulation of the CKI p21 [16]. p21 subsequently inhibits the CDK2–cyclin E complex and consequently DNA replica-
tion, hence defining the p53/p21 pathway as a master regulator of the G1/S cell–cycle transition in the DDR [41].

Regarding the role of 53 in the G2/M DNA-damage checkpoint, one should note that the p53-mediated G2/M arrest 
involves the upregulation of various target genes with distinct functions which can negatively influence CDK1 activity 
(summarized in Ref. [19]). Although the induction of the G2/M arrest does not require p53 [38,42], p53 and its effector p21 
seem to be required for the maintenance of the G2/M arrest [42,66]. In addition, p53 can directly and indirectly play a role 
in S-phase progression and DNA replication [19], where ATR and CHK1 can regulate the activation of p53 in response to 
DNA damage [67].

FIGURE 15.1 p53/p21/p16 tumor suppressors in control of the G1/S cell–cycle checkpoint. The tumor-suppressor proteins p53, p21, and p16 are 
major regulators of the G1/S cell–cycle checkpoint. Upon p53 stabilization, the transcription of p21 is induced, subsequently resulting in the inhibition 
of CDK4/6–cyclin D and CDK2–cyclin E complexes by p21. In response to senescence-inducing stimuli, p16 levels are elevated to inhibit the CDK4/6–
cyclin D complexes. As a result of the inhibition of CDK–cyclin complexes, the hypo-phosphorylated form of pRB can accumulate, consequently inhibit-
ing the transcription of S-phase promoting genes by E2F.
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2.2  p53 in DNA-Damage Repair

p53-deficient cells display impaired nucleotide excision repair (NER) of UV-induced photoproducts [19]. p53 also appears 
to be involved in the base excision repair (BER) and mismatch repair (MMR) pathways (summarized in Ref. [19]). More-
over, p53 can regulate the repair of DNA double-strand breaks (DSBs) by homologous recombination (HRR) and nonho-
mologous end joining (NHEJ) [68]. Normal p53 can suppress HRR by binding to RAD51 and the BLM helicase [69–71], 
while mutant p53 can promote an increase in basal and DNA-damage induced RAD51 levels [72,73]. Thus, mutant p53 can 
cause a “hyper-recombination” phenotype [72,73] which potentially is related to the link between p53 and BRCA1 [74]. In 
the context of NHEJ repair and BER, it was reported that p53 can either suppress or promote these DNA-repair activities 
[19], suggesting that context- and cell system–dependent mechanisms must be carefully considered in this regard. None-
theless, current evidence suggests that p53 facilitates DNA repair by at least three routes: (a) the transcription-dependent 
induction and maintenance of a transient cell–cycle arrest (mainly with p21/CIP1 upregulation to provide sufficient time 
for DNA repair), (b) the direct upregulation of the expression of DNA-repair genes (summarized in Ref. [19]), and (c) 
transcription-independent activities of p53 (see earlier and Ref. [19]). In addition, p53 can bind to damaged DNA, Holliday 
junctions, and heteroduplex joints in vitro [19], suggesting that p53 binding to abnormal DNA structures might also play a 
role in directing DNA repair, although these mechanisms are poorly understood.

2.3  p53 in Tumor Suppression and the DNA-Damage Response

Since the majority of mutations in p53 are likely to impair the transcriptional activity of p53 [44] and most cytotoxic clinical 
compounds induce the p53-mediated DDR, it was expected that the p53 status will have an influence on cancer progression 
and the outcome of cancer therapy. The initial xenograft experiments showed a clear correlation between the p53 status 
and apoptosis in response to DNA-damaging agents [75], but in spite of intensive efforts, the impact of the p53 status for 
a successful cancer therapy is yet to be fully understood (Ref. [19] and see later) with the current emphasis being on the 
development of small molecules that restore the normal p53 function of the endogenous form [30]. Before we close in the 
next subsection our summary of p53 with a discussion of p53 in the context DNA-damaging agents, we briefly summarize 
our current understanding of p53-mediated tumor suppression based on animal models. For an expert overview of p53-
related animal models, we refer the reader to other reviews [76,77] since here, we focus on the role of p53-mediated DDR 
programs and tumor suppression.

As already mentioned, p53-deficient mice die of cancer with nearly 100% penetrance [24–27]. Radiation treatment 
of p53-deficient mice accelerated cancer formation even further [26]. However, follow-up studies revealed that the p53 
status had no effect on cancer development triggered by radiation [78,79]. These studies rather revealed that p53 was 
required at later time points (after radiation treatment) to suppress tumor formation in mice [78,79]. Using mice expressing 

FIGURE 15.2 p53/p21 in control of the G2/M cell–cycle checkpoint. The p53 and p21 tumor-suppressor proteins can help to sustain a G2/M cell–
cycle arrest in response to stress (eg, DNA damage). The stress-induced stabilization of p53 triggers an increased expression of p21. The elevated p21 
levels can support a G2/M cell–cycle arrest through different routes, two of which are indicated here. On the one hand, p21 can inhibit the CDK-activating 
kinase (CAK) which interferes with the CAK-mediated activating phosphorylation of CDK1. Yet, on the other hand, p21 can directly inhibit the CDK1–
cyclin B complex. For more details, please check the main text.
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transcriptionally dead p53, it was subsequently shown that the transcriptional activity of p53 was essential for the tumor-
suppressive function of p53 [34,80], where p53-mediated tumor suppression was most likely a result of the expression con-
trol of more than one target gene [19,76], with the apoptotic function(s) of p53 being an important factor [81]. In this regard, 
one should further note that in addition to apoptosis, cell-cycle arrest and senescence can also play a part in p53-mediated 
tumor suppression [19].

Last but not least, it is noteworthy that three different studies during 2010s challenged the view that p53-mediated apop-
tosis, cell cycle arrest, and senescence are the sole effectors of p53 in preventing cancer [34–36]. In the first study, although 
in response to DNA damage, cells carrying mutant p53 responded like p53-null cells regarding apoptosis, cell-cycle arrest, 
and senescence, the corresponding mice did not develop spontaneous tumors over a period of 16 months [35]. In the second 
study, mice carrying deletions of three crucial p53 target genes were studied, revealing that despite defective DNA damage–
induced apoptosis and senescence, mutant mice did not develop spontaneous tumors [36]. In the third study, mice express-
ing a p53 mutant unable to trigger an acute DDR displayed a significant suppression of tumor formation [34]. Collectively, 
these studies suggest that classical p53-mediated DDR programs are dispensable for the suppression of spontaneous tumor 
formation. For sure, in response to DNA damage, the p53-mediated apoptotic cell-cycle arrest and senescence programs 
play important roles, but these studies illustrate that other effector processes, such as possibly the p53-mediated regulation 
of metabolic and autophagic processes and others, are contributing significantly to the tumor-suppressive functions of p53.

It is also noteworthy that it could be speculated that p53 inactivation should result in genomic instability based on the 
central roles of p53 in the DNA-damage checkpoint [82]. Nonetheless, p53 deficiency in mammalian cells does not lead to 
aneuploidy [83,84], and in human precancerous lesions, genomic instability can be observed before the detection of p53 
mutations [4,85]. Collectively, these findings suggest that the loss of p53 is not sufficient to induce genomic instability.

2.4  p53 and Targeted DNA-Damaging Cancer Therapy

Genomic instability is a hallmark of tumor development and progression [3]. Consequently, cancer cells must acquire the 
ability to tolerate an increased amount of DNA damage when compared to untransformed cells. Frequently, this is achieved 
by dampening/suppressing one or more DNA damage–repair/signaling pathways, which allows cancer cells to function and 
proliferate in the presence of DNA damage [86]. On the other hand, these mutated or compromised DNA-damage path-
ways, although contributing to cancer development, also represent a potential Achilles’ heel for cancer therapeutics. Many 
commonly lost tumor-suppressor genes, including p53, p16INK4A, RB, BRCA1/2, and ATM, play a role in the DDR- and 
DNA-repair pathways which are among the most frequently compromised pathways in human cancers [4–6]. Thus, the 
targeting of oncogenic signaling pathways in combination with DNA-damaging chemotherapeutics may offer an improved 
and more selective efficacy than single treatments alone. Considering advances in radiotherapy in 2015 and that DNA dam-
age is the most critical factor in radiation-induced cell death [87], these approaches are not limited to chemotherapy but 
potentially also applicable to radiotherapy.

The increased selectivity of cancer cells to DNA-damaging agents indicates that cancer cells have rewired their DDR- 
and DNA-repair pathways, and consequently established new dependencies between cell-cycle checkpoints and survival 
pathways that are much less pronounced in normal cells. For example, the p53-regulated G1/S checkpoint is a predominant 
DNA-damage checkpoint in normal mammalian cells which is lost due to p53 mutations in many cancer cell lines [16] 
generally associated with resistance to chemotherapeutics [18]. In this context, synthetic lethal strategies are gaining more 
and more interest [86]. Upon the loss of p53 function, cancer cells are often completely dependent on the intra-S and G2/M 
DNA–damage checkpoints to arrest cell cycle after genotoxic chemotherapeutic stress. Thus, the interference with the 
intra-S and G2/M checkpoints has become a promising strategy to sensitize G1 checkpoint-deficient cancer cells to DNA-
damaging therapy [86].

Compared to genetically matched controls, mammalian mutant or null-p53 tumor cell lines can display the elevated 
cancer-specific sensitivities to compounds associated with DNA-damaging cancer therapy [86], although this p53 depen-
dency was not observed in all tumor types analyzed [74]. For example, in combination with DNA-damaging agents, CHK1 
inhibition causes a by-pass of both the intra-S and G2/M DNA–damage checkpoints in p53-deficient cells (summarized 
in Ref. [86]). A synthetic lethal interaction between ATR, the upstream activator of CHK1 and p53 deficiency has also 
been observed, suggesting that ATR or CHK1 inhibition in combination with DNA-damaging agents could be beneficial 
for the treatment of p53-deficient tumor cells [86]. Most promising in this context might be the discovery of a synthetic 
lethal interaction between p53 and the ATM–CHK2 pathway, with the loss of ATM or CHK2 together with p53 causing the 
loss of the G1/S and G2/M checkpoints, consequently driving cancer cells into a mitotic catastrophe in response to geno-
toxic DNA damage [86]. In this context, it was also observed that a single loss of ATM or p53 can promote resistance to 
DNA-damaging chemotherapy, while their combined loss can cause an increased chemosensitivity [88]. In this regard, the 
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chemotherapy resistance of p53-proficient but ATM-deficient tumor cells may be reversible by DNA-PK inhibition. How-
ever, this will largely be dependent on the development of good pharmacological DNA-PK inhibitors [86,89]. As defined in 
more detail in Ref. [86], other kinases that can be used as interesting and promising clinical targets for the development of 
inhibitors that might display a synthetic lethality with p53 deficiency are the ATM- and ATR-activated kinases in the p38/
MK2 pathway. The Wee1 kinase is also an attractive target since upon activation by CHK1, Wee1 inhibits the cell-cycle 
kinases CDK1 and CDK2 and thereby abrogates DNA damage–checkpoint activation [87,90]. Therefore, in ongoing and 
future clinical trials, the stratification of the p53 status together with functional assays of DNA-repair activities (eg, RAD51 
foci formation as readout for HRR [91]) may provide valuable insights as stratification methods in the context of adjuvant 
chemotherapies including ATM and other kinase inhibitors [74]. However, these clinical analyses of the p53 status must 
include the determination of p53 single-point mutations since gain-of-function mutations have been described for p53 [92]. 
Specifically in the context of DNA-damage signaling, the most common p53 mutations, R248W and R273H, have been 
shown to exhibit gain-of-function properties by binding to MRE11, a key component of the DNA damage–sensing MRN 
complex [93], through which these p53 mutants can abolish early DDR signaling by negatively interfering with ATM acti-
vation in response to DSBs [94].

3.  THE p21 TUMOR-SUPPRESSOR PROTEIN

In the 1990s, the p21CDKN1A tumor-suppressor protein was independently isolated as CDK-interacting protein 1 (CIP1) 
[95,96], wild-type p53-activated factor 1 (WAF1) [64], and senescent cell–derived inhibitor 1 (SDI1) [97]. p21 is also 
known under the synonyms MDA6, CAP20, and PIC1. The official gene name for the gene encoding p21 is CDKN1A 
(cyclin-dependent kinase tumor-suppressor protein inhibitor 1A). p21 CIP1 was identified as the first CDK inhibitor (CKI) 
since it can inhibit various CDKs [96,98–100]. p21 can inhibit CDK activity by blocking the ATP-binding site of CDK 
[101], by interacting with CDK, or by interfering with CDK phosphorylation [102]. Particularly, p21 blocks CDK2 activity 
which is required for the inactivation of pRB to release E2F to prepare for DNA replication [103,104].

As a major transcriptional target of p53, p21 is important for the response of cells to DNA damage [63,64]. Depending 
on its subcellular localization, p21 can perform different functions in a mammalian cell. For example, the nuclear p21 can 
inhibit CDK1 and CDK2 kinase activities, thereby blocking G1/S and G2/M cell–cycle progression (see Figs. 15.1 and 
15.2 and later). p21 is further required for the induction of senescence, and it has an anti-apoptotic function where the anti-
apoptotic activity of p21 is related to the cytoplasmic pool of p21 [103]. As a target of p53, p21 can also promote stem cell 
quiescence [12].

p21 is regulated by p53-mediated transcription, posttranslational modifications, degradation, and subcellular localiza-
tion [103–105] Since these regulatory mechanisms are complexly interlinked, it is beyond the scope of this chapter to 
discuss them in detail. Thus, we refer the reader to reviews discussing these somewhat complex aspects in more detail 
[103–105]. For example, during normal cell–cycle progression, p21 is regulated by proteolysis mediated by E3 ubiquitin 
ligases including SCFSKP2, APC/CCDC20, and CRL4CDT2, while upon ATR activation, p21 can be degraded in a ubiquitin-
independent manner (summarized in Refs. [103,104]).

Besides functioning in the DDR and DNA repair, p21 has additional functions in cell motility and transcriptional control 
which are summarized elsewhere [103–105]. Here, we focus on summarizing specific roles of p21 in the DDR and DNA 
repair.

3.1  p21 in the DNA-Damage Response

Upon encountering DNA damage, a mammalian cell relies on three fundamental processes: (a) cell-cycle arrest to allow 
sufficient time for DNA repair, (b) the repair of DNA lesions, and (c) the induction of apoptosis or senescence in case the 
DNA damage is beyond repair. Significantly, p21 can play essential roles in all these processes [103].

p21 is a key mediator of cell-cycle arrest in response to DNA damage. p21CDKN1A is a DNA damage–inducible gene 
whose transcriptional induction can occur dependent on p53, but may also occur through p53-independent pathways. Thus, 
the induction of p21 expression is considered a paradigm of the cell response to genotoxic damage [106]. In response to 
DNA damage, the upregulation of p21 can cause a G1/S cell–cycle arrest, and it can also support the G2/M cell–cycle 
checkpoint [66,103] (Figs. 15.1 and 15.2).

In response to DNA damage, p53 accumulates in the nucleus driving the transcription of p21 and other response genes. 
Consequently, p21 accumulates in the nucleus causing the activation of the DNA-damage cell-cycle checkpoint in G1/S 
(Fig. 15.1). p21 functions as a potent inhibitor of CDKs which are major drivers of cell-cycle progression [96]. Particularly, 
p21 efficiently inhibits the CDK2–cyclin E and CDK2–cyclin A complexes which normally promote the G1/S cell–cycle 
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transition [95]. In response to DNA damage, CDK2 is inhibited by increased levels of p21, resulting in the accumulation of 
hypo-phosphorylated pRB and thereby sequestering the transcription factor E2F whose activity is required for the entry into 
the S phase [43]. Since p21-deficient mammalian cells display the lack of G1/S arrest in response to DNA damage [59–61], 
it is well established that the upregulation of p21 is essential for the DNA damage–induced G1/S cell–cycle checkpoint, at 
least in mammalian tissue culture cells [62–64]. Generally, it is recognized that p21-deficient cells lack the ability to arrest 
at the G1/S DNA-damage checkpoint. In addition, p21 has been shown to influence the G1/S checkpoint by interacting 
with PCNA, a cofactor of the DNA polymerases δ and ε which are required for DNA replication and DNA repair [103].

In addition to its role in the DNA-damage checkpoint in G1/S, p21 also plays a crucial role in the G2/S checkpoint 
[42,107,108]. Although the induction of G2/M arrest does not require p53 [38,42], p53 and its effector p21 seem to be 
required for the maintenance of G2/M arrest [42,66] which possibly also involves the interaction of p21 with the CDK1–
cyclin B complex [103,107,109,110]. In G2, p21 can also inhibit the CDK-activating kinase (CAK) and consequently 
block the activating phosphorylation of CDK1 [110]. p21 can further mediate cyclin B degradation [111]. Other targets of 
p21 in G2 are CDK1–cyclin A and CDK2–cyclin A complexes [112]. Furthermore, by suppressing CDK activity, p21 can 
indirectly activate pRB, consequently reducing E2F activity, thereby decreasing the pro-proliferative expression of E2F 
target genes, such as the APC/C inhibitor Emi1. This can promote the premature activation of APC/C in G2, resulting in 
the degradation of cyclins A and B followed by a G2/M cell–cycle arrest [113]. Collectively, the upregulation of p21 can 
sustain the G2/M cell–cycle arrest through different routes (Fig. 15.2).

The upregulation of p21 can also impact S-phase progression and DNA replication [103,104]. p21 has also an important 
role in the induction, but not maintenance, of replicative and stress-induced premature senescence, with p21 upregulation 
serving as the first marker of replicative senescence [114]. p21 also plays a fundamental role in reversible cell-cycle exit 
(quiescence) by regulating CDK2 activity [115]. Furthermore, p21 plays an active role in inhibiting apoptosis summarized 
in Refs. [103,104] (see also later). We also refer the reader to the same papers [103,104] to obtain an overview of the roles 
of p21 in transcriptional regulation in response to DNA damage.

3.2  p21 in DNA-Damage Repair

Besides inducing a cell-cycle arrest, p21 appears to also have distinct functions in DNA repair [103,104]. Initially, it was 
suggested that p21 may play a role in DNA damage repair since p21 can interact with PCNA, a cofactor of the DNA poly-
merases δ and ε, required for DNA replication and DNA repair. Several studies indicate that p21 is involved in major DNA-
repair pathways including NER, BER, HRR, and NHEJ, where the interaction of p21 with PCNA seems to play a role in 
NER and BER. Considering that the involvement of p21 in NER is currently based on the contrasting results, we refer the 
reader to reviews which elegantly summarized these apparently opposing findings [103,104].

p21-deficient cells displayed elevated PARP1 activity, a defective BER, and increased sensitivity to DNA-alkylating 
agents [103]. In this regard, in vitro experiments suggest that p21 specifically interferes with the activity of DNA 
polymerase δ, and p21 has been shown to inhibit the DNA damage–sensor protein PARP1 which is important in BER 
[103,104]. Collectively, these results suggest that p21 acts as a regulator in BER. p21 can also play a role in the two main 
DSB-repair pathways: HRR and NHEJ [103,104]. p21 can colocalize with components of the DNA damage–sensing 
MRN complex, a promoter of HRR together with CtIP, and can be recruited to sites of DSBs [103,104]. Specifically, the 
spatiotemporal analysis of GFP-tagged p21 revealed that p21 is rapidly recruited to regions containing DNA damage. By 
inhibiting CDK activity, p21 can favor HRR. In NHEJ, p21 is recruited to DNA lesions independently of key NHEJ fac-
tors including DNA-PK and Ku70/Ku80. In addition, p21 may also contribute to MMR and other DNA-repair pathways, 
but the mechanistic role(s) of p21 in DNA-repair processes remains poorly understood [103,104].

3.3  p21 and Tumor Suppression

Through its roles in DNA damage–checkpoint signaling and DNA repair, p21 can protect mammalian cells against the 
accumulation of DNA damage and subsequent genome instability. However, p21-deficient mice are not really prone to 
cancer development and are only subtly sensitive to radiation-induced cancer formation [60,116,117], although the loss of 
p21 can promote tumor development in mice carrying a p53 loss-of-function mutation or oncogenic RAS [19].

As discussed previously, depending on its subcellular localization, p21 can perform different functions in a mammalian 
cell. Nuclear p21 promotes cell-cycle arrests in G1/S and G2/M and possibly DNA repair (see earlier), while cytoplas-
mic p21 can inhibit apoptosis induction in response to DNA damage through inhibitory binding to pro-apoptotic factors 
[103,104]. Different levels of DNA damage may direct the response controlled by p21. Low levels of DNA damage can 
stabilize p21 leading to cell-cycle checkpoint activation, while high levels of DNA damage promote the downregulation of 
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p21 and consequently apoptosis. In this regard, although p21 can function as a tumor-suppressor protein by activating cell-
cycle checkpoints (and possibly DNA repair), p21 can also play a role in tumor initiation by protecting the damaged cells 
from apoptosis. On the one hand, p21 deficiency enables the proliferation of cells carrying the damaged DNA promoting 
tumor progression. On the other hand, as anti-apoptotic factor p21 can act as an oncoprotein. In support of this notion, the 
elevated levels of p21 protein have already been described in different human cancer samples, frequently correlating with 
the invasiveness and malignancy of cancer [105]. Note that the deletion of p21 impairs the survival of leukemia stem cells, 
suggesting that in this context, p21 is required to maintain the self-renewal and quiescence capacities of cancer stem cells 
by protecting them from accumulating DNA damage and genomic instability, hence displaying an oncogenic activity [118]. 
Since p21 can also serve as an assembly factor for the formation of CDK4–cyclin D complexes [119,120] which may also 
contribute to the oncogenic properties of p21. Thus, it will be important to continue to decipher the context-dependent role 
of p21 in cancer prevention vs. initiation and maintenance in the context of cancer therapy [105,121]. In this regard, one 
should also note that p21 appears to have also context-dependent functions in stem cell biology, particularly in response to 
DNA damage and telomere dysfunction [12].

4.  THE p16INK4A TUMOR-SUPPRESSOR PROTEIN

Different stresses can induce senescence, including telomere dysfunction (eg, through replicative erosion), the induction of 
chronic or acute DNA damage (by UV radiation, IR, or genotoxic compounds), oncogene activation, and others [122,123]. 
Several signal transduction pathways are essential drivers of senescence, including p53–p21 signaling required for senes-
cence induction and p16–pRB-signaling needed for senescence maintenance [123]. Here, we provide an overview of the 
roles of p16 in promoting senescence with a particular emphasis on DNA damage–signaling-induced senescence (see also 
Fig. 15.1).

p16 (also known as MTS1 and INK4A) was first discovered by yeast two-hybrid screens as a novel binding partner of 
CDK4 [124,125], and subsequently the full-length p16 was isolated [126]. Like p21 (see earlier), p16 also functions as CKI 
by specifically and directly binding to proto-oncogenic CDK4–cyclin D and CDK6–cyclin D complexes [125,127]. Con-
sequently, pRB remains hypo-phosphorylated and keeps the S-phase initiating transcription factor E2F inactive, thereby 
stabilizing a G1/S cell–cycle arrest by activating the pRB checkpoint [43]. In support of this tumor-suppressive function, 
loss-of-function and overexpression studies showed that p16 functions as a tumor-suppressor protein [128]. Furthermore, 
it was observed that the CDKN2A locus which encodes the p16 protein is very frequently inactivated by deletions, point 
mutations, or promoter hypermethylation in melanoma, pancreatic carcinomas, leukemia, bladder cancer, head and neck 
carcinomas, and others [128]. However, in this context, one must note that the CDKN2A gene locus encodes for two inde-
pendent tumor-suppressor genes, namely p16INK4A and p14ARF, through the use of alternative open reading frames [126]. 
Nonetheless, p16 inactivation by CDKN2A deletions in human cancers is likely the main event regarding tumor suppres-
sion since p16 functions in the regulation of CDK4, CDK6, and pRB [125,129]. Noteworthy, p16 can also be overexpressed 
in human cancers [130], in particular in the context of human papillomavirus (HPV)-transformed cells, where the elevated 
levels of p16 are considered a hallmark of HPV-positive cervical carcinoma and head and neck cancer [131]. Mechanisti-
cally, the HPV encoded oncoprotein E7 disrupts the function of pRB, consequently releasing pRB from its inhibitory role 
of E2F, hence allowing the entry into the S phase. Nevertheless, HPV-infected cells still upregulate p16 levels to block the 
proliferation of HPV-transformed cells, which, however, due to the deregulation of pRB by E7 is an unsuccessful attempt 
to stop the proliferation [132].

Generally, senescence is defined as an irreversible cell-cycle arrest that is associated with the secretion of a specific 
subset of growth factors, referred to as the senescence-associated secretory phenotype [133]. Mammalian cells undergoing 
senescence develop specific characteristics that distinguish them from other nondividing cell states, such as quiescence 
or terminal differentiation [134]. Senescence can be induced prematurely by DNA damage without telomere shortening, 
referred to as stress-induced premature senescence. In contrast, replicative senescence occurs as a response to telomere 
shortening. Moreover, senescence can be induced by the failure to repair DSBs. While replication-induced telomere ero-
sion–dependent senescence is mainly triggered by the recognition of dysfunctional telomeres by the ATM-dependent DSB-
signaling response driving p53-dependent mechanisms [135], DSBs have been observed in senescent cells independent 
of telomere erosion [13,14], suggesting that senescence can also result from nontelomeric DSBs, where the amount of 
unrepaired DSBs required to trigger senescence is dose-, damage-, and cell type–dependent [135].

Collectively, different stimuli can promote senescence, including telomere erosion which causes a permanent DDR and 
nontelomeric DNA–damage stress which can cause the persistent DDR activation through the misfired replication origins 
and replication fork collapses [135]. Thus, senescence can serve as an anticancer barrier [134]. In particular, in the context 
of oncogene-driven DNA damage, a specific type of stress-induced premature senescence has been recognized as a powerful 
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barrier to the malignant transformation of pre-cancerous lesions [10,11,85]. For example, hyperactivated oncogenes can 
trigger chronic DSB signaling by causing error-prone DNA replication, resulting in the initiation of senescence [10]. This 
type of premature senescence is known as oncogene-induced senescence. Furthermore, most human tumors display inac-
tivating mutations of the p53 and/or p16–pRB pathways, which are central components of the senescence response [135], 
further supporting the notion that senescence is an important tumor-suppressive mechanism. Thus, senescence induction is 
considered a possible mechanism for cancer therapy [136].

In mammals, cellular senescence is regulated by two major mechanisms: the p16–pRB pathway and the p53–p21 pathway 
[114,135]. While p21 plays a role in the initiation of senescence [114], the state of permanent cell–cycle arrest is maintained 
by p16 [137]. Specifically, the p16–pRB pathway seems to be essential for the maintenance of senescence since the senescence 
phenotype is not reversible once senescence arrest has been fully established by the p16–pRB pathway [138,139].

Significantly, chromatin alterations are also a key feature of senescence accompanied by the formation of senescence-
associated heterochromatin foci (SAHF) [135]. The p16–pRB pathway is required for the formation of SAHF structures in 
response to oncogene-induced senescence [135], where SAHF formation can serve as a barrier to chronic DSB responses, 
with the potential to help cancer cells to bypass cell death induction by DSB signaling [140]. Most likely, SAHF surround 
an unresolved DSB and suppress it from contributing to DSB-response signaling, which could be beneficial for normal tis-
sue functionality but detrimental in the context of cancer cell survival [135]. Thus, it is possible that SAHF formation might 
assist in preserving genomic integrity, in addition to muting the DSB response which normally would trigger cell death 
mechanisms, and thereby remove cells containing excessive DNA damage. Thus, considering that the p16–pRB pathway is 
needed for the maintenance of senescence as an anticancer barrier (see earlier) and is possibly required for the suppression 
of DSB signaling to promote cancer cell survival, it is very likely that p16 may play context-dependent roles in cancer as 
already defined for p21 (see earlier).

Last but not least, one should further note that the role of p16 in the context of DNA damage has been linked to stem cell 
biology and aging in addition to cancer (summarized in Ref. [12]). For example, cell-intrinsic DNA damage in tissues can 
result in systemic alterations of the blood, thus accelerating normally age-dependent functional defects in hematopoietic 
stem cell pools [12]. Moreover, the functional impairment of somatic stem cells due to accumulated DNA damage and the 
consequent DNA-damage checkpoint responses can lead to defects in tissue maintenance. In this regard, p16 expression is 
significantly increased in various tissues during mouse and human aging, which possibly involves a decline in ATM func-
tionality combined with the accumulation of DNA damage during aging. Even more importantly, since the age-dependent 
accumulation of DNA damage also occurs in stem cells, stem cell maintenance can be improved by the deletion of p16 in 
murine cells. Taken together, the deregulated expression of p16 can have detrimental effects on the functionality of stem 
cells as well as somatic cells [12].

5.  CONCLUSION

In summary, many commonly lost tumor-suppressor genes, including p53, p16INK4A, and RB, play roles in the DDR- and 
DNA-repair pathways. As summarized in this chapter, p53 acts as a central, versatile and multifunctional player in the 
cellular DDR. In response to DNA damage, p53 protein levels are upregulated, thereby inducing diverse transcriptional 
programs that can promote a transient cell cycle arrest, a permanent cell–cycle arrest in the form of senescence, DNA 
repair, and/or apoptosis. Considering that the Tp53 gene is the most frequently mutated gene in human cancers and that 
p53-deficient mice display nearly 100% penetrance of cancer development at the young age, it is not surprising that over 
the past decades, very intensive research efforts have focused on deciphering the key tumor-suppressive functions of p53. 
In this regard, it is now fully established that p53 plays important roles in the G1/S and G2/M DNA–damage cell-cycle 
checkpoints. In response to DNA damage, p53 as a transcription factor is stabilized, allowing p53 to drive the transcription 
of the p21 tumor-suppressor gene and other targets. This p53–p21 axis is essential for the induction of the G1/S arrest, 
while “only” being required for the maintenance of the G2/M arrest. In addition, p53 directly and indirectly (through its 
effector p21) can play distinct roles in supporting DNA repair. p21 also plays an active role in inhibiting apoptosis, which 
in a context-dependent manner can have cancer-promoting effects, in contrast to the general tumor-suppressive role of p21. 
Moreover, the p53–p21 pathway acts in the initiation of senescence. Conversely, the maintenance of cellular senescence is 
promoted by the p16–pRB pathway. Considering that the p53–p21 and p16–pRB pathways are among the most frequently 
compromised pathways in human cancers, more research is now needed to decipher which of their cell biological functions 
are essential for tumor suppression in vivo. Research aiming to translate the p53, p21, and/or p16 status into clinical cancer 
settings may help improve (maybe even optimize) the prediction of responses to radio- and/or chemotherapies. In the con-
text of clinically developing and testing selective DDR inhibitors, the analyses of p53, p21, and/or p16 levels and mutations 
may even help open up completely novel anticancer approaches.
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GLOSSARY
Acute DNA damage Severe and temporally limited DNA damage.
Aneuploidy The presence of an abnormal number of chromosomes in a cell.
Apoptosis The process of programmed cell death.
Cell-cycle checkpoint Specific control mechanisms in eukaryotic cells ensuring proper cell-cycle progression.
Cellular senescence An irreversible G1 cell–cycle arrest in which cells are refractory to growth factor stimulation.
Chronic DNA damage A type of DNA damage that persists for a long time or that regularly recurs.
DNA-damage checkpoint A cell-cycle checkpoint that is specifically activated upon the detection of DNA lesions.
DNA-damage response A complex network of cellular pathways that is responsible for the detection, signaling, and repair of DNA lesions.
E3 ubiquitin ligase An enzyme that catalyzes the transfer of ubiquitin from the E2 ubiquitin-conjugating enzyme to specific protein substrates.
Genomic instability (aka genetic or genome instability) Defined as a high frequency of mutations within the genome, where mutations can 

include changes in nucleic acid sequences, chromosomal rearrangements, and/or aneuploidy.
Genotoxic A damaging effect on a cell’s genetic material.
Malignant transformation The process by which cells acquire the properties of cancer.
Mitotic catastrophe A cellular event in which a cell is destroyed during mitosis.
Permanent cell–cycle arrest An irreversible exit from cell-cycle progression.
Quiescence The state of a cell when it is not dividing as a consequence of a reversible cell–cycle exit.
Synthetic lethal interaction (aka synthetic lethality) A type of genetic interaction where the cooccurrence of two genetic events results in organ-

ismal or cellular lethality.
Transient cell–cycle arrest A fully reversible exit from cell-cycle progression.

LIST OF ACRONYMS AND ABBREVIATIONS
ATM Ataxia telangiectasia mutated
ATR ATM and Rad3 related
BER Base excision repair
CDK Cyclin-dependent kinase
CDKN1A CDK tumor-suppressor protein inhibitor 1A
CDKN2A CDK tumor-suppressor protein inhibitor 2A
CHK1 Checkpoint kinase 1
CHK2 Checkpoint kinase 2
CIP1 CDK interacting protein 1
CKI CDK inhibitor
DDR DNA-damage response
DNA-PK DNA-dependent protein kinase
DSB DNA double-strand break
HPV Human papillomavirus
HRR Homologous recombination repair
IR Ionizing radiation
MK2 MAPK-activated protein kinase 2
MMR Mismatch repair
MRN MRE11/RAD50/NBS1 complex
NER Nucleotide excision repair
NHEJ Nonhomologous end joining
pRB Retinoblastoma protein
SAHF Senescence-associated heterochromatin foci
SDI1 Senescent cell–derived inhibitor 1
UV Ultraviolet
WAF1 Wild-type p53-activated factor 1
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1.  INTRODUCTION: THE DDR, DNA DAMAGE–TOLERANCE AND DNA DAMAGE–
AVOIDANCE MECHANISMS

DNA damage poses a serious threat to genome stability and the S-phase of the cell cycle is particularly vulnerable to the 
detrimental effects of bulky replication fork-stalling DNA lesions. Cells have evolved an elaborate signaling network 
termed the DNA-damage response (DDR) that coordinates DNA replication and DNA repair with cell-cycle progression 
following genotoxic exposures. DNA damage acquired during S-phase elicits three important protective responses that are 
mediated at least in large part by the ATR and Chk1 checkpoint kinases [1]: Inhibition of initiation of DNA synthesis at 
unfired origins of replication and slowing of ongoing replication forks (a mechanism termed the “S-phase checkpoint”) 
[1,2]; Stabilization of stalled replication forks, the crucial function of S-phase checkpoint signaling [2,3]; Inhibition of 
entry into mitosis in the presence of un-replicated DNA, a mechanism also termed the “replication checkpoint” [3,4]. It has 
become clear that attenuation of S-phase checkpoint signaling and recovery from DNA damage–induced cell-cycle delays 
is critically dependent on postreplication repair (PRR) mechanisms that facilitate resolution of stalled DNA replication 
forks and permit continued S-phase progression on damaged genomic DNA templates [5,6]. PRR of damaged DNA may 
proceed via trans-lesion synthesis (TLS), a DNA damage–tolerance process that uses error-prone Y-family DNA polymer-
ases to synthesize daughter strand DNA using a damaged template (Fig. 16.1, left). Alternatively, cells may employ an 
error-free DNA damage–avoidance mechanism termed “template switching” (TS) that depends on the presence of a newly 
synthesized sister chromatid DNA template (Fig. 16.1, right). Collectively, TLS- and TS-mediated PRR mechanisms allow 
cells to survive exposure to a variety of genotoxins.



258 SECTION | V Genome Stability in Mammals

TLS and TS are activated by ubiquitination of the DNA polymerase processivity factor Proliferating Cell Nuclear 
Antigen (PCNA). TLS relies on monoubiquitination of PCNA at Lysine 164 (K164), while TS is promoted by PCNA 
K164 polyubiquitination. RAD18 is the major PCNA K164-directed E3 ubiquitin ligase in eukaryotic cells. RAD18 exists 
as a complex with the E2 ubiquitin–conjugating enzyme RAD6 and is activated coincident with the S-phase checkpoint. 
Therefore, the RAD18–RAD6 complex represents a proximal activator of both TLS and TS pathways. Here we review the 
activation mechanisms of RAD18, and discuss the roles of its effector TLS and TS pathways in genome maintenance. In 
particular, we emphasize the basis for coordination of RAD18 with other elements of the DDR. Finally, we consider the 
potential impact of RAD18-mediated genome maintenance on development and disease.

2.  IDENTIFICATION OF RAD18–RAD6 AS A MEDIATOR OF DNA DAMAGE TOLERANCE

The Saccharomyces cerevisiae RAD18 and RAD6 genes (encoding E3 ubiquitin ligase and E2 ubiquitin–conjugating enzymes 
RAD18 and RAD6, respectively) belong to the same epistasis group and were identified based on their roles in conferring 
tolerance of ultraviolet (UV) light and chemically induced DNA damage [7–9]. rad18 and rad6 mutant yeast have PRR defects 
and accumulate discontinuities in newly replicated DNA following genotoxin exposure [8,10]. Moreover, DNA damage–
inducible mutagenesis is attenuated in rad6 and rad18 mutants. S. cerevisiae RAD6 is a ubiquitin-conjugating (E2) enzyme 
that can use histones H2A and H2B as substrates [11]. RAD18 associates directly with RAD6, has zinc finger domains that 
mediate nucleic acid binding [12], binds to ssDNA [13] and has ubiquitin-conjugating and ATP hydrolytic activities [14]. 
Prakash and colleagues first suggested that DNA-binding and nucleotide-binding activities might enable RAD18 protein to 
recognize damaged template DNA with high affinity [15]. Furthermore, these workers proposed that ubiquitination of replica-
tion factors may be required for activation of postreplicative bypass DNA-repair machinery [13,14].

Human RAD18 was identified based on homology to the yeast RAD18 gene. There are two human RAD6 homo-
logues, RAD6A and RAD6B, both of which interact with RAD18 [16,17]. Human cells expressing hRAD18 protein with 

FIGURE 16.1 Potential mechanisms of postreplication repair via TLS and TS. During TLS (A), specialized DNA damage–tolerant Y-family DNA 
polymerases are recruited to stalled replication forks where they perform error-prone DNA synthesis using damaged templates. TS may proceed via fork 
reversal (B) or recombination-based (C) mechanisms, both using a newly synthesized undamaged sister chromatid as template for error-free DNA syn-
thesis. See text for details.
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a “really-interesting gene” (RING) finger mutation are compromised for PRR [16]. Similarly, Rad18-knockout mouse 
embryonic stem cells generated by gene targeting are PRR-defective and hypersensitive to multiple DNA-damaging agents 
[18]. Mutation rates (measured by ouabain resistance) are similar between wild-type and Rad18-knockout cells. However, 
spontaneous sister chromatid exchanges (SCEs), random targeting of exogenous DNA into the genome, and gene targeting 
at the Oct3/4 locus are increased as a result of Rad18-deficiency, demonstrating that Rad18 represses illegitimate recom-
bination events [18]. Increased SCE rates are also observed in RAD18−/− DT40 cells, indicative of a role for RAD18 in 
suppression of HR-mediated PRR [19]. Therefore, similar to rad18 mutant yeast, RAD18-deficient vertebrate cells exhibit 
genome maintenance defects, indicating conservation of RAD18 function between species.

3.  RAD18-MEDIATED PCNA MONOUBIQUITINATION AND THE TLS POLYMERASE 
SWITCH

PCNA is the critical target whose modification by RAD18-RAD6 directs PRR pathway activation [20]. Jentsch and col-
leagues showed that RAD18 recruits RAD6 to chromatin to promote PCNA monoubiquitination at K164. The ubiqui-
tin-conjugating MMS2–UBC13 complex is recruited to chromatin by RAD5 (another RING-finger E3 ligase) leading to 
further K63-linked multi-ubiquitination of the monoubiquitinated PCNA. Thus, different PCNA modifications target for 
alternative functions in PRR. Stelter and Ulrich showed that PCNA monoubiquitination activates TLS via DNA polymer-
ases eta and zeta, whereas PCNA polyubiquitination promotes error-free repair [21]. PCNA ubiquitination was also shown 
to be required for DNA damage–induced mutagenesis. Taken together these important studies demonstrated that PRR acti-
vation and the selection of error-prone TLS vs. error-free TS pathways are dependent upon posttranslational modifications 
of PCNA.

K164 is present in human PCNA, indicating that the mechanism of TLS pathway activation is conserved across species 
[20]. Lehman and colleagues demonstrated that UV irradiation induces PCNA monoubiquitination in a RAD18-dependent 
manner in human cells and that DNA polymerase eta (Polη, the mammalian homologue of yeast RAD30) associates prefer-
entially with K164-monoubiquitinated PCNA [22]. Interestingly, RAD18 also has a noncatalytic role in regulating TLS via 
its interactions with Polη [23] (described in more detail later). RAD18-mediated PCNA monoubiquitination also promotes 
recruitment of DNA polymerase kappa (Polκ) [24], DNA polymerase iota (Polι) [25], and REV1 [26] to sites of replication 
fork stalling in genotoxin-treated cells. It is unclear whether Y-family polymerases other than Polη are regulated via direct 
interactions with RAD18. The presence of specialized ubiquitin-binding zinc finger (UBZ) and ubiquitin-binding motif 
(UBM) domains in the Y-family DNA polymerases provides the molecular basis for the association of Y-family TLS DNA 
polymerases with monoubiquitinated PCNA [27].

The extent to which PCNA-monoubiquitination is necessary for recruitment of Y-family polymerases to stalled replica-
tion forks has been controversial. In one study, PCNA ubiquitination did not disrupt Polδ–PCNA interactions or enhance 
the binding affinity of TLS DNA polymerases for PCNA, leading to the suggestion that K164 monoubiquitination dis-
places putative inhibitors of PCNA–TLS polymerase interactions [28]. A UBZ-deficient Polη mutant retaining the PCNA- 
interacting peptide (“PIP” domain) was able to complement UV-sensitivity defects of xeroderma pigmentosum–variant 
(XPV) cells which lack endogenous Polη [29], further suggesting that PCNA monoubiquitination is nonessential for TLS 
polymerase activation. However, in “knock-in” mouse cells harboring K164-mutated ubiquitination-resistant PCNA [30], 
Polη recruitment to stalled replication forks and TLS-mediated recovery from replication fork stalling are compromised but 
not completely attenuated. Most probably, therefore, monoubiquitinated PCNA does promote TLS but additional mecha-
nisms (likely involving ubiquitin-independent PIP box interactions) contribute to stable association of Y-family TLS poly-
merases with PCNA.

4.  RAD18 STRUCTURE, ACTIVATION, AND COORDINATION WITH THE DDR

4.1  RAD18 Structure

The domain organization of the 495 amino acid (AA) hRAD18 protein is shown in Fig. 16.2 and illustrates major conserved 
domains including the RING motif (AAs 25–63), a UBZ4-type zinc finger (AAs 201–225), the SAF-A/B, Acinus and PIAS 
(SAP) domain (AAs 248–282), the RAD6-binding domain (AAs 340–395), and a Polη-binding motif (AAs 401–445) 
[31]. A crystal structure for the RAD18–RAD6 complex is not yet available. However, biophysical studies indicate that 
RAD18 exists as an asymmetric heterotrimer consisting of two RAD18 molecules and a single molecule of RAD6 [32,33]. 
Multiple contacts between RAD18 and RAD6 are necessary for formation of the [RAD18]2–RAD6 complex. The RAD18 
RING domain is necessary for PCNA ubiquitination activity [16]. RING domains generally serve as interaction sites for E2 
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enzymes and bring substrates in proximity of the E2 to promote ubiquitination. Similar to other E3 ligases, the N-terminal 
RING domain of RAD18 contributes to E2 (RAD6) binding [16,31,34]. The RAD18 UBZ domain belongs to the UBZ4 
subgroup that is also present in Polκ and WRIP1 [35] The UBZ4 domain is dispensable for RAD18–RAD6 complex for-
mation, catalytic activity, and TLS [33], yet may facilitate DNA binding and may contribute to self-dimerization [16,34]. 
UBZ-mediated interactions between Rad18 and monoubiquitinated PCNA may also facilitate retention of Rad18 at sites of 
replication fork stalling, providing a feed-forward mechanism that amplifies the PCNA monoubiquitination response [36].

As discussed later (Section 7), RAD18 participates in DNA double-stranded breaks (DSB) repair independently 
of its role in TLS and the UBZ motif may facilitate RAD18 recruitment to DSB-flanking ubiquitinated histones [37]. 
The SAP domain [38] facilitates RAD18 recruitment into Polη-containing nuclear foci, PCNA monoubiquitination, 
and UV DNA-damage tolerance [39,40], yet is dispensable for the recruitment of RAD18 to DNA DSB [37]. Resi-
dues 401–445 of RAD18 interact with Polη and this association is necessary for efficient chaperoning of Polη to sites 
of replication stalling [23]. The importance of the RAD18–Polη interaction is demonstrated by the observation that 
Polη interaction–deficient RAD18 mutants that retains E3 ligase activity are compromised for DNA-damage toler-
ance [23,41]. As discussed later, the Rad18–Polη interaction also integrates TLS with the cell cycle and other genome 
maintenance pathways.

4.2  RAD18 Activation

DNA damage–induced accumulation of monoubiquitinated PCNA results both from inhibition of PCNA de-ubiquitination 
[42], and from increased PCNA ubiquitination by RAD18. The RAD18-inducible component of the overall PCNA ubiqui-
tination seems to be a multistep process involving RAD18 recruitment to ssDNA in the vicinity of stalled DNA replication 
forks, followed by a Polη-mediated “hand-off” to PCNA, as described further on.

FIGURE 16.2 Domain structure of hRAD18 indicating key domains involved in TLS, TS, and other genome maintenance activities. The diagram 
shows relative locations of RING, UBZ, and SAP domains in the full-length (495 amino acid, AA) human RAD18 protein. Interaction sites for several 
key binding partners that mediate TLS and TS (top half of figure) and DSB/ICL repair (bottom half of figure) are indicated. The region spanning AAs 
401–445 contains phosphorylation sites for JNK (serine 409) and a cluster of DDK sites (residing in serine residues 432–444). JNK and DDK-mediated 
phosphorylations are Chk1 dependent and promote associations with Polη (S409, S432–444) and with the SMC5/6 proteins (S432–444) to promote TLS 
and ICL repair, respectively. See text for details.
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DNA damage–induced stalling of replicative DNA polymerases causes uncoupling of leading and lagging strand DNA 
synthesis and leads to single-stranded DNA (ssDNA) accumulation [43]. In S. cerevisiae, UV-induced replication stalling 
increases the length of replication-associated ssDNA tracts from about 100 to 200 bases [44]. ssDNA is the proximal trigger 
that activates several branches of the DDR including the ATR/Chk1-mediated S-phase checkpoint [45]. PCNA ubiquitina-
tion is selectively induced by genotoxins that generate ssDNA via uncoupling of replicative helicase and polymerase activi-
ties [46]. It has long been known that RAD18 has ssDNA-binding activity [13] and ssDNA generated during replication 
fork stalling is probably the basis for the initial recruitment of RAD18 to the vicinity of damaged DNA. Indeed, RAD18 
preferentially recognizes synthetic ssDNAs that resemble replication fork intermediates [40]. ssDNA generated by stalled 
replication forks is coated by replication protein A (RPA), and RPA-ssDNA is a key mediator of ATR/Chk1 pathway activa-
tion. In S. cerevisiae, 95% degradation of temperature-sensitive rfa1 (the large subunit of yeast RPA) mutant sustains DNA 
replication yet abolishes PCNA monoubiquitination, indicative of a role for RPA-ssDNA accumulation in RAD18 activa-
tion [46]. Moreover, RAD18–RAD6 complex interacts with RFA1 and RFA2 subunits of yeast RPA, even in the absence of 
DNA. An N-terminal domain of yeast RAD18 confers RPA-binding activity while the SAP domain (necessary for ssDNA 
binding) is dispensable for RPA association. Therefore, recruitment of RAD18 to DNA at sites of replication stalling may 
require independent interactions of RAD18 with RPA and ssDNA, at least in yeast. An RPA-ssDNA-based mechanism 
of RAD18 activation explains the temporal correlation of PCNA ubiquitination and Chk1 phosphorylation in genotoxin-
treated cells and provides a parsimonious mechanism for simultaneous activation of two major elements of the DDR (TLS 
and the S-phase checkpoint).

Although RPA-coated ssDNA might explain the initial recruitment of Rad18 to the local environment of stalled replica-
tion forks, this model does not explain how Rad18 associates with PCNA, its critical substrate in the TLS pathway. RAD18 
lacks a PIP box or any known PCNA-interacting motifs. However, the RAD18–Polη interaction may facilitate association 
of RAD18 with PCNA: Polη interacts with PCNA via a PIP box, thereby providing a potential mechanism for targeting the 
Polη-bound RAD18 to PCNA. Indeed, Polη promotes association of RAD18 with PCNA and enhances PCNA monoubiqui-
tination in vitro and in cultured human cells [47]. A catalytically inactive Polη mutant retains RAD18-binding activity, pro-
motes PCNA monoubiquitination, and stimulates the recruitment of other TLS polymerases to PCNA [47]. Moreover, UV 
sensitivity of Polη-deficient cells is partially rescued by the expression of catalytically inactive Polη [48]. Therefore, Polη 
has a noncatalytic scaffolding role in promoting RAD18-mediated PCNA monoubiquitination and DNA-damage tolerance.

The RAD18-binding motif of Polη has not been mapped precisely, yet resides in a C-terminal domain (AAs 594–713) 
that is frequently deleted in XPV patients [49]. Therefore, genome instability in some XPV patients may result from defec-
tive Polη scaffold function and altered targeting of RAD18 to PCNA. The extent to which the other Y-family polymerases 
associate with RAD18 and promote PCNA monoubiquitination is unclear, although in a side-by-side comparison, Polκ fails 
to promote PCNA monoubiquitination as efficiently as Polη [50]. Interestingly, substitution of the Polκ PIP box with the 
Polη core PIP sequence plus PIP box-flanking residues confers increased PCNA monoubiquitination activity upon Polκ 
[47]. Therefore, the high affinity of the Polη PIP box for PCNA may explain why Polη supports RAD18-mediated PCNA 
ubiquitination preferentially when compared with other Y-family DNA polymerases.

RAD18 can perform sequential monoubiquitinations of multiple units of the PCNA homotrimer and the mono- and 
multi-monoubiquitinated PCNA trimers might activate distinct modes of DNA-damage tolerance [36]. Interestingly, tri-
meric PCNA complexes containing one or two K164-monoubiquitinated monomers are ubiquitinated more efficiently by 
RAD18 when compared with unmodified PCNA trimers [36]. That is, PCNA monoubiquitination appears to stimulate 
further ubiquitination of the other PCNA subunits. It is possible that the UBZ domain of RAD18 mediates its retention 
at monoubiquitinated PCNA, establishing a feed-forward mechanism for enhanced monoubiquitination of other PCNA 
monomers in the same trimer.

In addition to RPA-ssDNA and Polη, several other proteins may influence RAD18-mediated PCNA ubiquitination and TLS 
at sites of DNA replication stalling. For example, the orphan protein C1orph124 (also designated “Spartan”) facilitates RAD18–
PCNA association and modestly stimulates PCNA monoubiquitination [51]. Spartan/C1orf124 also interacts with the replicative 
DNA polymerase POLD3 and PDIP1 in the absence of DNA damage, but preferentially associates with Polη upon UV damage, 
perhaps indicating additional roles for Spartan in the polymerase switch [52]. Spartan may also promote accumulation of monou-
biquitinated PCNA independently of its putative role in RAD18 activation by protecting against de-ubiquitination [53]. It must be 
noted, however, that the role of Spartan in TLS is not entirely clear since other studies indicate Spartan is not required for PCNA 
monoubiquitination, but instead interacts with p97 “segregase” to promote removal of Polη from sites of UV-induced DNA dam-
age, thereby reducing mutagenesis [54]. Other reports indicate that Spartan depletion increases rates of mutagenesis [55]. Clearly 
therefore, the roles of Spartan in regulating TLS are complex and incompletely understood. Han and colleagues in 2014 identified 
the ARF-directed E3 ligase SIVA1 as another mediator that physically bridges chromatin-bound RAD18 and PCNA [56]. There-
fore, SIVA1 may function as substrate receptor for RAD18 ubiquitin ligase that promotes PCNA ubiquitination.
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Other proteins with known roles in distinct genome maintenance pathways have also been implicated in RAD18-
mediated TLS. p95/NBS1 (mutated in Nijmegen breakage syndrome) interacts directly with the RAD6-binding domain of 
RAD18 [57] and promotes RAD18 distribution to sites of DNA replication stalling, stimulating PCNA monoubiquitination 
[57]. The BRCA1 (breast cancer 1) protein, a major component of the HR pathway, also recruits RPA, RAD18, Polη, and 
REV1 to damaged chromatin to promote TLS and template switching [58]. The participation of major DSB-sensing and 
repair factors in TLS is indicative of extensive crosstalk and coordination between genome maintenance pathways.

In summary, multiple factors (RPA, ssDNA, Polη, NBS1, BRCA1, SIVA1, and doubtless other proteins) associate 
with RAD18 and/or create a local environment that is permissive for PCNA monoubiquitination and TLS at stalled 
replication forks.

4.3  Transcriptional and Posttranslational Regulation of RAD18

Ectopic over-expression of RAD18 in cultured cells induces DNA damage–independent PCNA monoubiquitination, drives 
TLS polymerases to sites of DNA replication [24], and confers DNA-damage tolerance [59]. Therefore, stringent control 
of RAD18 expression is important for limiting error-prone DNA synthesis and maintaining genome stability. During the 
cell cycle, RAD18 protein levels are relatively low in G1, increase during S-phase, and decrease rapidly following mitosis 
[60]. Interestingly, the RAD18 promoter is a target of the DNA damage–inducible E2F family member E2F3, which medi-
ates transcriptional induction of RAD18 expression in genotoxin-treated cells [61]. Other mechanisms for transcriptional 
regulation of RAD18 expression have not been described. However, RAD18 protein levels are regulated via its ubiquitin-
dependent proteolysis. RAD18 is polyubiquitinated (via auto-ubiquitination) and the polyubiquitinated species is targeted 
for proteasomal degradation [34]. A 2015 siRNA screen identified RAD18 as a target of the de-ubiquitinating enzyme 
USP7 [62]. Thus, USP7-mediated removal of polyubiquitin chains from RAD18 confers stability and represents an impor-
tant mechanism for maintaining DNA-damage tolerance via TLS.

Integration of TLS with S-phase, checkpoint signaling, and stress kinase pathways is achieved through RAD18 phos-
phorylation [41,63]. The Polη-binding domain of hRAD18 contains a cluster of DBF4/DRF1-dependent kinase (DDK) 
phosphorylation sites (including the preferred DDK phosphorylation site at S434) embedded in an acidic region termed the 
“S-box” [41] and a c-Jun N-terminal kinase (JNK) phosphorylation site at S409 [63]. DDK is a critical protein kinase for 
the initiation of DNA synthesis [64] and JNK mediates signaling in response to diverse cellular stresses, including many 
genotoxic agents [65]. The JNK and DDK phosphorylation sites of RAD18 are conserved between species and serve to 
promote RAD18–Polη complex formation, contributing to DNA-damage tolerance. DBF4, the activating subunit of DDK 
binds RAD18 and likely directs CDC7 to RAD18 [66]. Interestingly, DBF4 might also promote PCNA monoubiquitination 
by facilitating RAD18 recruitment to damaged chromatin independently of its role in DDK-mediated RAD18 phosphoryla-
tion. RAD18 phosphorylation by JNK and DDK depends on Checkpoint Kinase 1 (CHK1), a key mediator of the S-phase 
checkpoint [67]. Therefore, RAD18 phosphorylation by DDK and JNK coordinates TLS with DNA replication and stress 
kinase signaling via the S-phase checkpoint.

ATR/CHK1 signaling promotes PCNA monoubiquitination [24,68], although the mechanism of Chk1-induced PCNA 
monoubiquitination is not known. CHK1-dependent formation of the RAD18–Polη complex (required for targeting RAD18 
to PCNA) provides a plausible mechanism for the stimulatory effect of CHK1 on PCNA monoubiquitination [24,68]. The 
association of RAD18 with Polη also provides a basis for integrating RAD18-mediated PCNA monoubiquitination with 
p53 signaling. The POLH gene (encoding Polη) is a transcriptional target of p53 and Polη protein levels are induced by 
DNA damage [69]. In cultured cells, RAD18 protein is present in excess of Polη by about 100-fold [47], and consequently 
Polη levels are limiting for recruitment of RAD18 to PCNA. However, DNA damage–induced p53 activity stimulates Polη 
expression, increasing the availability of Rad18–Polη complexes that associate efficiently with PCNA.

In summary, we propose an integrated model for initiation of TLS (Fig. 16.3) in which the RAD18–RAD6–Polη complex 
is first recruited to the vicinity of stalled replication forks via interaction of RAD18 with RPA-coated ssDNA. Subsequent 
association of the RAD18 complex with PCNA is facilitated by Polη scaffolding activity, leading to K164 monoubiqui-
tination of one PCNA subunit. Additional scaffolding proteins, such as Spartan, p95/NBS, and SIVA1 may facilitate the 
interaction of RAD18 with PCNA. USP7 and p53 contribute to maintaining RAD18 expression levels. DDK/JNK-mediated 
RAD18 phosphorylation preserves RAD18–Polη interactions and promotes PCNA monoubiquitination and TLS.

5.  DNA REPLICATION–INDEPENDENT RAD18 ACTIVATION AND TLS

There is now considerable evidence that RAD18-mediated lesion bypass occurs postreplicatively and serves to fill ssDNA 
gaps remaining behind a newly-primed leading strand [70–72]. For example, TLS deficiency does not affect rates of leading 
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strand synthesis on damaged templates, but instead leads to postreplicative gaps [72]. Limiting TLS to G2/M phase effi-
ciently promotes lesion tolerance, fully consistent with the idea that TLS serves to fill ssDNA gaps behind newly re-primed 
replication forks [70]. In elegant experiments that visualized and quantified PRR tracts, TLS was temporally and spatially 
separable from global genomic DNA replication [71]. Thus, RAD18-mediated TLS is truly a PRR mechanism that operates 
distal to active replication forks.

Interestingly, several studies show that RAD18/TLS-mediated patch filling is not necessarily restricted to ssDNA behind 
replication forks, and also contributes to repair of ssDNA breaks (SSBs) that arise outside S-phase. For example, UV irra-
diation of quiescent (G0) human fibroblasts induces PCNA monoubiquitination and PCNA association of Polκ [73–75]. 
Polκ-deficient MEF exhibit reduced repair synthesis activity, particularly in the presence of the ribonucleotide reductase 
(RNR) inhibitor hydroxyurea (HU), suggesting that TLS polymerases participate in nucleotide excision repair (NER) when 
dNTP concentrations are limiting [76]. In nonproliferating cells, exonuclease 1 (EXO1) activity converts NER intermedi-
ates to long ssDNA gaps that are capable of activating the Chk1 pathway [77,78]. Similarly, it is likely that RPA-coated 
ssDNA generated at sites of NER could recruit RAD18, thereby initiating TLS independently of DNA replication. Indeed, 
recruitment of Polκ to monoubiquitinated PCNA is observed in nonreplicating wild-type but not XPA cells [73]. Therefore, 
DNA intermediates, such as ssDNA generated during the incision phase of NER are likely to initiate TLS outside S-phase.

RAD18-mediated PCNA monoubiquitination is also inducible by H2O2 (a source of oxidative DNA damage) in 
nonreplicating cells [74,79]. In contrast with UV-induced DNA damage (which induces PCNA ubiquitination via NER 

FIGURE 16.3 Mechanisms of RAD18 recruitment to stalled replication forks. (A) DNA damage induces RAD18 phosphorylation (by JNK and 
DDK), promoting its association with Polη. DNA damage also induces Polη expression via p53-dependent transcription, further contributing to the forma-
tion of RAD18–Polη complexes. (B) The RAD18–Polη complex is recruited to the vicinity of stalled replication forks via interactions between RAD18 
and RPA-ssDNA. (C) Polη binds PCNA, thereby serving as a scaffold that mediates association of RAD18 with PCNA. Various other factors including 
BRCA1, p95/NBS1, Spartan, and SIVA may interact with core TLS proteins or create a local environment that facilitates RAD18 interactions with PCNA. 
(D) RAD18 monoubiquitinates PCNA leading to high affinity binding of Polη and other Y-family TLS polymerases. (E) Association of TLS polymerases 
with monoubiquitinated PCNA allows replicative bypass of DNA lesions.
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intermediates), H2O2-induced PCNA monoubiquitination depends on the MSH2–MSH6 complex (but not on MLH1) 
[79]. Thus, oxidative stress-induced clustered lesions evading repair by DNA glycosylases may activate MSH2–MSH6 
to load an exonuclease (likely EXO1) that generates the ssDNA tracts needed to activate RAD18. RAD18-mediated 
PCNA monoubiquitination then facilitates recruitment of Polη, which contributes to repair synthesis. RAD18-mediated 
TLS is essential for facilitating completion of DNA replication and conferring cell survival after oxidative injury in 
S-phase [74]. Interestingly, however, the role of RAD18 in preventing H2O2-induced DSBs and lethality during G1 is 
nonessential owing to backup nonhomologous end joining (NHEJ)-mediated DSB repair [74]. Alkylating agents, such 
as MNNG also induce S-phase-independent PCNA monoubiquitination via noncanonical Mismatch Repair (MMR) [80]. 
While H2O2-induced PCNA monoubiquitination is MLH1 independent, MLH1 is necessary for PCNA monoubiquitina-
tion following exposure to MNNG. Therefore, noncanonical MMR in G1 may lead to MUTLα-induced endonucleolytic 
nicks and loading of EXO1, generating the ssDNA required for RAD18 activation and PCNA monoubiquitination. 
Extension of ssDNA tracts (by EXO1 and/or other exonucleases) likely represents a general mechanism for replication 
fork-independent recruitment of RAD18 to sites of NER or SSB repair. RAD18-mediated TLS can also repair ssDNA 
breaks persisting after replication in G2 and UV-induced PCNA ubiquitination is observed in synchronized metaphase-
arrested cells [79]. Therefore, RAD18-mediated PCNA monoubiquitination occurs throughout the cell cycle. Why then 
would cells use error-prone TLS DNA polymerases in lieu of the error-free polymerases conventionally employed for 
NER or SSB repair? One possibility is that TLS polymerases may be required for SSB repair when clustered DNA 
lesions are generated on both strands. In addition, TLS DNA polymerases may be more efficient than high-fidelity DNA-
repair polymerases when nucleotide concentrations are low (as is the case in G1 cells). With the realization that TLS 
is operational outside S-phase, RAD18 and its effector Y-family polymerases represent potential mediators of genome 
maintenance in diverse nonreplicating cell types including quiescent stem cells, postmitotic and differentiated neurons, 
and cardiomyocytes that experience high levels of oxidative stress.

6.  RAD18 FUNCTIONS IN ERROR-FREE PRR VIA TEMPLATE SWITCHING

The error-free PRR pathway uses a newly synthesized daughter strand of the undamaged complementary sequence as a 
template for extending stalled leading strands [81]. The molecular basis of TS is not fully understood, but there is evi-
dence for both fork reversal and recombination-mediated template-switching mechanisms (Fig. 16.1, right), as described 
further on.

In S. cerevisiae, error-free PRR involves the RAD6 epistasis group genes MMS2, UBC13, and RAD5 which prevent 
accumulation of daughter strand discontinuities opposite fork-stalling DNA lesions [82–84]. The ubiquitin-conjugating 
enzyme UBC13 and a noncanonical UBC variant MMS2 form a heteromeric complex with RAD5 [83]. RAD5 is an SWI/
SNF ATPase family member [84] that contains a C3HC4 RING motif [85] and possesses DNA-dependent ATPase activ-
ity [84]. RAD5 recruits UBC13-MMS2 to damaged chromatin, to form a complex that cooperates with RAD6–RAD18 to 
polyubiquitinate PCNA at K164 [86].

There are two known mammalian RAD5 homologues, SHPRH and HLTF. Elegant biochemical studies have shown that 
purified HLTF and SHPRH cooperate with RAD18-RAD6 to polyubiquitinate PCNA, yet achieve PCNA polyubiquitina-
tion via distinct mechanisms. SHPRH polyubiquitinates PCNA via extension of monoubiquitinated K164 [87]. On the other 
hand, HLTF forms a thiol-linked Ub chain on UBC13 that is transferred to RAD6. RAD18 then transfers the pre-conjugated 
Ub chain to K164 of unmodified PCNA [20,88].

SHPRH mediates alkylating agent (MMS)-induced PCNA polyubiquitination and confers tolerance to MMS (but not 
to UV, 4-NQO, and MMC [89]), whereas HLTF mediates PCNA polyubiquitination and confers DNA-damage tolerance 
in response to bulky DNA lesions [90]. In UV-irradiated mammalian cells, HLTF enhances PCNA monoubiquitination 
and Polη recruitment, while inhibiting SHPRH function. Conversely, MMS promotes SHPRH–RAD18 interactions, while 
inducing HLTF degradation. Thus, HLTF and SHPRH promote error-free PRR in a DNA damage–specific manner [91].

It is hypothesized that polyubiquitinated PCNA generated via the concerted actions of RAD18 and RAD5 recruits the 
mediators of the TS pathway to stalled replication forks. ZRANB3 (Zn finger, RAN-binding domain containing 3, also 
known as Annealing Helicase two or AH2) is recruited to polyubiquitinated PCNA where it facilitates fork regression, 
replication fork restart, and DNA-damage tolerance [92–94]. Most likely, additional proteins remain to be identified whose 
docking at polyubiquitinated PCNA promotes template switching.

Biochemical studies in 2015 suggested a mechanism for HLTF in promoting fork reversal-based template switching 
[95,96]. Fork reversal occurs when the stalled replication fork is remodeled by pairing of newly synthesized chromatids to 
form a fourth regressed DNA duplex termed a Holliday junction (HJ). Fork reversal provides an opportunity for error-free 
DNA synthesis using the undamaged lagging strand as an alternative template (Fig. 16.1).
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HLTF and RAD5 possess dsDNA translocase activity with 3′5′ polarity that catalyzes fork reversal and branch migra-
tion in an ATP-dependent fashion [97–99]. RAD5 and HLTF share a HIP116/HLTF RAD5 N-terminal (HIRAN) domain 
that is crucial for fork reversal activity [95,96]. The HIRAN domain is a unique “OB-fold” (a general nucleic acid– 
binding domain) that recognizes free 3′-ssDNA ends, thereby targeting HLTF and RAD5 to the 3′-end of the leading strand 
to direct fork remodeling and reversal [95,96]. Replication fork speed is globally increased in HLTF-deficient cells owing 
to the lack of fork reversal [95]. SHPRH lacks a HIRAN domain, indicating that additional mechanisms exist for recruiting 
RAD5 homologues to sites of TS.

HLTF can also promote D-loop formation in a Rad51-independent manner [100], possibly indicating dual roles in fork 
reversal and recombination-mediated modes of TS. Interestingly, ZRANB3 disrupts D-loops formed by strand invasion 
[92], perhaps suggesting that HLTF and ZRANB3 act in distinct early and late stages of TS, respectively.

Clearly, error-free and error-prone PRR act in opposition, with the RAD5 pathway preventing error-prone (mutagenic) 
TLS. It is not clear why cells would employ error-prone PRR (TLS) if an error-free (TS) pathway is available. It has been 
suggested that TS is employed when DNA damage is too severe to be processed via TLS and results in persistence of 3′-
ends at stalled DNA replication forks [96]. Nevertheless, selection of error-free TS vs. error-prone TLS could profoundly 
influence genome stability and mechanisms of carcinogenesis. HLTF promoter methylation and loss of HLTF expression 
are observed in cancer [101] and may contribute to increased TLS and mutagenesis. In summary, RAD18 can direct both 
TS- and TLS-mediated PRR. The putative mechanisms that dictate the selection of RAD18-dependent TLS and TS remain 
to be determined.

7.  TLS- AND TS-INDEPENDENT ROLES OF RAD18 IN GENOME MAINTENANCE

Although best known for its roles in error-prone TLS and TS, RAD18 participates in additional genome maintenance path-
ways, including DSB repair and ICL repair. A detailed discussion of noncanonical TLS/TS-independent RAD18 activities 
is beyond the scope of this review and roles of RAD18 in DSB and ICL repair are summarized very briefly.

In DT40 cells and mammalian cancer cells, RAD18 promotes homologous recombination [37,102]. RAD18 mediates 
HR by binding and chaperoning the RAD51C recombinase to “ionizing radiation induced foci” (ICRF, corresponding to 
sites of DSB repair) in the nucleus [37]. Association of the RAD18–RAD51C complex with IRIF depends upon RNF8, an 
E3 ligase which monoubiquitinates Histone H2A (and perhaps other chromatin components) in the vicinity of DSBs, and is 
mediated via the RAD18 UBZ domain. RAD18-mediated RAD51C chaperone activity does not require the SAP domain or 
E3 ubiquitin ligase activity. Therefore, the role of RAD18 in RAD51C regulation is fully separable from its PRR activities.

In addition to its role in HR, RAD18 may influence DSB repair via NHEJ.
RAD18 is recruited to X-ray-induced DSB in a 53BP1-dependent manner during G1. Moreover, RAD18 monoubiqui-

tinates and promotes chromatin retention of 53BP1, conferring DNA-damage tolerance [103]. The RAD18 UBZ domain 
(which is dispensable for RAD18-mediated PCNA modification) is required for formation of 53BP1 IRIF. Therefore, 
mechanisms of RAD18-mediated PCNA and 53BP1 monoubiquitination are separable. 53BP1 plays important roles in 
the choice of DSB-repair mechanism, promoting NHEJ and inhibiting homology-directed repair (HDR) [104]. Therefore, 
RAD18–53BP1 signaling might promote DSB repair via NHEJ, although a direct role of RAD18 in NHEJ has not been 
formally demonstrated.

RAD18 is also implicated as a potential upstream activator of the Fanconi Anemia (FA) pathway. FA is an autosomal-
recessive chromosomal instability syndrome characterized by developmental defects, bone marrow failure, and cancer pro-
pensity [105]. FA cells are hypersensitive to interstrand cross-link (ICL)-inducing agents including cisplatin and mitomycin 
C (MMC). There are at least 18 complementation groups of FA and the protein products of the FANC genes mutated in 
FA patients (termed “FANCA” through FANCT) function in a common ICL-repair pathway. When DNA replication forks 
encounter ICL, an FA “core complex” comprising “FANCs A, B, C, E, F, G, L, and M” functions as a multi-subunit E3 
ubiquitin ligase to monoubiquitinate FANCD2 and FANCI. Monoubiquitinated FANCD2-FANCI is the presumed effector 
of the FA pathway and directs ICL repair, most likely promoting endolytic processing of cross-linked DNA [106].

RAD18 promotes FA pathway activation and FANCD2-dependent DNA-damage tolerance [107–111], although the 
mechanisms of RAD18-dependent FANCD2 ubiquitination are lesion specific. For bulky benzo[a]pyrene and cisplatin 
adducts and UV-induced DNA lesions, FA pathway activation requires PCNA monoubiquitination and Polη activation 
[107,110]. However, FA pathway activation in response to the Topoisomerase inhibitor camptothecin (CPT, which induces 
replication-dependent DSB) is RAD18 mediated but TLS independent [108]. Precisely how RAD18 facilitates FA pathway 
activation in response to DSB is unclear. However, catalytically inactive (C28 > F-mutated) RAD18 does not support CPT-
induced FANCD2 monoubiquitination, possibly indicating that an unidentified RAD18 substrate must be ubiquitinated 
to mediate FA pathway activation following Topoisomerase I inhibition. In addition to its proximal role(s) in FA pathway 
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activation, RAD18 contributes to ICL repair by facilitating association of Structural Maintenance of Chromosome 5 and 
6 (SMC5/6) to ubiquitinated histones in the vicinity of damaged chromatin [112]. RAD18 scaffold function in SMC5/6 
recruitment and ICL repair is RAD6 independent and does not require E3 ubiquitin ligase activity. Similar to RAD18 
function in RAD51C chaperoning, the recruitment of RAD18 to sites of ICL requires UBZ-mediated interactions with 
ubiquitinated chromatin. Interestingly, although the scaffolding role of RAD18 in ICL repair is TLS independent, the same 
DDK-mediated phosphorylations that promote RAD18–Polη [41] mediate SMC5/6 complex formation [112]. Therefore, 
DDK-dependent phosphorylation of RAD18 promotes both TLS and ICL repair, providing a common mechanism for 
S-phase-specific activation of two important genome maintenance pathways.

8.  PHYSIOLOGICAL ROLES OF RAD18

Although numerous studies suggest roles for RAD18 in multiple genome maintenance pathways, physiological functions 
of RAD18 in vivo are poorly defined. Genome maintenance pathways often have enormous impact on development and 
tumorigenesis. The few known developmental roles of RAD18 and the potential impact of RAD18 on genome stability and 
tumorigenesis are considered briefly here.

8.1  Developmental Roles of RAD18

Rad18 (but not Polη) is expressed at high levels in mouse testes and localizes to undifferentiated spermatogonia and the 
XY body (a region containing transcriptionally silent unpaired XY chromosomes) [113], and to a subset of Spo11-induced 
meiotic DSB [114]. Rad18−/− mice are viable yet have decreased testes size and fertility defects upon aging. For example, 
while young (2-month old)  Rad18−/− mice have normal spermatogenesis, 25% of the seminiferous tubules in aged animals 
(>12 month) lack germ cells, due to depletion of spermatogonial stem cells. Thus, Rad18 is important for long-term mainte-
nance of spermatogenesis [115]. It is likely therefore that stem cells tolerate endogenous forms of DNA damage via Rad18-
mediated DNA repair. However, the Rad18 effector pathways (TLS, FA, HR) required for maintenance of spermatogonial 
stem cells are not known. In stable Rad18 knock-down (KD) mice, H3K4me2 is increased on the XY body (and elsewhere 
in the nucleus) and there is increased frequency of XY asynapsis when compared with WT mice [114]. Therefore, the roles 
of Rad18 in spermatogenesis and meiosis are probably TLS independent and involve DSB processing. Since FA patients 
and Fanc-deficient mice have fertility defects, it is possible that meiotic roles of Rad18 also involve the FA pathway. 
Indeed, the Spo11-induced redistribution of Fancd2 to the XY body is compromised in Rad18−/− mice [115a], consistent 
with a role for the Rad18-FA signaling axis in normal germ cell function. However, Rad18 mutant mice do not recapitulate 
baseline hematopoietic defects of FA patients and Fanc mutant mice [115a]. Therefore RAD18 is not an obligate compo-
nent of the FA pathway in hematopoietic cells.

8.2  RAD18 Roles in Tumorigenesis

From cell culture studies, RAD18 clearly impacts many genome maintenance pathways: RAD18 has the potential to pro-
mote both error-free and mutagenic DNA-damage tolerance (via TS and TLS, respectively). RAD18 deficiency can gen-
erate DSB owing to defects in recovery from replication fork stalling. Moreover, RAD18 can promote DSB repair via 
error-free HR or perhaps stimulate indiscriminate genome-destabilizing NHEJ via 53BP1. Therefore, RAD18 could influ-
ence the fidelity or DNA replication/repair in ways that preserve genome stability (TS, HR) and suppress tumorigenesis or 
that cause mutations (via error-prone TLS or NHEJ) and drive tumorigenesis. Effects of Rad18 on tumorigenesis in vivo 
have not been addressed experimentally. Nevertheless, the potential impact of Rad18 on mechanisms of genomic instability 
and carcinogenesis are considered further on.

Because Rad18 promotes Polη activity, Rad18−/− mice might recapitulate the UV-sensitivity and UV-induced skin 
cancer-propensity phenotypes of Polη-deficient mice [116,117]. Alternatively, Rad18 deficiency and Polη deficiency could 
result in distinct phenotypes: UV-induced mutations in Polη-deficient cells result from error-prone compensatory lesion 
bypass by other Y-family DNA polymerases [118] whose activities are also RAD18 dependent. Therefore, it is possible 
that overall mutagenic bypass will be reduced when Rad18 is absent—potentially leading to reduced carcinogenesis. On 
the other hand, because Rad18-deficiency in carcinogen-treated cells leads to of DSB [24,74], Rad18-deficienct cells could 
show reduced rates of point mutations (owing to reduced TLS), and increased translocations due to NHEJ-mediated DSB 
repair.

In addition to its potential roles in determining the balance between mutagenesis and gross chromosomal rearrange-
ments, RAD18 might affect tumorigenesis by influencing tolerance of oncogenic stress. Oncogene expression in primary 
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cells elicits “DNA replication stress” via diverse mechanisms including generation of genotoxic reactive oxygen species 
(ROS) [119–121], depletion of dNTP pools [122], and re-replication (repeated “firing” of replication origins every S-phase 
[123]). RAD18 is activated by many stresses commonly incited by oncogenes including ROS [74,79], dNTP depletion 
[124], and origin re-firing in geminin-depleted cells [125]. Importantly, RAD18 facilitates ongoing DNA synthesis in the 
face of excess ROS, dNTP shortage, and origin re-firing. Therefore, RAD18-mediated genome maintenance might enable 
proliferation and survival of neoplastic cells, thereby contributing to tumorigenesis. By analogy, the ATR-mediated S-phase 
checkpoint pathway (which is activated coincident with TLS) may in some instances promote survival of neoplastic cells 
and contribute to tumorigenesis [126]. Experiments with genetically engineered mice are required to elucidate the roles of 
Rad18 in tumorigenesis in response to different oncogenic drivers.

Cancer cells typically express very high levels of RAD18 and TLS polymerases when compared with primary untrans-
formed cells—an observation that is potentially consistent with a selective advantage for TLS-proficient cells in oncogenic 
stress tolerance. Unfortunately, RAD18/TLS polymerase activity in cancer cells is likely to confer resistance to genotoxic 
therapeutic agents. Cisplatin is an important therapeutic agent for many cancers [127]. However, the success of cisplatin 
therapy is limited due to several mechanisms that confer cisplatin resistance including increased DNA-damage tolerance 
[128,129]. Polη allows replication of cisplatin-damaged DNA templates [130–137] and is a reliable marker of cisplatin 
resistance and poor outcome in patients with non-small cell lung cancer (NSLC) [138,139]. In cell culture studies, cancer 
cells lacking Polη [136,140,141] or RAD18 [19,142] fail to replicate cisplatin-damaged genomes and instead accumulate 
unfilled postreplicative gaps, collapsed replication forks, and lethal DNA DSBs. Therefore, RAD18-mediated TLS repre-
sents an appealing therapeutic target pathway whose inhibition may sensitize cells to cisplatin [143,144]. Cisplatin therapy 
also leads to serious side effects including ototoxicity, nephrotoxicity, and neurotoxicity [145–148]. Therefore, inhibition of 
RAD18-mediated TLS could lower the therapeutic dose of cisplatin and help minimize toxic side effects. Because RAD18 
also participates in DSB repair [37,108], suppression of RAD18 function might also be a promising approach for sensitiz-
ing cancer cells to camptothecin or radiotherapy.

9.  CONCLUSIONS AND PERSPECTIVES

The E3 ubiquitin ligase RAD18 is a major apical component of the DDR with important roles in both TLS and TS path-
ways of PRR, namely. RAD18 also has TLS/TS-independent roles in DSB repair and ICL repair. RAD18 functions in 
genome maintenance are integrated with the cell cycle, DNA replication, and checkpoint signaling via transcriptional 
and posttranslational mechanisms. RAD18 functions in genome maintenance have been identified mainly based on 
studies with cultured cell lines. However, Rad18 is a nonessential gene (at least in mice) and Rad18 deficiency does not 
result in any overt developmental defects or cancer propensity. Further work is necessary to define the physiological 
roles of Rad18 and to identify putative genes and pathways that may explain why Rad18 is nonessential. We speculate 
that redundant genome maintenance mechanisms must be eliminated to reveal important roles of Rad18. Since RAD18 
deficiency in cultured cells leads to DSBs, it is possible that back-up DSB-repair pathways compensate for Rad18 defi-
ciency in vivo. In this regard, perhaps 2014 studies with Caenorhabditis elegans DNA-repair mutants are instructive: 
In C. elegans strains lacking Y-family TLS polymerases, DSBs are repaired via the A-family polymerase theta (PolQ, 
which mediates alternative NHEJ) [149]. It is possible that interesting genome maintenance defects will be revealed in 
mice harboring combined deficiencies in Rad18 and NHEJ or other DSB-repair genes. RAD18 deficiency sensitizes 
human cancer cells to therapeutic genotoxic agents. Therefore, understanding RAD18 signaling mechanisms in cancer 
cells may facilitate identification of synthetic lethalities and development of small molecule inhibitors that augment the 
anti-neoplastic effects of existing genotoxic therapies.

GLOSSARY
D-Loop A DNA structure formed during HR in which two strands of a double-stranded DNA molecule are separated for a stretch and held apart 

by a third invading strand of DNA.
Synthetic lethality Death resulting from combined mutations in two or more genes whose individual mutations do not compromise viability.
Template switch An error-free “DNA damage–avoidance” mechanism that allows continued DNA replication of damaged genomes by using a 

newly synthesized undamaged sister chromatid as a template.

LIST OF ABBREVIATIONS
CPT Camptothecin
DDR DNA-damage response
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D-loop Displacement loop
DSB Double-stranded DNA break
FA Fanconi anemia
HDR Homology-directed repair
HJ Holliday junction
HR Homologous recombination
HU Hydroxyurea
ICL Interstrand crosslinker
IRIF Ionizing radiation-induced foci
MEF Mouse embryonic fibroblast
MMC Mitomycin C
MMR Mismatch repair
MNNG Methylnitronitrosoguanidine
NER Nucleotide excision repair
NHEJ Nonhomologous end joining
NSCLC Nonsmall cell lung cancer
PIP PCNA-interacting peptide
PRR Postreplication repair
RING Really interesting gene
RNR Ribonucleotide reductase
SCE Sister chromatid exchange
ssDNA Single-stranded DNA
TLS Trans-lesion synthesis
TS Template switching
UBM Ubiquitin-binding motif
UBZ Ubiquitin-binding zinc finger
UV Ultraviolet radiation
XPA Xeroderma pigmentosum complementation group A
XPV Xeroderma pigmentosum complementation group V
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1.  GENERAL OVERVIEW AND HISTORICAL PERSPECTIVES OF TWO DNA  
EXCISION-REPAIR PATHWAYS, BER AND NER

Base excision repair (BER) and nucleotide excision repair (NER) are two major DNA excision-repair pathways. They 
are conserved among eukaryotes from yeast to mammals, and prototype-repair systems exist in prokaryotes including  
Escherichia coli. It is well established that deficiencies in BER and NER can lead to mutations and cell death after exposure 
of cells to exogenous and endogenous forms of DNA-damaging agents. Biochemical, cell biological, and genetic studies 
unequivocally support the notion that BER and NER are pivotal for cells to survive exposure to different forms of DNA 
damage. If left unrepaired, mutations and cell death are unavoidable, and diseases arise in multicellular eukaryotes. There-
fore, BER and NER have been intensively studied in molecular toxicology.

BER is capable of repairing small base damage, apurinic/apyrimidinic sites (AP-site, lacking a base), and DNA 
single-strand breaks [1–3]. NER, on the other hand, repairs relatively large (“bulky”) adducts of DNA. These include 
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photoproducts formed by ultraviolet irradiation and a multitude of base modifications produced by exposure to chemical 
carcinogens such as benzo(a)pyrenes and other aromatic hydrocarbons, aflatoxins, 2-acetylamiofluorenes, and chemo-
therapeutic agents such as platinum [4–8].

Four processes occur during both BER and NER: (1) recognition of damaged DNA, (2) excision of the damage, (3) DNA 
synthesis to fill the nucleotide(s) gap, and (4) the sealing of nicks (3′-OH and 5′-P pairs without gaps) in DNA. This simplified 
description will be expanded upon in greater detail later. Many BER and NER genes were identified and cloned by the mid-1990s, 
and we saw significant progress in understanding these core BER and NER reactions by using purified DNA-repair enzymes.

However, multicellular organisms conduct DNA repair in the context of the entire organism. Consequently, it is impor-
tant to investigate and understand how DNA-repair proteins communicate with factors controlling cell-cycle checkpoints 
and apoptosis, and discern whether damage introduction and repair are influenced by other cellular processes such as 
transcription and DNA replication. These signaling activities are often referred to DDR (DNA-damage response), and they 
are currently extremely active topics of research. The sequencing of mammalian genomes and the development of new 
genomic approaches have required refinement of earlier studies of DNA repair to consider the consequences of the highly 
complex and dynamic DDR networks, to reveal the full scale of the cellular mechanisms needed to recover from DNA dam-
age. We describe the basic mechanisms of BER and NER, and discuss recent advances in DDR that may functionally unite 
components of the BER and NER pathways.

2.  MAMMALIAN BER

2.1  History and Overview of BER

Many BER proteins are relatively small, ranging from 20 to 60 kDa, and many enzymatic activities can be detected 
in biochemical assays without forming multi-subunit structures. This is in sharp contrast to many components of 
the NER pathway. In the late 1960s, enzymes functioning in BER were purified and characterized in studies using 
E. coli. An endonuclease that can recognize and cleave AP sites was biochemically isolated in the late 1960s and 
characterized in the 1970s. Also a uracil DNA glycosylase that recognizes and removes uracil in DNA to generate 
AP site was characterized by the early 1970s [9–11]. These studies helped scientists construct the concept of BER in 
the 1970s of a systematic DNA-repair pathway for small base damage [12]. This also had the important ramification 
for the understanding that cells are continuously attacked by not only exogenous DNA-damaging agents, but also by 
endogenously generated damage [13]. Since it was understood that the concept of “decaying DNA” was associated 
with mutation and genetic evolution, BER was then recognized as an essential cellular function. The identification, 
cloning, and characterization of many BER genes and recombinant proteins of E. coli occurred during the 1970s to 
1980s. This was followed by similar advances in understanding BER in yeast and mammalian cells. Cloning the BER 
genes led to detailed genetic and biochemical characterization and the elucidation of X-ray crystal structures of many 
BER proteins [14,15]. By the end of the 1990s, a clear picture of the BER pathway was drawn. However, questions 
remained unsolved regarding the efficiencies of the recombinant BER proteins, particularly those of DNA glycosyl-
ases that carry out the first base removal steps. Purified DNA glycosylases exhibit very low catalytic activities when 
studied in vitro which questioned how BER proteins in cells succeeded in maintaining genomic integrity [16]. Based 
on studies carried out mostly in the 2000s, it became apparent that the BER reactions are coordinated to bring about 
efficient repair. A DNA–protein complex formed by a BER enzyme (eg, APE1) and the resulting cleaved DNA (eg, 
DNA cleaved by APE1) is in a conformation favored for interacting with a BER enzyme carrying out the next reaction 
(eg, DNA polymerase beta, Polβ) [17–19]. The BER coordination achieved by this “hand-off” mechanism is ensured 
by XRCC1, a BER scaffolding protein critical for facilitating the BER efficiency in vivo [20–24]. Understanding the 
coordination of BER that involves the scaffolding protein XRCC1 and the damage sensory protein poly(ADP-ribose)
polymerases (PARPs) has greatly increased the possibility of modulation of BER in the intervention of diseases 
including cancer and neurodegeneration [25–27].

2.2  Types of DNA Damage Repaired by BER

We can define the BER pathway as a series of reactions by proteins that are capable of repairing abnormal bases, AP sites, 
and DNA single-strand breaks (SSBs).

2.2.1  Base Damage and DNA Single-Strand Breaks

DNA bases are vulnerable to alkylation, deamination, and oxidation.
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2.2.1.1  Alkylation

A number of DNA-alkylating agents are known, including methyl methanesulfonate (MMS), 1-methyl-3-nitro-1- 
nitrosoguanidine (methylnitronitrosoguanidine; MNNG), and N-nitroso-N-methylurea (NMU) [1]. Temozolomide is an  
alkylating agent that is an FDA-approved chemotherapeutic drugs used for glioblastoma treatment [28,29]. Alkylation of 
purines may also occur endogenously with S-methyladenosine [30]. N7- and N3-alkyl purines are the major adducts in 
DNA caused by alkylating reagents; more than 80% of adducts produced by MMS are N7-alkylguanine, and about 10% 
are N3-alkyladenine [31]. Alkylated purines become highly unstable, and readily undergo depurination (loss of purine 
bases) in physiological conditions [32]. It is noted that O6-methylguanine produced by alkylating agents is a highly 
mutagenic base adduct, but in mammals the lesion is repaired by a single enzyme MGMT (O6-methylguanine-DNA 
methyltransferase) through a direct reversal mechanism [33].

2.2.1.2  Deamination

Exocyclic amino groups in the bases are subject to deamination. Deamination at N4 of cytosine results in the conversion 
of cytosine to uracil. Similarly, deamination of adenine at N6 changes the purine base to hypoxanthine. These reactions 
are mutagenic as uracil pairs with adenine in DNA, and hypoxanthine with cytosine. Another important deamination reac-
tion occurs at N4 of 5-methylcytosine (5mC). 5mC is the result of methylation in CpG di-nucleotide in mammalian cells. 
Deamination of 5mC converts cytosine to thymine, and thus generates a G:T mispair which is mutagenic. These incorrect 
uracil and thymine bases are removed by uracil DNA glycosylase and thymine DNA glycosylase in the BER pathway (see 
Section 2.3.1 and Table 17.1).

2.2.1.3  Oxidation

Reactive oxygen species (ROS) are continuously generated in cells [3]. The mitochondrial respiratory chain is the major 
source of ROS, as the electron transport system in the inner mitochondrial membrane builds a necessary redox gradient, 
and electron leaks inevitably occur and are trapped by oxygens to produce superoxide (O2

− ) [34]. O2
−
 are effectively scav-

enged by mitochondria-specific superoxide dismutase Mn-SOD (SOD2). SOD2 is an extremely efficient enzyme that can 
easily prevent O2

−
 from accumulating inside cells. However, this reaction creates hydrogen peroxide, and in the presence 

of redox metals such as iron and copper, hydrogen peroxide may be further processed to hydroxyl radical (OH•) via the 
Haber–Weiss reaction [3]. OH• is highly reactive and readily attacks DNA to produce a plethora of different types of oxida-
tive DNA base damage (reviewed in Hegde et al. [2] and Evans et al. [35]). Moreover, ROS also directly attacks the DNA 
backbone to produce SSBs [2]. SSBs produced by ROS often possess unusual 3′-end structures including 3′-phosphate and 
3′-phosphoglycolate as the major products, and these have to be processed to 3′-OH termini in order for the repair process 
to be completed.

2.2.2  SSBs With Tyrosyl–DNA Covalent Linkage

Mammals possess three topoisomerases I, II, and III (TOP1, TOP2, and TOP3), that resolve higher-order supercoils and 
knot structures in DNA by introducing single-strand nicks in the DNA (TOP1 and TOP3), or DNA double-strand breaks 
(DSBs; TOP2) [36,37]. Topoisomerases form tyrosyl–DNA–phosphodiester covalent bonds as intermediate products during 
the reactions. The tyrosyl–DNA complex formation is transient and resolved in normal topoisomerase reactions. However, 
when steps of the reactions are inhibited or aborted, the covalent bonds become trapped. This can occur when the enzymes 
encounter sites of DNA damage such as AP sites and 8-oxoG, or when they are trapped by inhibitors of topoisomerases 
[38]. Tyrosine residues are trapped at either 3′- or 5′-termini depending on the type of topoisomerases. TOP1 generates a 
DNA 3′-tyrosyl-phosphodiester bond and a 5′-OH, while TOP2 generates a DNA 3′-OH and a 5′-tyrosyl-phosphodiester 
bond. In both cases the moieties that are formed block normal DNA synthesis and ligation, and thus they can be regarded 
as termini-blocking SSBs which require BER proteins repair them.

2.3  Mechanism of Mammalian BER

A model for the basic mechanism of mammalian BER was established by the mid-1990s. The entire BER pathway, the 
“single nucleotide gap-filling reaction” (SN-BER), could be reconstituted by five distinct reactions in vitro (the middle 
scheme in Fig. 17.1). (1) Base damage is recognized and removed by DNA glycosylases which leave AP sites. (2) AP 
sites are recognized by AP endonucleases and are incised, resulting in nicks in the DNA strand with a 3′-OH terminus and 
5′-deoxyribose phosphate (dRP) structure [15]. (3) 5′-dRP is removed by DNA Polβ [39]. (4) Polβ fills a nucleotide in the 
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TABLE 17.1 Enzymes and Reactions in the BER Pathway

BER Sub-pathway # Reaction Description Enzyme Substrate Product

1 nt-filling BER A Base removal DNA glycosylasesa Abnormal bases AP sites

B Incision upstream of AP sites APE1 AP sites SSB with 3′-OH/5′dRP

C/C′ Incision downstream of dRP Polβ(as a dRPase), DNA  
glycosylasesb

dRP SSB with 3′-OH/5′-P gap

D One nucleotide filling Polβ SSB with a 1 nt-gap DNA with 3′-OH/5′-P nick

E DNA ligation LigIIIα DNA with 3′-OH/5′-P nick Repaired DNA

Long-patch BER F Excision of flipped nucleotides FEN1 Flipped strand breaks with 
5′-dRP

SSB with multiple nucleotide 
gap

G Long-patch filling Polβ, Polδ/Polε, PCNA Multinucleotide gap DNA with 3′-OH/5′-P nick

H DNA ligation LigI DNA with 3′-OH/5′-P nick Repaired DNA

APE1-independent BER I δ-Elimination NEIL1, NEIL2 3′-α,β-unsaturated aldehyde SSB with 3′-P/5′-P gap

J 3′-P removal PNKP SSB with 3′-P/5′-P gap SSB with 3′-OH/5′-P gap

TDPc K 3′-Tyrosyl-DNA-phosphodiesterase TDP1 3′-Phosphotyrosyl linkage 3′-P

L Phosphate removal and addition PNKP 3′-P and 5′-OH 3′-OH and 5′-P

M DNA ligation LigIIIα (TDP1), LigIV (TDP2) DNA with 3′-OH/5′-P nick Repaired DNA

N 5′-Tyrosyl-DNA-phosphodiesterase TDP2 5′-Phosphotyrosyl linkage 3′-OH and 5′-P

Non-enzymatic reactions 
and enzymatic  
“mis”-reactions

1 Incision downstream of AP sites Spontaneous β-elimination AP sites SSB with 3′-OH/5′-dRP gap

2 Oxidation of AP site Spontaneous oxidation AP sites Oxidized AP sites

3 Stalled Topo I Topoisomerase I Normal DNA 3′-Phosphotyrosyl linkage

4 Stalled Topo II Topoisomerase II Normal DNA 5′-Phosphotyrosyl linkage

Reactions are linked to the schemes (A–N) in Figs. 17.1 and 17.2.
aDNA glycosylases without AP lyase activity: Methylpurine DNA glycosylase (MPG), uracil DNA glycosylases, MutY-homology (MYH), Thymine DNA glycosylase (TDG).
bDNA glycosylases with AP lyase activity: 8-oxoG DNA glycosylase (OGG1), EndoIII homology (NTH), EndoVIII-like 1 and 2 (NEIL1 and NEIL2). NEIL1 and NEIL2 also carry out βδ-elimination.
cThe reactions do not involve DNA-repair synthesis.
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gap and leaves a nick (3-OH and 5′-P without a gap). (5) The nick is sealed by DNA ligase IIIα [20,40]. Each step takes 
care of one type of DNA damage and leaves an intermediate lesion until the final nick-sealing reaction performed by DNA 
ligases occurs. Repair reactions may start at any of the intermediate lesions. For example, topoisomerase–DNA cross-links 
have been more recently characterized as forms of DNA damage, and repair of these trapped lesions does not follow the 
base removal step in the conventional BER pathway. Instead, resolution of the tyrosyl–DNA complex is followed by DNA 
end-processing reactions and by DNA synthesis and ligation, skipping the reactions described earlier as steps 1 and 2. This 
flexibility confers a versatility to BER and it can act on a plethora of different types of DNA damage that are generated 
endogenously or by exposure to exogenous DNA-damaging agents.

2.3.1  DNA Glycosylases

There are a total of 10 DNA glycosylases identified in mammals (Table 17.1). All DNA glycosylases cleave N-glycosylic 
bonds that link bases to the DNA-ribose backbone (Fig. 17.1, reaction A). This reaction creates AP sites that are processed 
further by an AP endonuclease (APE1). However, many DNA glycosylases further process the resulting AP sites using their 
intrinsic AP lyase activities (Fig. 17.1C). An AP lyase activity carries out a DNA strand–cleavage reaction through β- or βδ-
elimination (Fig. 17.1B and I). The resulting 3′/5′-end structures are 3′-phospho-α,β-unsaturated aldehydes (3′-PUA)/5′-P 
by β-elimination and 3′-P/5′-P by βδ-elimination [15]. Importantly, these 3′-end structures cannot serve as primers for 
DNA-repair synthesis carried out by DNA polymerases, and require APE1 or polynucleotide kinase/phosphatase (PNKP) 
(Fig. 17.1B and J) to generate 3′-OH termini. Fig. 17.1 and Table 17.1 list the mammalian DNA glycosylases and sum-
marize their reactions.
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FIGURE 17.1 DNA base excision repair. The star in red represents abnormal bases including 8-oxoG and other oxidized and alkylated bases. An 
oxidized AP site after the reaction (2) is shown in red. Newly synthesized nucleotides are shown in green. Schemes (A–J) depict enzymatic reactions 
and (1) and (2) are spontaneously occurring reactions. The open circles at the 3′-end of SSBs denote 3′-OH termini, and the filled circles indicate 3′- or 
5′-phosphate termini. Also see Table 17.1. XRCC1 and PARPs are not directly involved in the DNA processing but are pivotal for efficient BER in vivo. 
Reactions stimulated by XRCC1 (which is recruited to the DNA-damage sites by PARP1) are colored by light blue. PARP-activating DNA structures 
(ie, SSBs) are encircled in red.
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2.3.2  AP Endonuclease 1

Mammals appear to possess only a single active AP endonuclease; that is, APE1. APE1 not only incises AP sites to create 
3′-OH/5′-dRP termini [15], but also it hydrolyzes 3′-phosphodiester bonds in 3′-PUA to generate 3′-OH (Fig. 17.1B) [40]. 
In both processes, APE1 generates 3′-OH ends which are absolutely required for DNA-repair synthesis carried out by DNA 
polymerases. Early studies of mice with homozygous knockouts of the Ape1 gene (Apex1) found that the gene disruptions 
resulted in early embryonic lethality [41,42], and APE1 was thought to be essential for cell viability [43,44]. However, 
in 2013, Masani et al. successfully created B cells defective in the APE1 gene [45]. Surprisingly, deleting the APE1 gene 
in the B cells did not affect the cell growth, although the cells exhibited a significant decrease in immunoglobulin class 
switch recombination [45,46], and were hypersensitive to treatment with MMS, an alkylating agent that produces AP sites. 
It needs to be determined whether cells other than B cells can survive without APE1, and this should be testable, given the 
advancement of the CRISPR gene–knockout technology. In a 2015 study, a particular mouse embryonic fibroblast cell line 
expressing APE1 at a level only 0.2% of normal cells was established [47]. While the cells with low APE1 grew normally, 
their mitochondrial respiratory activities and intracellular oxidative stress levels were greatly reduced. Thus, cells may be 
able to adapt to conditions with extremely low APE1 activity, which may explain why in previous studies that created an 
acute reduction in APE, the cells underwent apoptosis [43,44].

A second AP endonuclease, APE2, was identified based on amino acid sequence homology to APE1. However, its bio-
logical significance is not clear [45].

2.3.3  Enzymes That Process DNA Termini in BER

2.3.3.1  3′-End Cleaning (APE1 and PNKP)

As described earlier, for DNA-repair synthesis to be initiated, the 3′-terminal end used as a substrate for extension by DNA 
polymerases must possess a 3′-OH. However, when the AP lyase activity of a DNA glycosylase processes a damaged base 
instead of using the reaction of APE1 (Fig. 17.1B), a 3′-PUA is generated (Fig. 17.1, reactions 1 and C) and this differs from 
the requisite 3′-OH. Therefore, it is necessary for BER to process the “3′-blocking” damage. As depicted (Fig. 17.1B in the 
right scheme), APE1’s phosphodiesterase activity has the capacity to remove these 3′-end structures including 3′-PUA and 
3′-phosphoglycolate [40,48]. In contrast, APE1 has very weak activity on substrates containing 3′-phosphates (Fig. 17.1, 
product of I) [40]. Instead of APE1, PNKP has been shown to efficiently remove 3′-phosphate (Fig. 17.1J) [40,49,50].

2.3.3.2  5′-End Cleaning Enzymes

A 5′-phosphate is the end structure required for a DNA ligase reaction to occur with a 3′-OH (Fig. 17.1, prior to H and 
E reactions). Incision of AP sites by APE1 not only generates 3′-OH but also 5′-dRP which needs to be removed for the 
subsequent BER reaction (Fig. 17.1C). DNA glycosylases with intrinsic AP lyase activities (Table 17.1) remove the 5′-dRP 
moieties via β-elimination (Fig. 17.1C).

In addition to DNA glycosylases, DNA Polβ, the main DNA-repair DNA polymerase, has an intrinsic activity to remove 
5′-dRP [39]. This “dRPase” reaction (Fig. 17.1C′) is catalyzed via hydrolysis and usually requires Mg2+ as a cofactor. The 
reaction leaves 5′-phosphate at the 5′-termini of the DNA strand breaks. While 5′-phosphate termini can also be generated 
by DNA glycosylases with intrinsic AP lyase activity (Fig. 17.1C), dRPase and AP lyase are different enzymatic reactions. 
Although the role of dRPases and AP lyases in cleaning up the 5′-termini is identical (Fig. 17.1C and C′), AP sites can be 
incised by AP lyases (Fig. 17.1C) but not by dRPases [51].

The dRP or AP sites may be oxidized or reduced in cells (Fig. 17.1, reactions 1 and 2). This modification makes it 
impossible for the AP lyase/dRPase to remove the sugar moiety [52]. When AP sites are modified by oxidation/reduction, 
FEN1 (flap structure-specific endonuclease 1) can recognize the 5′-flap end structure (Fig. 17.1F in the left scheme), and 
incise the nucleotide a few bases downstream of the 5′-dRP.

2.3.3.3  TDP1 and TDP2: Resolving Tyrosyl–DNA Cross-links

Tyrosyl–DNA phosphodiesterases (TDPs) are enzymes that can resolve tyrosyl–DNA cross-links formed during aberrant 
activities by topoisomerases (Fig. 17.2).

TDP1 can resolve this unique structure to resolve the tyrosyl-3′-phosphodiester cross-link (Fig. 17.2, reaction 3), and leave 
3′-phosphate termini in the DNA via hydrolysis (Fig. 17.2K) [38]. Similar to APE1, TDP1 can also remove 3′-phosphoglycolate 
[53]. The 3′-phosphate groups remaining after TDP1 reactions are then processed by PNKP to generate 3′-OH similarly to the 
3′-end cleaning process in Fig. 17.1J. Of note, TDP1 also reacts on 3′-phosphoglycolate to generate 3′-phosphate [53], which may 
be further processed by PNKP to 3′-OH.
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Similar to TOP1, the catalytic Tyr-DNA intermediates of TOP2 may be trapped by TOP2 inhibitors such as etoposide 
[38]. Unlike TOP1, however, TOP2 incises the DNA to generate 3′-OH and 5′-P termini [37], and the Tyr residues form 
covalent cross-links to the 5′-phosphate termini (Fig. 17.2, reaction 4). TOP2 incises both strands and so it temporarily pro-
duces DSBs. When the TOP2 activity is inhibited and trapped, Tyr-5′-P intermediates are formed, DSB accumulate in DNA 
and become highly toxic. The trapped structure can be resolved by TDP2. The TDP2 reaction resolves the trapped linkage 
and releases the 5′-P termini in DNA (Fig. 17.2N).

2.3.4  Completion of an Entire BER Reaction: DNA Polymerases and DNA Ligases  
in Coordinated Reactions

The excision steps described earlier (Figs. 17.1A–C,F,I,J and 17.2K,L,N) are damage-specific BER reactions, and can only 
be processed by the enzymes that remove the particular lesions. In contrast, the DNA gap-filling (Fig. 17.1D and G) and 
sealing steps (Figs. 17.1E,H and 17.2M) do not involve damaged DNA, and thus theoretically any combinations of DNA 
polymerases and ligases should complete the processes. Although this may be the case in vitro, in cells there appears a 
stringent coordination that determines what DNA polymerases and ligases should follow each damage-specific BER pro-
cess. It is believed that the coordination from the excision steps to the gap-filling/sealing reactions is to minimize the toxic 
effects of the intermediate DNA lesions. For example, gap-containing regions of DNA formed by BER might become even 
more toxic if they had to persist until they were randomly recognized by DNA polymerases. Instead, interactions of DNA 
polymerases and ligases with other BER proteins are known to improve the efficiency of the entire BER reaction. This is 
known as BER coordination [18,19,54,55], and it is controlled by interactions among the BER proteins and damaged DNA 
involved in each reaction step. The coordination of BER is further ensured by the presence of XRCC1 (see Section 2.3.5).

Thus, the DNA synthesis and ligation steps during BER should be viewed as sequential reactions that follow the damage-
excision reactions. DNA polymerases beta, delta/epsilon, and lambda (Polβ, Polδ/ε, and Polλ) have been shown to function in 
DNA synthesis in BER, and DNA ligase I (LIGI) and III (LigIIIα) are the major DNA ligases in BER.

2.3.4.1  Single-Nucleotide Filling-BER

The involvement of Polβ has been studied since the 1980s. BER can be completed by Polβ with DNA LigIIIα in the sim-
plest sub-pathway named single-nucleotide filling (SN)-BER which is shown in the middle column in Fig. 17.1A–E. As an 
example, uracil forms in DNA as the product of cytosine deamination (resulting in U:G mispair), and can be repaired by 

FIGURE 17.2 Resolution of DNA–protein covalent linkage. Stalled reactions 
on DNA by DNA topoisomerases I and II result in trapped 3′-phosphotyrosyl link-
ages which cause obstruction to transcription and replication, and result in cell 
death. Tyrosyl–DNA phosphodiesterase 1 and 2 (TDP1 and TDP2) resolve the 
stalled linkages followed by direct DNA ligation without DNA synthesis. In the 
case of TDP1, PNKP is required to generate proper 3′- and 5′-termini for DNA 
ligation. The same labels and colored areas as in Fig. 17.1 are used. Also see 
Table 17.1 for details.

5´

5´

3´

3´

5´

5´

3´

3´

(3) TopI (4) TopII

A A G
A T N

N
T C

T A A G
A T N

N
T C

T

A A G
A T N

N
T C

T A A G
A T N

N
T C

T

A A G
A T N

N
T C

T

A A G
A T N

N
T C

T

(K) (N)

(L)

(M)



282 SECTION | V Genome Stability in Mammals

SN-BER [14]. Uracil is removed by uracil DNA glycosylase (UNG) which produces AP site (Fig. 17.1A) [56]. APE1 then 
cleaves the DNA upstream of the AP site, and generates 3′-OH/5′-dRP termini (Fig. 17.1B). Polβ removes the dRP (Fig. 
17.1C), fills the single nucleotide gap (Fig. 17.1D). This reaction leaves a nick with 3′-OH/5-P termini, which is sealed by 
LigIIIα tightly interacting with XRCC1 (Fig. 17.1E). Subsequent studies have shown that Polλ, whose amino acid sequence 
shows high homology to Polβ, can substitute for Polβ in this BER sub-pathway [57]. Interestingly, Polλ appears to be more 
critical than Polβ for cellular protection against oxidative DNA damage [58].

2.3.4.2  Long-Patch BER

An alternative repair pathway for oxidized (and reduced) AP sites was postulated that involves DNA Polδ and Polε 
(Fig. 17.1F–H) [52]. Oxidized AP sites (Fig. 17.1, reaction 2) are incised by APE1 in the same way as intact AP sites 
(Fig. 17.1B), but the resulting oxidized 5′-dRP cannot be removed by Polβ or by AP lyase-associated DNA glyco-
sylases. Instead, flap structure–specific endonucleases (FEN1) remove the dRP-containing 5′-termini (Fig. 17.1F), 
leaving gaps spanning several nucleotides. DNA synthesis from these gapped DNA structures was shown to be spe-
cifically carried out by Polδ with PCNA as an essential elongation cofactor (Fig. 17.1G). Finally, DNA Lig I seals the 
nicked DNA to complete this BER sub-pathway (Fig. 17.1H).

2.3.4.3  APE1-Independent BER

As described earlier, two BER sub-pathways rely on APE1 to generate 3′-OH termini at damaged site in DNA, the essential 
primer for DNA polymerases. However, SSBs with 3′-phosphate termini are poor substrates for APE1, and thus the 3′-end 
cleaning step may become rate limiting.

The NEIL family of DNA glycosylases, NEIL1 and NEIL2, carry out β-elimination to generate 3′-PUA after the base 
damage is removed, and they further process PUA by δ-elimination to generate 3′-phosphate at the site (βδ-elimination) 
[59,60]. When PNKP was characterized for its pivotal role in SSB repair (SSBR) as a 3′-phosphatase/5′-kinase, Mitra 
and his colleagues examined the possibility of alternative BER sub-pathway that do not require APE1. Wiederhold 
et al. thus showed that AP sites can be processed to 3′-phosphate and 5′-phosphate by NEIL1 or NEIL2 (Fig. 17.1I), 
and then further processed by PNKP to generate 3′-OH (Fig. 17.1J) [40]. The concept that BER does not require an AP 
endonuclease has an important ramification in that APE1 can be dispensable in BER, and it also underscores the role of 
PNKP in BER.

2.3.5  Scaffolding Proteins in BER: Proteins That Do Not Directly Participate in DNA Processing

SSBs may be generated directly by DNA-damaging agents such as ROS or by enzymatic processing during BER. PARPs and 
XRCC1 play pivotal roles in SSBR. While PARPs and XRCC1 are not directly involved in DNA processing, they establish 
interactions with other BER enzymes for coordinated and efficient reactions. PARP1, the major PARP, binds to SSBs with 
a high affinity and protects the toxic DNA damage. PARP1 possesses an enzymatic activity that polymerizes ADP–ribosyl 
groups onto many cellular factors including itself. The PARylation activity of PARP1 is triggered by SSBs and by DSBs to 
some extent. PARP1 recruits XRCC1 which possesses a PAR-binding motif in its central domain [21] and thus interacts with 
PAR-modified PARP1 [61]. Auto-modification of PARP1 results in its decreased affinity for SSBs, and PARP1 is then dissoci-
ated from SSBs. XRCC1 then coordinates the BER-repair reactions by interacting with PNKP [23], Polβ [24], and LigIIIα 
[20]. XRCC1–LigIIIα interaction is essential for efficient SSBR. There are other BER proteins that reportedly XRCC1 inter-
acts with to facilitate the whole BER pathway. These include PCNA, APE1, UNG, NEIL1, OGG1, MPG, NTL1, and NEIL2 
[62–67]. However, XRCC1 is recruited on SSBs after PARP activation [21]. Although XRCC1 was shown to possess intrinsic 
affinity for DNA, SSBs are required for efficient interaction of XRCC1 with DNA [68,69]. Therefore, further studies should 
clarify how XRCC1 is recruited to DNA damage prior to the generation of SSBs to enhance the BER efficiency.

PARP1’s role in BER has been studied for more than two decades, but new roles of PARP1 in enhancing BER are still 
being discovered [70,71]. This is partly because the PARylation reaction complicates cellular recovery from DNA damage. 
PARylation consumes cellular NAD+, whose synthesis requires energy. Thus, the overactivation of PARP has long been 
known to deplete intracellular NAD+ and ATP pools and cause cell death [72]. In addition, it was thought that a function of 
PARylation was to enhance the DNA-ligase reaction, given that PAR provides positive charges to the damaged sites, and 
this enhances activities of DNA ligases [73], particularly that of LigIIIα [74]. Intriguingly, in 2015, Weinfeld et al. reported 
that DNA LigIIIα, and not PARP1, is the SSB sensor and acts by recruiting XRCC1 and PNKP to affect the efficiency of 
SSB reactions in cells [75]. As PARP1 is involved in mitochondrial energy metabolism and apoptosis signaling [76,77], a 
definitive answer for PARP’s role in BER needs additional investigation.
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2.4  BER Gene Knockout in Mice and Cells

Many BER genes have been studied using genetic knockout approaches in mice to understand the roles of BER in 
normal physiology and how alterations impact risks for disease. Table 17.2 summarizes knockout studies of BER 
and NER genes. Homozygous deletions of many BER genes result in embryonic lethality in mice. Unsurprisingly, 
homozygous deletions of BER genes known to be required for essential activities in the cells (eg, DNA replication) 
result in embryonic lethality. Genes that belong to this category are Fen1, DNA ligases, and DNA polymerase genes 
required for DNA replication. However, many BER genes whose essential functions were not well defined can also 
result in embryonic lethality. These genes are Tdg, Apex1 (Ape1), Polb (Polβ), and Xrcc1. Notably, Parp1 homozy-
gous knockout mice are viable, although cells lacking Parp1 are hypersensitive to many DNA-damaging agents, and 
double homozygous knockout of Parp1 and Parp2 result in embryonic lethality [78]. The deletion of individual DNA 
glycosylase genes does not produce serious phenotypic defects in mice except for the Tdg (thymine DNA glycosyl-
ase) gene. It is noted that TDG is required for demethylation of 5mC [79], and thus it is essential for the regulation of 
differentiation. Thus, losing this function is likely the cause of mouse embryonic lethality, rather than the deficiency 
in the repair of G:T mispairs in DNA [79]. These observations validate the belief that cells and the mammalian body 
cannot sustain the accumulation of endogenous DNA damage without BER, and they also underscore the role of BER 
in epigenetic DNA metabolism.

3.  MAMMALIAN NER

3.1  History and Overview of NER

Excision-repair pathways involve the removal or “excision” of a stretch of DNA containing damaged DNA and the 
resulting gap is filled in by DNA replication using the undamaged DNA as a template. In the 1960s, several groups 
discovered key aspects of the NER pathway in bacteria and in mammalian cells. Paul Howard-Flanders, Richard Setlow, 
and their colleagues found that bacteria treated with UV light remove small fragments of DNA containing pyrimidine 
dimers [80,81]. At roughly the same time, Philip Hanawalt and David Pettijohn demonstrated that “DNA-repair synthe-
sis” coincides with excision of fragments containing pyrimidine dimers in bacteria treated with UV light [82]. Robert 
Painter developed a novel technique to detect “DNA-repair synthesis” in mammalian cells treated with UV light [83]. 
This technique is still used today to measure “unscheduled DNA synthesis” or DNA synthesis that occurs outside of S 
phase as part of the NER pathway after cells are treated with a DNA-damaging agent. An additional seminal observation 
was made by James Cleaver, who working together with Robert Painter, found that cells from patients with the sun-
sensitive and cancer-prone syndrome, xeroderma pigmentosum (XP), are deficient in NER [84]. This observation was 
groundbreaking for many reasons. It provided evidence that deficiencies in the NER pathway can predispose humans to 
the development of cancer. It also led to a cell complementation analysis of the clinically heterogeneous disease, XP and 
this paved the way to identifying many different genes involved in the NER pathway [85]. Seven genetic complementa-
tion groups have been identified in XP, designated XPA through XPG, that represent different genes required for the 
NER pathway [86–88].

Studies performed by many groups around the world during the 1980s and 1990s resulted in the cloning and biochemi-
cal characterization of many genes required for mammalian NER [89–93]. As suggested by the seminal observations made 
in the 1960s, the overall general strategy of NER in mammalian cells is similar to that found in bacteria. An initial step 
in the pathway involves DNA-damage recognition. This is followed by the introduction of two incisions in the damaged 
strand, one on each side of the damage. An oligonucleotide containing the DNA damage is removed, and this is followed 
by synthesis of new DNA to replace the excised, damaged DNA. Finally, there is ligation of the newly synthesized DNA to 
the parental DNA. While the overall strategy of NER has been conserved in mammals and bacteria, it has been estimated 
that NER in mammalian cells, in vivo, requires 30–50 different gene products, and hence it is much more complicated than 
that found in bacteria.

A perhaps unique characteristic of the NER pathway is that it can be coupled to the process of transcription (reviewed in 
Refs. [94,95]). This surprising aspect of NER was first documented by the investigation of DNA repair in specific regions 
of the genome. Using this approach, it was discovered that DNA damage can be preferentially removed from genes active 
in the transcription process [96,97], and this preferential repair is actually targeted to only the transcribed strand of an active 
gene while the nontranscribed stand is unaffected [98]. Subsequent investigations have provided evidence that many of the 
same genes are involved in NER and transcription-coupled NER (TC-NER), but the processes differ at the steps involving 
recognition of the DNA damage.
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TABLE 17.2 Summary of Phenotypes of Homozygous Knockout Mice of BER and NER Genes

Pathway Gene Symbol MGI IDa Reactionb Homozygous knockout mouse phenotype References

BER (Fig. 17.1) Ung 109352 A Viable; no significant phenotype [195]

Smug1 1918976 A Viable; no significant phenotype [196]

Mpg (Aag) 97073 A Viable; no significant phenotype [197]

Nthl1 1313275 C Viable; no significant phenotype; increased tumors in Nthl1 Neil1 
double knockout mice

[198,199]

Mutyh 1917853 A ≫ C Viable; increased intestinal tumors, particularly with exposure to 
KBrO3

[200]

Ogg1 1097693 A > C Viable; KBrO3 induces renal cancer [201,202]

Tdg 108247 A Nonviable; critical to controlling epigenetic status [79]

Neil1 1920024 C, then I Viable; reduced germinal B cell [203]

Neil2 2686058 C, then I Viable; accumulation of oxidative DNA damage in transcriptionally 
active genes in aged mice

[204]

Neil3 2384588 C? Viable; reduced proliferation and sensitive to genotoxic stress [205]

Apex1 (Ape1) 88042 B Nonviable; apoptotic [41,42,206]

Polb 97740 C′, then D Neonatal lethality; immune deficiency [207]

Pold1 97741 G Null likely nonviable; proofreading deficiency to elevated mutation 
and tumors; shortened longevity

[208]

Pole 1196391 G Null likely nonviable; proofreading deficiency to elevated mutation 
and tumors; shortened longevity

[209]

Poll 1889000 D Viable [210]

Fen1 102779 F Nonviable; heterozygous knockout mice predisposed to  
adenocarcinoma; E359K mutation oncogenic

[211,212]

Lig1 101789 H Nonviable [213]

Lig3 109152 E Nonviable [214]

Xrcc1 99137 – Nonviable; increased spontaneous SSBs [215]

Parp1 1340806 – Viable; cells sensitive to DNA damage; improved ischemic injury 
recovery; resistance to diabetes; Parp1 Parp2 double knockout 
embryonic lethal

[72,216–218]
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NER (Fig. 17.3) Ddb1 (Xpe) 1202384 A Nonviable [219]

Ddb2 (Xpe) 1355314 A Susceptible to UV-induced DNA damage and skin tumor [220]

Xpc (Rad4) 103557 A High incidence of UV-induced skin tumors; high mutation  
frequency

[221]

Rad23b 105128 A Neonatal mortality; growth retardation and other abnormality; 
shortened life

[222]

Ercc8 (Csa) 1919241 D Increased skin tumor by UV irradiation [223]

Ercc6 (Csb) 1100494 C UV sensitivity; increased skin and eye tumors; circling behavior; 
low body weight

[224]

Ercc3 (Xpb) 95414 E, F Null nonviable [225]

Ercc2 (Xpd) 95413 E, F Null nonviable; a missense knock-in with brittle and graying hair, 
cachexia

[226,227]

Xpa 99135 G, H Predisposition to skin tumors induced by UV and other bulky DNA 
damage

[228]

Ercc5 (Xpg) 103582 G, J Postnatal mortality; hypersensitive to UV [229]

Ercc1 (Rad10) 95412 I Growth and liver failure; postnatal death; early aging and sensitive 
to oxidative stress

[230]

Ercc4 (Xpf) 1354163 I Impaired growth; short life (∼several weeks); cells  
hypersensitive to UV

[231]

aMGI, Mouse Genome Informatics (http://www.informatics.jax.org).
bReactions depicted in Fig. 17.1 (BER) and in Fig. 17.3 (NER).

http://www.informatics.jax.org
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3.2  Types of DNA Damage Repaired by NER

The NER pathway is unusual, in that it recognizes and removes a wide spectrum of different types of DNA damage and the 
damage is usually formed by some covalent alteration or modification to one of the DNA bases [99–102]. It is generally 
held that the NER pathway actually recognizes a distortion in the localized structure of the DNA helix produced by the 
presence of a damaged base and it does not directly recognize the modified base in “a hand in clove” manner (described in 
Section 2.3.1 in more detail) [103,104]. Hence, NER can recognize and remove structurally unrelated base modifications 
including those formed by exposure to UV light, benzo(a)pyrenes and other aromatic hydrocarbons, aflatoxins, 2-acetyl-
aminofluorenes and chemotherapeutic agents, such as platinum.

UV light has been used extensively to investigate the NER pathway. UV light results in the covalent linkage of adjacent 
pyrimidines and produces two predominant types of DNA damage; the cyclobutane pyrimidine dimer (CPD) and 6-4 photo-
product (6-4PP) [105,106]. Several organisms have developed additional strategies for removing UV photoproducts by the 
process of photoreactivation. However, humans and other placental mammals appear to lack photoreactivation pathways, 
and hence, NER is their sole means of removing CPDs and 6-4PPs. Left unrepaired, CPDs and 6-4PPs can produce muta-
tions and contribute to the development of skin cancer. One of the hallmarks of the disease XP is an extremely elevated 
incidence of skin cancer. Many XP patients develop a form of skin cancer within the first decade of their life and develop 
many tumors in sun-exposed regions of their body. It is likely that UV photoproducts are formed in the skin of XP patients 
beginning early in life; however, since XP patients have a deficiency in NER, the photoproducts persist and lead to the 
formation of mutations, a driving force in cancer etiology and progression [107]. Efforts to protect XP patients from the 
harmful effects of sunlight and UV radiation are prolonging their lives but their deficiencies in NER appear to contribute to 
the development of other forms of cancer.

Thousands of compounds have been identified in the vapor and particulate phases of cigarette smoke and they include 
carcinogens, co-carcinogens, mutagens, and tumor promoters. About 70 of these compounds have been classified as car-
cinogens [108,109]. Different classes of carcinogens are present in tobacco smoke and include the polycyclic aromatic 
hydrocarbons (PAH) such as benzo(a)pyrene (BP), dibenz(a,h)anthracene, and dibenzo(a,i)pyrene. Metabolic activation 
of these and other chemical compounds found in tobacco smoke can create intermediates that react with DNA bases and 
produce DNA adducts that are substrates of NER. Hence, DNA adducts are likely continually formed in the lung tissues of 
people who smoke, and if they are not removed by DNA-repair processes, their persistence could lead to the formation of 
mutations and ultimately to lung cancer.

3.3  Mechanisms of Mammalian NER

Advances in the 1980s and 1990s led to the development of mammalian cell–free systems to investigate detailed mechanis-
tic steps in NER [89,91,93,110]. During the mid-1990s, NER was reconstituted in vitro using the purified repair proteins: 
XPC-RAD23B, TFIIH (containing XPB and XPD), XPA, XPG, and ERCC1-XPF and the purified replication proteins: 
RPA, PCNA, and DNA Polδ [89,111]. Subsequent studies indicate that these and additional proteins function in the cell 
through an ordered and sequential assembly onto damaged DNA (reviewed in Refs. [99,101,107]).

3.3.1  DNA-Damage Recognition and Unwinding of the Damaged DNA Duplex

The properties that govern the ability of NER to recognize structurally diverse types of DNA damage were originally 
described in a model described as “bipartite recognition” [103,104]. In this model, the more favorable substrates for NER 
are those in which the DNA damage destabilizes the DNA helix and is bulky. Damage substrates that destabilize the helix 
can promote disruption of hydrogen bonding and bending of the DNA helix. The bipartite recognition model has been sup-
ported by studies that have compared the efficiency of NER on damaged substrates that differ in the degree to which they 
destabilize helix. Hence, it was discovered that 6-4PPs have a strong destabilizing effect on the DNA helix and are efficient 
substrates for NER, while CPDs do not and can be poorly repaired [112].

DNA-damage recognition in NER is achieved by the XPC protein (Fig. 17.3A) [113]. XPC binding to damaged DNA 
is promoted by destabilization of the DNA helix and XPC can even bind destabilized DNA in the absence of DNA damage 
as seen using substrates containing small loops or bubbles [114]. XPC resides in a complex with RAD23B and centrin-2, 
a member of the calmodulin family of calcium-binding proteins [113,115]. RAD23B stabilizes XPC and may help deliver 
it to the site of damage (Fig. 17.3A) [116]. The role of centrin-2 is less clear. Since the presence of CPDs in DNA do not 
promote disruption of hydrogen bonding or destabilizing of the helix, they are not efficiently recognized by XPC. An 
additional protein, UV DNA damage–binding protein 2 (UV-DDB2), is required for the removal of CPDs in cells and may 
directly and indirectly promote binding of XPC to CPDs (Fig. 17.3A) [115].
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TFIIH is a large complex that functions in both NER and transcription [117]. It is loaded onto sites of damaged DNA 
through interactions with XPC–RAD23B (Fig. 17.3E) [118–120]. It is comprised of 10 subunits that can be divided into 
the core complex which contains XPB and the cyclin-activated kinase (CAK) sub-complex which is not required for NER. 
XPD appears to serve as bridge between the core and CAK complexes. XPB and XPD are both helicases and ATPases and 
the roles of these activities in NER have been extensively studied. XPB helicase activity functions in 3′–5′-translocation 
and XPD helicase activity functions in 5′ –3′-translocation (Fig. 17.3F, Table 17.3). In contrast to XPD, the ATPase activity 
of XPB is required for NER but not its helicase activity [121]. A major function of XPB in NER appears to be in disrupting 
the DNA helix, which assists in the loading of TFIIH onto damaged DNA. Once TFIIH is loaded onto DNA, XPD helicase 
activity results in its translocation along the DNA, unwinding the damaged duplex in the 5′–3′-direction until it encounters 
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FIGURE 17.3 DNA nucleotide excision repair. (DNA-damage recognition) In the regular NER (A, global genome NER), the XPC/RAD23B com-
plex is critical for the damage recognition. The XPC/RAD23B complex (blue) senses distortion in DNA structure containing damage. In the case of 
cyclobutane pyrimidine dimer (CPD), XPC/RAD23B requires UV–DDB1/2 (XPE) complex for DNA binding. (B–D) In TC-NER, RNA Pol II (light 
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formation facilitates RNA PolII backtracking to set up a NER platform. (Damage verification) (E) Transcription elongation factor TFIIH opens DNA 
double-strand at the damage site, and XPD plays a key role in damage verification step (F). (DNA strand incision) (G) XPA, RPA, and XPG bind to the 
open complex. (H) The ERCC1/XPF complex is recruited to the repair complex through interaction with XPA, (I) and XPF incises the damage-containing 
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a bulky covalent DNA base modification that results in blockage of additional translocation [114,121]. This blockage of 
XPD-mediated translocation of TFIIH at sites of damage is viewed as one step in DNA-damage verification which serves 
to prevent or reduce gratuitous NER at undamaged locations in the DNA (Fig. 17.3F, Table 17.3).

For many years it was held that XPA rather than XPC was involved in DNA-damage recognition. Instead, XPA appears 
to hold a central role in coordinating the loading of additional NER proteins at the site of damage and perhaps serves as an 
additional step in DNA-damage verification (Fig. 17.3G) [122–127]. When the translocation of XPD becomes stalled at a 
damaged site, XPC–HHR23B dissociates and XPA, RPA, and XPG bind the damaged site. A stable pre-incision complex 
is formed and comprised of TFIIH, XPA, RPA, and XPG. XPA serves an important role in assembling the pre-incision 
complex in its interaction with other NER proteins and single-stranded DNA. XPG binds through interactions with TFIIH.

3.3.2  Incision, Repair Synthesis and Ligation

Once the pre-incision complex is formed, XPA recruits ERCC1–XPF complex (Fig. 17.3H) [125,127]. ERCC1–XPF and 
XPG are junction-specific endonucleases that cleave DNA at junctions between double-stranded and single-stranded DNA. 
The unwinding of DNA by TFIIH and the assembly of XPA, RPA, XPG, and TFIIH produce a bubbled structure at the site 

TABLE 17.3 Enzymes and Reactions in the NER Pathway

NER 
Pathways # Reaction Description Protein

Interaction With 
Preexisting Factor DNA

NER A Damage recognition Bulky damage 
recognition

XPC/Rad23B DNA kink Distortion in DNA 
due to bulky 
damage; CPD 
recognition requires 
UV-DDB

CPD  
recognitiona

DDB1/2 CPD

XPC/Rad23B DDB 1/2

TC-NER B Damage recognition Transcription 
stalling

RNA Pol II DNA damage

C CSB  
recruitment

CSB/UVSSA/
USP7

RNA Pol II

D Backtracking 
RNA Pol II

CSA–CSB CSB

Downstream 
reactions 
common to 
NER/TC-NER

E Strand opening TFIIH DNA strand  
opening

F Damage verification XPB ⇒ XPD Part of TFIIH

G 3′-Incision complex 
(XPG) formation

XPA-RPA-XPG

H 5′-Incision complex 
(ERCC1/XPF) formation

ERCC1/XPF XPA

I 5′-Incision ERCC1/XPF Nick upstream of 
damage

J 3′-Incision XPG Nick downstream 
of damage

K DNA synthesis Polδ/Polκ/
PCNA

22–30 nt  
incorporation

L Polε/PCNA

M DNA ligation LigIIIα/XRCC1 Repaired

N LigI

Reactions (#) are linked to the schemes (A–N) in Fig. 17.3.
aCPD, cyclobutane pyrimidine dimer; CSA(B), cockayne syndrome protein A (B); RNA Pol II, RNA polymerase II holoenzyme; DDB1/2, UV-damage  
DNA-binding protein 1 and 2; UVSSA, UV-stimulated scaffold protein A.
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of DNA damage. Evidence supports an ordered sequence of incisions; ERCC1–XPF makes the first incision on the 5′ side 
of the DNA damage (Fig. 17.3I) and XPG makes the second incision on the 3′ side of the damage (Fig. 17.3J) [128]. The 
oligonucleotide containing the DNA damage and TFIIH are released (Fig. 17.3K) [129]. Once the first incision is made by 
ERCC1–XPF, a free 3′-OH is formed that can be used by DNA polymerases in repair synthesis, and this could even occur 
before the second incision is made by XPG (Fig. 17.3L). The repair synthesis step in NER, about 25–30 nucleotides in 
length, was once assumed to be relatively straightforward. However, the discovery that the error-prone DNA polymerase 
kappa (Polκ), participates in repair synthesis during NER, in addition to Polδ and Polε suggests that this step in NER is 
complex [130–132]. Similarly, the ligation step which seals the final phosphodiester bond between the newly synthesized 
DNA and the parental DNA (Fig. 17.3N) appears more complicated than originally thought. It appears to be regulated by 
the proliferative state of the cell with DNA ligase I used in proliferative cells and DNA ligase IIIα used in quiescent and 
replicating cells (reviewed in Ref. [130]).

3.4  Transcription-Coupled NER

The process of TC-NER has been studied for several decades (reviewed in Refs. [94,95]). The existence of mechanisms 
that couple DNA repair to transcription was indicated many years ago by studies that followed the recovery of RNA syn-
thesis and DNA-repair levels after cells were exposed to UV light [133]. It was found that RNA synthesis, which is initially 
inhibited by UV light, recovered before significant amounts of DNA damage were found to be removed from total cellular 
DNA. Subsequently, it was found that UV-induced CPDs were selectively removed from transcriptionally active genes 
in mammalian cells and the selective or preferential repair of DNA damage from active genes was due to selective repair 
of only the transcribed strands of the genes [96–98]. The selective repair of DNA damage from the transcribed strands of 
active genes was first documented in mammalian cells and then subsequently documented in E. coli and in yeast. These 
observations led to models of transcription-coupled repair in which recognition of DNA damage present in the transcribed 
strand of an active gene was a direct consequence of the stalling or arrest of RNA polymerase when it encountered the 
damage. This was supported by subsequent studies that found that certain types of bulky damage arrest elongation of RNA 
polymerase when they are located in the transcribed strand of an active gene but they do not block it when they are present 
in the nontranscribed strand (reviewed in Ref. [134]).

Investigating TC-NER in cell-free systems has been challenging and this is likely due to the combined complexities 
involved in the transcription elongation process, in NER and in chromatin structure. Biochemical and genetic studies 
indicate that damage recognition in TC-NER occurs through blockage or stalling of the RNA polymerase complex when 
it encounters damage in the transcribed strand (Fig. 17.3B). Many of the subsequent events, loading of TFIIH, XPA, RPA, 
ERCC1-XPF, and XPG, are likely similar to those found in global NER (Fig. 17.3E–N). However, a notable and major 
difference between NER and TC-NER involves processing of the RNA polymerase when it becomes stalled or arrested at 
DNA damage. Due to the large size of the RNA polymerase complex, some processing events are required to remove or 
displace it in order for the subsequent loading of essential NER proteins to occur. Different models for these processing 
events have been proposed and include the backward translocation of the RNA polymerase complex away from the damage 
(backtracking) and/or ubiquitin-mediated modification of damage-stalled RNA polymerase and subsequent degradation of 
the complex. It remains unclear how these processes occur in mammalian cells. However, genetic and biochemical studies 
support roles for Cockayne syndrome A (CSA), Cockayne syndrome B (CSB), UV-sensitive syndrome A (UVSSA), and 
XPA-binding protein 2 (XAB2) in TC-NER (Fig. 17.3C and D). Cell lines with defects in each of these genes exhibit defi-
ciencies in TC-NER or recovery of RNA synthesis following treatment with DNA-damaging agents [118,135–138]. Studies 
since mid-2000s suggest that degradation of damage-stalled/arrested RNA polymerase complexes may not be a common 
event; instead, actual degradation of the RNA polymerase complex may serve as a less frequent method of simply clearing 
the polymerase from the damaged site which might then allow global NER to act at the damage. Similarly, in some rare or 
unusual instances, the RNA polymerase complex may actually bypass the damage [139]. However, for TC-NER to occur, 
the polymerase more likely backtracks or is transiently displaced or altered, and this movement of the polymerase serves 
as a mechanism for loading TFIIH and subsequent NER factors which ultimately results in DNA-damage removal, DNA-
repair synthesis, and ligation [140–142].

Mutations in a gene required for NER or TC-NER generally renders cells more sensitive to treatment with agents that 
introduce bulky types of DNA damage. Their sensitivity to DNA damage can be severe to moderate depending on the gene 
that is mutated. Clearly, mutations in NER genes can predispose humans to the development of skin and other forms of can-
cer as illustrated by the disease XP and discussed in more detail later. However, mutations in genes specifically required for 
TC-NER such as CSA, CSB, and UVSS2 do not generally predispose humans or mice to cancer (reviewed in Ref. [107]). 
Instead, CS patients display complex phenotypes that include developmental and neurological abnormalities, growth arrest, 
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mental retardation, and premature death. Both CS and UVSS2 patients show cutaneous sensitivity to UV irradiation. These 
observations together with biochemical and genetic studies may indicate that deficiencies in proteins required for the cou-
pling of NER to transcription may lead to the persistence of RNA polymerase complexes arrested at sites of damage which 
in turn may trigger apoptotic events leading to cell death.

3.5  NER and Chromatin Structure

The recognition of DNA damage and the functions of many proteins involved in NER and TC-NER described earlier must 
take into consideration the packaging of DNA into chromatin when repair takes place in vivo. The presence of nucleo-
somes and the assembly of nucleosomes into higher-order chromatin structures likely impede DNA-damage recognition 
and NER. Hence, “an access, repair, restore” model proposes that chromatin and nucleosomes must be altered or displaced 
during DNA-damage recognition and repair, and this is followed by restoration of the nucleosome and chromatin structure 
following repair [143]. It is likely that this involves alterations in the posttranslational modifications of the histone tails 
such as by acetylation, alterations in the distribution of histone variants, and the recruitment of chromatin-remodeling 
complexes. Early studies indicated that nucleosomes become rearranged during NER and that the acetylation of histones 
stimulated NER. More studies conducted between 2012 and 2014 have provided more detailed mechanistic insights into 
how alterations in chromatin impact DNA-damage recognition and processing by NER and TC-NER (reviewed in Refs. 
[95,107,144–146]).

The access step which allows NER proteins to recognize and bind DNA damage appears to be influenced by many pro-
teins. UV-DDB promotes ubiquitylation of core histones and associates with PARP1 to mediate PARylation of chromatin 
to open it up [116,147,148]. Histone acetylation by the histone acetyl transferases, p300 and GCN5, can also contribute to 
relaxing chromatin and the ATP-dependent chromatin-remodeling complexes, SWI/SNF and INO80, can promote repair 
by displacement of nucleosomes and by influencing the recruitment of XPC–RAD23B–centrin complex to the damage 
[149,150]. After repair is completed, the restore step to assemble the newly synthesized DNA into nucleosomes involves 
histone chaperones CCRF-associated factor (CAF1) and alternative splicing factor, ASF1 [151–153].

TC-NER occurs during the elongation stage of transcription since it serves and is signaled by RNA polymerase com-
plex blocked at DNA damage. Hence, this state of chromatin is likely different from chromatin that is not transcriptionally 
active. For TC-NER, the chromatin has already been “opened” to allow transcription initiation and elongation. CSB is 
required for TC-NER and studies have found that it can remodel chromatin in vitro [154]. Whether it has chromatin remod-
eling functions during TC-NER is unclear. CSA and UVSSA can play different roles in targeting CSB for ubiquitylation 
and degradation. CSA promotes ubiquitylation of CSB, while UVSSA inhibits ubiquitylation of CSB [155,156]. CSA and 
CSB appear to promote the association of histone acetyl transferases and proteins that promote chromatin remodeling and 
chaperones to incorporate histones into newly reassembled nucleosomes [142].

3.6  Alterations in NER and Cancer Predisposition

It is clear that heritable mutations in NER genes can predispose individuals to the development of skin cancer and other 
forms of cancer. Many XP patients develop nonmelanoma skin cancer within the first decade of life. This is in sharp con-
trast to the development of nonmelanoma skin cancer in the general, non-XP population that occurs, on average, when 
people are well into their 60s. XP patients can also develop tumors in internal, non-UV-exposed organs including tumors of 
the brain and central nervous system and the lung [87]. Genetically modified mice with deficiencies in certain NER genes 
are also predisposed to UV-induced skin cancer and carcinogen-induced and spontaneous forms of lung cancer [157].

It is unclear how alterations in NER impact cancer etiology in the general, non-XP population. Deficiencies in NER 
could render an individual with a greater predisposition to the development of cancer and conversely, enhancement of NER 
capacity in an individual could render them less susceptible to the development of cancer. Alterations in individual repair 
capacity could also impact how an individual responds to treatment with chemotherapeutic agents that damage DNA. An 
individual’s capacity to carry out NER could be influenced by the inheritance of polymorphic alleles of NER genes, by 
exposure to agents in the environment that impact NER efficiency, or by some combination of the two. These interactions 
are likely highly complex. There have been numerous studies that have investigated correlations between polymorphisms 
in NER genes and many different forms of cancer including those that occur in the lung, stomach, breast, skin, or blood. 
However, while linkages have been reported in some studies, many of these are either not supported or are found to be weak 
associations when studies are combined and subjected to meta-analyses [158–163]. In addition, while XP is a rare disease, 
the frequency of single mutant alleles is much greater, but it remains unclear if individuals containing only one mutant allele 
of an NER gene are more highly predisposed to the development of cancer.
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4.  BIOLOGICAL IMPLICATIONS BEYOND DNA DAMAGE AND REPAIR

Some functions of excision repair are indispensable for the organisms. The central theme in this section is the versatility of 
BER and that some proteins involved in BER can be utilized in fundamental cellular activities unrelated to DNA repair. As 
there are excellent reviews on these subjects [163,164], this section briefly describes recent studies investigating additional 
roles of proteins involved in BER.

4.1  Diversity of Immune Cells by Activation-Induced Deaminase

Somatic hypermutation (SHM) and class switch recombination (CSR) are necessary for antibody diversification in antigen-
specific memory B cells, and both mechanisms require activation-induced deaminase (AID) [164–166]. Because AID 
deaminates cytosine to generate uracil in DNA, a well-known BER substrate, involvement of BER in this pathway is being 
established [45,166]. The canonical BER reactions depicted in Fig. 17.1 do not likely occur during SHM and CSR. Instead, 
when uracil is generated in DNA by AID, it serves as a flag to recruit error-prone bypassing DNA polymerases for SHM and 
components of DNA DSB repair cooperate with some of the BER enzymes to lead to CSR [46,164]. Continued understand-
ing of the mechanisms of SHM and CSR involving BER, other DNA-repair and -signaling pathways should illuminate the 
sophisticated crosstalk among the DNA-repair pathways.

4.2  DNA Demethylation

Methylation of cytosine at CpG dinucleotides generates 5mC. 5mC is a major epigenetic DNA modification that controls 
gene expression. While abnormalities in the distribution of 5mC in the genome are a hallmark of cell transformation in 
cancer genomics, DNA methylation is pivotal in controlling normal cell differentiation during development.

Processes are required to regulate demethylation of DNA and this is necessary to remove 5mC and introduce cytosine. 
Studies in the past several years have established an essential role of the demethylation process not only in cell differentia-
tion, particularly for the stem cell research, but also in cancer development [79,167,168].

An initial event in the demethylation process, described in detail in a previous review by Wu and Zhang [169], is the 
conversion of 5mC to 5-hydroxymethyl cytosine (5hmC) by Tet methylcytosine dioxygeneases (Tet1, Tet2, and Tet3; 
ten-eleven translocation 1, 2, 3 gene protein). The Tet proteins further process 5hmC to 5-formylcytosine (5fC) and then 
to 5-carboxylcytosine (5caC) [170]. Both 5fC and 5caC are processed by BER, as TDG recognizes and removes these 
unusual cytosine derivatives as its substrates, and leaves AP sites at these locations (Fig. 17.1A). The reactions that 
follow the generation of AP sites are not entirely clear. However, a 2010 study showed that the BER proteins includ-
ing TDG, APE1, PARP1, and XRCC1 are upregulated during developmental stages in embryonic mice when whole-
genome demethylation takes place [171]. In zygotic cells, PARP1 and XRCC1 were found to be physically associated 
with the paternal genome where demethylation takes place [171]. Several studies have found that the BER proteins, 
XRCC1, PARP1, and APE1, are utilized in the demethylation process in Arabidopsis and mammalian cells [167,172–
175]. Because of the impact of demethylation on many study fields of study including stem cells, cell differentiation, 
cancer, and cancer stem cells, the advanced technology demonstrating the involvement of BER in the distribution of C, 
5mC, 5hmC, 5fC, and 5caC [168,176,177] has broadened the role of BER beyond DNA repair and toward epigenetic 
maintenance.

5.  INTERPLAY BETWEEN NER AND BER: THE KEY ROLE OF THE DNA-DAMAGE 
RESPONSE FOR PREVENTION OF CELLULAR DEGENERATION

5.1  Overlapping Substrate Specificity Between BER and NER

BER and NER enzymes may recognize the same types of DNA damage, and hence, this class of substrates could be 
repaired by either pathway. A role of NER in the repair of endogenously generated DNA damage has been suggested 
since it could explain the neurodegenerative phenotypes associated with some NER deficiencies. However, UV damage 
does not occur in neurons and hence the substrates for NER that may produce the neurodegenerative phenotype are an 
unsolved question.

Overlapping substrates for BER and NER were reported in E. coli and yeast [178–183]. Memisoglu et al. found that 
a deficiency in rad13, an NER protein in yeast, produced increased sensitivity to alkylating reagents, and they proposed 
that alkylated bases may be repaired directly by the NER pathway [180]. In 2010, the repair of AP sites was reported to be 
associated with TC-NER in yeast [184], and the investigators proposed a detailed mechanism for this observation.
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Some studies have also reported overlapping roles of BER and NER in the removal of oxidative DNA damage in human 
cells. A biochemical study showed that human NER proteins could recognize and remove 8-oxoG in DNA [185]. Although 
it has been difficult to clearly show a role of NER in the removal of 8-oxoG in vivo, primary cells from XPC patients have 
been found to be hypersensitive to treatment with oxidizing reagents [186].

5.2  A Nuclear–Mitochondria Signaling Network as a Main Platform of BER/NER Interplay

An emerging field of study, how mitophagy is regulated by a DNA-damage response, is being formed that may finally 
delineate the crosstalk between BER and NER, and perhaps it also involves other DNA-repair pathways.

Mitophagy is a cellular process that degrades damaged mitochondria and facilitates generation of new mitochondria. 
Mitophagy and autophagy require common factors and reactions involving ubiquitin-dependent proteasome systems and 
LC3 conjugation [187,188]. However, compared to autophagy, mitophagy is a mechanism that provides a quality check for 
maintaining the integrity of mitochondria, and its biological role resembles that of apoptosis.

Mitophagy requires a ubiquitin ligase, Parkin [188]. Deficiencies in the gene for Parkin, PARK2, are a major cause of 
both early and late onset of Parkinson’s disease. Parkin is a RING domain containing E3 ligase and it requires an essen-
tial cofactor, PINK1, which is also a Parkinson’s disease–causative gene [189]. The astonishing finding that ubiquitin 
Ser65 phosphorylation regulates mitophagy was reported by several studies [190–193]. Impaired mitochondria lose the 
inner membrane potential, which induces phosphorylation at Ser65 of ubiquitin by PINK1. The Ser65-phosphoubiquitin 
facilitates Parkin’s translocalization from the cytosol to the surface of mitochondria, and enhances its ubiquitination 
reaction. Therefore, cells proactively maintain the quality of mitochondria with Parkin, for which PINK1 plays a central 
regulatory role.

PINK1 is highly sensitive to proteolysis; the truncated PINK1 loses the kinase activity, and thus becomes inca-
pable of activating Parkin and mitophagy. Although the sensitivity of PINK1 to proteolysis may provide an auto-
regulation of the Parkin–PINK1 protein degradation system, in 2014 it became apparent that PINK1 is susceptible 
to oxidative stress in causing its proteolysis [194]. An unexpected finding was that lack of XPA was associated with 
increased PINK1 cleavage, resulting in the impairment of the cellular function to check mitochondrial integrity [194]. 
This study proposed the following degenerative cellular events (Fig. 17.4): (1) Elevation of PARP1 activities in XPA-
deficient cells causes insufficient NAD+ concentration. (2) Low NAD+ causes down-modulation of SIRT1 activity 
which in turn lowers PGC-1α activity. PGC-1α is the master regulator of mitochondrial regeneration and energy-
generating activity in the cells. (3) Low PGC-1α activity causes lower UCP2 levels. Because UCP2 is an uncoupler 
that maintains the proper mitochondrial membrane potential, when UCP2 is increased, it is an inducer of mitophagy. 
In contrast, lower levels of UCP2 result in degradation of PINK1 and suppression of mitophagy. This effect is additive 
and results in the accumulation of damaged mitochondria. The unusually high mitochondrial and oxidative stresses 
are unsustainable and thus cause apoptosis. This phenotype and the novel link to mitochondria was not only found 
to be associated with deficiencies in XPA; it was also associated with Cockayne syndrome B (CSB) and ataxia 
telangiectasia-mutated (ATM) deficiencies. Surprisingly, it was not associated with deficiencies in XPC. Therefore, 
although both XPA and XPC are essential for the NER process, XPA appears to have an independent function in the 
maintenance of mitochondrial integrity.

These are remarkable discoveries in the field of BER and NER, and further studies may provide critical informa-
tion as to why deficiencies in NER cause neurodegenerative diseases. However, an important question regarding the 
mechanism of NER has not been answered: Does XPA’s direct involvement in repairing endogenous DNA damage 
help cells maintain intact mitophagy, or is XPA a signal transducer in this particular DNA-damage response? In other 
words, what initiates mitochondrial degeneration which is exacerbated by a deficiency in XPA? The unusually high 
oxidative stress caused by mitochondrial degeneration and UCP2 down-regulation may be a consequence rather than 
the cause of cellular degeneration. Similarly, PINK1 degradation may be induced by the elevated oxidative stress. 
The fundamental cause of these molecular events could be endogenous DNA damage (Fig. 17.4). Endogenous DNA 
damage is continuously generated under the normal physiology, and keeps PARPs at its equilibrium balance between 
the activated and dormant forms. It is hypothesized that, in a yet unidentified reaction scheme, the presence of XPA 
suppresses the activation of PARP, either by facilitating repair or by inhibiting PARP. Hence, a deficiency in XPA 
could result in the accumulation of active PARP, which results in a gradual, yet irreversible, degeneration of mito-
chondrial and an increase in oxidative stress that ultimately kills the cell. Crucial experiments remain to be carried out 
to identify interactions of XPA with molecules involved in the DNA-damage response, including endogenous DNA 
damage and DNA–repair intermediates (eg, AP sites, DNA-strand breaks, protein–DNA cross-links, and 5meC), and 
NER/BER proteins such as PARPs.
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6.  CONCLUDING REMARKS

Here, we reviewed advances in understanding two mammalian DNA excision-repair mechanisms. We described the basic 
mechanisms of BER and NER, and reviewed recent studies regarding the interplay of BER and NER, revealing a novel 
role of NER which is independent of the repair of UV-induced DNA damage. The versatility of BER was also illustrated 
by describing how BER is also involved in processing modified DNA bases such as 5mC and this role in epigenetics is an 
indispensable function of BER. The stepwise reaction scheme of BER makes it a flexible pathway and thus an ideal DNA-
modifying machinery that can adapt to different types of unusual bases.

Endogenous damage must be repaired by DNA-repair pathways to avoid pathophysiological conditions. NER has been 
studied mainly to understand its role in removing bulky DNA damage generated by UV radiation and by exposure to car-
cinogens. However, recent studies have led to the discovery of novel DNA-damage responses involving NER as well as 
BER that likely play roles in disease. One key to understanding the impact of these novel pathways on disease may be to 
identify the endogenous targets of NER.

GLOSSARY
3′-blocking damage Non-3′-OH termini at DNA strand breaks that cannot serve as DNA synthesis primers and therefore require 3′-end processing 

to generate 3′-OH termini. 3′-blocking damage includes 3′-phosphate, 3′-α,β-unsaturated aldehyde, 3′-phosphoglycolate.
AP lyase A lyase that catalyzes DNA-strand breakage at AP sites, and removes 5′-dRP from 5′-ends of DNA strand breaks. The AP lyase reaction 

occurs via β- or βδ-elimination through formation of Schiff base. Many DNA glycosylases possess an AP lyase activity. Also see dRPase.
AP sites (apurinic/apyrimidinic sites) A type of DNA damage where a base (either purine or pyrimidine) is removed. Also known as abasic sites.
Bipartate recognition of DNA damage during NER The efficient recognition and removal of DNA damage by NER generally requires that the 

damage to DNA possesses two important features. One feature is that the damage represents a covalent modification to the DNA. The second 
feature is that the presence of the covalent modification creates a significant alteration in the overall structure of the DNA helix.
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FIGURE 17.4 A model of cellular degeneration caused by endogenous DNA damage. (Green, inner ring) A normal cellular cycle in which EDD 
(endogenous DNA damages) are continuously generated but under the control of BER, and PARPs are activated to facilitate the repair process. (Red, outer 
ring) EDD generation at a high rate causes overactivation of PARP. Depletion of NAD+ suppresses SIRT1-dependent PGC-1α activation, which abrogates 
mitochondrial quality check by Parkin/PINK1 [194]. Cells enter a vicious cycle involving ROS elevation and mitochondrial degeneration. XPA, CSB, 
and ATM, all appear to take part in keeping EDD at normal levels [194]. To determine what type of EDD exactly causes the PARP overactivation, and to 
understand the coordination of BER with XPA, CSB, and ATM will help improve precision medicine of degenerative diseases. DGs, DNA glycosylases.
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Deamination Deamination may occur at exocyclic amino groups of cytosine, 5-methyl cytosine, adenine, and guanine, which are converted to 
uracil, thymidine, hypoxanthine, and xanthine, respectively. The bases resulted from deamination may form base pairs different from original 
pairs (U to A, T to A, HX to C) and thus potentially mutagenic.

Demethylation A process wherein 5-methyl cytosine is converted to cytosine. An active demethylation process in cells involves enzymes of BER. 
BER proteins that are shown to function in demethylation include TDG, PARP, XRCC1, and APE1.

DNA-alkylating agents Chemical compounds with electrophilic alkyl groups that attack nucleophilic groups in DNA. Commonly used alkylating 
agents in research include methyl methanesulfonate (MMS), methylnitronitrosoguanidine (MNNG), N-nitroso-N-methylurea (MNU), temo-
zolomide.

dRPase An enzyme capable of removing 5′-dRP from 5′-ends of DNA strand breaks via hydrolysis. The term dRPase is often used to describe an AP 
lyase, due to the fact that their roles in the BER pathway in producing 5′-phosphate from 5′-dRP are identical. By definition, unlike AP lyases, 
dRPase does not incise AP sites. The difference between AP lyases and dRPases is described in detail by Piersen et al. [51].

Mitophagy An active process to digest damaged mitochondria involving protein degradation via ubiquitination catalyzed by Parkin and PINK1. It 
is a specialized autophagy for maintaining quality of mitochondria.

Oxidative DNA damage Bases and backbone of DNA can be oxidized spontaneously or induced by oxidizing reagents. These include 8-oxogua-
nine, thymine glycol, DNA strand breaks with 3′-blocking damage. Find details in Refs. [3,35].

RNA-polymerase backtracking Instead of moving along the template DNA strand in the 3′ to 5′ direction synthesizing new RNA, the RNA poly-
merase complex can translocate in the opposite direction and move backwards in the 5′ to 3′ direction.

TET Tet methylcytosine dioxygenase or ten-eleven translocation gene protein. TET enzymes catalyze base conversion reactions using 5-methylcy-
tosine (5mC) as the starting substrate to generate 5-hydroxymethylcytosine (5hmC), then 5-formylcytosine (5fC), and finally 5-carboxycytosine 
(5caC). The converted cytosine derivatives are recognized and removed by TDG. Evidence indicates that AP sites, generated by TDG, are 
repaired by the traditional BER pathway involving APE1, PARP1, XRCC1, Polβ, and DNA ligase III. TET1, TET2, and TET3 belong to the 
TET enzyme family.

LIST OF ABBREVIATIONS
3′-PUA 3′-Phospho-α,β-unsaturated aldehydes
5caC 5-Carboxylcytosine
5fC 5-Formylcytosine
5hmC 5-Hydroxymethyl cytosine
5mC 5-Methylcytosine
6-4PP 6-4 Photoproduct
AID Activation-induced deaminase
APE1 AP Endonuclease 1
Apex1 Ape1 gene
AP-site Apurinic/apyrimidinic sites
ASF1 Alternative splicing factor
ATM Ataxia telangiectasia mutated
BER Base excision repair
BP Benzo(a)pyrene
CAF1 CCRF-associated factor
CAK Cyclin-activated kinase
CPD Cyclobutane pyrimidine dimer
CSA Cockayne syndrome A
CSB Cockayne syndrome B
CSR Class switch recombination
DDR DNA-damage response
dRP 2-Deoxyribose 5-phsphate
EDD Endogenous DNA damages
FEN1 Flap structure–specific endonucleases
LIGI DNA ligase
MGMT O6-methylguanine-DNA methyltransferase
MMS Methanesulfonate
MNNG Methylnitronitrosoguanidine
MPG Methylpurine DNA glycosylase
MYH MutY homology
NEIL1 and NEIL2 EndoVIII-like 1 and 2
NER Nucleotide excision repair
NMU N-nitroso-N-methylurea
NTH EndoIII homology
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O2
−

 Superoxide
OGG1 8-oxoG DNA glycosylase
OH• Hydroxyl radical
PARPs Poly(ADP-ribose)polymerases
PNKP Polynucleotide kinase/phosphatase
Polβ DNA polymerase beta
Polδ/ε DNA polymerase delta/epsilon
Polλ DNA polymerase lambda
ROS Reactive oxygen species
SHM Somatic hypermutation
(SN)-BER Single-nucleotide filling base excision repair
SOD2 Manganese superoxide dismutase 2
SSBs Single-strand breaks
Tet1, Tet2, and Tet3 Tet methylcytosine dioxygeneases
TC-NER Transcription-coupled NER
Tdg Thymine DNA glycosylase
TDPs Tyrosyl–DNA phosphodiesterases
TOP1, TOP2, TOP3 Topoisomerases I, II, and III
UNG Uracil DNA glycosylase
UV-DDB2 UV DNA damage-binding protein 2
UVSSA UV-sensitive syndrome A
XAB2 XPA-binding protein 2
XP Xeroderma pigmentosum

ACKNOWLEDGMENT
This work was supported by NIH/NCI CA98664, the Markey Cancer Center Support Grant (CCSG), and Kentucky Lung Cancer Research 
Programs.

REFERENCES
 [1]  Singer B, Kusmierek JT. Chemical mutagenesis. Annu Rev Biochem 1982;51:655–93.
 [2]  Hegde ML, Izumi T, Mitra S. Oxidized base damage and single-strand break repair in mammalian genomes: role of disordered regions and post-

translational modifications in early enzymes. Prog Mol Biol Transl Sci 2012;110:123–53.
 [3]  Breen AP, Murphy JA. Reactions of oxyl radicals with DNA. Free Radic Biol Med 1995;18(6):1033–77.
 [4]  Kriek E. Persistent binding of a new reaction product of the carcinogen N-hydroxy-N-2-acetylaminofluorene with guanine in rat liver DNA in vivo. 

Cancer Res 1972;32(10):2042–8.
 [5]  Weinstein IB, Jeffrey AM, Jennette KW, Blobstein SH, Harvey RG, Harris C, et al. Benzo(a)pyrene diol epoxides as intermediates in nucleic acid 

binding in vitro and in vivo. Science 1976;193(4253):592–5.
 [6]  Muench KF, Misra RP, Humayun MZ. Sequence specificity in aflatoxin B1–DNA interactions. Proc Natl Acad Sci USA 1983;80(1):6–10.
 [7]  Zamble DB, Lippard SJ. Cisplatin and DNA repair in cancer chemotherapy. Trends Biochem Sci 1995;20(10):435–9.
 [8]  Porter PC, Mellon I, States JC. XP-A cells complemented with Arg228Gln and Val234Leu polymorphic XPA alleles repair BPDE-induced DNA 

damage better than cells complemented with the wild type allele. DNA Repair (Amst) 2005;4(3):341–9.
 [9]  Ljungquist S, Lindahl T. A mammalian endonuclease specific for apurinic sites in double-stranded deoxyribonucleic acid. I. Purification and 

general properties. J Biol Chem 1974;249(5):1530–5.
 [10]  Lindahl T, Ljungquist S. Apurinic and apyrimidinic sites in DNA. Basic Life Sci 1975;5A:31–8.
 [11]  Ljungquist S. A new endonuclease from Escherichia coli acting at apurinic sites in DNA. J Biol Chem 1977;252(9):2808–14.
 [12]  Lindahl T. DNA glycosylases, endonucleases for apurinic/apyrimidinic sites, and base excision-repair. Prog Nucleic Acid Res Mol Biol 

1979;22:135–92.
 [13]  Lindahl T. Instability and decay of the primary structure of DNA. Nature 1993;362(6422):709–15.
 [14]  Mol CD, Hosfield DJ, Tainer JA. Abasic site recognition by two apurinic/apyrimidinic endonuclease families in DNA base excision repair: the 

3′ ends justify the means. Mutat Res 2000;460(3–4):211–29.
 [15]  Izumi T, Wiederhold LR, Roy G, Roy R, Jaiswal A, Bhakat KK, et al. Mammalian DNA base excision repair proteins: their interactions and role in 

repair of oxidative DNA damage. Toxicology 2003;193(1–2):43–65.
 [16]  Mitra S, Izumi T, Boldogh I, Bhakat KK, Hill JW, Hazra TK. Choreography of oxidative damage repair in mammalian genomes. Free Radic Biol 

Med 2002;33(1):15–28.
 [17]  Bennett RA, Wilson 3rd DM, Wong D, Demple B. Interaction of human apurinic endonuclease and DNA polymerase beta in the base excision 

repair pathway. Proc Natl Acad Sci USA 1997;94(14):7166–9.



296 SECTION | V Genome Stability in Mammals

 [18]  Mol CD, Izumi T, Mitra S, Tainer JA. DNA-bound structures and mutants reveal abasic DNA binding by APE1 and DNA repair coordination 
[corrected]. Nature 2000;403(6768):451–6.

 [19]  Wilson SH, Kunkel TA. Passing the baton in base excision repair. Nat Struct Biol 2000;7(3):176–8.
 [20]  Caldecott KW, McKeown CK, Tucker JD, Ljungquist S, Thompson LH. An interaction between the mammalian DNA repair protein XRCC1 and 

DNA ligase III. Mol Cell Biol 1994;14(1):68–76.
 [21]  Pleschke JM, Kleczkowska HE, Strohm M, Althaus FR. Poly(ADP-ribose) binds to specific domains in DNA damage checkpoint proteins. J Biol 

Chem 2000;275(52):40974–80.
 [22]  Iles N, Rulten S, El-Khamisy SF, Caldecott KW. APLF (C2orf13) is a novel human protein involved in the cellular response to chromosomal DNA 

strand breaks. Mol Cell Biol 2007;27(10):3793–803.
 [23]  Ali AA, Jukes RM, Pearl LH, Oliver AW. Specific recognition of a multiply phosphorylated motif in the DNA repair scaffold XRCC1 by the FHA 

domain of human PNK. Nucleic Acids Res 2009;37(5):1701–12.
 [24]  Cuneo MJ, London RE. Oxidation state of the XRCC1 N-terminal domain regulates DNA polymerase beta binding affinity. Proc Natl Acad Sci 

USA 2010;107(15):6805–10.
 [25]  Farez MF, Quintana FJ, Gandhi R, Izquierdo G, Lucas M, Weiner HL. Toll-like receptor 2 and poly(ADP-ribose) polymerase 1 promote central 

nervous system neuroinflammation in progressive EAE. Nat Immunol 2009;10(9):958–64.
 [26]  Bjorkhem I, Diczfalusy U, Olsson T, Russell DW, McDonald JG, Wang Y, et al. Detecting oxysterols in the human circulation. Nat Immunol 

2011;12(7):577. author reply 577–8.
 [27]  Lord CJ, Tutt AN, Ashworth A. Synthetic lethality and cancer therapy: lessons learned from the development of PARP inhibitors. Annu Rev Med 

2015;66:455–70.
 [28]  Singer B. N-nitroso alkylating agents: formation and persistence of alkyl derivatives in mammalian nucleic acids as contributing factors in carcino-

genesis. J Natl Cancer Inst 1979;62(6):1329–39.
 [29]  Atkins RJ, Ng W, Stylli SS, Hovens CM, Kaye AH. Repair mechanisms help glioblastoma resist treatment. J Clin Neurosci 2015;22(1):14–20.
 [30]  Rydberg B, Lindahl T. Nonenzymatic methylation of DNA by the intracellular methyl group donor S-adenosyl-l-methionine is a potentially muta-

genic reaction. EMBO J 1982;1(2):211–6.
 [31]  Friedberg EC. DNA repair. New York: W.H. Freeman; 1984. x, 614 pp.
 [32]  Gates KS, Nooner T, Dutta S. Biologically relevant chemical reactions of N7-alkylguanine residues in DNA. Chem Res Toxicol 2004;17(7): 

839–56.
 [33]  Mitra S. MGMT: a personal perspective. DNA Repair (Amst) 2007;6(8):1064–70.
 [34]  Scott TL, Rangaswamy S, Wicker CA, Izumi T. Repair of oxidative DNA damage and cancer: recent progress in DNA base excision repair. 

Antioxid Redox Signal 2014;20(4):708–26.
 [35]  Evans MD, Dizdaroglu M, Cooke MS. Oxidative DNA damage and disease: induction, repair and significance. Mutat Res 2004;567(1):1–61.
 [36]  Nitiss JL, Soans E, Rogojina A, Seth A, Mishina M. Topoisomerase assays. Curr Protoc Pharmacol 2012. [Chapter 3:Unit 3].
 [37]  Zeng Z, Sharma A, Ju L, Murai J, Umans L, Vermeire L, et al. TDP2 promotes repair of topoisomerase I-mediated DNA damage in the absence of 

TDP1. Nucleic Acids Res 2012;40(17):8371–80.
 [38]  Pommier Y, Huang SY, Gao R, Das BB, Murai J, Marchand C. Tyrosyl-DNA-phosphodiesterases (TDP1 and TDP2). DNA Repair (Amst) 

2014;19:114–29.
 [39]  Matsumoto Y, Kim K. Excision of deoxyribose phosphate residues by DNA polymerase beta during DNA repair. Science 1995;269(5224):699–702.
 [40]  Wiederhold L, Leppard JB, Kedar P, Karimi-Busheri F, Rasouli-Nia A, Weinfeld M, et al. AP endonuclease-independent DNA base excision repair 

in human cells. Mol Cell 2004;15(2):209–20.
 [41]  Meira LB, Devaraj S, Kisby GE, Burns DK, Daniel RL, Hammer RE, et al. Heterozygosity for the mouse Apex gene results in phenotypes associ-

ated with oxidative stress. Cancer Res 2001;61(14):5552–7.
 [42]  Xanthoudakis S, Smeyne RJ, Wallace JD, Curran T. The redox/DNA repair protein, Ref-1, is essential for early embryonic development in mice. 

Proc Natl Acad Sci USA 1996;93(17):8919–23.
 [43]  Fung H, Demple B. A vital role for Ape1/Ref1 protein in repairing spontaneous DNA damage in human cells. Mol Cell 2005;17(3):463–70.
 [44]  Izumi T, Brown DB, Naidu CV, Bhakat KK, Macinnes MA, Saito H, et al. Two essential but distinct functions of the mammalian abasic endonucle-

ase. Proc Natl Acad Sci USA 2005;102(16):5739–43.
 [45]  Masani S, Han L, Yu K. Apurinic/apyrimidinic endonuclease 1 is the essential nuclease during immunoglobulin class switch recombination. Mol 

Cell Biol 2013;33(7):1468–73.
 [46]  Xu J, Husain A, Hu W, Honjo T, Kobayashi M. APE1 is dispensable for S-region cleavage but required for its repair in class switch recombination. 

Proc Natl Acad Sci USA 2014;111(48):17242–7.
 [47]  Suganya R, Chakraborty A, Miriyala S, Hazra TK, Izumi T. Suppression of oxidative phosphorylation in mouse embryonic fibroblast cells deficient 

in apurinic/apyrimidinic endonuclease. DNA Repair (Amst) 2015;27C:40–8.
 [48]  Izumi T, Malecki J, Chaudhry MA, Weinfeld M, Hill JH, Lee JC, et al. Intragenic suppression of an active site mutation in the human apurinic/

apyrimidinic endonuclease. J Mol Biol 1999;287(1):47–57.
 [49]  Jilani A, Ramotar D, Slack C, Ong C, Yang XM, Scherer SW, et al. Molecular cloning of the human gene, PNKP, encoding a polynucleotide kinase 

3′-phosphatase and evidence for its role in repair of DNA strand breaks caused by oxidative damage. J Biol Chem 1999;274(34):24176–86.
 [50]  Weinfeld M, Mani RS, Abdou I, Aceytuno RD, Glover JN. Tidying up loose ends: the role of polynucleotide kinase/phosphatase in DNA strand 

break repair. Trends Biochem Sci 2011;36(5):262–71.



Excision Repair Chapter | 17 297

 [51]  Piersen CE, McCullough AK, Lloyd RS. AP lyases and dRPases: commonality of mechanism. Mutat Res 2000;459(1):43–53.
 [52]  Klungland A, Lindahl T. Second pathway for completion of human DNA base excision-repair: reconstitution with purified proteins and requirement 

for DNase IV (FEN1). EMBO J 1997;16(11):3341–8.
 [53]  Inamdar KV, Pouliot JJ, Zhou T, Lees-Miller SP, Rasouli-Nia A, Povirk LF. Conversion of phosphoglycolate to phosphate termini on 3′ overhangs 

of DNA double strand breaks by the human tyrosyl-DNA phosphodiesterase hTdp1. J Biol Chem 2002;277(30):27162–8.
 [54]  Liu Y, Prasad R, Beard WA, Kedar PS, Hou EW, Shock DD, et al. Coordination of steps in single-nucleotide base excision repair mediated by 

apurinic/apyrimidinic endonuclease 1 and DNA polymerase beta. J Biol Chem 2007;282(18):13532–41.
 [55]  Prasad R, Beard WA, Batra VK, Liu Y, Shock DD, Wilson SH. A review of recent experiments on step-to-step “hand-off” of the DNA intermediates 

in mammalian base excision repair pathways. Mol Biol (Mosk) 2011;45(4):586–600.
 [56]  Krokan HE, Standal R, Slupphaug G. DNA glycosylases in the base excision repair of DNA. Biochem J 1997;325(Pt 1):1–16.
 [57]  Braithwaite EK, Prasad R, Shock DD, Hou EW, Beard WA, Wilson SH. DNA polymerase lambda mediates a back-up base excision repair activity 

in extracts of mouse embryonic fibroblasts. J Biol Chem 2005;280(18):18469–75.
 [58]  Braithwaite EK, Kedar PS, Lan L, Polosina YY, Asagoshi K, Poltoratsky VP, et al. DNA polymerase lambda protects mouse fibroblasts against 

oxidative DNA damage and is recruited to sites of DNA damage/repair. J Biol Chem 2005;280(36):31641–7.
 [59]  Hazra TK, Kow YW, Hatahet Z, Imhoff B, Boldogh I, Mokkapati SK, et al. Identification and characterization of a novel human DNA glycosylase 

for repair of cytosine-derived lesions. J Biol Chem 2002;277(34):30417–20.
 [60]  Hazra TK, Izumi T, Boldogh I, Imhoff B, Kow YW, Jaruga P, et al. Identification and characterization of a human DNA glycosylase for repair of 

modified bases in oxidatively damaged DNA. Proc Natl Acad Sci USA 2002;99(6):3523–8.
 [61]  Okano S, Lan L, Caldecott KW, Mori T, Yasui A. Spatial and temporal cellular responses to single-strand breaks in human cells. Mol Cell Biol 

2003;23(11):3974–81.
 [62]  Campalans A, Marsin S, Nakabeppu Y, O’Connor TR, Boiteux S, Radicella JP. XRCC1 interactions with multiple DNA glycosylases: a model for 

its recruitment to base excision repair. DNA Repair (Amst) 2005;4(7):826–35.
 [63]  Marsin S, Vidal AE, Sossou M, Menissier-de Murcia J, Le Page F, Boiteux S, et al. Role of XRCC1 in the coordination and stimulation of oxidative 

DNA damage repair initiated by the DNA glycosylase hOGG1. J Biol Chem 2003;278(45):44068–74.
 [64]  Hegde ML, Hegde PM, Arijit D, Boldogh I, Mitra S. Human DNA glycosylase NEIL1’s interactions with downstream repair proteins is critical for 

efficient repair of oxidized DNA base damage and enhanced cell survival. Biomolecules 2012;2(4):564–78.
 [65]  Akbari M, Solvang-Garten K, Hanssen-Bauer A, Lieske NV, Pettersen HS, Pettersen GK, et al. Direct interaction between XRCC1 and UNG2 

facilitates rapid repair of uracil in DNA by XRCC1 complexes. DNA Repair (Amst) 2010;9(7):785–95.
 [66]  Fan J, Otterlei M, Wong HK, Tomkinson AE, Wilson 3rd DM. XRCC1 co-localizes and physically interacts with PCNA. Nucleic Acids Res 

2004;32(7):2193–201.
 [67]  Vidal AE, Boiteux S, Hickson ID, Radicella JP. XRCC1 coordinates the initial and late stages of DNA abasic site repair through protein-protein 

interactions. EMBO J 2001;20(22):6530–9.
 [68]  Marintchev A, Mullen MA, Maciejewski MW, Pan B, Gryk MR, Mullen GP. Solution structure of the single-strand break repair protein XRCC1 

N-terminal domain. Nat Struct Biol 1999;6(9):884–93.
 [69]  London RE. The structural basis of XRCC1-mediated DNA repair. DNA Repair (Amst) 2015;30:90–103.
 [70]  Das BB, Huang SY, Murai J, Rehman I, Ame JC, Sengupta S, et al. PARP1-TDP1 coupling for the repair of topoisomerase I-induced DNA damage. 

Nucleic Acids Res 2014;42(7):4435–49.
 [71]  Prasad R, Dyrkheeva N, Williams J, Wilson SH. Mammalian base excision repair: functional partnership between PARP-1 and APE1 in AP-site 

repair. PLoS One 2015;10(5):e0124269.
 [72]  Eliasson MJ, Sampei K, Mandir AS, Hurn PD, Traystman RJ, Bao J, et al. Poly(ADP-ribose) polymerase gene disruption renders mice resistant to 

cerebral ischemia. Nat Med 1997;3(10):1089–95.
 [73]  Creissen D, Shall S. Regulation of DNA ligase activity by poly(ADP-ribose). Nature 1982;296(5854):271–2.
 [74]  Leppard JB, Dong Z, Mackey ZB, Tomkinson AE. Physical and functional interaction between DNA ligase IIIalpha and poly(ADP-Ribose) poly-

merase 1 in DNA single-strand break repair. Mol Cell Biol 2003;23(16):5919–27.
 [75]  Abdou I, Poirier GG, Hendzel MJ, Weinfeld M. DNA ligase III acts as a DNA strand break sensor in the cellular orchestration of DNA strand break 

repair. Nucleic Acids Res 2015;43(2):875–92.
 [76]  Mouchiroud L, Houtkooper RH, Moullan N, Katsyuba E, Ryu D, Canto C, et al. The NAD(+)/sirtuin pathway modulates longevity through activa-

tion of mitochondrial UPR and FOXO signaling. Cell 2013;154(2):430–41.
 [77]  Fouquerel E, Goellner EM, Yu Z, Gagne JP, Barbi de Moura M, Feinstein T, et al. ARTD1/PARP1 negatively regulates glycolysis by inhibiting 

hexokinase 1 independent of NAD+ depletion. Cell Rep 2014;8(6):1819–31.
 [78]  Menissier de Murcia J, Ricoul M, Tartier L, Niedergang C, Huber A, Dantzer F, et al. Functional interaction between PARP-1 and PARP-2 in chro-

mosome stability and embryonic development in mouse. EMBO J 2003;22(9):2255–63.
 [79]  Cortazar D, Kunz C, Selfridge J, Lettieri T, Saito Y, MacDougall E, et al. Embryonic lethal phenotype reveals a function of TDG in maintaining 

epigenetic stability. Nature 2011;470(7334):419–23.
 [80]  Setlow RB, Carrier WL. The disappearance of thymine dimers from DNA: an error-correcting mechanism. Proc Natl Acad Sci USA 1964;51: 

226–31.
 [81]  Boyce RP, Howard-Flanders P. Release of ultraviolet light-induced thymine dimers from DNA in E. Coli K-12. Proc Natl Acad Sci USA 

1964;51:293–300.



298 SECTION | V Genome Stability in Mammals

 [82]  Pettijohn D, Hanawalt P. Evidence for repair-replication of ultraviolet damaged DNA in bacteria. J Mol Biol 1964;9:395–410.
 [83]  Rasmussen RE, Painter RB. Evidence for repair of ultra-violet damaged deoxyribonucleic acid in cultured mammalian cells. Nature 1964;203:1360–2.
 [84]  Cleaver JE. Defective repair replication of DNA in xeroderma pigmentosum. Nature 1968;218(5142):652–6.
 [85]  Bootsma D, De Weerd-Kastelein EA, Kleijer WJ, Keyzez W. Genetic complementation analysis of xeroderma pigmentosum. Basic Life Sci 

1975;5B:725–8.
 [86]  Feltes BC, Bonatto D. Overview of xeroderma pigmentosum proteins architecture, mutations and post-translational modifications. Mutat Res Rev 

Mutat Res 2015;763:306–20.
 [87]  Kraemer KH, DiGiovanna JJ. Global contributions to the understanding of DNA repair and skin cancer. J Invest Dermatol 2014;134(e1):E8–17.
 [88]  Lehmann AR, McGibbon D, Stefanini M. Xeroderma pigmentosum. Orphanet J Rare Dis 2011;6:70.
 [89]  Mu D, Hsu DS, Sancar A. Reaction mechanism of human DNA repair excision nuclease. J Biol Chem 1996;271(14):8285–94.
 [90]  Boulikas T. Xeroderma pigmentosum and molecular cloning of DNA repair genes. Anticancer Res 1996;16(2):693–708.
 [91]  Guzder SN, Habraken Y, Sung P, Prakash L, Prakash S. Reconstitution of yeast nucleotide excision repair with purified Rad proteins, replication 

protein A, and transcription factor TFIIH. J Biol Chem 1995;270(22):12973–6.
 [92]  Bootsma D, Weeda G, Vermeulen W, van Vuuren H, Troelstra C, van der Spek P, et al. Nucleotide excision repair syndromes: molecular basis and 

clinical symptoms. Philos Trans R Soc Lond B Biol Sci 1995;347(1319):75–81.
 [93]  Wood RD, Robins P, Lindahl T. Complementation of the xeroderma pigmentosum DNA repair defect in cell-free extracts. Cell 1988;53(1):97–106.
 [94]  Spivak G, Ganesan AK. The complex choreography of transcription-coupled repair. DNA Repair (Amst) 2014;19:64–70.
 [95]  Vermeulen W, Fousteri M. Mammalian transcription-coupled excision repair. Cold Spring Harb Perspect Biol 2013;5(8):a012625.
 [96]  Mellon I, Bohr VA, Smith CA, Hanawalt PC. Preferential DNA repair of an active gene in human cells. Proc Natl Acad Sci USA 1986;83(23):8878–82.
 [97]  Bohr VA, Smith CA, Okumoto DS, Hanawalt PC. DNA repair in an active gene: removal of pyrimidine dimers from the DHFR gene of CHO cells 

is much more efficient than in the genome overall. Cell 1985;40(2):359–69.
 [98]  Mellon I, Spivak G, Hanawalt PC. Selective removal of transcription-blocking DNA damage from the transcribed strand of the mammalian DHFR 

gene. Cell 1987;51(2):241–9.
 [99]  Scharer OD. Nucleotide excision repair in eukaryotes. Cold Spring Harb Perspect Biol 2013;5(10):a012609.
 [100]  Kuper J, Kisker C. Damage recognition in nucleotide excision DNA repair. Curr Opin Struct Biol 2012;22(1):88–93.
 [101]  Sugasawa K. Multiple DNA damage recognition factors involved in mammalian nucleotide excision repair. Biochemisty (Mosc) 2011;76(1):16–23.
 [102]  Fuss JO, Tainer JA. XPB and XPD helicases in TFIIH orchestrate DNA duplex opening and damage verification to coordinate repair with transcrip-

tion and cell cycle via CAK kinase. DNA Repair (Amst) 2011;10(7):697–713.
 [103]  Dip R, Camenisch U, Naegeli H. Mechanisms of DNA damage recognition and strand discrimination in human nucleotide excision repair. DNA 

Repair (Amst) 2004;3(11):1409–23.
 [104]  Hess MT, Schwitter U, Petretta M, Giese B, Naegeli H. Bipartite substrate discrimination by human nucleotide excision repair. Proc Natl Acad Sci 

USA 1997;94(13):6664–9.
 [105]  Richa, Sinha RP, Hader DP. Physiological aspects of UV-excitation of DNA. Top Curr Chem 2015;356:203–48.
 [106]  Pfeifer GP, Besaratinia A. UV wavelength-dependent DNA damage and human non-melanoma and melanoma skin cancer. Photochem Photobiol 

Sci 2012;11(1):90–7.
 [107]  Marteijn JA, Lans H, Vermeulen W, Hoeijmakers JH. Understanding nucleotide excision repair and its roles in cancer and ageing. Nat Rev Mol Cell 

Biol 2014;15(7):465–81.
 [108]  Hecht SS, Carmella SG, Stepanov I, Jensen J, Anderson A, Hatsukami DK. Metabolism of the tobacco-specific carcinogen 4-(methylnitrosamino)-

1-(3-pyridyl)-1-butanone to its biomarker total NNAL in smokeless tobacco users. Cancer Epidemiol Biomarkers Prev 2008;17(3):732–5.
 [109]  Hecht SS. Lung carcinogenesis by tobacco smoke. Int J Cancer 2012;131(12):2724–32.
 [110]  Huang JC, Svoboda DL, Reardon JT, Sancar A. Human nucleotide excision nuclease removes thymine dimers from DNA by incising the 22nd 

phosphodiester bond 5′ and the 6th phosphodiester bond 3′ to the photodimer. Proc Natl Acad Sci USA 1992;89(8):3664–8.
 [111]  Aboussekhra A, Biggerstaff M, Shivji MK, Vilpo JA, Moncollin V, Podust VN, et al. Mammalian DNA nucleotide excision repair reconstituted 

with purified protein components. Cell 1995;80(6):859–68.
 [112]  Batty D, Rapic’-Otrin V, Levine AS, Wood RD. Stable binding of human XPC complex to irradiated DNA confers strong discrimination for dam-

aged sites. J Mol Biol 2000;300(2):275–90.
 [113]  Sugasawa K, Ng JM, Masutani C, Iwai S, van der Spek PJ, Eker AP, et al. Xeroderma pigmentosum group C protein complex is the initiator of 

global genome nucleotide excision repair. Mol Cell 1998;2(2):223–32.
 [114]  Sugasawa K, Akagi J, Nishi R, Iwai S, Hanaoka F. Two-step recognition of DNA damage for mammalian nucleotide excision repair: directional 

binding of the XPC complex and DNA strand scanning. Mol Cell 2009;36(4):642–53.
 [115]  Sugasawa K, Okuda Y, Saijo M, Nishi R, Matsuda N, Chu G, et al. UV-induced ubiquitylation of XPC protein mediated by UV-DDB-ubiquitin 

ligase complex. Cell 2005;121(3):387–400.
 [116]  Bergink S, Toussaint W, Luijsterburg MS, Dinant C, Alekseev S, Hoeijmakers JH, et al. Recognition of DNA damage by XPC coincides with dis-

ruption of the XPC-RAD23 complex. J Cell Biol 2012;196(6):681–8.
 [117]  Compe E, Egly JM. TFIIH: when transcription met DNA repair. Nat Rev Mol Cell Biol 2012;13(6):343–54.
 [118]  Volker M, Mone MJ, Karmakar P, van Hoffen A, Schul W, Vermeulen W, et al. Sequential assembly of the nucleotide excision repair factors in vivo. 

Mol Cell 2001;8(1):213–24.
 [119]  Evans E, Moggs JG, Hwang JR, Egly JM, Wood RD. Mechanism of open complex and dual incision formation by human nucleotide excision repair 

factors. EMBO J 1997;16(21):6559–73.



Excision Repair Chapter | 17 299

 [120]  Yokoi M, Masutani C, Maekawa T, Sugasawa K, Ohkuma Y, Hanaoka F. The xeroderma pigmentosum group C protein complex XPC-HR23B 
plays an important role in the recruitment of transcription factor IIH to damaged DNA. J Biol Chem 2000;275(13):9870–5.

 [121]  Coin F, Oksenych V, Egly JM. Distinct roles for the XPB/p52 and XPD/p44 subcomplexes of TFIIH in damaged DNA opening during nucleotide 
excision repair. Mol Cell 2007;26(2):245–56.

 [122]  Saijo M, Takedachi A, Tanaka K. Nucleotide excision repair by mutant xeroderma pigmentosum group A (XPA) proteins with deficiency in interac-
tion with RPA. J Biol Chem 2011;286(7):5476–83.

 [123]  Patrick SM, Turchi JJ. Xeroderma pigmentosum complementation group A protein (XPA) modulates RPA-DNA interactions via enhanced complex 
stability and inhibition of strand separation activity. J Biol Chem 2002;277(18):16096–101.

 [124]  Nocentini S, Coin F, Saijo M, Tanaka K, Egly JM. DNA damage recognition by XPA protein promotes efficient recruitment of transcription factor 
II H. J Biol Chem 1997;272(37):22991–4.

 [125]  Li L, Peterson CA, Lu X, Legerski RJ. Mutations in XPA that prevent association with ERCC1 are defective in nucleotide excision repair. Mol Cell 
Biol 1995;15(4):1993–8.

 [126]  Li L, Lu X, Peterson CA, Legerski RJ. An interaction between the DNA repair factor XPA and replication protein A appears essential for nucleotide 
excision repair. Mol Cell Biol 1995;15(10):5396–402.

 [127]  Li L, Elledge SJ, Peterson CA, Bales ES, Legerski RJ. Specific association between the human DNA repair proteins XPA and ERCC1. Proc Natl 
Acad Sci USA 1994;91(11):5012–6.

 [128]  Fagbemi AF, Orelli B, Scharer OD. Regulation of endonuclease activity in human nucleotide excision repair. DNA Repair (Amst) 2011;10(7): 
722–9.

 [129]  Kemp MG, Reardon JT, Lindsey-Boltz LA, Sancar A. Mechanism of release and fate of excised oligonucleotides during nucleotide excision repair. 
J Biol Chem 2012;287(27):22889–99.

 [130]  Lehmann AR. DNA polymerases and repair synthesis in NER in human cells. DNA Repair (Amst) 2011;10(7):730–3.
 [131]  Araujo SJ, Tirode F, Coin F, Pospiech H, Syvaoja JE, Stucki M, et al. Nucleotide excision repair of DNA with recombinant human proteins: defini-

tion of the minimal set of factors, active forms of TFIIH, and modulation by CAK. Genes Dev 2000;14(3):349–59.
 [132]  Shivji MK, Podust VN, Hubscher U, Wood RD. Nucleotide excision repair DNA synthesis by DNA polymerase epsilon in the presence of PCNA, 

RFC, and RPA. Biochemistry 1995;34(15):5011–7.
 [133]  Mayne LV, Lehmann AR. Failure of RNA synthesis to recover after UV irradiation: an early defect in cells from individuals with Cockayne’s 

syndrome and xeroderma pigmentosum. Cancer Res 1982;42(4):1473–8.
 [134]  Tornaletti S. Transcription arrest at DNA damage sites. Mutat Res 2005;577(1–2):131–45.
 [135]  Nakazawa Y, Sasaki K, Mitsutake N, Matsuse M, Shimada M, Nardo T, et al. Mutations in UVSSA cause UV-sensitive syndrome and impair RNA 

polymerase IIo processing in transcription-coupled nucleotide-excision repair. Nat Genet 2012;44(5):586–92.
 [136]  Kuraoka I, Ito S, Wada T, Hayashida M, Lee L, Saijo M, et al. Isolation of XAB2 complex involved in pre-mRNA splicing, transcription, and 

transcription-coupled repair. J Biol Chem 2008;283(2):940–50.
 [137]  Spivak G, Itoh T, Matsunaga T, Nikaido O, Hanawalt P, Yamaizumi M. Ultraviolet-sensitive syndrome cells are defective in transcription-coupled 

repair of cyclobutane pyrimidine dimers. DNA Repair (Amst) 2002;1(8):629–43.
 [138]  Mayne LV, Lehmann AR, Waters R. Excision repair in Cockayne syndrome. Mutat Res 1982;106(1):179–89.
 [139]  Marietta C, Brooks PJ. Transcriptional bypass of bulky DNA lesions causes new mutant RNA transcripts in human cells. EMBO Rep 2007;8(4): 

388–93.
 [140]  Damsma GE, Alt A, Brueckner F, Carell T, Cramer P. Mechanism of transcriptional stalling at cisplatin-damaged DNA. Nat Struct Mol Biol 

2007;14(12):1127–33.
 [141]  Brueckner F, Hennecke U, Carell T, Cramer P. CPD damage recognition by transcribing RNA polymerase II. Science 2007;315(5813):859–62.
 [142]  Fousteri M, Vermeulen W, van Zeeland AA, Mullenders LH. Cockayne syndrome A and B proteins differentially regulate recruitment of chromatin 

remodeling and repair factors to stalled RNA polymerase II in vivo. Mol Cell 2006;23(4):471–82.
 [143]  Smerdon MJ, Lieberman MW. Nucleosome rearrangement in human chromatin during UV-induced DNA-repair synthesis. Proc Natl Acad Sci USA 

1978;75(9):4238–41.
 [144]  Dijk M, Typas D, Mullenders L, Pines A. Insight in the multilevel regulation of NER. Exp Cell Res 2014;329(1):116–23.
 [145]  Peterson CL, Almouzni G. Nucleosome dynamics as modular systems that integrate DNA damage and repair. Cold Spring Harb Perspect Biol 

2013;5(9).
 [146]  Dinant C, Bartek J, Bekker-Jensen S. Histone displacement during nucleotide excision repair. Int J Mol Sci 2012;13(10):13322–37.
 [147]  Robu M, Shah RG, Petitclerc N, Brind’Amour J, Kandan-Kulangara F, Shah GM. Role of poly(ADP-ribose) polymerase-1 in the removal of 

UV-induced DNA lesions by nucleotide excision repair. Proc Natl Acad Sci USA 2013;110(5):1658–63.
 [148]  Luijsterburg MS, Lindh M, Acs K, Vrouwe MG, Pines A, van Attikum H, et al. DDB2 promotes chromatin decondensation at UV-induced DNA 

damage. J Cell Biol 2012;197(2):267–81.
 [149]  Jiang Y, Wang X, Bao S, Guo R, Johnson DG, Shen X, et al. INO80 chromatin remodeling complex promotes the removal of UV lesions by the 

nucleotide excision repair pathway. Proc Natl Acad Sci USA 2010;107(40):17274–9.
 [150]  Datta A, Bagchi S, Nag A, Shiyanov P, Adami GR, Yoon T, et al. The p48 subunit of the damaged-DNA binding protein DDB associates with the 

CBP/p300 family of histone acetyltransferase. Mutat Res 2001;486(2):89–97.
 [151]  Polo SE, Roche D, Almouzni G. New histone incorporation marks sites of UV repair in human cells. Cell 2006;127(3):481–93.
 [152]  Green CM, Almouzni G. Local action of the chromatin assembly factor CAF-1 at sites of nucleotide excision repair in vivo. EMBO J 

2003;22(19):5163–74.



300 SECTION | V Genome Stability in Mammals

 [153]  Gaillard PH, Martini EM, Kaufman PD, Stillman B, Moustacchi E, Almouzni G. Chromatin assembly coupled to DNA repair: a new role for chro-
matin assembly factor I. Cell 1996;86(6):887–96.

 [154]  Citterio E, Van Den Boom V, Schnitzler G, Kanaar R, Bonte E, Kingston RE, et al. ATP-dependent chromatin remodeling by the Cockayne 
syndrome B DNA repair-transcription-coupling factor. Mol Cell Biol 2000;20(20):7643–53.

 [155]  Schwertman P, Lagarou A, Dekkers DH, Raams A, van der Hoek AC, Laffeber C, et al. UV-sensitive syndrome protein UVSSA recruits USP7 to 
regulate transcription-coupled repair. Nat Genet 2012;44(5):598–602.

 [156]  Groisman R, Kuraoka I, Chevallier O, Gaye N, Magnaldo T, Tanaka K, et al. CSA-dependent degradation of CSB by the ubiquitin-proteasome 
pathway establishes a link between complementation factors of the Cockayne syndrome. Genes Dev 2006;20(11):1429–34.

 [157]  Niedernhofer LJ. Nucleotide excision repair deficient mouse models and neurological disease. DNA Repair (Amst) 2008;7(7):1180–9.
 [158]  Xie F, Sun Q, Wu S, Xie X, Liu Z. Nucleotide excision repair gene ERCC1 19007T>C polymorphism contributes to lung cancer susceptibility: 

a meta-analysis. Genet Test Mol Biomarkers 2014;18(8):591–5.
 [159]  Mandal RK, Yadav SS, Panda AK. Meta-analysis on the association of nucleotide excision repair gene XPD A751C variant and cancer susceptibility 

among Indian population. Mol Biol Rep 2014;41(2):713–9.
 [160]  Huang D, Zhou Y. Nucleotide excision repair gene polymorphisms and prognosis of non-small cell lung cancer patients receiving platinum-based 

chemotherapy: a meta-analysis based on 44 studies. Biomed Rep 2014;2(4):452–62.
 [161]  Zhang L, Wang J, Xu L, Zhou J, Guan X, Jiang F, et al. Nucleotide excision repair gene ERCC1 polymorphisms contribute to cancer susceptibility: 

a meta-analysis. Mutagenesis 2012;27(1):67–76.
 [162]  Mei CR, Luo M, Li HM, Deng WJ, Zhou QH. DNA repair gene polymorphisms in the nucleotide excision repair pathway and lung cancer risk: 

a meta-analysis. Chin J Cancer Res 2011;23(2):79–91.
 [163]  Kiyohara C, Yoshimasu K. Genetic polymorphisms in the nucleotide excision repair pathway and lung cancer risk: a meta-analysis. Int J Med Sci 

2007;4(2):59–71.
 [164]  Yousif AS, Stanlie A, Begum NA, Honjo T. Opinion: uracil DNA glycosylase (UNG) plays distinct and non-canonical roles in somatic hypermuta-

tion and class switch recombination. Int Immunol 2014;26(10):575–8.
 [165]  Arakawa H, Hauschild J, Buerstedde JM. Requirement of the activation-induced deaminase (AID) gene for immunoglobulin gene conversion. 

Science 2002;295(5558):1301–6.
 [166]  Kato L, Stanlie A, Begum NA, Kobayashi M, Aida M, Honjo T. An evolutionary view of the mechanism for immune and genome diversity. 

J Immunol 2012;188(8):3559–66.
 [167]  Okashita N, Kumaki Y, Ebi K, Nishi M, Okamoto Y, Nakayama M, et al. PRDM14 promotes active DNA demethylation through the ten-eleven 

translocation (TET)-mediated base excision repair pathway in embryonic stem cells. Development 2014;141(2):269–80.
 [168]  Shen L, Wu H, Diep D, Yamaguchi S, D’Alessio AC, Fung HL, et al. Genome-wide analysis reveals TET- and TDG-dependent 5-methylcytosine 

oxidation dynamics. Cell 2013;153(3):692–706.
 [169]  Wu H, Zhang Y. Mechanisms and functions of Tet protein-mediated 5-methylcytosine oxidation. Genes Dev 2011;25(23):2436–52.
 [170]  Ito S, Shen L, Dai Q, Wu SC, Collins LB, Swenberg JA, et al. Tet proteins can convert 5-methylcytosine to 5-formylcytosine and 5-carboxylcyto-

sine. Science 2011;333(6047):1300–3.
 [171]  Hajkova P, Jeffries SJ, Lee C, Miller N, Jackson SP, Surani MA. Genome-wide reprogramming in the mouse germ line entails the base excision 

repair pathway. Science 2010;329(5987):78–82.
 [172]  Martinez-Macias MI, Cordoba-Canero D, Ariza RR, Roldan-Arjona T. The DNA repair protein XRCC1 functions in the plant DNA 

demethylation pathway by stimulating cytosine methylation (5-meC) excision, gap tailoring, and DNA ligation. J Biol Chem 2013;288(8): 
5496–505.

 [173]  Lee J, Jang H, Shin H, Choi WL, Mok YG, Huh JH. AP endonucleases process 5-methylcytosine excision intermediates during active DNA demeth-
ylation in Arabidopsis. Nucleic Acids Res 2014;42(18):11408–18.

 [174]  Li Y, Cordoba-Canero D, Qian W, Zhu X, Tang K, Zhang H, et al. An AP endonuclease functions in active DNA dimethylation and gene imprinting 
in arabidopsis. PLoS Genet 2015;11(1):e1004905.

 [175]  Yu H, Su Y, Shin J, Zhong C, Guo JU, Weng YL, et al. Tet3 regulates synaptic transmission and homeostatic plasticity via DNA oxidation and 
repair. Nat Neurosci 2015;18(6):836–43.

 [176]  Wheldon LM, Abakir A, Ferjentsik Z, Dudnakova T, Strohbuecker S, Christie D, et al. Transient accumulation of 5-carboxylcytosine indicates 
involvement of active demethylation in lineage specification of neural stem cells. Cell Rep 2014;7(5):1353–61.

 [177]  Nettersheim D, Heukamp LC, Fronhoffs F, Grewe MJ, Haas N, Waha A, et al. Analysis of TET expression/activity and 5mC oxidation during 
normal and malignant germ cell development. PLoS One 2013;8(12):e82881.

 [178]  Shah D, Kelly J, Zhang Y, Dande P, Martinez J, Ortiz G, et al. Evidence in Escherichia coli that N3-methyladenine lesions induced by a minor 
groove binding methyl sulfonate ester can be processed by both base and nucleotide excision repair. Biochemistry 2001;40(6):1796–803.

 [179]  Doetsch PW, Morey NJ, Swanson RL, Jinks-Robertson S. Yeast base excision repair: interconnections and networks. Prog Nucleic Acid Res Mol 
Biol 2001;68:29–39.

 [180]  Memisoglu A, Samson L. Contribution of base excision repair, nucleotide excision repair, and DNA recombination to alkylation resistance of the 
fission yeast Schizosaccharomyces pombe. J Bacteriol 2000;182(8):2104–12.

 [181]  Swanson RL, Morey NJ, Doetsch PW, Jinks-Robertson S. Overlapping specificities of base excision repair, nucleotide excision repair, recombina-
tion, and translesion synthesis pathways for DNA base damage in Saccharomyces cerevisiae. Mol Cell Biol 1999;19(4):2929–35.

 [182]  Guillet M, Boiteux S. Endogenous DNA abasic sites cause cell death in the absence of Apn1, Apn2 and Rad1/Rad10 in Saccharomyces cerevisiae. 
EMBO J 2002;21(11):2833–41.



Excision Repair Chapter | 17 301

 [183]  Saporito SM, Gedenk M, Cunningham RP. Role of exonuclease III and endonuclease IV in repair of pyrimidine dimers initiated by bacteriophage 
T4 pyrimidine dimer-DNA glycosylase. J Bacteriol 1989;171(5):2542–6.

 [184]  Kim N, Jinks-Robertson S. Abasic sites in the transcribed strand of yeast DNA are removed by transcription-coupled nucleotide excision repair. 
Mol Cell Biol 2010;30(13):3206–15.

 [185]  Reardon JT, Bessho T, Kung HC, Bolton PH, Sancar A. In vitro repair of oxidative DNA damage by human nucleotide excision repair system: 
possible explanation for neurodegeneration in xeroderma pigmentosum patients. Proc Natl Acad Sci USA 1997;94(17):9463–8.

 [186]  D’Errico M, Parlanti E, Teson M, de Jesus BM, Degan P, Calcagnile A, et al. New functions of XPC in the protection of human skin cells from 
oxidative damage. EMBO J 2006;25(18):4305–15.

 [187]  Tanida I, Ueno T, Kominami E. LC3 conjugation system in mammalian autophagy. Int J Biochem Cell Biol 2004;36(12):2503–18.
 [188]  Narendra D, Tanaka A, Suen DF, Youle RJ. Parkin-induced mitophagy in the pathogenesis of Parkinson disease. Autophagy 2009;5(5):706–8.
 [189]  Narendra DP, Jin SM, Tanaka A, Suen DF, Gautier CA, Shen J, et al. PINK1 is selectively stabilized on impaired mitochondria to activate Parkin. 

PLoS Biol 2010;8(1):e1000298.
 [190]  Kazlauskaite A, Kondapalli C, Gourlay R, Campbell DG, Ritorto MS, Hofmann K, et al. Parkin is activated by PINK1-dependent phosphorylation 

of ubiquitin at Ser65. Biochem J 2014;460(1):127–39.
 [191]  Kane LA, Lazarou M, Fogel AI, Li Y, Yamano K, Sarraf SA, et al. PINK1 phosphorylates ubiquitin to activate Parkin E3 ubiquitin ligase activity. 

J Cell Biol 2014;205(2):143–53.
 [192]  Koyano F, Okatsu K, Kosako H, Tamura Y, Go E, Kimura M, et al. Ubiquitin is phosphorylated by PINK1 to activate parkin. Nature 

2014;510(7503):162–6.
 [193]  Wauer T, Swatek KN, Wagstaff JL, Gladkova C, Pruneda JN, Michel MA, et al. Ubiquitin Ser65 phosphorylation affects ubiquitin structure, chain 

assembly and hydrolysis. EMBO J 2015;34(3):307–25.
 [194]  Fang EF, Scheibye-Knudsen M, Brace LE, Kassahun H, SenGupta T, Nilsen H, et al. Defective mitophagy in XPA via PARP-1 hyperactivation and 

NAD(+)/SIRT1 reduction. Cell 2014;157(4):882–96.
 [195]  Nilsen H, Rosewell I, Robins P, Skjelbred CF, Andersen S, Slupphaug G, et al. Uracil-DNA glycosylase (UNG)-deficient mice reveal a primary 

role of the enzyme during DNA replication. Mol Cell 2000;5(6):1059–65.
 [196]  Kemmerich K, Dingler FA, Rada C, Neuberger MS. Germline ablation of SMUG1 DNA glycosylase causes loss of 5-hydroxymethyluracil- and 

UNG-backup uracil-excision activities and increases cancer predisposition of Ung−/−Msh2−/− mice. Nucleic Acids Res 2012;40(13):6016–25.
 [197]  Engelward BP, Weeda G, Wyatt MD, Broekhof JL, de Wit J, Donker I, et al. Base excision repair deficient mice lacking the Aag alkyladenine DNA 

glycosylase. Proc Natl Acad Sci USA 1997;94(24):13087–92.
 [198]  Takao M, Kanno S, Shiromoto T, Hasegawa R, Ide H, Ikeda S, et al. Novel nuclear and mitochondrial glycosylases revealed by disruption of the 

mouse Nth1 gene encoding an endonuclease III homolog for repair of thymine glycols. EMBO J 2002;21(13):3486–93.
 [199]  Chan MK, Ocampo-Hafalla MT, Vartanian V, Jaruga P, Kirkali G, Koenig KL, et al. Targeted deletion of the genes encoding NTH1 and NEIL1 

DNA N-glycosylases reveals the existence of novel carcinogenic oxidative damage to DNA. DNA Repair (Amst) 2009;8(7):786–94.
 [200]  Sakamoto K, Tominaga Y, Yamauchi K, Nakatsu Y, Sakumi K, Yoshiyama K, et al. MUTYH-null mice are susceptible to spontaneous and oxidative 

stress induced intestinal tumorigenesis. Cancer Res 2007;67(14):6599–604.
 [201]  Minowa O, Arai T, Hirano M, Monden Y, Nakai S, Fukuda M, et al. Mmh/Ogg1 gene inactivation results in accumulation of 8-hydroxyguanine in 

mice. Proc Natl Acad Sci USA 2000;97(8):4156–61.
 [202]  Arai T, Kelly VP, Minowa O, Noda T, Nishimura S. The study using wild-type and Ogg1 knockout mice exposed to potassium bromate shows no 

tumor induction despite an extensive accumulation of 8-hydroxyguanine in kidney DNA. Toxicology 2006;221(2–3):179–86.
 [203]  Mori H, Ouchida R, Hijikata A, Kitamura H, Ohara O, Li Y, et al. Deficiency of the oxidative damage-specific DNA glycosylase NEIL1 leads to 

reduced germinal center B cell expansion. DNA Repair (Amst) 2009;8(11):1328–32.
 [204]  Chakraborty A, Wakamiya M, Venkova-Canova T, Pandita RK, Aguilera-Aguirre L, Sarker AH, et al. Neil2-null mice accumulate oxidized DNA 

bases in the transcriptionally active sequences of the genome and are susceptible to innate inflammation. J Biol Chem 2015;290(41):24636–48.
 [205]  Rolseth V, Krokeide SZ, Kunke D, Neurauter CG, Suganthan R, Sejersted Y, et al. Loss of Neil3, the major DNA glycosylase activity for 

removal of hydantoins in single stranded DNA, reduces cellular proliferation and sensitizes cells to genotoxic stress. Biochim Biophys Acta 
2013;1833(5):1157–64.

 [206]  Ludwig DL, MacInnes MA, Takiguchi Y, Purtymun PE, Henrie M, Flannery M, et al. A murine AP-endonuclease gene-targeted deficiency with 
post-implantation embryonic progression and ionizing radiation sensitivity. Mutat Res 1998;409(1):17–29.

 [207]  Gu H, Marth JD, Orban PC, Mossmann H, Rajewsky K. Deletion of a DNA polymerase beta gene segment in T cells using cell type-specific gene 
targeting. Science 1994;265(5168):103–6.

 [208]  Goldsby RE, Hays LE, Chen X, Olmsted EA, Slayton WB, Spangrude GJ, et al. High incidence of epithelial cancers in mice deficient for DNA 
polymerase delta proofreading. Proc Natl Acad Sci USA 2002;99(24):15560–5.

 [209]  Albertson TM, Ogawa M, Bugni JM, Hays LE, Chen Y, Wang Y, et al. DNA polymerase epsilon and delta proofreading suppress discrete mutator 
and cancer phenotypes in mice. Proc Natl Acad Sci USA 2009;106(40):17101–4.

 [210]  Bertocci B, De Smet A, Flatter E, Dahan A, Bories JC, Landreau C, et al. Cutting edge: DNA polymerases mu and lambda are dispensable for Ig 
gene hypermutation. J Immunol 2002;168(8):3702–6.

 [211]  Chung L, Onyango D, Guo Z, Jia P, Dai H, Liu S, et al. The FEN1 E359K germline mutation disrupts the FEN1-WRN interaction and FEN1 GEN 
activity, causing aneuploidy-associated cancers. Oncogene 2015;34(7):902–11.

 [212]  Kucherlapati M, Yang K, Kuraguchi M, Zhao J, Lia M, Heyer J, et al. Haploinsufficiency of Flap endonuclease (Fen1) leads to rapid tumor progres-
sion. Proc Natl Acad Sci USA 2002;99(15):9924–9.



302 SECTION | V Genome Stability in Mammals

 [213]  Bentley D, Selfridge J, Millar JK, Samuel K, Hole N, Ansell JD, et al. DNA ligase I is required for fetal liver erythropoiesis but is not essential for 
mammalian cell viability. Nat Genet 1996;13(4):489–91.

 [214]  Puebla-Osorio N, Lacey DB, Alt FW, Zhu C. Early embryonic lethality due to targeted inactivation of DNA ligase III. Mol Cell Biol 
2006;26(10):3935–41.

 [215]  Tebbs RS, Flannery ML, Meneses JJ, Hartmann A, Tucker JD, Thompson LH, et al. Requirement for the Xrcc1 DNA base excision repair gene 
during early mouse development. Dev Biol 1999;208(2):513–29.

 [216]  Masutani M, Suzuki H, Kamada N, Watanabe M, Ueda O, Nozaki T, et al. Poly(ADP-ribose) polymerase gene disruption conferred mice resistant 
to streptozotocin-induced diabetes. Proc Natl Acad Sci USA 1999;96(5):2301–4.

 [217]  de Murcia JM, Niedergang C, Trucco C, Ricoul M, Dutrillaux B, Mark M, et al. Requirement of poly(ADP-ribose) polymerase in recovery from 
DNA damage in mice and in cells. Proc Natl Acad Sci USA 1997;94(14):7303–7.

 [218]  Wang ZQ, Auer B, Stingl L, Berghammer H, Haidacher D, Schweiger M, et al. Mice lacking ADPRT and poly(ADP-ribosyl)ation develop normally 
but are susceptible to skin disease. Genes Dev 1995;9(5):509–20.

 [219]  Cang Y, Zhang J, Nicholas SA, Bastien J, Li B, Zhou P, et al. Deletion of DDB1 in mouse brain and lens leads to p53-dependent elimination of 
proliferating cells. Cell 2006;127(5):929–40.

 [220]  Yoon T, Chakrabortty A, Franks R, Valli T, Kiyokawa H, Raychaudhuri P. Tumor-prone phenotype of the DDB2-deficient mice. Oncogene 
2005;24(3):469–78.

 [221]  Cheo DL, Ruven HJ, Meira LB, Hammer RE, Burns DK, Tappe NJ, et al. Characterization of defective nucleotide excision repair in XPC mutant 
mice. Mutat Res 1997;374(1):1–9.

 [222]  Ng JM, Vrieling H, Sugasawa K, Ooms MP, Grootegoed JA, Vreeburg JT, et al. Developmental defects and male sterility in mice lacking the 
ubiquitin-like DNA repair gene mHR23B. Mol Cell Biol 2002;22(4):1233–45.

 [223]  van der Horst GT, Meira L, Gorgels TG, de Wit J, Velasco-Miguel S, Richardson JA, et al. UVB radiation-induced cancer predisposition in 
Cockayne syndrome group A (Csa) mutant mice. DNA Repair (Amst) 2002;1(2):143–57.

 [224]  van der Horst GT, van Steeg H, Berg RJ, van Gool AJ, de Wit J, Weeda G, et al. Defective transcription-coupled repair in Cockayne syndrome B 
mice is associated with skin cancer predisposition. Cell 1997;89(3):425–35.

 [225]  Andressoo JO, Weeda G, de Wit J, Mitchell JR, Beems RB, van Steeg H, et al. An Xpb mouse model for combined xeroderma pigmentosum and 
Cockayne syndrome reveals progeroid features upon further attenuation of DNA repair. Mol Cell Biol 2009;29(5):1276–90.

 [226]  de Boer J, Donker I, de Wit J, Hoeijmakers JH, Weeda G. Disruption of the mouse xeroderma pigmentosum group D DNA repair/basal transcription 
gene results in preimplantation lethality. Cancer Res 1998;58(1):89–94.

 [227]  Andressoo JO, Mitchell JR, de Wit J, Hoogstraten D, Volker M, Toussaint W, et al. An Xpd mouse model for the combined xeroderma pigmento-
sum/Cockayne syndrome exhibiting both cancer predisposition and segmental progeria. Cancer Cell 2006;10(2):121–32.

 [228]  Nakane H, Takeuchi S, Yuba S, Saijo M, Nakatsu Y, Murai H, et al. High incidence of ultraviolet-B-or chemical-carcinogen-induced skin tumours 
in mice lacking the xeroderma pigmentosum group A gene. Nature 1995;377(6545):165–8.

 [229]  Shiomi N, Kito S, Oyama M, Matsunaga T, Harada YN, Ikawa M, et al. Identification of the XPG region that causes the onset of Cockayne syn-
drome by using Xpg mutant mice generated by the cDNA-mediated knock-in method. Mol Cell Biol 2004;24(9):3712–9.

 [230]  Weeda G, Donker I, de Wit J, Morreau H, Janssens R, Vissers CJ, et al. Disruption of mouse ERCC1 results in a novel repair syndrome with growth 
failure, nuclear abnormalities and senescence. Curr Biol 1997;7(6):427–39.

 [231]  Tian M, Shinkura R, Shinkura N, Alt FW. Growth retardation, early death, and DNA repair defects in mice deficient for the nucleotide excision 
repair enzyme XPF. Mol Cell Biol 2004;24(3):1200–5.



303
Genome Stability. http://dx.doi.org/10.1016/B978-0-12-803309-8.00018-5
Copyright © 2016 Elsevier Inc. All rights reserved.

Chapter 18

DNA Mismatch Repair in Mammals
M. Yang, P. Hsieh
National Institutes of Health, Bethesda, MD, United States

1.  INTRODUCTION AND BRIEF HISTORY

Preserving genomic integrity is essential for all organisms to survive and reproduce. Ensuring high-fidelity replication is 
critical for maintaining genome stability as all organisms are frequently exposed to exogenous and endogenous sources of 
DNA damage. In eukaryotes, the replicative DNA polymerases Polδ and Polε select the correct nucleotide for incorpora-
tion with high precision; however, once every 104 to 105 nucleotides, an error is made [1]. These base–base mispairs, for 
example, T opposite G (T:G), are corrected by the exonuclease proofreading function of replicative polymerases when 
the abnormal geometry of a mismatched base pair slows the extension of DNA synthesis triggering the editing function. 
More problematic are insertion/deletion loops (IDLs) or indels. If left unrepaired, IDLs give rise to insertions or deletions 
and accompanying frameshift mutations. These arise in regions of nucleotide repeats, for example, a run of A’s. During 
replication, the template strand can slip out of register with respect to the newly synthesized strand. These DNA loops 
generally escape the proofreading function of Polδ and Polε as they can be located away from the polymerase active site. 
DNA mismatch repair (MMR) targets both base–base mismatches that have escaped proofreading, and IDLs restoring the 
original parental sequence in an excision pathway referred to as post-replication repair. As such, MMR contributes between 
100- and 1000-fold to the overall fidelity of replication. Given its central role in assuring replication fidelity, it is not sur-
prising that MMR is extensively conserved. Unexpectedly, it is absent in Actinobacteria, many Archaea, Helicobacter and 
Campylobacter and most Mollicutes including Mycobacterium tuberculosis [2].

Loss of MMR confers a mutator phenotype in which the rate of spontaneous mutation is increased 50–1000-fold. In 
addition, the accumulation of IDLs leads to microsatellite instability (MSI) characterized by genomic expansion or contrac-
tion in regions containing 1–4 nucleotide repeat sequences. The central role of MMR in mutation avoidance and genome 
stability is underscored by the fact that inactivating mutations in several key MMR genes, most commonly MSH2 and 
MLH1, but also PMS2 and MSH6, are linked to Lynch syndrome, also known as hereditary nonpolyposis colorectal cancer 
[3,4]. Lynch syndrome, one of the most common hereditary cancers in humans, is inherited in an autosomal dominant fash-
ion in which carriers are heterozygous for the germline-inactivating mutation. Loss of the functioning allele by epigenetic 
silencing or mutation results in colorectal carcinoma, endometrial carcinoma, and other cancers. Furthermore, epigenetic 
silencing of MMR genes, most commonly MLH1, is associated with a subset of sporadic tumors [5]. Lynch syndrome 
tumor cells frequently exhibit MSI due to the loss of MMR-induced IDL correction, as is the case in bacteria and fungi [6].
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This review focuses on MMR in mammalian cells—the molecular mechanisms that operate in post-replication repair, its 
regulation, and the role of MMR proteins in DNA-damage signaling. MMR proteins have important functions in a number 
of other cellular processes not discussed here, for example, (1) repairing DNA double-strand breaks (DSBs) and regulating 
homologous recombination in both meiosis and mitosis [7]; (2) promoting triplet repeat expansion in neurodegenerative 
diseases [8]; and (3) promoting somatic hypermutation in the variable regions of immunoglobulin genes in activated B cells 
[9,10]. The MMR literature is vast, and the reader is directed to several reviews on MMR [1,11,12]. Much of what is known 
about MMR has been learned from genetic, biochemical, and structural studies of MMR in unicellular organisms including 
its earliest description in studies of repair and recombination in bacteria and meiotic recombination in fungi. Mouse models 
have provided important information (reviewed in Ref. [13]), and studies in Saccharomyces cerevisiae inform virtually 
all aspects of MMR, although only a small subset are cited here. Reviews of bacteria and yeast MMR highlight ongoing 
advances in these experimentally tractable systems [1,12,14–17].

2.  POST-REPLICATION MISMATCH REPAIR

2.1  Overview

MMR directed against replication errors has three main steps: (1) mismatch recognition in newly synthesized DNA;  
(2) DNA excision targeted to the newly synthesized DNA strand in the vicinity of the mismatch; and (3) high-fidelity, error-
free DNA synthesis to fill the single-strand gap, thereby restoring an intact duplex with no errors (see Fig. 18.1). Excision 
exclusively on the newly synthesized strand is critical for mutation avoidance as indiscriminate excision on the template 
strand is mutagenic. The reconstitution of MMR in vitro with purified human proteins has facilitated dissection of the 
molecular pathway [18–20].

In discussing the key features of mammalian MMR, it is helpful to draw comparisons with MMR in Escherichia 
coli and fungi, particularly S. cerevisiae, that encompass many of the essential features of the mammalian pathway. Two 
key MMR proteins in E. coli, MutS and MutL, are homodimers encoded by single genes, mutS and mutL, respectively 
(Table 18.1). In eukaryotes multiple genes have arisen through gene duplication yielding MutS and MutL homologs that 
are heterodimeric proteins. This combinatorial aspect of eukaryotic MMR proteins facilitates their multifunctional roles 
mentioned earlier. MMR is initiated when E. coli MutS or eukaryotic MutS homologs (MSH) MutSα (MSH2–MSH6) and 
MutSβ (MSH2–MSH3) recognize and bind to mismatched DNA. E. coli MutS repairs seven of eight base–base mispairs 
and small IDLs; C:C mispairs are recalcitrant to MMR and are substrates for base excision repair (BER). MutSα and MutSβ 
have overlapping but distinct substrate specificities. MutSα targets all base–base mispairs except C:C as well as +1 IDLs 
and, to a lesser extent, +2 IDLs, whereas MutSβ targets 1–4 nt IDLs and a limited subset of base–base mispairs including 
C:C, A:A, and possibly G:G mispairs (see [21] and references cited therein). In addition to a mismatch-binding domain 
(MBD), MutS proteins have two nucleotide-binding domains (NBDs). ATP binding and hydrolysis license subsequent steps 
of MMR involving MutS and MutL proteins by modulating the binding interaction of MutS on DNA and its interaction 
with MutL in prokaryotes and, most frequently, MutLα (MLH1–PMS2) in human cells or Mlh1–Pms1 in S. cerevisiae. The 
designation PMS (post-meitoic segregation) derives from the earliest identification of MutL homologs in studies of meiotic 
recombination in fungi [16]. A second MutL homolog, MutLγ (MLH1–MLH3) is important for meiotic recombination, but 
also has a minor role in MMR based on genetic and biochemical data from S. cerevisiae, mice, and human cells (reviewed 
in Ref. [12]).

Activation of MutS and MutL proteins on mismatched DNA leads to nuclease excision exclusively on the newly syn-
thesized strand. This is well understood for E. coli and a few closely related gamma-proteobacteria but not for most other 
organisms. Targeted excision of the newly synthesized strand in E. coli is mediated by the MutH protein, an endonucle-
ase activated by MutL [15]. MutH nicks the unmethylated strand at hemimethylated GATC sequences that are substrates 
for the Dam methyltransferase and are present in newly replicated DNA that has not yet been methylated post replica-
tion. Thus, MutH nicking is restricted to the newly synthesized, transiently unmethylated strand. A 3′ –5′-helicase, UvrD, 
also activated by MutL unwinds from the nick providing a single-strand substrate for multiple single-strand exonucle-
ases possessing 5′–3′- or 3′–5′-directionality. In this way, MMR is bidirectional and can respond to strand discontinuities 
in the chromosome that are located on either side of the mismatch (reviewed in Ref. [22]). In most organisms including 
eukaryotes, no MutH homolog exists, and in eukaryotes, the only exonuclease known to function in MMR is EXO1, an 
obligate 5′ –3′-exonuclease that can function on dsDNA. The C-terminus of scExo1 contains an Msh2-binding domain 
[23] and an Mlh1-interacting protein (MIP) box [24]. Thus, MMR can utilize EXO1 for 5′-nick-directed MMR, but must 
utilize a novel excision mechanism to insure strand specificity of repair and bidirectionality. The unexpected discovery 
of a latent endonuclease activity in the human MutL homolog PMS2 that is activated for cleavage via interactions with 
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MutSα, mismatched DNA, and PCNA provides an alternative pathway (see further on), though the molecular details are 
still being developed [25].

Formation of a single-strand gapped DNA in which the single-strand region is coated with E. coli single strand–binding 
(SSB) protein or eukaryotic replication protein A (RPA) yields a substrate for high-fidelity replicative polymerases, PolIII 
in E. coli or Polδ in eukaryotes. Ligation seals the nick resulting in an intact homoduplex devoid of mismatches. Clamp-like 
proteins that serve as processivity factors for DNA polymerases, bacterial β-clamp, and eukaryotic PCNA not only facili-
tate the gap-filling synthesis step, but also have critical albeit incompletely understood roles in recruiting MutS proteins to 
newly replicated DNA and, in the case of eukaryotes, activating and regulating an endonuclease activity that resides in the 
PMS2 subunit of MutLα (see further on).

2.2  MutS Homologs

Crystallographic studies of bacterial MutS proteins bearing short C-terminal truncations from Thermus aquaticus (Taq) or 
E. coli bound to a mismatched DNA containing a single unpaired T or a G:T mispair, respectively, and ADP provide impor-
tant insights into MutS function (see Fig. 18.2A) [26–28]. In these structures, the two identical subunits forming the dimer 
each have five distinct structural domains separated by flexible linkers. domain I at the N-terminus is the MBD; domain II 

FIGURE 18.1 Cartoon scheme for MMR in mammalian cells. MMR is initiated when MutSα (MSH2–MSH6) or MutSβ (MSH2–MSH3) recognizes 
a mismatch in newly replicated DNA and forms a clamp structure. Nucleotide binding by MutSα or MutSβ induces a conformational switch allowing the 
recruitment of MutLα (MLH1–PMS2). MutSα or MutSβ can assume a sliding-clamp conformation. PCNA facilitates the recruitment of MMR proteins to 
the vicinity of the replication fork via a PIP motif on MSH3 and MSH6. ATP binding and hydrolysis at NBDs in both subunits of MutS and MutL homo-
logs (indicated by red star) modulates protein–protein and protein–DNA interactions. Recruitment by MutSα and interaction with PCNA activate a latent 
endonuclease function in the PMS2 subunit of MutLα that nicks exclusively the newly synthesized strand. The nick provides an entry point for ExoI exci-
sion; alternatively, an ExoI-independent pathway requiring MutLα endonuclease activity is utilized (not shown). The resulting single-strand gapped DNA 
is protected by RPA. Error-free gap filling is carried out by replicative Polδ and DNA ligase I to restore the integrity of the duplex. See text for details.
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interacts with a second highly conserved MMR protein, MutL (see further on); domain III lies between the MBD and the 
NBD located in domain V. Long α helices or lever arms in domains III and IV propagate conformational changes between 
the MBD and NBDs of MutS that are separated by approximately 70Å. The two composite NBDs are members of the ABC 
(ATP-binding cassette) ATPase superfamily and are each comprised of residues from both subunits. They reside at the pri-
mary dimerization interface in domain V that also contains a conserved helix-turn-helix motif that promotes dimerization 
(see Ref. [29]). The structure of the short C-terminus that was deleted in earlier structural studies is essential for MMR at 
physiological levels of protein and may stabilize the dimer as well as help confer asymmetry of the NBDs as shown for 
hMutSβ (see further on Ref. [30]).

When bound to a mismatched DNA, MutS is a clamp in which the two previously identical subunits now exhibit asym-
metry as only one MBD directly contacts the mismatched base, while the other MBD makes largely van der Waal and 
hydrogen bond contacts with flanking DNA. This structural and functional asymmetry in the bacterial proteins presages 
the heterodimeric nature of eukaryotic MMR proteins (see later). The DNA is sharply kinked at the mismatch by about 60° 
with widening of the minor groove at the mismatch to accommodate the MBD and corresponding narrowing of the oppos-
ing major groove.

Phe39 in a conserved Phe-X-Glu motif in domain I of Taq MutS was presumed to be in close proximity to the mis-
matched base, based on cross-linking studies of Taq MutS bound to a mismatch DNA containing a 5-iododeoxyuridine 
cross-linking moiety [29]. Mutation to alanine in the related E. coli MutS protein abolished mismatched DNA binding 
in vitro. The crystal structures confirmed that this Phe residue in one of the subunits approaches from the minor groove of 
the heteroduplex DNA and stacks with the unpaired base extruding it into the minor groove. A hydrogen bond between a 
carboxyl oxygen of a conserved Glu residue in the same subunit and the mismatched base is also observed [31]. Genetic 
and biochemical studies confirm that these two residues are essential for proper mismatch recognition in MutS and MutSα, 
but are notably absent in MutSβ (reviewed in Refs. [11,29]).

TABLE 18.1 MMR Factors in Escherichia coli and Homo sapiens

Escherichia coli Homo sapiens Function

MutS–MutS MSH2–MSH6 (MutSα)
MSH2–MSH3 (MutSβ)

Mismatch recognition. Heterodimeric MutSα and MutSβ have distinct but over-
lapping mismatch specificities.

MutL–MutL MLH1–PMS2 (MutLα) Molecular matchmaker. E. coli MutL activates the MutH endonuclease. Human 
MutLα possesses an intrinsic endonuclease activity. Participates in excision 
termination in vitro.

MLH1–PMS1 (MutLβ) Unknown

MLH1–MLH3 (MutLγ) MutLγ can substitute for MutLα in a minor MMR role, but primary function is in 
meiotic recombination.

Dam methylase Promotes N6-adenine methylation at d(GATC) sites serving as strand discrimina-
tion signal in E. coli

MutH Strand-specific endonuclease, nicks daughter strand

UvrD DNA helicase II, promote excision reaction

RecJ, ExoVII 5′–3′-ssDNA exonuclease

ExoI, ExoVII, ExoX 3′–5′-ssDNA exonuclease

ExoI 5′–3′-dsDNA exonuclease

β-Clamp PCNA DNA polymerase processivity factor; multiple MMR functions

γ-Complex RFC Loading of β-clamp/PCNA

SSB RPA1–3 ssDNA-binding protein

DNA Pol III Polδ Replicative DNA polymerase that does gap filling

DNA ligase Ligase I Seal nicks after DNA resynthesis

HMGB1 Accessory protein; stimulates excision
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To a first approximation, the crystal structure of a hMutSα-ADP-G:T mismatch complex, comprising full-length MSH2 
and a truncated MSH6 missing the first 340 residues, resembles the bacterial MutS structures [32]. Thus, MutSα forms 
a protein clamp with two channels, the larger one accommodating the kinked mismatched DNA (see Fig. 18.2B). Both 
MSH2 and MSH6 have five structured domains with the MBD and two composite NBDs containing the ABC ATPase motif 
at opposing ends of the molecule. Subunit asymmetry evident in the bacterial MutS structures is recapitulated in hMutSα. 
MSH6, containing the Phe-X-Glu motif (Phe432), contacts the mismatched base, while MSH2 contacts the flanking DNA 
accompanied by a 45° kink at the mismatch. Lynch syndrome alleles map to virtually all regions of hMutSα. While MSH2 
is more or less colinear with bacterial MutS proteins, MSH6 and MSH3 have an additional N-terminal extension of sev-
eral hundred amino acids in which resides the PCNA-interacting protein (PIP) motif that mediates physical association 
of MutSα and MutSβ with the processivity factor for replicative polymerases. This N-terminal domain has been deleted 
in the crystal structures of hMutSα and hMutSβ to aid in structural determination. However, small-angle X-ray scattering 
(SAXS) of yeast and human MutSα and hMutSβ provides information about the MutS homolog–PCNA interaction and 
reveals differences in the structure of this N-terminal extension that is disordered in yeast but a globular domain in human 
MutS homologs [33,34]. In addition, MSH6, but not MSH2 or MSH3, contains a PWWP domain that interacts with histone 
methylation marks (see further on).

The absence of a Phe-X-Glu mismatch-binding motif in MSH3 and the preference of MutSβ for both small and 
larger IDLs raise questions about how mismatch recognition is carried out by MutSβ. In addition to mismatch specific-
ity and the architecture of the MBDs (see later), MutSα and MutSβ differ in other respects, for example, nucleotide-
induced conformational changes and the ability of MutSα to interact simultaneously with MutLα and PCNA whereas 
PCNA and MutLα compete for binding to MutSβ [35]. In vivo studies of MMR in S. cerevisiae reveal that mismatch 
recognition differs in significant ways between Msh2–Msh3 and Msh2–Msh6 and suggest that mismatch recognition 
by Msh2–Msh3 requires DNA bending and strand separation at the mismatch using residues in the MBDs of both Msh2 
and Msh3 [36–38].

FIGURE 18.2 Structural models for MutS homologs. (A) Thermus aquaticus MutS bound to a +1IDL mismatched DNA (1EWQ.pdb). The two protein 
monomers are represented by ribbon diagrams. The DNA is shown in a space-filling model, in which the backbone atoms are red and bases are pink. In 
the A subunit, the five structural domains are colored—domain I (mispair-binding domain, MBD) is blue; II (connector domain) is cyan; III is yellow; 
IV is pink; V (nucleotide-binding domain, NBD) is red. The B subunit is green (Reproduced with permission from Yang W, Junop MS, Ban C, Obmolova 
G, Hsieh P. DNA mismatch repair: from structure to mechanism. Cold Spring Harb Symp Quant Biol 2000;65:225–32). (B) Structural model for human 
MutSα with map of Lynch syndrome mutations (2O8B.pdb). MSH2 and MSh6 are shown as light and dark gray Cα chain traces, respectively. Mismatched 
G:T DNA is orange. Lynch syndrome (HNPCC) alleles are indicated by colored dots reflecting hypothetical function. Cyan—protein– protein interac-
tions; blue—protein stability; red—stability/allostery; yellow—MSH2–MSH6 interface; green—nucleotide-binding sites (Reproduced with permission 
from Warren JJ, Pohlhaus TJ, Changela A, Iyer RR, Modrich PL, Beese LS. Structure of the human MutSα DNA lesion recognition complex. Mol Cell 
2007;26(4):579–92). (C) Ribbon diagram of the structure of human MutSβ, with MSH2 in green and MSH3 in blue bound to a +3IDL (3THY.pdb). The 
DNA is shown in a space-filling model with the backbone in red, bases in light pink, and the unpaired nucleotides in yellow and orange. ADP bound to 
MSH2 is shown in purple sticks (Reproduced with permission from Gupta S, Gellert M, Yang W. Mechanism of mismatch recognition revealed by human 
MutSβ bound to unpaired DNA loops. Nat Struct Mol Biol 2012;19(1):72–8).
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An ensemble of crystal structures of a trimmed human MutSβ bound to IDLs of 2, 3, 4, or 6 nt and one ADP confirms the 
bending and strand separation model [39]. MutSβ injects a conserved tyrosine–lysine pair into the IDL site that, together 
with residues chiefly from the MBD of MSH3, but also from MSH2 in the case of larger IDLs, distort the sugar–phosphate 
backbone of IDLs to achieve sharp substrate bending and strand separation at the IDL (Fig. 18.2C). Importantly, MutSβ 
can accommodate IDLs of varying length by modulating the degree of DNA bending and allowing domains IV of MSH2 
and MSH3 to move independently. The structural data in conjunction with extensive genetic and biochemical studies pro-
vide new insights into the roles of these proteins outside post-replication repair (reviewed in Ref. [12]). Single molecule 
approaches, such as atomic force microscopy (AFM), FRET, and SAXS are providing new insights into mismatch recogni-
tion (see Ref. [40]). DNA flexibility and base stacking influence recognition, as the propensity of a DNA lesion to bend and 
deform regulates access to the MBD [41–43].

The highly conserved composite ATP-binding sites of MutS are critical for MMR, as nucleotide binding regulates the 
interaction of MutS on DNA and its interaction with MutL and other proteins. The asymmetry of the two MutS subunits 
induced by mismatch binding is further elaborated by nucleotide-induced conformational changes; nucleotide binding and 
hydrolysis promote allosteric regulation as opposed to fueling a protein machine like a helicase. Because of its central role, 
much effort has been focused on understanding the role of ATP binding and hydrolysis in the context of MMR with multiple 
models under consideration at various times. See reviews in 2010s, as only a small portion of the original literature is cited 
here [11,12,44].

The structure of hMutSβ, including the extreme C-terminus that is absent in the bacterial MutS structures, defines the 
full dimerization domain of MutS proteins and provides a structural basis for the intimate connection between subunit 
dimerization and the NBDs. Several α helices from MSH2 and MSH3, including a previously described helix-turn-helix 
(HTH) domain found in all MutS proteins form a hydrophobic bundle that stabilizes the dimer [39,45]. The composite 
nature of the NBDs in which the N1, N3, and N4 nucleotide-binding motifs derive from one subunit, while the N2 motif is 
contributed by the other subunit underlie a complex structural arrangement in which nucleotide occupancy in one subunit 
can influence the ATP-binding site of the other. This is mediated by the dimerization domains that facilitate communica-
tion between the two NBDs. Thus, the HTH motif in the dimerization domain contacts the nucleotide-binding site directly 
through a conserved trio of amino acids and also interacts with the N2 nucleotide-binding motif contributed in trans by 
the partnering subunit. The MutSβ structural data also reveal for the first time motifs in the NBD that can bloc an MSH3 
ATP-binding site providing a molecular framework for regulating asymmetric nucleotide binding and exchange regulated 
by mismatch binding [39].

The inherent asymmetry of the two protein subunits observed in the MBD is mirrored in the NBDs of MutS proteins 
(see Ref. [11]). Thus, MSH3 and MSH6 are more active ATPases than MSH2 in free MutSα and MutSβ. Biochemical, 
structural, and genetic experiments reveal that the NBDs of E. coli MutS and yeast and human Msh2 and Msh6 bind ATP 
with different affinities and kinetics and that nucleotide occupancy in one subunit influences the ATP-binding site of the 
partnering subunit [46–53]. In particular, mismatch binding strongly inhibits the ATPase activity of MSH3 and MSH6, but 
only weakly affects MSH2. Mismatch binding is correlated with broad movement of MSH3 and MSH6 domains leading 
to their intimate association, whereas the domains in MSH2 remain loosely associated. Collectively, genetic, biochemical, 
and structural data lead Gupta et al. to suggest that binding to a mismatch induces a conformational change in the ATPase 
domain and dimerization domain. Nucleotide binding is blocked in MSH3 and MSH6 but allowed in MSH2 resulting in a 
conformation that recruits MutLα and licenses MMR [39]. These structural studies provide a platform for testing molecular 
mechanism.

2.3  MutL Homologs

Less is known about how MutL proteins function compared to MutS homologs, but the endonuclease activity of most MutL 
proteins clearly plays a pivotal role in MMR and possibly other cellular functions as well. Thus, understanding how this 
class of MMR proteins works is paramount. Prokaryotic MutL proteins and eukaryotic MutL homologs are homodimers 
and heterodimers, respectively (reviewed in Ref. [54,55]). They belong to the GHKL (Gyrase b, Hsp90, Histidine kinases, 
and MutL homologs) superfamily of ATPases [56]. MutL proteins have a conserved N-terminal domain in which resides 
the four conserved motifs of the GHKL ATPase NBD and a C-terminal dimerization domain. The endonuclease activity 
found in some, but not all, MutL homologs [25], is located in the C-terminal domain (CTD). Separating these two domains 
is a flexible linker of varying lengths (see Fig. 18.3). The ATPase activity of MutL proteins is absolutely required for MMR 
in vivo; correspondingly, Lynch syndrome mutations cluster in this region. The recurring theme of nonequivalent subunits 
in the key MMR proteins is readily apparent in MutL proteins. Numerous studies reveal that “equivalent” point substitution 
mutations in the NBDs of MLH1 and PMS2 (or Pms1) do not yield equivalent phenotypes in vivo or biochemical properties 
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in vitro (see Ref. [54]). In eukaryotes, several MutL homologs exist that form heterodimers with sometimes overlapping 
but distinct functions. MutLα (MLH1–PMS2) or the equivalent scMlh1–Pms1 is the major MMR protein. Mutation of 
MLH1 accounts for a large fraction of Lynch syndrome alleles with a much smaller number attributable to loss of PMS2, 
and epigenetic silencing of the MLH1 promoter at CpG islands occurs in spontaneous tumors. MutLβ (MLH1–PMS1) or 
scMlh1–Mlh2 is not thought to have a significant role in MMR, although data in 2014 on yeast suggest that it might act 
as an accessory factor [57]. Its role in human MMR, if any, is unknown. A third MutL protein, MLH1–MHL3, MutLγ, is 
important for meiotic recombination where it interacts with a meiotic-specific MutS homolog, Msh4–Msh5 (see Ref. [12]). 
It has a minor role in the repair of IDLs in yeast, and based on the cancer susceptibility and mutator phenotypes of knockout 
MLH3 mice [58], probably contributes to MMR in mammals as well.

The N-terminal domain, about 330 residues, is multifunctional. In addition to the ATPase domain, it is responsible for 
both DNA binding and for interactions between MutL proteins and other repair partners including MutS proteins and PCNA. 

FIGURE 18.3 Architecture of MutL homologs. (A) Structural domains of E. coli MutL and human MutL homologs. The N-terminal domain (NTD) 
is indicated by a tan box, the C-terminal domain by a green box. The ATPase domain in the NTD consists of four highly conserved motifs (shown in 
orange). The endonuclease domain of PMS2 and MLH3 are in blue. The yellow box is the conserved FERC sequence of MLH1 (see text). (B) A hypotheti-
cal composite model for a eukaryotic MutLα (MLH1–PMS1/PMS2) based on available structures for human NTDs from MLH1 (PDB 4P7A) and PMS2 
(PDB 1H7S) [59] shown as ribbon models and CTDs (endonuclease domain) from S. cerevisiae MLH1–PMS1 (PDB 4E4W) shown as ribbon models  
[24]. MLH1 is blue, and PMS2/PMS1 is purple. Green denotes two zinc atoms in the endonuclease active site. A putative PCNA interaction motif in PMS1 
based on B. subtilis MutL is shown in orange. Dotted line represents the unstructured linker domain.
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Crystal structures have been solved for E. coli MutL–AMPPnP [56], hMLH1–ATP [59], hPMS2–ATPγS [60], and scPMS1–
AMPPnP [61]. Structural and biochemical studies of the N-terminal domain from E. coli MutL reveal that ATP binding 
causes dimerization of the N-terminal domain with large numbers of conformational changes induced by a cycle of ATP bind-
ing, hydrolysis, and ADP release [60]. The structure also identifies a conserved DNA-binding groove, and establishes that 
binding to DNA stimulates the otherwise modest ATPase activity of MutL with attendant conformational changes. One con-
sequence of ATP binding by MutL proteins is their conversion from open proteins to ring-like structures that have been shown 
to bind DNA (see later). AFM of yeast and human MutLα define at least four distinct conformations modulated by nucleotide 
binding, hydrolysis, and ADP release [62]. The proline-rich linker is poorly conserved but is thought to help mediate these 
large, asymmetric conformational changes. A working model based on these and other studies is that binding of ATP by MutL 
proteins results in dimerization of the N-terminal domains creating a DNA-binding groove that when occupied, results in a 
semicondensed state (reviewed in Ref. [54]). Efforts to relate these structural changes to MutL function are underway.

The CTD, about 200 residues, is the primary dimerization interface of MutL proteins. In prokaryotes with no MutH and 
in eukaryotes, the CTD of MutL or scPms1 (hPMS2) and Mlh3 harbors a conserved DQHA(X)2E(X)4E endonuclease motif 
as well as other conserved motifs that together constitute the endonuclease domain [25,55,63–65]. The CTD of MutLα also 
harbors the interaction domain with Exo1 [24,66]. Despite low sequence homology, the available structural information from 
CTDs of E. coli, Bacillus subtilis, and S. cerevisiae suggests overall conservation of topology [24,67,68]. In the structure of 
the CTD from scMutLα, each CTD is composed of distinct dimerization and regulatory domains [24]. The dimer interface 
between Mlh1 and Pms1 is extensive. The regulatory domain of Mlh1 contains an MIP-box motif that mediates interaction 
with other proteins including Exo1. The endonuclease site resides in a connector domain positioned at the dimerization 
interface between Mlh1 and Pms1. Given the importance of the endonuclease activity for MMR, its location at this critical 
interface is perhaps not surprising. It consists of the expected DQHA(X)2E(X)4E motif plus three other motifs that constitute 
the metal-binding site occupied by two zinc atoms. The C-terminal amino acid of Mlh1, Cys769, part of a conserved FERC 
motif, interacts with the metal-binding site in the crystal structure. The requirement for Cys769 in MMR in vivo is unclear as 
conflicting results are obtained in different mutator assays [24,64], and its role in human MutLα remained to be determined.

A longstanding question is the nature of the interaction between MutS and MutL proteins. When is MutL recruited to 
mismatched DNA in the presence of MutS, how long-lived is the interaction, and what is the stoichiometry of MutS and 
MutL proteins on mismatched DNA? Both ATP binding and mismatch bonding are required for the interaction of bacte-
rial MutS with MutL and scMsh2–Msh6 with scMlh1–Pms1 ([69] and references cited therein). Hydrogen–deuterium 
exchange mass spectrometry in the presence of E. coli MutS, ATP, a mismatched DNA and E. coli MutL identifies a region 
in E. coli MutS “connector” domain II that exhibited decreased solvent accessibility in the presence of MutL [69]. Genetic 
and biochemical experiments confirm that Q211 or Q212 or both, mediate a MutS–MutL interaction in vitro and are 
required for MMR in vivo. The residues map to a structurally conserved region in scMsh2, but not scMsh6, and additional 
experiments confirm that the same region in Msh2, but not Msh6, is required for a MutSα–MutLα interaction in vitro and 
in vivo. Thus, the functional asymmetry evident in the MBDs of MutS proteins is also evident in the interaction with MutL, 
and the authors propose that ATP and mismatch recognition by MutS serve to present regions in domain II to MutL. Cross-
linking and FRET studies also suggest an interaction between the N-terminal domain of E. coli MutL and domain II of only 
one MutS subunit [70]. In 2015, a crystal structure of the NTD of E. coli MutL site specifically cross-linked to E. coli MutS 
with a previously crystallized C-terminal truncation in the presence of AMP-PNP and a G:T mismatched DNA, reveals two 
interfaces [71]. One involves a region of the ATPase domain of MutL and a repositioned connector domain II of one MutS 
subunit consistent with deuterium exchange mass spectrometry [72]. The second involves an adjacent region of the ATPase 
domain of MutL and the ATPase and core domains of the other subunit of MutS including a conserved peptide loop in the 
core domain implicated in MutS–MutL interactions in B. subtilis MutS and human MutSβ [35,73]. Each MutL monomer is 
interacting with both subunits of the MutS dimer accompanied by large movements in multiple domains detected by FRET 
that are postulated to reflect an ATP-induced sliding-clamp conformation for MutS. Collectively, these advances highlight 
questions for further investigation.

2.4  Licensing Targeted Excision

An unresolved question is exactly how recognition of a mismatch by MutS proteins leads to recruitment of MutL proteins 
and licensing of the downstream excision step. In vitro MMR assays invariably require DNAs with a mismatch and a pre-
existing nick even in the presence of MutLα with its latent nicking activity, and MMR-mediated excision is directed to the 
pre-nicked strand. E. coli, an outlier, depends on MutH for strand-specific nicking, but Dam GATC sites that are recognition 
sites for MutH can be several 1000 bp from a mismatch. MMR occurs on both the leading and lagging strands. In S. cerevisae, 
there is support for strand breaks in the Okazaki fragment-containing lagging strand serving as a strand discrimination 



Mismatch Repair Chapter | 18 311

signal, but the leading strand is thought to be comparatively barren of such breaks. It has been proposed that PCNA- and 
RNase H2-mediated removal of misincorporated ribonucleotides could provide strand breaks for MMR, though genetic 
data suggest it is a minor pathway (see Refs. [1,12]). In any case, MMR has to solve an action-at-a-distance problem.

Early models invoke a stationary complex of MutS and MutL at the mismatch and DNA bending or looping to bring 
distant sites together based on in vitro biochemical studies (see Ref. [29]) or ATP-powered translocation by MutS along 
the DNA to facilitate long-distance communication (reviewed in Ref. [22]). A nucleotide-switch or sliding-clamp model 
posits that ADP to ATP exchange upon mismatch binding induces conformational changes that convert MutS proteins from 
a clamp on the mismatch to a diffusing or sliding clamp that migrates along the DNA [74,75]. In this model, iterative rounds 
of MutS loading at the mismatch can occur leading to multiple MutS–MutL complexes on the DNA. Genetic, biochemical, 
and biophysical studies support a nucleotide switch in mismatch-bound MutS proteins and the formation of ATP-dependent 
sliding clamps in vitro, and mutations that disrupt this nucleotide switch disrupt MMR in vivo (reviewed in Refs. [11,12]). 
The sliding-clamp model is also consistent with in vitro experiments showing that a physical block between the mismatch 
and a DNA nick inhibits MMR [76,77]. Single-molecule fluorescence studies probe the movement of MutS on DNA and 
detect a corkscrew-like motion in the presence of ATP accompanied by distinct conformational changes in both the DNA 
and the protein that might facilitate a mismatch search [62,78–81].

What happens to a MutS–MutL complex? In a study of Q-dot-labeled MutSα and MutLα on λ DNA containing three GT 
mismatches, MutSα–MutLα complexes in a 1:1 ratio are seen to move along the DNA as sliding clamps [82] (see discus-
sion in Ref. [40]). The final verdict is not in, however, as several studies suggest that the association of MutL with MutS, 
while ATP dependent, does not promote diffusion from the mismatch and involves a biased loading of MutL relative to 
MutS. A 2015 single-molecule FRET study proposes that Taq MutL traps MutS at the mismatch after MutS binds ATP and 
undergoes the first of multiple conformational changes [80]. Multiple loading of MutS proteins is observed that is inhibited 
by MutL, and the stoichiometry is consistent with a small excess of MutL over MutS. Visualization of fluorescently tagged 
and biologically active E. coli MutS and MutL in vivo [83] is also most consistent with colocalization at mismatches of 
MutS and MutL. MutL is found in several-fold excess over MutS and is thought to reflect multiple loading of MutL on the 
DNA extending from the mismatch towards a strand discrimination site in a manner possibly related to proposed catalytic 
loading of MutLα by MutSα in S. cerevisiae (see Refs. [12,84]). In reconstituted MMR assays, hMutLα helps to limit the 
extent of excision such that it terminates just beyond the mismatch suggesting that MutLα supplies mismatch positional 
information [19]. A requirement for more MutL than MutS might also explain why MutL is limiting for MMR in vivo and 
is consistent with previous E. coli MutS–MutL footprinting experiments (discussed in Refs. [40,83]).

Finally, even the existence of a stable ternary complex of MutS, MutL, and a mismatched DNA, particularly in the case 
of eukaryotic MMR proteins, is being questioned as studies in the 2010s suggest that the interactions between MutS and 
MutL may be transient in vivo. Attempts to isolate presumptive ternary complexes have required cross-linking or chemical 
trapping [70,71], and scMsh2 and scMlh1 foci do not always colocalize in vivo [84]. Furthermore, in vivo and in vitro stud-
ies indicate that MutSα and a mismatched DNA are not required to activate the endonuclease activity of MutLα per se, but 
may have roles in recruiting and/or retaining MutLα and PCNA to newly replicated and mismatched DNA so that PCNA 
can activate the MutLα endonuclease [84–86]. Much work remains to understand how MutS proteins find rare mismatches 
in a sea of genomic DNA and recruit MutL to license MMR.

2.5  Strand Discrimination

How is excision directly exclusively to the newly synthesized strand? E. coli, almost uniquely, exploits the transient under-
methylation of newly synthesized DNA and incision by the MutH methyl-directed endonuclease. For virtually all other 
organisms, another mechanism(s) must be in play. In the case of the lagging strand containing Okazaki fragments, it is easy to 
envision EXO1 acting at transient breaks. In the case of the leading strand or in EXO1-independent excision, the mechanism 
is less obvious. It has been proposed that PCNA dictates the strand bias of MutLα nicking directing incision exclusively to 
the newly synthesized strand. The latent endonuclease activity of MutLα is activated in vitro by RFC and PCNA and utilizes 
the PIP motif in the PMS2 subunit for direct interaction. RFC and PCNA, but neither a mismatch nor MutSα, is required to 
activate MutLα in vitro and direct cleavage to the strand with a preexisting nick [85]. Because RFC loads PCNA with a fixed 
orientation preferentially at 3′-double-strand–single-strand junctions [87], PCNA serves as a de facto strand–discrimination  
signal. Perhaps a specific geometry of the MutLα–PCNA interaction imposes a strand bias on MutLα incision, but this 
remains unproven [88,89]. In vivo, the situation is more complicated as PCNA has been shown to bind to DNA structures that 
have single-strand characteristics, such as a small number of extruded triplet repeats leading, in principle, to error-prone repair 
if the template strand is indiscriminately nicked by MutLα [90]. Another possibility is that nicks introduced by RNaseH pro-
cessing of ribonucleotides misincorporated into DNA may serve as a strand discrimination signal (see discussion in Ref. [1]). 
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However, S. cerevisiae strains missing RNaseH2 exhibit only a mild mutator phenotype suggesting that other mechanisms 
must operate to confer strand specificity (see discussion in Ref. [12]). An unambiguous mechanism for targeting the MutLα 
endonuclease to newly synthesized strands, particularly in the case of the leading strand, remains elusive.

A further wrinkle in the MMR excision step is the existence of Exo1-independent excision. Inactivation of EXO1 in S. 
cerevisiae or mice confers only a weak mutator phenotype, and in mouse models fails to recapitulate the mutation or cancer 
spectrum of mutations in essential MMR genes. Low but detectable levels of MMR are observed in MMR assays using 
Exo1-deficient mouse cell extracts. A series of genetic tests in S. cerevisiae identified mutations that differentially affect 
Exo1-independent versus Exo1-dependent pathways (see Ref. [86]). In particular, loss of the Pms1 endonuclease activ-
ity (equivalent to hPMS2) conferred hypersensitivity in an exo1Δ strain as did certain mutations in the gene that encodes 
PCNA, pol30 [91]. These results provide support for a critical role for MutLα endonuclease activity in an MMR excision 
pathway that does not involve Exo1 and suggests that recruitment of MutLα to mismatched DNA by MutSα and the activa-
tion of MutLα by PCNA are essential features of this pathway in vivo.

Imaging studies in S. cerevisiae identify Msh2–Msh6 foci that colocalize with replication factories. Mlh1–Pms1 foci are 
dependent on Msh2–Msh6, but they seldom colocalize with Msh2–Msh6 foci or replication machinery [84]. The authors 
propose a model in which MutSα (or MutSβ) bound to a mismatch catalytically loads multiple molecules of MutLα. Upon 
interaction with PCNA, these MutLα molecules can incise the newly synthesized strand providing access for Exo1 excising 
in a 5′–3′-fashion to create a gapped DNA intermediate. In an Exo1-independent scenario, several nonexclusive pathways 
for excision and processing of a MutLα-nicked heteroduplex may occur: (1) strand displacement synthesis by Polδ from the 
nick followed by flap cleavage and ligation; (2) additional DNA nicking by Mlh1–Pms1 followed by Polδ-dependent strand 
displacement and/or gap filling; (3) excision by the 3′–5′-proofreading exonuclease of replicative polymerases. In vitro 
MMR assays utilizing purified hMutSα, hMutLα, RFC, PCNA, RPA, and DNA Polδ yield no excision intermediates but 
support synthesis–driven strand displacement by Polδ in this EXO1-independent MMR system [92]. Confirmation in mam-
malian cells awaits as does a detailed study of the prevalence and kinetics of these pathways.

3.  MISMATCH REPAIR AND THE DNA-DAMAGE RESPONSE

3.1  Alkylation Damage and Thiopurines

The MMR system is also implicated in the repair and cytoxicity of a subset of DNA lesions caused by SN1 DNA alkyl-
ators, 6-thioguanine, fluoropyrimidines, cisplatin, UV light, and certain environmental carcinogens that form DNA adducts 
(reviewed in Refs. [4,29]). The SN1 DNA alkylators, for example, N-methyl-N′-nitro-N-nitrosoguanidine (MNNG), meth-
ylnitrosourea, and the chemotherapy drug temozolomide, methylate all four DNA bases producing a variety of potentially 
cytotoxic lesions. Exposure to these alkylators induces a DNA-damage response resulting in cell cycle arrest and apoptosis 
that is dependent on MutSα and MutLα MMR proteins. Despite constituting a small fraction of total lesions, O6-meth-
ylguanine (O6me-G) is the key contributor to the mutagenic and cytotoxic effects of SN1 alkylators. During replication, 
polymerases misincorporate opposite O6me-G forming O6me-G:T mispairs that, if unrepaired, lead to G to A transition 
mutations. O6-methylguanine-DNA methyltransferase (MGMT) directly reverses O6meG in cells and plays an important 
role in protecting against cytotoxic effects of SN1 alkylators and preventing tumor formation in vivo [93]. Thiopurines, used 
in chemotherapy, are incorporated into DNA and undergo spontaneous methylation by endogenous S-adenosylmethionine 
to form structurally similar 6-thiomethylguanine. Tolerance to thiopurines is also tied to loss of MMR (see Ref. [94]).

First documented in E. coli, MMR-deficient mammalian cell lines also exhibit tolerance to alkylating agents and can be 
almost two orders of magnitude more resistant to killing than comparable MMR-proficient cells (reviewed in Ref. [94]). 
Low doses of MNNG induce a G2/M cell cycle arrest in the second cell cycle after exposure that is dependent on MMR 
proteins (reviewed in Refs. [11,95]). In cells exposed to alkylating agents, ATM and Rad3-related (ATR) kinase undergoes 
autophosphorylation and, together with other proteins, such as ATR-interacting protein (ATRIP), an obligate ATR partner, 
Claspin and TopBP1, activates a signaling cascade ultimately leading to G2/M cell cycle arrest mediated by downstream 
targets including the Chk1 checkpoint kinase and others (reviewed in Ref. [96]). Apoptosis directed in most cases by phos-
phorylated p53 also requires MutSα and MutLα. ATP−ATRIP is recruited to regions of ssDNA bound to RPA via an RPA-
interacting motif in ATRIP [97]. Thus, persistent excision intermediates of MMR can activate ATR.

An explanation for the requirement of MMR proteins for cell killing by alkylating agents involves MMR processing of 
O6me-G:T mispairs that are recognized by MutSα (reviewed in Ref. [22]). As discussed earlier, MMR-directed excision is 
targeted exclusively to the newly synthesized strand containing thymidine, whereas O6meG remains in the DNA possibly 
triggering repeated cycles of MMR excision followed by resynthesis. Repeated rounds of excision could lead to DSBs. 
Aberrant or abortive MMR processing at sites of damage can lead to the accumulation of single-strand gaps visualized 
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by EM [98]. Activation of ATR can occur when ATP−ATRIP is recruited to these regions of ssDNA bound to RPA. These 
single-strand intermediates that fail to engage the DNA synthesis machinery in the final step of MMR will give rise to 
broken chromosomes and damage signaling in the next round of replication explaining the delayed-damage response in 
cells exposed to alkylating agents. Ectopic expression of nuclease-dead EXO1 in mouse embryo fibroblasts in which 
endogenous EXO1 is absent restores a MSH2–CHK1 interaction and MNNG sensitivity providing support for the role of 
EXO1-mediated excision in a DNA-damage response [99].

An alternative model that remains to be proven involves direct recruitment of ATR to sites of damage by the MMR machin-
ery (see Ref. [100]). MutSα and MutLα associate with ATR and other damage-signaling proteins, such as TopBP1 and Chk1 
in multiprotein complexes in human cells [101,102]. In addition, MutSα and MutLα are required to recruit and activate ATR 
in the presence of O6me-G:T-containing DNAs in an in vitro assay scoring for phosphorylation of Chk1 [103], and recruitment 
of ATR to sites of cisplatin damage is dependent on hMSH2 but not on RPA, Rad17, or the 9-1-1 complex [102].

3.2  Fluorouracil

Fluoropyrimidines, such as 5-fluorouracil (FU) are widely used in chemotherapy and evince a cytotoxic response that is 
dependent, in part, on MutSα and MutLα (reviewed in Ref. [104]). When FU is metabolized, thymidylate synthase, a key 
enzyme in de novo pyrimidine biosynthesis, is inhibited resulting in imbalances in nucleotide precursor pools and the incor-
poration of uracil and fluorouracil in DNA and RNA. Several lines of evidence indicate that incorporation of FdU into DNA 
is the primary pathway for cell killing. MutSα targets rare dFU:G mispairs resulting in the activation of MutSα ATPase 
activity [105]. Base excision repair (BER) also targets dFU (see Ref. [93]), and there is evidence that both BER and MMR 
contribute to the damage response and promote cell killing (see Refs. [106,107]).

3.3  Oxidative Damage and Noncanonical MMR

BER is the primary repair pathway for oxidative DNA damage in which specific glycosylase enzymes remove the dam-
aged base followed by cleavage at the abasic site and gap repair. However, 7,8-dihydro-8-oxo-guanine (8-oxoG) templates 
8-oxoG:A mispairs that often escape proofreading due to near normal geometry and are recognized by MutSα (see Refs. 
[1,11]). Interestingly, MutSα is implicated in a noncanonical MMR pathway that operates largely outside of S-phase in 
which MutSα recognizes clustered oxidative lesions leading to excision and monoubiquitination of PCNA [108]. This 
PCNA modification signals an error-prone polymerase, Polη, that carries out the gap-filling step in place of high-fidelity 
polymerases. Thus, MutSα can be recruited for a mutagenic process. A similar noncanonical MMR pathway dependent on 
MutSα, MutLα, monoubiquitinated PCNA, and Polη responds to SN1-type alkylating agents in a variety of cell types and 
may explain the mutagenicity of alkylating agents (see Ref. [10]). In fact, mutagenic repair involving MMR may be more 
prevalent than previously thought. MMR-induced mutations are found flanking naturally occurring mismatches [109].

3.4  UV, Cisplatin, and DNA Cross-Links

UV causes cyclobutane pyrimidine dimers (CPDs) and genotoxic (6-4) pyrimidine pyrimidone dimers (6-4 PP) in DNA. 
Although nucleotide excision repair is the primary repair pathway, msh2−/− mice exhibit an increased incidence of UV-
induced skin tumors. Mammalian MSH2 in murine and human cells is implicated in cell cycle arrest and apoptosis induced 
by UV and its loss with increased mutagenesis (reviewed in Ref. [100]). In vitro, MutSα can bind to mismatched CPDs 
and 6-4 PP. A novel pathway for MMR dependent, UV-induced mutagenesis, and DNA-damage signaling termed “post-
TLS repair” invokes prior action at sites of UV damage by error-prone translesion synthesis (TLS) DNA polymerases that 
synthesize past the UV lesion residing in the template strand but introduce errors [110]. MutSα recognizes the mismatch 
products of TLS and initiates excision. If the single-strand gaps are not repaired, checkpoint induction occurs, but error-free 
filling of the gaps mitigates UVC mutagenicity. Deducing an explanation for organ tropism of tumors is oftentimes chal-
lenging. In Lynch syndrome, the rate of cellular proliferation is probably an important contributor, but it is unlikely to be the 
only one. Tsaalbi-Shtylik et al. suggest that loss of post-TLS repair and attendant elevated mutagenesis leads to disruption 
of multiple tumor-suppressing functions, and in combination with constant exposure to intestinal genotoxins, may explain 
the colorectal tropism of Lynch syndrome [110].

Cisplatin, a common chemotherapeutic drug, introduces intrastrand and lethal interstrand DNA cross-links (ICLs). 
There is a large literature on the effects of MMR on survival in cells treated with cisplatin with variable results (reviewed 
in Ref. [100]). MMR is unlikely to directly remove the cross-link; instead, multiple protein complexes involved in the 
Fanconi anemia pathway, homologous recombination, DSB repair, and NER converge on the ICL. MMR’s role may be 
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as a modulator of recombination or activity of the Fanconi anemia proteins. A FANCJ–MLH1 interaction suppresses 
MSH2 activity to promote restart at stalled replication forks [111,112], and MLH1 and PMS2 have been implicated in a 
p73-dependent apoptotic response to cisplatin [113] indicative of a pleiotropic role for MMR. MMR may modulate other 
repair pathways that target bulky DNA adducts formed by several environmental carcinogens, for example, benzo[c]phen-
anthrene dihydrodiol epoxide that modifies adenine residues or benzo[a]pyrene, a polycyclic aromatic hydrocarbon (see 
Refs. [4,100]).

4.  REGULATION OF MMR

Spatiotemporal regulation of MMR is best exemplified by the close association of MMR with replication that confers sev-
eral advantages. MMR can proceed efficiently, can utilize a transient open state of chromatin at the replication fork, and 
can collaborate with the replication and MMR machinery including PCNA, RPA, RFC, and replicases (reviewed in Ref. 
[1]). Correspondingly, expression of MMR genes is highest during S-phase though the increase is modest. Genome-wide 
assessments of mutational spectra in S. cerevisiae strains harboring mutations in MMR genes and/or replicases reveal that 
MMR is influenced by the replicase, leading versus lagging strand, mismatch composition and local sequence context. 
MMR corrects errors made by all three replicative polymerases.

How are MMR proteins recruited to newly synthesized DNA? Evidence from bacteria, yeast, and human cells point to a 
recruitment role for polymerase processivity factors like PCNA. Live cell imaging in B. subtilis and S. cerevisiae is revealing 
new details (reviewed in Ref. [12]). In S. cerevisiae, Msh2–Msh6 foci in S-phase colocalize with DNA polymerases, PCNA, 
and RPA; disruption of PCNA binding, for example, by mutating the PIP motif of Msh6 results in loss of the foci [84], and 
temporal coupling between MMR and replication in yeast is observed [114]. Similar interactions between B. subtilis and 
E. coli β-clamps and MutS have been reported (eg, Ref. [115]). The situation is likely more complicated, however, as loss 
of PCNA–Msh6 interactions in yeast only causes a partial loss of MMR in vivo supporting PCNA-independent pathways. 
Mlh1–Pms1 foci do not always colocalize with Msh2–Msh6 foci, consistent with the foci representing different MMR inter-
mediates or events. Human MSH6 and MSH3 retain a PIP motif, and both MutSα and MutSβ interact with PCNA in vitro 
[116]. Furthermore, PCNA is an obligate partner in in vitro 5′-nick directed and bidirectional MMR assays utilizing human 
proteins and is required to activate the latent endonuclease activity of MutLα discussed previously [18–20,25,88]. Recently, 
Li and colleagues have reported that an epigenetic histone mark, trimethylation of histone H3K36, recruits MutSα to chro-
matin utilizing a PWWP recognition domain in MSH6 [117]. Epigenetic modification may serve as a general recruitment 
tool for MMR though MSH3 lacks a PWWP domain suggesting that other recruitment mechanisms exist.

Epigenetic marks on chromatin and chromatin architecture can modulate MMR. As discussed earlier, histone methylation 
at H3K36me3 may serve in general recruitment of MutSα to chromatin, an idea that is supported by the presence of MSI 
in SETD2 methylase-deficient cells [117]. Histone H3 acetylation is also suggested to modulate MMR [118]. Elements of 
chromatin structure can also inhibit MMR since DNA wrapped around nucleosome cores is generally less accessible, and 
nucleosomes block excision in in vitro systems (reviewed in Ref. [119]). Chromatin assembly factor 1 (CAF-1) promotes the 
assembly of nucleosomes on newly replicated DNA and protects lagging strands from excessive degradation in a reconstituted 
MMR system [120]. Thus, the coordination of MMR with nucleosome reassembly post-replication is critical. MMR delays 
nucleosome reassembly in vitro, and intriguingly, two key MMR players, MutSα and PCNA, interact with CAF-1 [121].

MMR can be inhibited by targeted degradation of MMR proteins by ubiquitin proteasomes. Histone deacetylase 6 
(HDAC6) sequentially deacetylates and ubiquitinates MSH2 leading to the loss of MutSα and MutSβ in human cells [122]. 
Loss of MSH2 via an ubiquitination-dependent pathway also occurs in a subset of acute lymphoblastoid leukemia (ALL) 
cells that harbor inactivating chromosomal deletions in at least one of four genes that inhibit an MSH2 degradation pathway 
[123]. These primary ALL cells have low levels of MSH2 and exhibit MSI, and the loss of MMR may explain clinical toler-
ance to thiopurine therapy in this patient subpopulation. Another pathway for shutting off MMR is its indirect downregula-
tion by the epidermal growth factor receptor (EGFR), a transmembrane receptor protein kinase that promotes cell growth, 
tumor progression, and metastasis. Following import into the nucleus, EGFR induces phosphorylation of PCNA at Y211 
crippling its interaction with MMR proteins and inhibiting MMR [124]. Regulating MMR levels can also occur through 
changes in expression of microRNAs (miRs) that respond to DNA damage, with miR-422a, miR-21, and miR-155 being 
likely candidates ([125] and references cited therein).

5.  FUTURE DIRECTIONS

The ubiquitous MMR system has been the focus of much attention in recent years as a critical player in genome stability 
and tumor suppression and as an important participant in numerous other diverse cellular processes. With respect to repair, 
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a number of important questions remain. How is the MMR machinery recruited to newly replicated DNA and how is it 
positioned with respect to the advancing replisome? When do MutS and MutL proteins interact and when do they function 
separately? Exactly how is the MutL endonuclease activity targeted to the newly synthesized strand, and what is its biologi-
cal scope? What is the mechanism of recruitment of replicative polymerases to single-strand gaps? In what contexts are 
error-prone polymerases employed instead and what are the consequences? How is MMR influenced by the higher-order 
architecture of chromatin and the nucleus? Finally, how can knowledge of MMR mechanism improve clinical diagnostics 
and therapeutic outcomes? The chapter on MMR is still being written.

GLOSSARY
Apoptosis It is also known as programmed cell death. A highly regulated and coordinated process that results in cell death preceded by character-

istic changes including nuclear fragmentation, chromosomal DNA fragmentation, and mRNA decay. Apoptosis is part of normal developmental 
and differentiation processes and can also be triggered by DNA damage that blocks replication.

DNA excision repair Highly conserved molecular pathways that restore genome integrity after DNA damage by both endogenous and exogenous 
sources. Three pathways, base excision repair, nucleotide excision repair, and mismatch repair target distinct types of damage including oxidized 
or alkylated bases, UV photoproducts, and base mispairs by excising or enzymatically removing the damaged or incorrect bases and restoring 
the correct sequence using DNA polymerases and the undamaged strand as a template for correction. The 2015 Nobel Prize in Chemistry was 
awarded in recognition of basic advances in our understanding of these three excision repair pathways.

Epigenetic silencing Turning off gene expression by external or environmental factors such as DNA methylation at promoter sequences that inhibits 
transcription in contrast to changes in nucleotide sequence.

FRET Förster resonance energy transfer describes energy transfer between two light-sensitive molecules or chromophores, a donor and an accep-
tor. FRET is very sensitive to small changes in distance and is used to measure association/dissociation events and conformational changes in 
biological molecules bearing precisely positioned chromophores.

Indels The insertion or deletion of bases in the genome of an organism that accumulate in the absence of DNA mismatch repair; indels occur more 
frequently in microsatellite regions. In coding regions, indels that are not multiples of three will result in a frameshift mutation.

Microsatellite instability Contraction or expansion of a genomic region caused by loss of mismatch repair commonly in a region of mono- or 
dinucleotide repeats; its presence is strongly correlated with Lynch syndrome colorectal cancer.

Mutator phenotype Phenomenon whereby an organism exhibits a greatly elevated rate of spontaneous mutation, usually genome-wide, due to the 
genetic inactivation of a protective pathway (eg, DNA mismatch repair).

Posttranslational modification Covalent modification of proteins (eg, phosphorylation, acetylation, or ubiquitination), usually involving special-
ized enzymes, that occurs during or after protein synthesis by translating ribosomes on mRNA. Such modifications regulate many aspects of 
protein function, stability, and cellular localization.

Ubiquitin-mediated proteolysis In eukaryotes, the selective breakdown of proteins by a proteasome complex in response to the covalent addition 
of a small, 8.5 kDa regulatory protein, ubiquitin, by a group of ubiquitin-activating/conjugating/ligase enzymes.

LIST OF ABBREVIATIONS
6-4 PP (6-4)Pyrimidine pyrimidone dimers
8-oxo-G 7,8-Dihydro-8-oxo-guanine
ATR ATM and Rad3 related
ATRIP TR-interacting protein
BER Base excision repair
CPDs Cyclobutane pyrimidine
CTD C-terminal domain
DSB Double-strand break
EGFR Epidermal growth factor receptor
FRET Förster resonance energy transfer
GHKL Gyrase b, Hsp90, histidine kinases and MutL homologs
HTH Helix-turn-helix
ICLs Interstrand cross-links
IDL Insertion/deletion loop
MBD Mismatch-binding domain of MutS
MGMT O6-methylguanine-DNA methyltransferase
MIP MLH1-interacting protein
miR micro-RNA
MLH MutL homolog
MMR Mismatch repair
MNNG N-methyl-N′-nitro-N-nitrosoguanidine
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MSH MutS homolog
MSI Microsatellite instability
NBD Nucleotide-binding domain
NTD N-terminal domain
O6me-G O6-methylguanine
SAXS Small-angle X-ray scattering
TLS Translesion synthesis
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1.  INTRODUCTION

The genomic DNA is exposed to a continuous endogenous and exogenous damage through reactive oxygen species (ROS), 
chemicals, viral infections, replication errors, and ionizing radiation. The large variety of DNA-damaging agents causes a 
large variety of DNA damage, and thus, necessitates distinct and specialized DNA-repair pathways to guard genomic stability. 
This chapter will exclusively focus on double-strand breaks (DSBs) and their repair by nonhomologous end joining (NHEJ).

DSBs represent the most dangerous DNA damage and a single unrepaired break is sufficient to induce cell death. None-
theless, hematopoietic cells undergo programmed DSBs during V(D)J and class switch recombination (CSR) to insure 
infinite variability of antibodies and T-cell receptors (TCRs) matching each invading pathogenic microorganism. Regard-
less whether DSBs are of toxic or programmed origin, inability to repair these breaks may cause either cell death or chro-
mosomal rearrangements, which may lead to malignant transformation, often with deleterious consequences. Therefore, to 
minimize the chance of this catastrophic event, an immediate and faithful repair of DNA DSBs is demanded.

Dividing cells unpack and replicate genomic DNA making it particularly susceptible to previously mentioned damage. 
This poses a high risk of chromosomal aberration that could be passed to descending cells. Thus, to meet the cell cycle-
specific requirements and preserve genomic stability, evolutionary two distinct DNA DSB-repair pathways have evolved. 
Homologous recombination (HR), a high-fidelity mechanism, which functions predominantly in the S and G2 phase of the 
cell cycle and utilizes the sister chromatid as a template to restore identical copy of the damaged DNA. In contrast, NHEJ is 
mainly prevalent in the G0 and G1 phase of the cell cycle and joins broken DNA ends without template. Recently, there are 
growing evidences that NHEJ consists of two pathways, the classical NHEJ (C-NHEJ) and the alternative NHEJ (A-NHEJ). 
The latter exhibits high mutagenic propensity, whereas the former is characterized by the ability to join DNA ends directly 
or with minimal processing.
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Here, the current knowledge of NHEJ will be summarized. It will be distinguished between the classical and alternative 
NHEJ pathway. Components of each pathway will be briefly introduced emphasizing their most important characteristics, 
such as structure, function, binding partners, and possible regulation. Common and distinct phenotypic changes in case of 
mutation or loss of NHEJ components will be pointed out. The role of C-NHEJ as an integral part of V(D)J and class switch 
recombination will be discussed.

2.  CLASSICAL NHEJ

The C-NHEJ pathway of DSB repair is the major DSB-repair pathway in mammalian cells and has been already extensively 
studied for many years. The initial studies came from the laboratory of F. Alt, which described two nonlymphoid-specific 
genes involved in DNA repair, later identified as Ku80 und Xrcc4. Subsequently, over many years altogether eight com-
ponents of C-NHEJ have been identified; four highly conserved Ku70, Ku80, Xrcc4, and Lig4 and three accessory units 
Artemis, XLF, and DNA-Pkcs (Fig. 19.1). In addition, PAXX protein, a paralog of XLF and Xrcc4, was reported in 2015 
as potential component of C-NHEJ [1]. Defects in C-NHEJ lead to some characteristic phenotypic changes, such as radio-
sensitive severe combined immunodeficiency (RS-SCID), premature aging, microcephaly and growth retardation [2,3].

In undamaged cells, components of C-NHEJ are disassembled and a single DSB is sufficient to activate the assembly 
of a functional C-NHEJ complex at the site of damage to seal the break. The repair of a DSB is extremely complex and 
progresses through four successive phases: sensing and tethering, end processing, ligation of broken DNA ends, and finally 
dissociation of the C-NHEJ complex from resolved break (Fig. 19.1). In contrast, components mediating these steps func-
tionally overlap these phases. For instance, the Ku70/80 heterodimer is not only able to sense and tether breaks, but it also 
removes abasic nucleotides from broken ends.

FIGURE 19.1 Cartoon representing NHEJ-mediated repair. Repair of coherent ends (on the left) is mediated by the classical NHEJ, whereas alter-
native NHEJ (on the right) mediates repair of non-coherent breaks. C-NHEJ: Ku70/80 heterodimers form a basket-like structure and instantly enclose 
broken DNA ends. Concurrently, Ku70/80 complex induces sequential assembly of functional C-NHEJ complex that ligates the breaks. Upon resolution 
of the break Ku70/80 complex remains trapped on linear DNA. The escape mechanism is not clear, degradation of Ku70 and Ku80 proteins is consid-
ered. A-NHEJ: PARP1 senses the DSB and possibly recruits Mre11 and CtIP nucleases to carry out limited resection (see also Fig. 19.4). This resection 
proceeds until microhomologies (highlighted with red) are found. The complementary overhangs hybridize and LIG3/1 seals the break. The phases are 
presented as overlapping to emphasize the multifaceted role of each component.
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The first phase is initiated by Ku70/80 complex, which binds with high affinity to broken DNA ends and teth-
ers them together. To execute this role, Ku70 and Ku80 form a ring structure suitable to accommodate DNA ends. 
Ku70/80 heterodimers associate with the tip of broken ends and anchor each other to hold opposite DNA ends in close 
vicinity. Concomitantly, Ku70/Ku80 complex serves as a docking platform for DNA-PKcs and other proteins involved 
in many aspects of DNA-damage response. Ku70/80 together with DNA-PKcs form a functional complex designated 
as DNA-PK [4].

Interaction of DNA-PKcs with Ku70/80 complex causes the latter to slide inwards on the DNA ends. The DNA-PKcs 
moves to the center of the synapsis and takes over the tethering of the DNA ends as well as stabilizes the entire DNA-
PK/DNA synapsis. Reciprocally, this interaction induces conformational change of DNA-PKcs that activates the kinase 
domain. The catalytic activation of DNA-PKcs results in its autophosphorylation as well as phosphorylation of large array 
of proteins, among other C-NHEJ components [5,6].

Frequently, ends of DSBs are ragged and incompatible to undergo direct ligation. Thus, in the second phase, DNA ends 
are exposed to processing through specialized enzymes. To remove damaged or excessive nucleotides, nucleases trim DNA 
ends, whereas polymerases can fill in gaps, which arise when only partially complementary ends are annealed. Artemis 
is one of such nucleases and is recruited to DSB concurrently with DNA-PKcs. This enzyme cuts single-stranded DNA 
overhangs and opens hairpin structures. Polymerases lambda and mu (Pol λ and Pol μ, respectively) have been implicated 
in the gap filling during C-NHEJ-mediated repair, possibly they contribute to end retention [7,8].

The third phase is carried out by LIG4 complex consisting of DNA-ligase 4 (Lig4), Xrcc4, and XLF. This complex is 
recruited to the break by interaction with DNA-PK and restores the integrity of DNA molecule by covalently sealing two 
DNA ends. Once the break is resolved, in the fourth phase, C-NHEJ complex must dissociate from the DNA, a process that 
has been poorly studied. Possibly some of the components simply dissociate upon secondary modification, such as phos-
phorylation and may be recycled, whereas some others undergo ubiquitin-mediated degradation [7].

2.1  Components of Classical NHEJ

2.1.1  DNA-PK (DNA-Protein Kinase Catalytic Subunit/Ku70/Ku80) Complex

2.1.1.1  Ku70/80 Heterodimer

Ku70 and Ku80 make up the Ku70/80 heterodimer. They are encoded by the Xrcc5 and Xrcc6 genes, respectively, and are 
highly abundant in both prokaryotes and eukaryotes. The stability of these proteins depends on each other. Mice deficient 
in Ku70 show severely reduced expression of Ku80 and vice versa [9,10]. In eukaryotic cells, both Ku proteins consist of 
three domains (Fig. 19.2): an N-terminal von Willebrand A domain (vWA), a central DNA-binding domain, and a diverged 
C-terminal domain (CTD). Role of the vWA domain is poorly characterized but based on its homology to other proteins, it 
is thought to function as a protein–protein interaction site. The Ku80 CTD is only present in higher eukaryotes and is well 
established to interact with the DNA-PKcs, proximal to its kinase domain [5,11]. In lower eukaryotes lacking DNA-PKcs 
this domain is not present. The Ku70 CTD contains a distal SAP domain (SAF-A/B, Acinus, and PIAS motifs), which 
seems to increase binding to dsDNA and may also interact with other proteins [12,13].

Crystallographic structure of human Ku70/80 heterodimers has revealed that both proteins interact with each other 
through the central DNA-binding domain. These domains intertwine with each other to form an asymmetric ring structure, 
which avidly binds linear dsDNA as well as with lower-affinity hairpin ends in a sequence-independent manner. This is 
attributed to the inner structure of the ring that is lined with positively charged amino acid residues. These residues exclu-
sively interact with dsDNA sugar–phosphate backbone and are able to accommodate about 14 base pair [14].

Simplified, Ku70/80 complex is a sensor of DSBs that initiates the assembly of C-NHEJ complex to restore integrity 
of a DNA molecule. In fact, the role of Ku70/80 proteins is highly complex and integrates different aspects of DNA repair.  
Besides sensing, Ku70/80 complex possibly tethers broken DNA ends keeping them in close vicinity for end-processing 
and subsequent ligation. Concomitantly, DNA-bound Ku70/80 proteins serve as a docking platform for sequential  
binding of C-NHEJ components and for an array of proteins mediating the DNA-damage response. Further, Ku70/80 have 
been reported to coordinate DSB repair with cell cycle arrest, pathway choice, and, if needed, apoptosis [4]. Interestingly, 
Roberts et al. published that Ku70 possesses 5′-dRP/AP lyase activity and is possibly involved in end-processing by removing 
5′-apurinic and 5′-apyrimidinic (AP) sites [15].

Broken DNA ends are threaded through the eyelet-like structure formed by the Ku70/80 dimer and once the break is 
resolved, Ku70/80 remains trapped on the linear dsDNA molecule (Fig. 19.1). The escape mechanism of Ku70/80 complex 
from the DNA thread has been poorly studied and is not clear [4,7]. Based on the crystallographic structure, a conforma-
tional change leading to an opening of the eyelet is not possible [14]. However, there are some evidences for alternative 
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mechanisms, such as DNA nicking or protein degradation. DNA nicking has been reported in yeast, but there are so far no 
studies supporting this mechanism in human. In contrast, RNF8 (RING finder protein 8) has been shown to ubiquitinate 
human Ku80 and to induce thereby its degradation. Depletion of RNF8 resulted in prolonged retention of Ku80 at the site 
of DNA damage and as a consequence NHEJ was impaired [4,16].

Mice deficient in Ku70 or Ku80 are viable, fertile, and show a strongly similar phenotype, such as growth retardation and 
SCID due to inability to rejoin V, D, and J segments. Surprisingly, in Ku70-deficient animals there is a residual development 
of T cells but it is not clear how these cells circumvent V(D)J recombination, a step that is absolutely indispensable for B- 
and T-cell development. Ku80 deficiency has no predisposition for tumorigenesis but in contrast, Ku70-deficient animals are 
significantly prone to develop thymic lymphomas. MEF cells isolated from Ku70- or Ku80-deficient animals exhibit radiosen-
sitivity, intact DNA-damage checkpoints, and commit to premature senescence likely due to accumulation of DNA damage 
[9,10,17]. In humans, neither deficiency of Ku70 nor of Ku80 has been reported so far, most likely because deficiency is lethal. 
This speculation is further supported by the work of Wang et al., who demonstrated in human cells that Ku80 represses lethal 
telomere deletion [18]. The role of Ku70/80 in telomere maintenance is further supported in mice studies; however, these stud-
ies have provided conflicting results and the functional role in this process remains still to be determined [19,20].

2.1.1.2  DNA-PKcs (DNA-Dependent Protein Kinase Catalytic Subunit)

DNA-PKcs belongs together with ATM (ataxia telangiectasia related) and ATR (ataxia telangiectasia and Rad3 related) 
to the family of PIKK (phophatidyl inositol-3 kinase-like protein kinase) protein kinases, which mediate DNA-damage 
response and share overall a common structure. DNA-PKcs is a huge protein composed of 4128 amino acids correspond-
ing to a molecular weight of about 465 kDa. The N-terminal domain is predicted to consist of HEAT repeats [Huntingtin, 
elongation factor 3 (EF3), protein phosphatase 2A (PP2A), yeast kinase TOR1] and encompasses two-third of the entire 
protein (Fig. 19.2). Within this region are located major phosphorylation sites: PQR and ABCDE cluster. The C-terminus 
contains the catalytic kinase domain and two FAT domains (FRAP, ATM, TRAP) [5].

DNA-PKcs is the catalytic unit of the heterotrimer DNA-PK consisting of Ku70, Ku80, and DNA-Pkcs. Assembly of 
DNA-PK requires the binding of Ku70/80 complex to linear dsDNA ends, otherwise DNA-PKcs stays dissociated [21]. In 
this complex DNA-PKcs fulfills multiple tasks. The interaction between the DNA-PKcs and the Ku70/80 complex causes 
the latter to slide inward on each broken dsDNA end bringing the DNA-PKcs in a central position able to tether the DSB 
[22,23]. Reciprocally, the interaction with Ku70/80 complex induces conformational change of DNA-PKcs resulting in its 
catalytic activation and enables recruitment of subsequent C-NHEJ components [5,24].

Acquiring of catalytic activity by DNA-PKcs is of particular importance in C-NHEJ, though the exact role of target 
phosphorylation is poorly understood. Deficiency of kinase activity causes radiosensitivity and inability to rejoin V, D, 

FIGURE 19.2 Cartoon representing C-NHEJ components. Indicated are main domains and possible interaction sites. Summarized information is 
adopted from [4–6,24,36,38,45,55].
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and J segments [25]. However, phosphorylation of C-NHEJ components, such as Ku70, Ku80, Artemis, Xrcc4, and XLF 
seems to be redundant and does not affect C-NHEJ [24]. In contrast, phosphorylation of DNA-PKcs by the catalytic 
subunit itself and/or other kinases, such as ATM has been implicated in highly complex processes including regulation 
of end-processing, DNA-repair pathway choice, C-NHEJ complex dissociation, and auto-inactivation of kinase activity 
[5,7,24].

Altogether more than 40 sites of DNA-PKcs have been identified to undergo phosphorylation. Mutational analysis of 
both PQR and ABCDE cluster revealed that phosphorylation of these clusters do not affect the kinase activity but may 
reciprocally regulate end processing of dsDNA ends. The latter cluster seems to facilitate end processing and may promote 
a switch to the HR/FA (Fanconi) DNA-repair pathway, whereas PQC cluster is likely to counteract this process [24,26,27]. 
In contrast, phosphorylation of N-terminal cluster at serine 56 and 57 impacts kinase activity and blocks both C-NHEJ and 
HR. Phosphorylation of threonine 946 and serine 1004 does not affect kinase activity but it promotes HR. In line, phosphor-
ylation of C-terminal threonine 3950 promotes HR and it also inhibits kinase activity. Threonine 3205 is phosphorylated 
in response to IR. Possibly differential phosphorylation of DNA-PKcs may be involved in fine-tuning of pathway choice 
(Fig. 19.3) [28,29].

DNA-PKcs knockout mice are viable but severely immunocompromised due to inability to carry out rejoining of V, 
D, and J segments and develop thymic lymphoblastic lymphomas. In contrast, mice expressing DNA-PKcs mutated in 
ABCDE cluster die prematurely from severe congenital bone marrow failure. This particularly severe phenotype is pos-
sibly attributed to the block of HR/FA (Fanconi) DNA-repair pathway resulting in apoptosis of hematopoietic stem cells 
[27,30,31].

At present, there are no reports on human deficient in DNA-PKcs but a missense mutation at position L3062R has been 
reported. In consequence, this patient exhibited a classical RS-SCID. On molecular basis, this was attributed to a functional 
failure in V(D)J recombination due to impaired activation of Artemis [32].

2.1.1.3  Artemis

Artemis was first identified in human patients suffering from RS-SCID. Alignment of its protein sequence revealed 
N-terminal catalytic domain encompassing metallo-β-lactamase and β-CASP subdomains and regulator CTD specific 
to Artemis (Fig. 19.2). Both N-terminal subdomains are conserved in nucleic acid processing enzyme belonging to the 
superfamily of metallo-β-lactamases [33,34]. Artemis is an endonuclease processing hairpin coding ends during V(D)
J recombination and single-strand overhangs of dsDNA. As expected, Artemis deficiency in hematopoietic cells causes 
accumulation of unopened hairpins at the coding ends, whereas non-hematopoietic cells have increased sensitivity to 
ionizing radiation [35,36].

Recruitment of Artemis to a DSB as well as its subsequent catalytic activation is mediated through an interaction with 
DNA-PKcs. The interaction sites between both proteins are not well established. From the site of DNA-PKcs, the ABCDE 
cluster and its phosphorylation have be implicated in binding to the C-terminal region of Artemis. This site of Artemis is 
also phosphorylated by DNA-PKcs but its function remains to be determined [36,37].

FIGURE 19.3 Cartoon representing DNA-PKcs. Highlighted are domains of DNA-PKcs and some phosphorylation sites. Summarized information 
is adopted from reviews [4–6,24].
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2.1.2  LIG4 (DNA-Ligase 4/Xrcc4/XLF) Complex

LIG4 complex is composed of the DNA-Ligase 4, Xrcc4, and XLF and mediates the final step of the C-NHEJ repair. LIG4 
is the catalytic unit of the complex capable of covalently sealing the ends of a DSB, whereas Xrcc4 and XLF do not show 
catalytic activity and rather play structural role. Both Xrcc4 and XLF form stable dimers by interaction between the head 
domains and proximal stalk regions (Fig. 19.2). These domains share structural but no sequence homology [38]. Xrcc4 is 
absolutely required for the stability of LIG4. Cells deficient in Xrcc4 do not exhibit LIG4 activity and the protein is not 
detectable suggesting rapid LIG4 degradation [39]. In contrast, XLF does not impact the stability of LIG4 or Xrcc4 [40,41]. 
The functional roles of both Xrcc4 and XLF proteins in LIG4 complex are not clear but both have been reported to stimulate 
LIG4 activity, possibly by promoting its adenylation [42,43]. Interestingly, XLF has been shown to particularly facilitate 
joining of non-cohesive ends [38,41,44].

In higher eukaryotes, there are three DNA ligases (LIG1, LIG3, and LIG4), which participate in different DNA-repair 
pathways [45]. They share a highly conserved DBD (DNA-binding domain) and a CD (catalytic domain) comprising of 
a nucleotidyl transferase and oligonucleotide/oligosaccharide-binding subdomain. Unique to LIG4 is the long C-terminal 
tail, which accommodates two BRCT (BRCA1 C-terminal) domains separated by a linker region. This region and the both 
BRCT domains are involved in binding of Xrcc4 [46,47]. Another unique feature to LIG4 is the catalytic ability to join 
non-cohesive ends containing gaps and the exclusive function only to participate in the C-NHEJ-mediated DNA repair 
[44]. In contrast, LIG1 and LIG3 are promiscuous and engage in distinct DNA-repair pathways and their function is shortly 
discussed in the context of A-NHEJ.

LIG4 catalyzes a multistep reaction requiring ATP to activate lysine K273 (in human) of the catalytic domain. The acti-
vated lysine carries AMP that is then transferred to 5′-PO4 of DNA to form activated 5′-AMP-DNA. Subsequently, the 3′-
OH of a second DNA strand attacks the 5′-PO4 of the activated DNA releasing AMP and covalently sealing DNA strands. 
While this function is undisputed, the entire role of LIG4 complex in active NHEJ machinery is not clear [45].

Recruitment of LIG4 complex to the site of DNA damage is initiated by DNA-PK. But, there are emerging evidences 
that LIG4 complex itself may also contribute to assembly of a functional C-NHEJ complex serving as docking platform for 
end-processing enzymes. Studies carried out by Budman et al. clearly demonstrate that LIG4 complex is required for end 
processing of non-cohesive DNA ends [48]. The authors proposed a very attractive model, which implies that LIG4 com-
plex binds to a break before end-processing enzymes, such as nucleases and polymerases and examines the nature of the 
break. Cohesive ends, which do not need end-processing, are directly ligated, whereas in case of non-cohesive ends, LIG4 
complex recruits nucleases and polymerases. Once the ends are processed and made cohesive, LIG4 immediately seals the 
break protecting the DNA ends from further degradation [48,49].

As expected, targeted disruption of LIG4 or Xrcc4 in mice results in a strongly similar phenotype characterized by 
embryonic lethality due to massive neural apoptosis. Further, these animals suffer from arrested lymphocytosis through 
inability to rejoin V, D, and J segments and multiple other defects. MEF cells of these animals are markedly sensitive to IR 
[50,51]. Partially, the phenotype of LIG4 deficiency can be rescued by concomitant ablation of p53 or ATM. This is the case 
for embryonic lethality but not for arrested lymphocytosis. Rescue of lethality in LIG4/p53 or LIG4/ATM knockouts is not 
attributed to an improved or compensatory DNA-repair capacity, but rather due to attenuated response to DNA damage, and 
thus, diminished induction of neural apoptosis. In consequence, the cells bear to accumulate DNA damage but still fail to 
repair DSB or to rejoin V, D, and J segments [52,53]. In contrast, XLF null mice are viable, of normal size, and surprisingly, 
undergo almost unaffected V(D)J recombination, suggesting redundancy for this component in murine cells. Nonetheless, 
MEF cells show still increased sensitivity to IR [54].

In mouse, the LIG4 or Xrcc4 deficiency is not compatible with life and as expected, no deficiency in humans have been 
reported either. But, there are several reports of humans carrying mutations in LIG4, Xrcc4, and XLF genes. In case of LIG4, the 
severity of phenotype correlates with the residual LIG4 catalytic activity. These patients are generally characterized by sensitivity 
to radiation, features related to neural apoptosis, such as microcephaly and accordingly mental retardation, growth retardation, 
facial dysmorphisms, and skin abnormalities. Further, affected individuals show variable degrees of immunodeficiency (RS-
SCID) [55]. Likewise, XLF or Xrcc4-affected patients show in general similar features, such as microcephaly, growth retardation, 
and radiosensitivity. But in striking contrast to LIG4 and XLF mutations, no immunodeficiency has been reported in patients car-
rying Xrcc4 mutations. This suggest that Xrcc4 may be redundant for V(D)J recombination in humans [40,41,56–61].

2.2  Programmed Double-Strand Breaks

To defend from continuously invading pathogens, higher vertebrates have developed an adaptive immune system composed 
of B and T cells. These cells have been equipped in a unique ability to tailor pathogen-specific immunoglobulins (Ig) and 
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TCRs. To do so, maturating B and T cells commit to highly dangerous programmed DSBs during V(D)J and CSR that, if 
not adequately repaired, result either in cell death or in chromosomal translocation [3,62].

V(D)J recombination occurs in both B and T cells and is initiated when the endonuclease RAG (recombination activat-
ing gene) binds to recombination signal sequences (RSS) flanking the variable (V), diverse (D), and joining (J) segments. 
RSS encompasses a heptamer of seven conserved base pairs (CACAGTG), a spacer region of 12 or 23 variable nucleotides 
and conserved nanomer (ACAAAAACC). Every V, D, and J segment is flanked with 12-RSS (12 base pair pacer) on one 
side and with 23-RSS (23 base pair spacer) on the other side. RAG creates single-strand DNA nicks within RSS regions and 
uses the reactive 3′-OH to disrupt the complementary DNA strand. The segment between 12-RSS and 23-RSS (12/23 rule) 
is permanently deleted from a chromosome and the ends are covalently joined (Fig. 19.4) [3,62].

While the RSS ends (deleted DNA sequence) are blunt and can be directly ligated, the chromosomal coding ends form 
hairpin structures that must undergo processing before ligation. The hairpin opening requires the endonuclease activity of 
Artemis. As expected, deficiency of this nuclease results in accumulation of unopened ends in the maturating B and T cells 
[35]. Once the coding ends are open, an array of enzymes, such as polymerases and possibly different nucleases act on these 
ends. A particular role is played by the TdT polymerase, which has a unique ability to attach random nontemplated nucleo-
tides to the overhangs of coding ends. The extensive processing of ends is required to interspace nucleotide sequences, and 
thus, increase diversity of Ig and TCR [63].

The final ligation of coding ends is highly complex and is exclusively carried out by C-NHEJ machinery. This tunneling 
function is attributed to RAG proteins, which tether the coding ends and possibly concurrently block the access of other 
DNA-repair pathways. C-terminal mutation of murine RAG2 permits A-NHEJ to mediate this process [64]. Interestingly, 
XLF seems to be redundant for successful V(D)J recombination in mice and Xrcc4 in humans [54]. In contrast, knockout 
or hypomorphic mutations of any other C-NHEJ component results in RS-SCID due to inability to rejoin coding ends of V, 
D, and J segments in both mice and humans [3,62].

CSR is exclusive to peripheral antigen-stimulated B cells that express IgM and IgD on their surface. In similar fashion to 
the V(D)J recombination, first formation of DSB is initiated by AID (activation-induced cytidine deaminase). This enzyme 
deaminates cytidine in S-regions flanking the genes coding for IgM, IgD, IgG, IgE, and IgA. In multistep process, this 
lesion is converted to a DSB and the unwanted DNA segment is permanently deleted from the chromosome. The segments 
surrounding the break are brought together resulting in a switch of antibody isotype. In contrast, ligation of these segments 
is not absolutely dependent on C-NHEJ. Genetically engineered B cells to bypass V(D)J recombination undergo robust 
CSR in mice deficient in C-NHEJ key components, such as Ku70, LIG4, and Xrcc4. The joining junctions in these animals 

FIGURE 19.4 Cartoon representing V(D)J recombination. RAG induces DSBs in RSS regions in the vicinity of segments that are intended to be 
recombined and tethers the coding ends. The DNA sequence between these segments is permanently deleted from chromosome. The coding ends carry 
hairpin structure that must be opened before ligation. This is carried out by Artemis. The joining of coding ends is exclusively mediated by C-NHEJ and 
is tunnelled through RAG.
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carry extended microhomology characteristic for A-NHEJ [65–67]. This implies that A-NHEJ has the ability to back up the 
C-NHEJ machinery in CSR but its physiological role is not understood.

3.  ALTERNATIVE NHEJ

While the C-NHEJ has been intensively studied for many years and great knowledge has accumulated, the A-NHEJ, in 
contrast, has been gaining attention since 2010 as microhomologies (hallmark of A-NHEJ) became linked to chromosomal 
aberrations in murine and human cells [3,68].

The first evidence for existence of the A-NHEJ came from experiments, in which cells deficient in C-NEHJ component(s) 
still repair DSB in a template-independent manner [69–71]. Because its activity is mainly seen, when C-NHEJ is inacti-
vated, A-NHEJ is also referred to as backup NHEJ [3,68]. Studies in 2015 further revealed that A-NHEJ may also be a 
backup mechanism for HR [72,73]. However, it is not clear what is the role of A-NHEJ when the both aforementioned 
mechanisms are functional. One possibility is, when for whatever reason C-NHEJ and/or HR fails to repair a DSB, then 
A-NHEJ engages and fixes this break. The fingerprint of A-NHEJ-mediated repair is microhomology with deletions at the 
repair junctions. This implies that initiation of A-NHEJ requires broken DNA ends to be resected until short homologous 
overhangs are uncovered (Fig. 19.5). Subsequently, these complementary ends anneal and the break is then directed to 
A-NHEJ machinery for repair. Due to these short homologies, A-NHEJ has been also designated as microhomology-
mediated end joining (MHEJ).

Though the role of microhomology-mediated repair in DNA repair is well established, the nature of this pathway is 
still heavily disputed. It is not clear whether A-NHEJ is a single pathway or may be distinct pathways. Boboila et al. ana-
lyzed CSR junctions from murine B-cells deficient in LIG4 or Ku70 [67]. LIG4-deficient cells showed almost exclusively 
microhomology-mediated repair of junctions, but in contrast, Ku70-deficient cells carried a substantial fraction of direct 
junctions with no microhomology. Direct junctions are usually seen in WT cells. Based on these results, Ku70-dependent 
and Ku70-independent A-NHEJ pathway has been proposed, the latter able to mediate both direct and microhomology-
mediated junctions [67]. However, it remains to be deciphered how these differences occur. Since the activity of A-NHEJ 
is mainly seen in cells deficient in C-NHEJ components, other scientists have suggested that what has been designated as 
A-NHEJ, is merely C-NHEJ, in which a redundant protein substitutes a missing component, for example, Lig3 substitutes 
for Lig4 [3,74].

FIGURE 19.5 Cartoon of limited end resection and gap filling. Microhomology is highlighted with red. After double-strand break (DSB) induction, 
incoherent DNA ends undergo limited resection until homologous overhangs are uncovered. Pol θ stabilizes the hybridized overhangs and uses the oppo-
site strand to fill in the gaps. Arrows indicate the direction of gap filling.
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3.1  Components of A-NHEJ

Based on the literature many different proteins have been implicated to play a role in the A-NHEJ. Some of them are PARP1 
(poly-ADP-ribose polymerase 1), Xrcc1, Lig1 and Lig3, Mre11, CtIP (CtBP-interacting protein), and Pol θ (polymerase 
theta). All of these components and others that are not mentioned here have been already assigned to distinct DNA-repair 
pathways. For instance, both CtIP and Mre11 have been assigned to HR-mediated repair and PARP1 was first allocated to 
base excision repair [68]. Thus, it makes it very difficult to define the A-NHEJ pathway.

Although it is not understood how and when cells choose to initiate A-NHEJ over C-NHEJ or HR-mediated DNA repair, 
there are supporting evidences that PARP1 and the end-processing nuclease CtIP and Mre11 may play a pivotal role in this 
process. Common step to each DNA-repair pathways is sensing of the break that is mediated by pathway-specific complex 
(sensor). Simplified, whereas Ku70/80 complex is the DSB sensor for C-NHEJ-mediated repair, MRN complex senses for HR 
[7,75]. Similarly, PAPR1 may be the sensor protein for A-NHEJ because it is able to bind single- and double-stranded DNA 
ends and is instantly recruited to DSBs. In addition, inhibition or knockdown of PARP1 counteracts activation of A-NHEJ. 
PARP1 interaction with broken DNA ends causes its heavy auto-poly-ADP-ribosylation that promotes recruitment of MRN, 
CtIP, and LIG3/Xrcc1 complex, possibly through direct interaction [76,77].

MRN complex is composed of three proteins Mre11, Rad50, and NBS and avidly binds to DNA DSBs [75]. Based on 
crystallographic structure, MRN complex tethers broken DNA ends and serves, on the other hand, as a docking platform 
for CtIP at the break [78,79]. Both Mre11 and CtIP bestow the MRN complex with nuclease activity and carry out initial 
limited end resection (Fig. 19.5). This resection is restricted to maximum of two to three hundred nucleotides and is needed 
to uncover microhomologous (few nucleotides long) complementary overhangs. Annealing of these overhangs is possibly 
required for initiation of A-NHEJ-mediated ligation. However, if cells choose to progress to HR-mediated repair, then there 
is a switch to an extensive resection over thousand nucleotides mediated by a different set of nucleases, such as EXO1 and 
BLM [80,81]. At present, it is not understood how the switch/pathway choice is made.

Another unanswered question is how the access of sensor proteins to DSBs is determined. It has been shown that Ku70/80, 
MRN, and PARP1 compete for binding to broken DNA ends. However, Ku70/80 complex seems to outcompete both MRN and 
PARP1 making C-NHEJ the default DNA-repair pathway [82–84]. Thus, it is understandable that Ku70 or Ku80 deficiency would 
favor the binding of PARP1 to a DSB and promote A-NHEJ, but how does deficiency of LIG4 or other C-NHEJ components 
promote A-NHEJ is not clear [66,67]. One possibility is that in the absence of C-NHEJ components, Ku70/80 binding to DNA 
ends cannot be stabilized and the complex falls off making the DNA ends again accessible for PARP1 or MRN complex [84,85].

Analog to the role of polymerases (Pol λ and Pol μ) in the C-NHEJ, in 2015, Pol θ was reported to play a role in A-NHEJ. 
Kent et al. presented in an in vitro assay that, once overhangs with microhomology are annealed, Pol θ stabilizes the hybrid-
ized sites of the overhangs and uses the opposing strand to fill in the gaps with complementary nucleotides (Fig. 19.5) [86]. 
In vivo studies have further supported the role of Pol θ in A-NHEJ and demonstrated its competitive nature with HR. Inter-
estingly, cells compromised in HR due to BRCA1 deficiency rely on A-NHEJ as a backup mechanism and knockdown of 
Pol θ results in synthetic lethality making it an attractive chemotherapeutic target in a subset of cancers [72,73].

Multiple research groups have shown that the final step of ligation is mostly carried out by LIG3, possibly in complex 
with its binding partner Xrcc1. Depletion of this ligase in cells or cell extracts significantly reduced A-NHEJ-mediated 
events [87,88]. Della-Maria et al. provided an interesting observation that in wild-type (WT) cells, MRN and LIG3/Xrcc1 
are associated [89]. Upon IR exposure, MRN and LIG3/Xrcc1 dissociate possibly to participate in distinct DNA-repair 
pathways. In contrast, MRN and LIG3/Xrcc1 remain associated in cells that are deficient in LIG4 or DNA-PKcs, suggest-
ing redirection to A-NHEJ pathway [89]. In line, ablation of nuclear LIG3 decreased translocation rate and remaining trans-
location did not show bias toward microhomology. Concomitant knockdown of LIG1 but not of LIG4 further suppressed 
translocation rate making LIG1 the possible backup ligase for LIG3 [90].

The stability of LIG3 is dependent on its binding partner Xrcc1 that is analogous to LIG4/Xrcc4 complex. Ablation of 
Xrcc1 causes functional deficiency of LIG3 [45]. However, there are convicting studies showing that Xrcc1 may be redun-
dant for A-NHEJ. Knockout of Xrcc1 in WT or in Xrcc4-deficient B cells did not affect A-NHEJ-mediated CSR and IgH/ 
c-myc translocations. This is in line with the work of Soni et al. showing that Xrcc1 is not required for translocations in 
MEF cells [91]. Based on previous reports that in the absence of LIG3, LIG1 was still driving translocations, these studies 
further support an important role of LIG1 in A-NHEJ pathway and not necessary just as a backup ligase for LIG3 [65,91].

3.2  Role of A-NHEJ in Chromosomal Aberration

Translocations and other chromosomal aberrations are the hallmark of cancers and can determine the nature of a tumor as 
well as response to radiochemotherapy. In 2010s, microhomology signature was reported at the breakpoints of translocations 
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and other chromosomal aberrations providing evidences for A-NHEJ as the executive mechanism for genomic instability 
under certain circumstances [2,3,92].

Animals deficient in Xrcc4/p53 or LIG4/p53 succumb uniformly from pro-B cell lymphomas that carry oncogenic 
translocations between chromosome 12 and 15 t(12; 15) resulting in IgH/c-myc fusion [93]. Analogously, non-hematopoietic 
mouse cells deficient in Ku70, Xrcc4, or LIG4 showed increased rate of translocations. Comparison of breakpoint 
junctions between WT and C-NHEJ component–deficient cells revealed similar characteristics, such as deletions, inser-
tions, and microhomologies [90,94,95]. In line with the role of A-NHEJ in translocations, depletion of CtIP resulted in 
decreased translocation rate and reduced microhomologies in WT cells. All these studies support the role of A-NHEJ as a 
major mediator of translocations in mammalian cells. However, this concept was challenged in 2014 in human cells. Ghe-
zraoui et al. found in multiple human cell lines including HCT116 that deficiency of Xrcc4 or LIG4 decreased transloca-
tion rate but remaining translocations carried microhomologies at breakpoint junctions and knocking down CtIP decreases 
translocation rate [96]. Thus, the authors concluded that C-NEHJ presents the major mechanism of translocation in humans 
and A-NHEJ plays only marginal role [96]. In contrast, Soni et al. presented opposite results supporting the finding in 
murine cells. In their hands, translocation rate was increased in the same LIG4-deficient HCT116 cells and frequency of the 
translocations was decreased by PARP inhibitor [91]. Intermediate results came from analysis of germline chromosomal 
rearrangement in human patients. Here, 31% breakpoint junctions disclosed microhomology [97]. Thus, eventual species-
specific differences between humans and mice remain to be elucidated.

Interestingly, increased A-NHEJ activity has been demonstrated in leukemia cells expressing Bcr-abl or FLT3/ITD 
(FMS-like tyrosine kinase/internal tandem duplication). Bcr-abl is an oncogenic fusion protein resulting from t(9; 22) 
translocation and is considered to be the causative mechanism of CML (chronic myelogenic leukemia), whereas FLT/ITD 
is pathognostic for AML (acute myelogenic leukemia). Cells carrying either of these constitutively active kinases showed 
impaired DSB repair attributed to deregulation between C- and A-NHEJ pathways [98–100]. However, from these studies it 
is not clear whether impaired balance between these two mechanisms is a consequence of bcr-abl or FLT3/IDT expression 
or these aberrations were induced by preexisting increased A-NHEJ activity.

4.  END PROCESSING

The nature of DNA-damaging agents determines the complexity of DSBs. Particularly, IR- and ROS-induced damage 
produce DNA ends that show highly complex structures and are not compatible for direct ligation. Such ends may contain 
abasic nucleotides, nucleotides missing 3′-OH or 5′-phosphate group, or overhangs with no or only partial complementarity. 
Ends with hairpin structures arise during V(D)J recombination (Fig. 19.4). Common to all these DNA ends is a requirement 
for adequate processing before the break can be sealed. On the other hand, coherent or blunt end that can be directly joined 
needs to be protected from enzymatic trimming [101].

To deal with the complexity of DNA DSBs, an array of regulatory and end-processing components has evolved. Both 
DNA-PKcs and LIG4 complex have been shown to be recruited to DSBs before the end-processing enzymes and may deter-
mine the accessibility to the DNA ends. Central role could be assigned to the ABCDE and PQR phosphorylation clusters 
of DNA-PKcs that reciprocally regulate end-processing, among others through interaction with Artemis [26,37,48,49]. In 
line, LIG4 complex serves as docking platform for end-processing enzymes and additionally, LIG4 alone possesses ability 
to ligate non-cohesive ends containing gaps [44,48,49]. Further, Ku70, a member of the DNA–PK complex, has been also 
implicated in the end-processing by removing abasic nucleotides [15]. Altogether, it seems that C-NHEJ complex pos-
sesses the ability to deal with less-complex breaks. Possibly, failure of C-NHEJ complex to adequately process the ragged 
ends may contribute to a switch to limited or extensive end resection revealing homologous sequences for A-NHEJ or HR 
pathway [2].

Another group of specialized enzymes including PNKP (polynucleotide kinase/phosphatase), aprataxin, and APLF 
(aprataxin and PNKP-like factor) have been implicated in trimming DNA ends during NHEJ. All three enzymes share a 
common FHA (fork-head associated) domain that mediates their binding to Xrcc4 or Xrcc1 in phosphorylation-dependent 
manner [102]. PNKP carries a 5′-kinase and 3′-phosphatase activity and is able to restore compatible 5′-phosphate and 
3′-OH group at DNA ends [103]. Aprataxin was found to release AMP from the 5′-DNA ends of abortive DNA ligation 
intermediates, and thus, producing a 5′-phosphate that can undergo religation. Mutations in the gene coding for aprataxin 
cause neurological disorder, such as ataxia oculomotor apraxia-1, possibly through neuron death due to accumulation of 
DNA damage [104]. APLF interacts with Ku80 through the central domain and enhances NHEJ, possibly through its endo-
nuclease activity [102].

A special situation arises when partially complementary ends anneal leaving open gaps that need to be filled in. Mem-
bers of polymerases X family including Pol λ, Pol μ, and TdT (terminal deoxynucleotidyl transferase) have been implicated 
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in filling in these gaps. Both Pol λ and Pol μ interact with Ku70/80 and LIG4/Xrcc4 complexes, whereas XLF seems to pro-
mote their activity. Deficiency of Pol λ and Pol μ during V(D)J recombination resulted in increased deletion of overhangs. 
Thus, these polymerases possibly contribute to retention of DNA overhangs, but their exact biological role remains to be 
determined [8]. TdT takes a special role among these polymerases as it is only expressed in hematopoietic B and T cells 
that undergo V(D)J recombination. During deletion of V, D, and J segments, TdT polymerase adds randomly nucleotides 
to overhangs of opened coding ends before they are religated. In consequence, the interspaced nucleotides increase the 
diversity of antigen-specific antibodies and TCRs [63].

5.  CONCLUSIONS

Maintenance of genomic stability is of paramount importance for single cells, living organisms, and for conservation of the 
species. Inability to maintain genome stability has known deleterious consequences, such as cell death, malignant transfor-
mation causing cancer, and when germ cells are affected passing of diseases to subsequent generations. On the other hand, 
cells must accommodate certain level of mutability to ensure evolutionary adaptation. To deal with all these challenges, 
cells developed DNA-damage response, the ability to sense DNA damage and respond to it in adequate way. This involves 
several DNA-repair pathways, extensively reviewed in this book as well as activation of signaling pathways that synchro-
nize the cell cycle, DNA replication, and cell metabolism with DNA repair and induce apoptosis, if repair fails.

Nowadays, after decades of intense studies addressing the DNA-repair mechanisms, the main DNA-repair pathways 
have been possibly discovered. The DNA pathways are tailored to instantly handle any kind of DNA damage at any location 
in the genome but differ in their fidelity to execute this function. In case of inability to repair the damage, cells are expected 
to undergo programmed cell death to prevent accumulation of unwanted aberrations and not to pass them to descending 
population of cells. Nonetheless, it is widely accepted that accumulation of chromosomal aberrations as a consequences of 
impaired DNA repair leads to malignant transformation, but the causative mechanisms are poorly understood.

A-NHEJ is considered as a backup mechanism of both C-NHEJ and possibly HR. HR is a high-fidelity mechanism 
that in most cases guarantees 100% faithful repair of DSBs. C-NHEJ, although considered error prone, can directly ligate 
coherent ends with no change in nucleotides sequence and incoherent ends are processed with minimal nucleotide loss. 
Cells tolerate well this low level of inaccuracy that may secure certain rate of mutability required to drive evolution. Both 
C- and A-NHEJ are active through the cell cycle but the latter shows great fluctuations. A-NHEJ peaks in G2 phase and 
almost vanishes in G1/0 phase of the cell cycle [101]. It is obscure why both C-NHEJ and HR pathway would need to be 
backed up by low-fidelity mechanism such as A-NHEJ that is blamed to cause genomic instability. It would be understand-
able that low-fidelity mechanism is activated in differentiated cells that will not commit to enter the cell cycle again such as 
circulating leukocytes or neurons but in contrast, A-NHEJ reaches its highest activity in G2 phase of dividing cells. May be 
under physiological conditions, A-NHEJ fulfills a different role and is not mutagenic at all. Merely the conditions, which 
are chosen to study its function, disclose the wrong nature of this pathway.

Possibly, better characterization of A-NHEJ at the molecular level and better understanding of pathway choice may pro-
vide some clarity to the earlier questions. However, the greatest limitation in understanding the complexity of DNA repair 
and any other cellular processes is attributed to the technics that are at present used in laboratories.

Cellular processes are highly dynamic; billions of molecules classified to hundreds of pathways are functioning at the 
same time in a single cell and carry out thousands of different reactions. But the vast majority of laboratory techniques 
enables just to take a snapshot of highly dynamic metabolism in a large number of cells. At present, live-time imaging is 
in its infancy and allows simultaneous tracing of few molecules at best with low resolution. Studying cellular process with 
current technics, it is like trying to reproduce and understand the dynamic life of New York City based on static pictures 
in “google maps.” Only development of techniques that allow tracing hundreds or thousands molecules in real time at the 
resolution of single molecule in a single cell will provide better understanding of all these complex processes. Thus, it is a 
long way to go until we truly understand the DNA-repair pathways.

GLOSSARY
Chromosomal aberrations All unwanted changes in the genomic DNA.
Heterodimer Complex of two distinct proteins.
Heterotrimer Complex of three distinct proteins.
Microhomology Few nucleotides-long complementary DNA sequences.
Paralog A gene, which arose by duplication and evolved new function.
Processing Removing/adding of nucleotides at free DNA ends.
Radiosensitivity Increased rate of cell death to ionizing radiation.
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Sensing To detect a double-strand break.
Synapsis Complex of proteins holding broken DNA ends together.
Tethering Holding two DNA ends together.

LIST OF ABBREVIATIONS
AID Activation-induced cytidine deaminase
APLF Aprataxin and PNKP-like factor
ATM Ataxia telangiectasia related
ATR Ataxia telangiectasia and Rad3 related
Bcr-abl Breakpoint cluster region-abl1 gene
BRCT BRCA1 C terminal
CD Catalytic domain
CSR Class switch recombination
CTD C-terminal domain
CtIP CtBP-interacting protein
DBD DNA-binding domain
DNA-PKcs DNA-protein kinase catalytic subunit
DSBs Double-strand breaks
FHA Fork-head associated
FLT3/ITD FMS-like tyrosine kinase/internal tandem duplication
HEAT Huntingtin, elongation factor 3 (EF3), protein phosphatase 2A (PP2A), yeast kinase TOR1
HR Homologous recombination
Ig Immunoglobulin
IR Ionizing radiation
MRN Mre11, Rad50, NBS
NBS Nijmegen breakage syndrome
NHEJ Nonhomologous end joining
PARP Poly-ADP-ribose polymerase
PIKK Phosphatidyl inositol-3 kinase-like protein kinase
PNKP Polynucleotide kinase/phosphatase
Pol θ Polymerase theta
RAG Recombination-activating gene
ROS Reactive oxygen species
RSS Recombination signal sequence
RS-SCID Radiosensitive severe combined immunodeficiency
SAP SAF-A/B, Acinus, and PIAS motifs
TCR T-cell receptor
TdT Terminal deoxynucleotidyl transferase
vWa von Willebrand A domain
Xrcc4 X-ray repair cross-complementing protein
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1.  INTRODUCTION

DNA double–strand breaks (DSBs) are one of the most injurious lesions that can generate genomic rearrangements and 
challenge cell fate. DSBs are produced through exposure to exogenous treatments (such as ionizing radiation), the byprod-
ucts of endogenous cellular metabolism and arrested replication forks. DSB repair is essential for the maintenance of DNA 
integrity, but can also trigger profound genomic rearrangements. Conversely, DSBs can also generate genetic diversity in 
essential biological processes, such as meiosis and the establishment of the immune repertoire (discussed in Refs. [1,2]). 
Therefore, DSB repair must be tightly controlled.

Two major strategies are used to repair DSBs: homologous recombination (HR), which requires an intact homologous 
sequence and nonhomologous end joining (NHEJ), which joins the DNA double–stranded ends (DSEs) without requiring 
any extended homologous sequence [3], and is a prominent process in mammalian cells. The canonical NHEJ (C-NHEJ) 
pathway is Ku70/Ku80- and XRCC4-DNA ligase 4-dependent. During early 2000s, an additional highly mutagenic alterna-
tive end-joining pathway(s) (A-EJ) that is Ku70/Ku80-and XRCC4-DNA ligase 4-independent was described (for review, 
see Refs. [1,4]).

Here, we focus on HR in mammalian cells. HR is evolutionarily conserved in all organisms. The main roles of HR 
are the protection and reactivation of replication forks that have been blocked (reviewed in Refs. [2,5]), the gap filling of 
single-stranded DNA (ssDNA) and the repair of DSBs [3]. Therefore, HR also plays essential and pivotal roles in genome 
stability, diversity and plasticity.
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2.  THE ROLE OF HR IN THE EQUILIBRIUM OF GENETIC STABILITY VERSUS DIVERSITY

The products of HR are gene conversions (GC, nonreciprocal exchange of genetic material) associated with or without 
crossing over (CO, reciprocal exchange of the adjacent sequences), which allows HR to generate new combinations of 
genetic material or eliminate mutations (Fig. 20.1A). This function combined with the ability to repair DNA breakage 
places HR at the heart of the equilibrium controlling the balance between genetic stability and variability. Therefore, HR 
is implicated in many fundamental biological processes (see Fig. 20.1B). Indeed, due to its versatility, HR is involved in 
essential biological processes ranging from molecular evolution to DNA repair and meiotic differentiation and is also rel-
evant to the application of targeted gene replacement (Fig. 20.1B).

Other examples of the diverse roles of HR in genome plasticity are as follows (Fig. 20.1B):

 l  HR is a driving force for the evolution of multigene families. In some families of repeated genes, the duplicated genes 
co-evolved via a phenomenon called concerted evolution [6,7].

 l  During meiosis, HR favors allelic recombination between two homologous chromosomes. Because the two homolo-
gous chromosomes are not fully identical, this process ensures allele mixing and creates genetic diversity (for review, 
see Ref. [8]).

 l  HR participates in neurogenesis during embryonic and postnatal neural development [9]. Heterozygous mutations 
in RAD51, which is the central HR component, have been found in individuals with congenital mirror movements 
(CMM) [10].

FIGURE 20.1 The outcomes and roles of HR in mammalian cells. (A) The products of HR. Crossover (left): Reciprocal exchange of the adjacent 
sequences. Gene conversion (right): Nonreciprocal transfer of genetic material.(B) The involvement of HR in many biological processes. HR participates 
in numerous fundamental processes controlled by the equilibrium between the stability and instability/diversity of the genome.
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3.  MOLECULAR MECHANISMS AND REGULATION OF HR

HR refers to different molecular mechanisms (Fig. 20.2). DSB repair by HR acts through several successive steps 
that need to be precisely coordinated to secure genome integrity. All of the different HR processes are initiated by a  
5′–3′-single-strand break.

3.1  DSB Sensing and Chromatin Remodeling

The initial sensing of HR is mediated by the MRN complex (MRE11/RAD50/NBS1) in cooperation with the ATM (ataxia 
telangiectasia–mutated) kinase, which transduces the DNA-damage response (DDR). Inaccessible areas of the chromatin 
cannot be supported by the DDR. Thus, immediate changes in the DNA structure that result from the detection of the 
affected region are needed [11,12]. Indeed, the state of the chromatin changes after the recognition of DSBs, particularly 
through the phosphorylation of histone variant H2A.X in the vicinity of the lesion [13]. This change facilitates the accu-
mulation of repair proteins at the damaged areas. The MDC1 mediator is recruited to the damage after its phosphorylation 
by ATM. MDC1 stabilizes the MRN complex, and its accumulation leads to remodeling of the chromatin by the ubiquitin 
ligases RNF8 and RNF168 (for review, see Ref. [2]).

3.2  Initiation of DNA Resection

After chromatin decondensation, the 53BP1 and Rap80–BRCA1 complex is recruited to the DSB. BRCA1 (“breast 
cancer type 1 susceptibility protein”) is an HR mediator, and multiple roles of BRCA1 have been described in HR and 
DDR [14,15]. HR is initiated by the resection of the 5′-end toward the 3′-end to obtain ssDNA with a 3′-extension. 
This step is performed by nucleases and DNA helicases. One essential role of BRCA1 (in association with CtIP) dur-
ing HR initiation is the removal of 53BP1 from the DNA ends, thereby making them accessible for resection initiation 
[16,17].

The resection occurs during two substeps and is modulated by the MNR complex. BRCA1 has a BRCT domain that 
enables interactions with phosphorylated proteins. BRCA1 forms a heterodimer with its BARD1 cofactor (“BRCA1-
associated ring domain 1”), which possesses a RING domain [18] and gives the BRCA1/BARD1 complex E3 ubiqui-
tin ligase activity. Thus, this complex allows the ubiquitination of the CtIP nuclease (exonuclease activity in the 3′- to 
5′-direction) that cooperates with MRN to initiate the resection of the DSB [19–21]. Studies in 2015 showed that the 
MCM8–9 helicase complex was essential for DNA resection by the MRN complex at DSBs and was required for the 
proper localization of the MRN complex to the DSBs [22]. Then, the exonuclease 1 (Exo1) and/or the BLM/DNA2 
complex ensures the elongation of the 3′-strand to generate a long 3′-overhang [23] (Fig. 20.2A); BLM is a member 
of the Rec Q helicase family and is mutated in Bloom syndrome [24]. Finally, the ssDNA is protected and stabilized 
by RPA.

3.3  Loading of RAD51 and Strand Exchange

BRCA2 (“breast cancer type 2 susceptibility protein”) in association with Palb2 (which is also mutated in breast cancer 
familial cases) replaces RPA by RAD51, creating a presynaptic filament. RPA contributes to the polarity of the process. The 
RAD51/ssDNA filament promotes homologous pairing, through microhomologies scanning [24a] and strand invasion of a 
homologous duplex sequence, initiating then copy of the homologous matrix, and generating cruciform intermediates called 
Holliday junctions (HJs) (Fig. 20.2A). Rad54, which is a protein from the SWI2/SNF2 family, interacts with Rad51, thereby 
facilitating strand invasion [25]. Rad54 catalyzes the migration of the branches that takes place between the two strands.

The invading 3′-ssDNA allows the priming of DNA synthesis. This priming displaces the complementary strand cre-
ating a D-loop (displacing loop), which is then captured by the other broken DNA end. RAD54 also stabilizes this HR 
intermediate. This intermediate generates the cruciform HJs that are resolved by nucleases or dissolved, leading to the HR 
outcomes (Fig. 20.2A).

A family of six proteins (RAD51B, RAD51C, RAD51D, XRCC2, XRCC3, and RAD51AP1) known as the RAD51 
paralogs (ie, proteins that share sequence homology with RAD51) has been identified. Genes encoding these para-
logs may have derived from RAD51 gene duplication, and share at least 20% identity at the amino acid level with 
RAD51 and each other [26]. Two distinct complexes have been identified: RAD51B–RAD51C–RAD51D–XRCC2 
(BCDX2) and RAD51C–XRCC3 (CX3) [28]. The early role of the RAD51 paralogs in HR is to promote the forma-
tion and stabilization of the RAD51 nucleoprotein filament, most likely by counteracting the disruption of the fila-
ment by the helicases. A 2004 work showed that the BCDX2 complex (but not the CX3 complex) was responsible 



FIGURE 20.2 The different HR models. (A) The DSB repair model [100]. DSB resection (gray arrows) generates ssDNA tails that invade an intact homol-
ogous duplex DNA and initiate DNA synthesis (black arrow). This strand invasion displaces the complementary strand and creates a D-loop that anneals to the 
complementary strand of the recipient molecule. DNA synthesis fills in the gaps, and the processes results in two cruciform junctions (Holliday junctions) that 
can be resolved/dissolved or migrate. The final outcome is gene conversion associated with (black arrow) or without (gray arrow) crossing over. Mismatch 
forming heteroduplexe (white circles). The proteins involved in these steps are noted on both sides of the schematic. (B) Resolution of the Holliday junctions. 
The products of HR issue from a 180° rotation of the HJ followed by its resolution that leads to a crossing over (black arrow) or a non-crossing over (white 
arrow) event. (C) Other HR models. In the absence of resolution/dissolution of the dHJ, synthesis can be prolonged up to the end of the chromosome (left 
panel; BIR: break-induced replication). Alternatively, the invading strand can flip back to its parental molecule (middle panel; SDSA: synthesis-dependent 
single-strand annealing). Finally, another process results in the annealing of the complementary strand revealed by resection (right panel; SSA: single-strand 
annealing). SSA does not act through strand invasion of the duplex DNA, does not generate a dHJ, and is a nonconservative process because it leads to the 
deletion of the intervening sequence. (D) Gap filling. The broken molecule (black) invades an intact homologous molecule (red) containing a heterologous 
sequence (yellow). DNA synthesis initiated by HR copies the heterologous sequence (yellow) and transfers it to the acceptor molecule (black).



Homologous Recombination in Mammals Chapter | 20 341

for RAD51 recruitment to DNA-damage sites in human cells. After RAD51-mediated strand invasion, the RAD51 
paralogs influence GC tract length. Moreover, the RAD51 paralogs can bind to Y-shaped replication-like intermedi-
ates and synthetic HJ suggesting a role for the RAD51 paralogs in DNA repair during replication and the resolution 
of HR intermediary structures [29].

3.4  Resolution of the HJ and HR Outcomes

The nucleases GEN1 (“gen endonuclease homolog 1”), the heterodimer Mus81/Eme1 (“essential meiotic endonuclease 
1”), and SLX1 and SLX4 [30–32] are among the factors that resolve HJ through cleavage. Topoisomerase III (TopoIII) and 
BLM resolve the double HJ (dHJ) substrate via the convergent migration of the two dHJs toward one another, leading to 
their collapse. TopoIII alpha recruits Rmi1 to catalyze dHJ dissolution. Finally, Rmi2 (an essential member of the “dissolva-
some” complex) stimulates dHJ resolution [33] (Fig. 20.2A).

According to the orientation of the HJ resolution, the process may result in an exchange of adjacent sequences (Fig. 
20.2B). Therefore, the products of HR are GCs with or without CO (depending on the resolution of the intermediate struc-
ture). However, the absence of HJ resolution will lead to break-induced replication (BIR) or synthesis-dependent strand 
annealing (SDSA) [3] (Fig. 20.2C).

Pairing and strand exchange of homologous DNA strands tolerate some differences between the molecules involved, 
thereby allowing the creation of a hybrid double-stranded DNA molecule called a heteroduplex that carries mismatches 
(Fig. 20.2A). Mismatch repair will result in the nonreciprocal transfer of genetic information from one DNA molecule to 
the other (ie, GC). In addition, the 3′-end of the invading strand allows DNA synthesis by copying the recipient molecule. 
In this process, a sequence absent from the invading strand can be copied, leading to the nonreciprocal transfer of genetic 
information from the invaded molecule to the invading molecule and therefore GC (Fig. 20.2D). Of note, all models are 
initiated by common steps beginning with the resection of the ssDNA, followed by the invasion and exchange of a homolo-
gous DNA strand that is a pivotal step in HR. These models are considered to be prominent for mitotic and meiotic recom-
bination without crossover. Furthermore, BIR seems to be the mechanism underlying telomere maintenance by the ALT 
system in the absence of telomerase [34].

The last model (single-strand annealing or SSA) can occur between two sequences in tandem and is initialized by a sin-
gle-strand resection. However, in contrast with the models described previously, this step is not followed by invasion of the 
DNA duplex and strand exchange. In fact, when the two sequences are in direct orientation, the ssDNA sequences revealed 
are complementary and can hybridize to form a branched structure. The following concerns should be noted in relation to 
the SSA model: it is a nonconservative process leading inevitably to a deletion of the intervening sequence; it cannot occur 
between inverted repeat sequences because the strands revealed by the resection are not complementary but identical; and 
finally, SSA can generate translocations if two breaks occur simultaneously in ectopic homologous sequences [35].

4.  ROLES OF HR IN REPLICATION FORK REACTIVATION AND DSB REPAIR

4.1  Fork Stability/Restart by HR Upon Replication Stress

Replication fork progression is routinely challenged by diverse exogenous or endogenous stresses that ultimately lead to 
replication fork stalling, collapse, or breakage and trigger the DDR [5,36–39].

A crucial role for HR in genome stability maintenance is to escort replication fork progression. Indeed, HR is involved 
in the recovery of arrested replication forks (Fig. 20.3) [2,5,38,40].

Because the newly synthesized DNA strands produced by replication are complementary, reversion of the blocked fork 
can take place (Fig. 20.3) [41]. Notably, RAD51 participates in this replication fork reversion process [42].

The resumption of replication forks can be initiated by the loading of HR factors onto the single-strand DNA present 
at the stalled fork. Several different restart pathways have been proposed: (1) fork restart after repriming (ie, the loading 
of the replisome after a lesion) (Fig. 20.3A1); (2) restart after a fork reversion, when the newly synthesized DNA strand is 
homologous to the parental DNA downstream and creates a “chicken foot” structure (Fig. 20.3A2); and (3) restart using the 
ssDNA formed after fork regression (Fig. 20.3C) in a process analogous to BIR (Fig. 20.3C).

In some cases, single-ended DSBs are formed by either the passage of replication forks through a nick or an 
ssDNA gap (Fig. 20.3B) or the cleavage of the reversed forks by structure-specific endonucleases, such as MUS81 
(Fig. 20.3A2). Then, HR can use the sister chromatid to prime DNA synthesis, thereby allowing the resumption of 
replication (Fig. 20.3).

In addition BRCA2 and RAD51 can protect the DNA ends of an arrested replication fork from resection by MRE,  
without leading to a recombination outcome [42a,42b,42c].
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Because HR plays a pivotal role in the resumption of arrested replication forks, defects in HR lead to spontaneous 
slowed replication fork progression [43,44]. Replication defects in HR− cell lead to mitosis and chromosome defects, 
including anaphase bridges, common fragile sites, and supernumerary centrosomes, which result in multipolar mitosis and 
aneuploidy [44–50].

Thus, HR is an essential mechanism for the protection, recovery, and restart of replication forks. Consistent with the role 
in replication fork reactivation, HR-deficient cells are highly sensitive to agents that block the progression of replication 
forks, such as cisplatin or mitomycin C that generate interstrand cross-links in the DNA [51].

FIGURE 20.3 The role of HR in the reactivation of arrested replication forks. (A) Repair of post-replicative gaps. The replication fork (arrows) 
reaches a blocking DNA lesion (yellow star). DNA synthesis is primed downstream of the lesion to produce a single-strand gap bearing the lesion. 
This gap is filled in via sister chromatid exchange (SCE) by a copy of the intact sister chromatid. Reversion of the blocked fork leads to a “chicken 
foot” structure. Cleavage of this cruciform structure generates a DSB with only one end. SCE allows replication to resume. (B) Repair of broken forks. 
One replication fork reaching a ssDNA gap or nick is converted into a DSB. SCE can resume replication. (C) Repair of a collapsed fork. If a replica-
tion fork collapses, an uncoupling between the leading and lagging strand can occur generating a ssDNA strand that can invade the duplex matrix and 
restart DNA synthesis.
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4.2  Competition for the DNA DSB–Repair Pathway Choice and Consequences for Meiosis 
and Genome Manipulation

4.2.1  Competition Between HR and End Joining for DSB Repair: A Two-Step Model

Several competing processes can repair DSBs: C-NHEJ, which is not initiated by DNA end resection, and HR and A-EJ, 
which are both initiated by resection involving common components, such as MRN and CtIP. Therefore, we propose a 
model in two steps [1,4,20] for the choice of the DSB-repair process (Fig. 20.4). First, competition occurs between C-NHEJ 
and resection. NHEJ is active throughout the cell cycle and resection is favored at S-phase entry, although A-EJ is also 
active throughout the cell cycle [52,53]. Second, when resection is initiated, competition between HR and A-EJ takes place. 
This competition can be modulated by the cell-cycle phase and the extent of the resection.

4.2.2  Meiosis

Defects in HR lead to sterility linked with meiotic division issues. The role of the meiotic program is to generate gametes with half 
of the chromosome content of the original progenitor cell. This task is accomplished by the occurrence of a single round of DNA 
replication, followed by two successive rounds of chromosome segregation. During meiosis, which aims to generate genetic diver-
sity, sister-chromatid exchanges (SCEs) are repressed and HR between homologous chromosomes (which are not fully identical) 
is favored. HR plays a double role during meiosis division. The first is to assure the balance of the segregation of homologous 
chromosomes, and the second is to ensure the mixture of alleles to create genetic diversity. During reductional division, the cell 
must segregate the two homologous chromosomes into the two different daughter cells. However, these chromosomes do not have 
a physical link that would distinguish them (in mitosis, the chromosomes are linked by centromeres). This physical link is assured 
in meiosis by HR, which generates HJs; additionally, the generation of crossovers allows the rearrangement of alleles, thereby 
ensuring genetic diversity. Meiotic recombination is initiated by a DSB generated by the enzyme SPO11; the repair of this break 
essentially utilizes the same systems used for the repair of breaks induced by ionizing radiation (for review, see Refs. [8,54]).

4.2.3  Genome Manipulation

Due to its requirement for sequence homology, HR can be used for gene targeting (GT)—that is, the targeted modification 
(correction or insertional alteration) of a nuclear sequence by an exogenous sequence (Fig. 20.5). Drs. M. Cappecchi and 

FIGURE 20.4 The two-step model for the choice of the repair pathway. The first alternative is the choice between C-NHEJ versus a resection produc-
ing ssDNA. The second alternative is competition between alternative end joining versus HR on the resected DNA. Some essential components of these 
processes are noted.
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O. Smithies, who developed GT in mammalian cells, were awarded the Noble Prize in 2007. GT represents a promising 
strategy for gene therapy and the development of new biological models of interest for both academic and applied medical, 
biotechnological, and agronomic research. Importantly, GT allows the correction of a mutated nuclear gene, leading to the 
restoration of normal gene functions and thus targeted in situ gene therapy.

However, the efficiency of HR remains disappointing resulting in low efficiency of GT compared to the random integra-
tion of the correcting DNA. Because HR can repair DSBs, one promising strategy to increase the frequency of GT is to gen-
erate a DSB in the target sequence. The development of engineered sequence-specific nucleases (ie, a zinc finger, TALE, 
or sgRNA-Cas9 nuclease) allows the generation of the required DSBs in a given loci of the mammalian genome, thereby 
stimulating HR by several orders of magnitude [55]. Several studies have reported the feasibility of this ex vivo approach in 
human stem cells and primary cells [56] and in the liver of a hemophilia B mouse model [57], providing a proof of concept 
for the treatment of monogenic disease by genome editing with engineered nucleases.

5.  THE DARK SIDE OF HR: PROMOTION OF GENOME INSTABILITY

HR contributes to the maintenance of genome stability/diversity through the combination of its different products and its 
ability to repair DNA. Because it copies an intact homologous DNA, HR is frequently classified as an error-free DNA-
repair process. Indeed, HR-deficient cells exhibit increased genetic instability [58]. However, careful examination of the 
data can challenge this strict view (for review, see Ref. [2]):

 1.  CO between ectopic homologous sequences (nonallelic HR, NAHR) generates profound genome rearrangements lead-
ing to genetic instability (Fig. 20.6B). Moreover, BIR can also induce genome instability in mammalian cells. Indeed, it 
was reported in 2014 that replication stress induced by the overexpression of cyclin E in human cells leads to copy num-
ber alterations (CNAs). One-third of these genome alterations (duplications of less than 200 kb) have been attributed to 
BIR events. The authors propose that BIR repair of damaged replication forks may explain the presence of segmental 
genomic duplications in human cancers. The larger amplification (>200 kb) and deletion observed after the overexpres-
sion of cyclin E may arise from nonallelic HR [59].

 2.  GC with pseudo-genes can result in the extinction of the functional allele (Fig. 20.6A).
 3.  The accumulation of HR intermediates is toxic and can generate genetic instability [60].
 4.  The DNA synthesis initiated by HR is error prone, at least in yeast [60a].

6.  PROTECTION AGAINST EXCESSIVE HR

HR plays an essential role in genome stability maintenance but can also jeopardize it (see earlier). Particularly, excess HR 
initiation can lead to the accumulation of HR intermediates, thereby generating genomic instability and cell death [60]. 
Thus, HR is a double-edged sword; on the one hand, it protects against genetic instability, but on the other hand, it can 
trigger cell lethality, profound genomic rearrangements, and point mutations. Therefore, HR should be tightly controlled to 

FIGURE 20.5 Basic gene-targeting strategies via HR. Upper panel: Replacement vector. Lower panel: Insertion vector. Yellow: Homologous 
sequences. Red: Modified sequence.
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avoid unnecessary HR events. Excess HR can be controlled at several levels: initiation step, cell cycle, and destabilization 
of abortive HR intermediates through the action of helicases (reviewed in Refs. [61,62]). The fact that protective systems 
have evolved to counteract excess HR highlights the potential risks of this pathway.

6.1  Cell-Cycle Regulation

Prolonged blockage of replication forks leads to DSBs that can be addressed by HR or NHEJ [63]. However, unlike DSBs 
produced by enzymes, ionizing radiation, or endonucleases, breaks produced by replication stops have only one DSE. Liga-
tion of two replication stress-induced DSEs involves distant DSEs, leading inexorably to a chromosomal rearrangement. 
During S phase, HR can take advantage of the intact sister chromatid to restore replication and avoid genetic instability. 

FIGURE 20.6 Genetic instability induced by HR. (A) By gene conversion. Nonreciprocal exchange of genetic information between two heteroal-
leles leads to a loss of heterozygosity (left panel). Gene conversion between a pseudogene (yellow), which often contains nonsense mutations, and a 
gene (red) transfers the stop codon, thereby inactivating gene expression (right panel). (B) By crossing over. Chromosomal rearrangements resulting 
from crossing over (CO) between repeat sequences. (1) Between repeat homologous sequences on two chromosomes or following unequal sister 
chromatid exchange on the same chromosome, resulting in the amplification of one molecule and the deletion of the other. (2) Intramolecular CO 
between two homologous sequences in a direct orientation, resulting in the excision of the intervening sequence. (3) Intramolecular CO between two 
homologous sequences in an inverted orientation, resulting in the inversion of the internal fragment. (4, 5) Interchromosomal CO. According to the 
orientation of the homologous sequences with respect to their centromeres (gray or red circles), this process generates translocation (4) or a dicentric 
and an acentric chromosome (5).
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Because the two chromatids have identical sequences, the genetic impact is minimal. The close proximity of the sister 
chromatids (particularly due to the cohesin complex) favors the use of sister chromatids for HR [64–66]. In addition, GC 
without crossover is favored in somatic cells to limit the risks associated with crossovers [64].

Sister chromatids are absent in G1. Therefore, should HR occur, the lack of sister chromatids would necessitate the use 
of sequences carried by other chromosomes, thereby jeopardizing genome stability. The maintenance of genome stability 
requires the restriction of HR to the S and G2 phases of the cell cycle when the sister chromatids are present. First, the 
CDK1/2-dependent phosphorylation of CtIP and EXO1 in S/G2 favors the initiation of resection and extension, respec-
tively [67–69]. Second, resection is highly repressed by the loading of proteins on DSEs, such as 53BP1, RIF1, BLM, PTIP, 
the 2010 described REV7/MAD2L2 [70–75], and the C-NHEJ factors Ku70–80.

6.2  Protection Against HR Intermediate Accumulation

HR should be completed once initiated; otherwise, the accumulation of HR intermediates (RAD51 filaments or HJ) can 
generate genetic rearrangements and/or cell toxicity. The helicases from the RecQ family, which include BLM, WRN, 
RECQ1, and RECQ5, contribute to overall genome stability through the cleaning of abortive HR intermediates from the 
genome. RECQ5 can disrupt the RAD51 filament [76], and BLM and RECQ1 can melt D-loops. These helicases selec-
tively dissociate recombination intermediates whose polarity can impair polymerase progression [77,78]. Additionally, two 
other helicases of the UvrD family (PARI and FBH1) can affect the stability of the RAD51 nucleoprotein filament. These 
helicases have been suggested to remove RAD51 from the ssDNA in a process that requires ATP hydrolysis by RAD51 
[79–81]. Moreover, the ATP-dependent DNA helicase RTEL1 functions as an anti-recombinase that is dedicated to coun-
teracting toxic recombination [82]. RTEL1 and FANCM also promote migration of the dHJ, thereby favoring SDSA and 
protecting against crossover events [83].

6.3  Repression of HR Initiation

Restricting the initiation of unscheduled HR has been proposed to prevent the accumulation of toxic HR intermediates. In 
mammalian cells, this protective role against excessive HR initiation has been proposed for Tp53, Bcl-2, and AKT1. Indeed, 
in these situations, essential HR components such as RAD51 or BRCA1 are trapped and mislocalized. Tp53 interacts with 
RAD51 and, in addition, may also affect the heteroduplexes resolution [84]; Bcl-2 interacts with BRCA1 and localizes it to 
the mitochondrial membrane [85]; and AKT1 activation BRCA1 and RAD51 are sequestrated into the cytoplasm leading 
to the inactivation of their nuclear functions [86]. In 2015, the POLQ polymerase was shown to play a role in the balance 
between HR and A-EJ after resection by inhibiting HR and triggering A-EJ at DSBs [87,88].

7.  HOMOLOGOUS RECOMBINATION, GENOME STABILITY, AND CANCER

7.1  Misregulation of HR in Tumors

Both up- and down-regulation of HR have been described in oncogenic situations, highlighting the necessity for a precise 
equilibrium in HR regulation. Indeed, both decreased and increased HR can generate genetic instability (see earlier).

Defects in HR confer increased oncogenic risks. Most of the germ-line mutations involved in familial breast and ovary 
cancer affect genes directly involved in HR (the most frequently mutated genes BRCA1 and BRCA2, as well as Palb2, 
RAD51C, MRE11, NBS1, FANCJ, and FANCN), the HR/replication interface (claspin), or the regulation of HR (ATM, 
CHK2, and Tp53) [89]. A dominent negative form of RAD51 has been descibed in a subtype of Fanconi anemia, a syn-
drome associated with genetic instability and cancer predisposition [89a]. PTEN has also been shown to be mutated in 
familial breast cancer and to affect RAD51 expression [90]. Moreover, the oncogenic kinase AKT1 (which is antagonized 
by PTEN) has been demonstrated to be up-regulated in 40–60% of sporadic breast cancers and 40% of sporadic ovarian 
cancers. Importantly, AKT1 activation leads to HR repression through the cytoplasmic retention of BRCA1 and RAD51 
[86]. Similarly, overexpression of the oncogene Bcl-2 results in HR down-regulation through the mitochondrial mislocal-
ization of BRCA1 [85]. Finally, cells overexpressing a RAD51-dominant negative form that inhibits HR exhibit higher 
tumor development efficiency upon injection of nude mice [45].

Conversely, increased HR has also been described in oncogenic situation. Tp53 is the most frequently mutated gene in 
tumors. Importantly, Tp53 has been shown to inhibit HR, and Tp53 cells exhibit increased HR activity. Bloom syndrome 
(BS) results from a mutation in BLM and is associated with high genetic instability and a cancer predisposition. Cells 
from BS patients exhibit high levels of SCE and hyper-recombination phenotypes (reviewed in ref. [24]). The fusion 
oncogene BCR/ABL from the translocation chromosome Philadelphia t(9:22) between BCR and ABL is present in chronic 
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myelogenous leukemia (CML) and a number of other forms of acute lymphocytic leukemia (ALL). BCR/ABL expression 
results in constitutive tyrosine kinase activity that is responsible for resistance to drugs that generate DNA damage. Par-
ticularly, BCR/ABL expression causes the overexpression of RAD51 and the paralogs RAD51B, RAD51D, and XRCC2, 
resulting in increased HR and conferring resistance to cisplatin and mitomycin C [91]. More generally, components of the 
HR pathway are aberrantly expressed in many tumors [92,93], and the radioresistance of tumors exhibiting increased HR 
activity has been correlated with a poor prognosis. Thus, HR stimulation should fuel genome instability toward carcino-
genic development, and confer resistance to anticancer treatments.

7.2  Anticancer Strategies

Many anticancer therapies are based on the induction of DSBs (ie, ionizing radiation or topoisomerases inhibitors) or DNA 
interstrand cross-links (ie, cisplatin or mitomycin C) [94]. Due to its role in DSB repair and the reactivation of arrested 
replication forks, HR represents a pharmacological target for the optimization of chemo- and radiotherapy.

Inhibitors targeting components of the HR pathway (MRN, RPA, and Rad51) [95], mediators/transducers of DSB signal-
ing, and cell cycle–checkpoint regulation (ATM/ATR kinases, Chk1 and Chk2, Tp53, Wee1, and Cdc25) are in development.

ssDNA gaps or nicks are transformed into DSBs when the replication fork reaches them. Due to the roles of HR in 
both the replication stress response and DSB repair, HR-defective cells are highly sensitive to these treatments. PARP1 is 
involved in ssDNA gap and nick repair. Inhibition of PARP1 results in the accumulation of DNA alterations. PARP1 is also 
involved in DSB signaling and the competing/alternative DSB-repair pathway A-EJ. HR deficient–tumor cells (ie, BRCA1- 
or BRCA2-deficient cells) are highly sensitive to PARP1 inhibitors [96,97]. This strategy that consists of the induction of 
the inhibition of two metabolic pathways to generate cell death is called synthetic lethality. Similar conclusions have also 
been drawn for other DSB-repair pathways [98].

8.  HR IN GENOMIC MOLECULAR EVOLUTION

Because HR plays a pivotal role in the balance between genetic stability and diversity and requires sequence homology, it 
is involved in the evolution (divergence versus co-evolution) of homologous sequences such as multigene families.

Following duplication, the two resulting sequences diverge during the course of evolution. However, in some families of 
repeated genes the two duplicated units do not evolve independently but co-evolve similarly in a process called concerted 
evolution [6,7]. During concerted evolution, one mutation present in one duplicated unit is transferred to the second dupli-
cated unit by GC, which is the driving force behind the homogenization of duplicated sequences, and therefore concerted 
evolution. Sequences heterologies between the interacting DNA molecules impair HR and thus, represent barriers to con-
certed evolution. Introns can accumulate mutations without affecting the expression of the protein encoded by the gene. 
Consequently, introns have been proposed to serve as protective barriers against HR between repeated sequences and favor 
the maintenance of the genome organization [99]. Therefore, one can speculate that introns are antagonistic evolutionary 
forces to concerted evolution, routing evolution toward the divergence of repeated sequences.

Concerted evolution can occur between repeated α globin, histone, ribosomal, ubiquitin, and even mitochondrial genes, 
as well as between noncoding sequences ranging from α satellite sequences to dispersed repeat sequences.

9.  CONCLUDING REMARKS

HR is a double-edged sword that can play opposite roles in the maintenance of genomic stability and also favoring genetic 
diversity up to genetic instability. Therefore, unscheduled excess HR can jeopardize genome stability and cell fate. Depend-
ing on the structure of the DNA partners involved in HR, GC, and CO are intrinsically capable to generate genetic variabil-
ity/instability. In addition to cell-cycle regulation, which restricts HR at the S–G2 phase (and the tight cohesion of the sister 
chromatids that orientate exchange to equal SCE), several additional mechanisms repress HR: mismatch repair, helicases, 
and p53. Defects in these systems are associated with genome instability and cancer predisposition. Collectively, these 
capacities have been used by cell to generate beneficial genetic diversity. However, accidental HR can account for many 
pathological genome rearrangements.

Because of its main roles in DSB repair and reactivation of arrested replication forks, HR can be advantageously used 
in several applications: it is involved in gene targeted replacement; it represents a promising pharmacological target for 
cancer therapy. Therefore methods aiming at precise modulations of HR (either stimulation or repression) represent excit-
ing challenges for future research and medical applications. Finally, HR plays a pivotal role in fundamental processes such 
as meiosis and molecular evolution of multigene families. Any novel knowledge on HR should thus benefit both academic 
and applied research.
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GLOSSARY
Break-induced replication (BIR) A nonreciprocal recombination–dependent replication process.
Concerted evolution A process in which the paralogous genes within one species are more closely related to each other than to members of the 

same gene family in another species, even though the gene duplication event preceded the speciation event.
Crossing-over Reciprocal exchange of the adjacent sequences.
Displacement loop (D-loop) The single-stranded DNA formed when two strands of dsDNA are separated by the invasion of a third strand that 

anneals by base-pair complementation.
DNA helicase An enzyme that unwinds complementary duplex DNA.
DNA topoisomerase Enzymes that alter DNA topology by catalyzing strand passage.
Double Holliday junction (dHJ) Two adjacent Holliday junctions formed between four strands of DNA.
Double-strand breaks DNA damage that results in a break of both strands of DNA.
Gene conversion HR product, nonreciprocal exchange of genetic material.
Holliday junctions (HJ) Cross-strand exchange between two DNA molecules that results in a four-way junction.
Loss of heterozygosity Deletion, or mutation or recombination events that result in loss of the wild-type allele in a heterozygote.
MRN Mre11–Rad50–Nbs1 complex, responsible for recognizing and processing DNA ends.
Resection Degradation of one of the complementary strands of DNA specialized.
Sister-chromatid exchange (SCE) Reciprocal recombination between two sister chromatids degradation.
Synthetic lethality When the association of mutations in two or genes leads to cell death, whereas a mutation in only one of these genes 

is viable.
Synthesis-dependent strand annealing (SDSA) A recombination process that occurs when an extended strand is displaced and base paired with a 

complementary single strand to create a duplex without a crossover.

LIST OF ABBREVIATIONS
53BP1 p53-binding protein 1
A-EJ Alternative end joining
BIR Break-induced replication
C-NHEJ Canonical nonhomologous end joining
CDK Cyclin-dependent kinase
CO Crossing over
CMM Congenital mirror movements
DDR DNA-damage response
dHJ Holliday junctions
D-loop Displacement loop
DSB Double-strand break
DSE Double-strand end
EJ End joining
FANC Fanconi
GC Gene conversion
HR Homologous recombination
IR Ionizing radiation
MRN MRE11/RAD50/NBS1 complex
SCE Sister chromatid exchange
SDSA Synthesis-dependent strand annealing
ssDNA Single-strand DNA
T-SCE Telomere sister chromatid exchange

REFERENCES
 [1]  Betermier M, Bertrand P, Lopez BS. Is non-homologous end-joining really an inherently error-prone process? PLoS Genet 2014;10(1):e1004086.
 [2]  Guirouilh-Barbat J, Lambert S, Bertrand P, Lopez BS. Is homologous recombination really an error-free process? Front Genet 2014;5:175.
 [3]  Haber JE. Genome stability: DNA repair and recombination. 1st ed. Garland Science; 2014.
 [4]  Grabarz A, Barascu A, Guirouilh-Barbat J, Lopez BS. Initiation of DNA double strand break repair: signaling and single-stranded resection dictate 

the choice between homologous recombination, non-homologous end-joining and alternative end-joining. Am J Cancer Res 2012;2(3):249–68.
 [5]  Magdalou I, Lopez BS, Pasero P, Lambert SA. The causes of replication stress and their consequences on genome stability and cell fate. Semin Cell 

Dev Biol 2014;30C:154–64.
 [6]  Liao D. Concerted evolution: molecular mechanism and biological implications. Am J Hum Genet 1999;64(1):24–30.



Homologous Recombination in Mammals Chapter | 20 349

 [7]  Arnheim N. Concerted evolution of multigene families. In: Koehn RK, Nei M, editors. Evol genes proteins. MA: Sinauer Assoc Sunderland; 1983. 
p. 38–61.

 [8]  Zickler D, Kleckner N. Recombination, pairing, and synapsis of homologs during meiosis. Cold Spring Harb Perspect Biol May 18, 2015;7(6). 
http://dx.doi.org/10.1101/cshperspect.a016626, pii: a016626.

 [9]  Frappart P-O, Lee Y, Lamont J, McKinnon PJ. BRCA2 is required for neurogenesis and suppression of medulloblastoma. EMBO J 2007;26(11): 
2732–42.

 [10]  Depienne C, et al. RAD51 haploinsufficiency causes congenital mirror movements in humans. Am J Hum Genet 2012;90(2):301–7.
 [11]  Cohn MA, D’Andrea AD. Chromatin recruitment of DNA repair proteins: lessons from the fanconi anemia and double-strand break repair path-

ways. Mol Cell 2008;32(3):306–12.
 [12]  Lukas J, Lukas C, Bartek J. More than just a focus: the chromatin response to DNA damage and its role in genome integrity maintenance. Nat Cell 

Biol 2011;13(10):1161–9.
 [13]  Rogakou EP, Pilch DR, Orr AH, Ivanova VS, Bonner WM. DNA double-stranded breaks induce histone H2AX phosphorylation on serine 139. J 

Biol Chem 1998;273(10):5858–68.
 [14]  Moynahan ME, Chiu JW, Koller BH, Jasin M. Brca1 controls homology-directed DNA repair. Mol Cell 1999;4(4):511–8.
 [15]  Caestecker KW, Van de Walle GR. The role of BRCA1 in DNA double-strand repair: past and present. Exp Cell Res 2013;319(5):575–87.
 [16]  Bunting SF, et al. 53BP1 inhibits homologous recombination in Brca1-deficient cells by blocking resection of DNA breaks. Cell 2010;141(2): 

243–54.
 [17]  Cao L, et al. A selective requirement for {53BP1} in the biological response to genomic instability induced by Brca1 deficiency. Mol Cell 

2009;35(4):534–41.
 [18]  Wu LC, et al. Identification of a RING protein that can interact in vivo with the BRCA1 gene product. Nat Genet 1996;14(4):430–40.
 [19]  Yu X, Fu S, Lai M, Baer R, Chen J. BRCA1 ubiquitinates its phosphorylation-dependent binding partner CtIP. Genes Dev 2006;20(13):1721–6.
 [20]  Rass E, et al. Role of Mre11 in chromosomal nonhomologous end joining in mammalian cells. Nat Struct Mol Biol 2009;16(8):819–24.
 [21]  Bennardo N, Cheng A, Huang N, Stark JM. Alternative-NHEJ is a mechanistically distinct pathway of mammalian chromosome break repair. PLoS 

Genet 2008;4:e1000110.
 [22]  Lee KY, et al. MCM8-9 complex promotes resection of double-strand break ends by MRE11-RAD50-NBS1 complex. Nat Commun 2015;6:7744.
 [23]  Nimonkar AV, et al. BLM-DNA2-RPA-MRN and EXO1-BLM-RPA-MRN constitute two DNA end resection machineries for human DNA break 

repair. Genes Dev 2011;25(4):350–62.
 [24]  Chu WK, Hickson ID. RecQ helicases: multifunctional genome caretakers. Nat Rev Cancer 2009;9(9):644–54.
 [24a]  Qi Z, Redding S, Lee JY, Gibb B, Kwon Y, Niu H, et al. DNA sequence alignment by microhomology sampling during homologous recombination. 

Cell 2015;160:856–69.
 [25]  Sigurdsson S, Van Komen S, Petukhova G, Sung P. Homologous DNA pairing by human recombination factors Rad51 and Rad54. J Biol Chem 

2002;277(45):42790–4.
 [26]  Sigurdsson S, et al. Mediator function of the human Rad51B-Rad51C complex in Rad51/RPA-catalyzed DNA strand exchange. Genes Dev 

2001;15(24):3308–18.
 [27]  Deleted in review.
 [28]  Masson JY, et al. Identification and purification of two distinct complexes containing the five RAD51 paralogs. Genes Dev 2001;15(24):3296–307.
 [29]  Liu Y, Masson JY, Shah R, O’Regan P, West SC. RAD51C is required for Holliday junction processing in mammalian cells. Sci (80- ) 

2004;303(5655):243–6.
 [30]  Castor D, et al. Cooperative control of holliday junction resolution and DNA repair by the SLX1 and MUS81-EME1 nucleases. Mol Cell 

2013;52(2):221–33. Available at: http://www.pubmedcentral.nih.gov/articlerender.fcgi?artid=3808987&tool=pmcentrez&rendertype=abstract.
 [31]  Munoz IM, et al. Coordination of structure-specific nucleases by human SLX4/BTBD12 is required for DNA repair. Mol Cell 2009;35(1):116–27.
 [32]  Adair GM, et al. Role of ERCC1 in removal of long non-homologous tails during targeted homologous recombination. EMBO J 2000;19(20): 

5552–61.
 [33]  Singh TR, et al. BLAP18/RMI2, a novel OB-fold-containing protein, is an essential component of the Bloom helicase-double Holliday junction 

dissolvasome. Genes Dev 2008;22(20):2856–68.
 [34]  Dunham MA, Neumann AA, Fasching CL, Reddel RR. Telomere maintenance by recombination in human cells. Nat Genet 2000;26(4):447–50.
 [35]  Richardson C, Jasin M. Frequent chromosomal translocations induced by DNA double-strand breaks. Nature 2000;405(6787):697–700.
 [36]  Branzei D, Foiani M. Maintaining genome stability at the replication fork. Nat Rev Mol Cell Biol 2010;11(3):208–19.
 [37]  Hyrien O. Mechanisms and consequences of replication fork arrest. Biochimie 2000;82(1):5–17.
 [38]  Gelot C, Magdalou I, Lopez BS. Replication stress in Mammalian cells and its consequences for mitosis. Genes (Basel) 2015;6(2):267–98.
 [39]  Lambert S, Froget B, Carr AM. Arrested replication fork processing: interplay between checkpoints and recombination. DNA Repair 2007;6(7): 

1042–61.
 [40]  Lambert S, Carr AM. Impediments to replication fork movement: stabilisation, reactivation and genome instability. Chromosoma 2013;122 

(1–2):33–45.
 [41]  Higgins NP, Kato K, Strauss B. A model for replication repair in mammalian cells. J Mol Biol 1976;101(3):417–25.
 [42]  Zellweger R, et al. Rad51-mediated replication fork reversal is a global response to genotoxic treatments in human cells. J Cell Biol 2015;208(5): 

563–79.
 [42a]  Hashimoto Y, Ray Chaudhuri A, Lopes M, Costanzo V. Rad51 protects nascent DNA from Mre11-dependent degradation and promotes continuous 

DNA synthesis. Nat Struct Mol Biol 2010;17:1305–11.

http://dx.doi.org/10.1101/cshperspect.a016626, pii: a016626
http://www.pubmedcentral.nih.gov/articlerender.fcgi?artid=3808987&tool=pmcentrez&rendertype=abstract


350 SECTION | V Genome Stability in Mammals

 [42b]  Schlacher K, Christ N, Siaud N, Egashira A, Wu H, Jasin M. Double-strand break repair-independent role for BRCA2 in blocking stalled replication fork 
degradation by MRE11. Cell 2011;145:529–42.

 [42c]  Ying S, Hamdy FC, Helleday T. Mre11-dependent degradation of stalled DNA replication forks is prevented by BRCA2 and PARP1. Cancer Res 
2012;72:2814–21.

 [43]  Daboussi F, et al. A homologous recombination defect affects replication-fork progression in mammalian cells. J Cell Sci 2008;121(Pt 2):162–6. 
Available at: http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Citation&list_uids=18089650.

 [44]  Wilhelm T, et al. Spontaneous slow replication fork progression elicits mitosis alterations in homologous recombination-deficient mammalian cells. 
Proc Natl Acad Sci USA 2014;111(2):763–8.

 [45]  Bertrand P, Lambert S, Joubert C, Lopez BS. Overexpression of mammalian Rad51 does not stimulate tumorigenesis while a dominant-negative 
Rad51 affects centrosome fragmentation, ploidy and stimulates tumorigenesis, in p53-defective CHO cells. Oncogene 2003;22(48):7587–92.

 [46]  Ingvarsson S, et al. Reduced Fhit expression in sporadic and BRCA2-linked breast carcinomas. Cancer Res 1999;59(11):2682–9.
 [47]  Turner BC, et al. The fragile histidine triad/common chromosome fragile site 3B locus and repair-deficient cancers. Cancer Res 2002;62(14): 

4054–60.
 [48]  Deans B, Griffin CS, O’Regan P, Jasin M, Thacker J. Homologous recombination deficiency leads to profound genetic instability in cells derived 

from Xrcc2-knockout mice. Cancer Res 2003;63(23):8181–7.
 [49]  Wang RH, Yu H, Deng CX. A requirement for breast-cancer-associated gene 1 (BRCA1) in the spindle checkpoint. Proc Natl Acad Sci USA 

2004;101(49):17108–13.
 [50]  Lahkim Bennani-Belhaj K, et al. The Bloom syndrome protein limits the lethality associated with RAD51 deficiency. Mol Cancer Res 2010;8(3): 

385–94.
 [51]  Liu N, et al. XRCC2 and XRCC3, new human Rad51-family members, promote chromosome stability and protect against DNA cross-links and 

other damages. Mol Cell 1998;1(6):783–93.
 [52]  Rothkamm K, Kruger I, Thompson LH, Lobrich M. Pathways of DNA double-strand break repair during the mammalian cell cycle. Mol Cell Biol 

2003;23(16):5706–15.
 [53]  Guirouilh-Barbat J, Huck S, Lopez BS. S-phase progression stimulates both the mutagenic KU-independent pathway and mutagenic processing of 

KU-dependent intermediates, for nonhomologous end joining. Oncogene 2008;27(12):1726–36.
 [54]  Buard J, de Massy B. Playing hide and seek with mammalian meiotic crossover hotspots. Trends Genet 2007;23(6):301–9.
 [55]  Gaj T, Gersbach CA, Barbas CF. ZFN, TALEN, and CRISPR/Cas-based methods for genome engineering. Trends Biotechnol 2013;31:397–405.
 [56]  Tebas P, et al. Gene editing of CCR5 in autologous CD4 T cells of persons infected with HIV. New Engl J Med 2014;370(10):901–10.
 [57]  Anguela XM, et al. Robust ZFN-mediated genome editing in adult hemophilic mice. Blood 2013;122(19):3283–7.
 [58]  Takata M, et al. The Rad51 paralog Rad51B promotes homologous recombinational repair. Mol Cell Biol 2000;20(17):6476–82.
 [59]  Costantino L, et al. Break-induced replication repair of damaged forks induces genomic duplications in human cells. Science 2014;343(6166): 

88–91.
 [60]  Gangloff S, Soustelle C, Fabre F. Homologous recombination is responsible for cell death in the absence of the Sgs1 and Srs2 helicases. Nat Genet 

2000;25(2):192–4.
 [60a]  Hicks WM, Kim M, Haber JE. Increased mutagenesis and unique mutation signature associated with mitotic gene conversion. Science 2010;329:82–5.
 [61]  Bernstein KA, Gangloff S, Rothstein R. The RecQ DNA helicases in DNA repair. Annu Rev Genet 2010;44:393–417.
 [62]  Vindigni A, Hickson ID. RecQ helicases: multiple structures for multiple functions? HFSP J 2009;3(3):153–64.
 [63]  Saintigny Y, et al. Characterization of homologous recombination induced by replication inhibition in mammalian cells. EMBO J 2001;20(14): 

3861–70.
 [64]  Johnson RD, Jasin M. Sister chromatid gene conversion is a prominent double-strand break repair pathway in mammalian cells. EMBO J 

2000;19(13):3398–407.
 [65]  Potts PR, Porteus MH, Yu H. Human SMC5/6 complex promotes sister chromatid homologous recombination by recruiting the SMC1/3 cohesin 

complex to double-strand breaks. EMBO J 2006;25(14):3377–88.
 [66]  Tittel-Elmer M, et al. Cohesin association to replication sites depends on rad50 and promotes fork restart. Mol Cell 2012;48(1):98–108.
 [67]  Huertas P, Jackson SP. Human CtIP mediates cell cycle control of DNA end resection and double strand break repair. J Biol Chem 2009;284(14): 

9558–65.
 [68]  Chen X, et al. Cell cycle regulation of DNA double-strand break end resection by Cdk1-dependent Dna2 phosphorylation. Nat Struct Mol Biol 

2011;18(9):1015–9.
 [69]  Tomimatsu N, et al. Phosphorylation of EXO1 by CDKs 1 and 2 regulates DNA end resection and repair pathway choice Nozomi. Nat Commun 

2014;5:3561.
 [70]  Bothmer A, et al. Regulation of DNA end joining, resection, and immunoglobulin class switch recombination by 53BP1. Mol Cell 2011;42(3): 

319–29.
 [71]  Grabarz A, et al. A role for BLM in double-strand break repair pathway choice: prevention of CtIP/Mre11-mediated alternative nonhomologous 

end-joining. Cell Rep 2013;5(1):21–8.
 [72]  Escribano-Diaz C, et al. A cell cycle-dependent regulatory circuit composed of 53BP1-RIF1 and BRCA1-CtIP controls DNA repair pathway 

choice. Mol Cell 2013;49(5):872–83.
 [73]  Feng L, Fong KW, Wang J, Wang W, Chen J. RIF1 counteracts BRCA1-mediated end resection during DNA repair. J Biol Chem 2013;288(16): 

11135–43.
 [74]  Xu G, et al. REV7 counteracts DNA double-strand break resection and affects PARP inhibition. Nature 2015;521(7553):541–4.

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Citation&list_uids=18089650


Homologous Recombination in Mammals Chapter | 20 351

 [75]  Boersma V, et al. MAD2L2 controls DNA repair at telomeres and DNA breaks by inhibiting 5′ end resection. Nature 2015;521:537–40.
 [76]  Hu Y, et al. RECQL5/Recql5 helicase regulates homologous recombination and suppresses tumor formation via disruption of Rad51 presynaptic 

filaments. Genes Dev 2007;21(23):3073–84.
 [77]  Wu L, et al. BLAP75/RMI1 promotes the BLM-dependent dissolution of homologous recombination intermediates. Proc Natl Acad Sci USA 

2006;103(11):4068–73.
 [78]  Van Brabant AJ, Stan R, Ellis NA. DNA helicases, genomic instability, and human genetic disease. Annu Rev Genomics Hum Genet 2000;1(1): 

409–59.
 [79]  Bacquin A, et al. The helicase FBH1 is tightly regulated by PCNA via CRL4(Cdt2)-mediated proteolysis in human cells. Nucleic Acids Res 

2013;41(13):6501–13.
 [80]  Chu WK, et al. FBH1 influences DNA replication fork stability and homologous recombination through ubiquitylation of RAD51. Nat Commun 

2015;6:5931.
 [81]  Moldovan G-L, et al. Inhibition of homologous recombination by the PCNA-interacting protein PARI. Mol Cell 2012;45(1):75–86.
 [82]  Barber LJ, et al. RTEL1 maintains genomic stability by suppressing homologous recombination. Cell 2008;135(2):261–71.
 [83]  Sun W, et al. The FANCM ortholog Fml1 promotes recombination at stalled replication forks and limits crossing over during DNA double-strand 

break repair. Mol Cell 2008;32(1):118–28.
 [84]  Bertrand P, Saintigny Y, Lopez BS. p53’s double life: transactivation-independent repression of homologous recombination. Trends Genet 

2004;20(6):235–43.
 [85]  Laulier C, et al. Bcl-2 inhibits nuclear homologous recombination by localizing BRCA1 to the endomembranes. Cancer Res 2011;71(10):3590–

602. Available at: http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Citation&list_uids=21444675.
 [86]  Plo I, et al. AKT1 inhibits homologous recombination by inducing cytoplasmic retention of BRCA1 and RAD51. Cancer Res 2008;68(22): 

9404–12.
 [87]  Ceccaldi R, et al. Homologous-recombination-deficient tumours are dependent on Polθ-mediated repair. Nature 2015;518(7538):258–62.
 [88]  Mateos-gomez PA, et al. Mammalian polymerase θ promotes alternative NHEJ and suppresses recombination. Nature 2015;518:254–7.
 [89]  Walsh T, et al. Mutations in 12 genes for inherited ovarian, fallopian tube, and peritoneal carcinoma identified by massively parallel sequencing. 

Proc Natl Acad Sci USA 2011;108(44):18032–7.
 [89a]  Ameziane N, May P, Haitjema A, van de Vrugt HJ, van Rossum-Fikkert SE, Ristic D, et al. A novel Fanconi anaemia subtype associated with a 

dominant-negative mutation in RAD51. Nat Commun 2015;6:8829.
 [90]  Shen WH, et al. Essential role for nuclear PTEN in maintaining chromosomal integrity. Cell 2007;128(1):157–70.
 [91]  Slupianek A, et al. BCR/ABL regulates mammalian RecA homologs, resulting in drug resistance. Mol Cell 2001;8(4):795–806.
 [92]  Tennstedt P, et al. RAD51 overexpression is a negative prognostic marker for colorectal adenocarcinoma. Int J Cancer 2013;132(9):2118–26.
 [93]  Miyagawa K. Clinical relevance of the homologous recombination machinery in cancer therapy. Cancer Sci 2008;99(2):187–94.
 [94]  Jekimovs C, et al. Chemotherapeutic compounds targeting the DNA double-strand break repair pathways: the good, the bad, and the promising. 

Front Oncol 2014;4:86.
 [95]  Ward A, Khanna KK, Wiegmans AP. Targeting homologous recombination, new pre-clinical and clinical therapeutic combinations inhibiting 

RAD51. Cancer Treat Rev 2015;41(1):35–45.
 [96]  Bryant HE, et al. Specific killing of BRCA2-deficient tumours with inhibitors of poly(ADP-ribose) polymerase. Nature 2005;434(7035):913–7.
 [97]  Farmer H, et al. Targeting the DNA repair defect in BRCA mutant cells as a therapeutic strategy. Nature 2005;434(7035):917–21.
 [98]  Mladenov E, Magin S, Soni A, Iliakis G. DNA double-strand break repair as determinant of cellular radiosensitivity to killing and target in radiation 

therapy. Front Oncol 2013;3(May):113.
 [99]  Kricker MC, Drake JW, Radman M. Duplication-targeted DNA methylation and mutagenesis in the evolution of eukaryotic chromosomes. Proc 

Natl Acad Sci USA 1992;89(3):1075–9.
 [100]  Szostak JW, Orr-Weaver TL, Rothstein RJ, Stahl FW. The double-strand-break repair model for recombination. Cell 1983;33(1):25–35.

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Citation&list_uids=21444675


353
Genome Stability. http://dx.doi.org/10.1016/B978-0-12-803309-8.00021-5
Copyright © 2016 Elsevier Inc. All rights reserved.

Chapter 21

Telomere Maintenance and Genome 
Stability
W. Hernandez-Sancheza, M. Xua, D.J. Taylor
Case Western Reserve University, Cleveland, OH, United States

a. These authors contributed equally to the preparation of this chapter.

Chapter Outline
 1.  Introduction 353
 2.  Telomere Length and Telomerase Regulation 354
 2.1  Germ Cells and Embryogenesis 356
 2.2  Stem Cells 356
 3.  Organization and Function of TERT and TR 356
 3.1  TERT Organization 356
 3.2  Telomerase RNA Component 357
 4.  Telomeric DNA Structure 357
 5.  Telomere-Interacting Proteins 358
 5.1  The Shelterin Complex 358
 5.2  CST Protein Complex 360
 6.  Telomere–Telomerase Interactions and Regulation 360
 7.  Telomere-Associated Diseases 360
 7.1  Telomere Length Homeostasis and Related Diseases 360

 7.1.1  Dyskeratosis Congenita 361
 7.1.2  Aplastic Anemia 361
 7.1.3  Idiopathic Pulmonary Fibrosis 361
 7.2  Telomeres and Premature Aging Syndromes 362
 7.3  Telomerase Activity in Cancer 362
 7.4  Shelterin Mutations and Telomere-Related Diseases 363
 8.  Telomeres as a DNA Damage–Prevention System 363
 9.  Conclusions and Closing Remarks 364
Glossary 365
List of Acronyms 365
Acknowledgments 366
References 367

1.  INTRODUCTION

As early as the 1930s, it was noted that linear chromosomes possessed special ends that prevented them from being cleaved 
and fused together [1,2]. These data, along with similar discoveries, provided evidence that the free ends of the chromo-
somes contributed directly toward genome stability. The free, or natural, chromosome ends were eventually given the name 
“telomeres” [2]. Later, in the 1960s, Leonard Hayflick discovered that somatic cells could divide only a finite number of 
times before cell division was halted [3]. In the following decade, Alexei Olovnikov recognized that the ends of chromo-
somes could not be fully replicated and he suggested that the gradual shortening of chromosome DNA might contribute 
to the limited replicative capacity of the cell [4]. At around the same time, James Watson was investigating the so-called 
“end-replication problem” of DNA synthesis [5]. The end-replication problem refers to the inability of DNA polymerases 
to fully synthesize the ends of DNA on the lagging strand. As a consequence, the ends of chromosomes become shorter 
with each cell division. It was later demonstrated that, on average, chromosomes in human diploid cells lose between 100 
and 150 base pairs per cell division, and most mammalian cells are able to divide about 40–60 times before entering a state 
of replicative senescence [6,7].

It was not until 1978 that telomere DNA sequence was identified in the ciliate protozoa, Tetrahymena thermophila 
[8]. In this work, it was discovered that the ends of chromosomes contain a repeating DNA sequence (TTGGGG in  
T. thermophila). Furthermore, it was demonstrated that T. thermophila telomeric sequence could be recognized in yeast, 
suggesting that a unique telomere replication process was conserved among distant organisms [9]. In 1985, such a special-
ized enzyme called “terminal transferase” and eventually named telomerase was identified as being responsible for the 
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replication of telomere DNA [10]. The seminal work focusing on the discovery, composition, and maintenance of telomeres 
and telomerase eventually led to the awarding of the 2009 Nobel Prize in Physiology and Medicine to Elizabeth Blackburn, 
Jack Szostak, and Carol Greider.

We now know that telomere DNA extends for thousands of base pairs of double-stranded DNA (dsDNA) before ending 
with a G-rich single-stranded DNA (ssDNA) overhang that serves as the template for telomerase extension. One func-
tion of telomeres is to absorb the loss of DNA caused by the end-replication problem and to prevent the loss of genomic 
information. As such, telomere length in healthy, adult somatic cells is somewhat heterogeneous among individuals and 
populations; however, telomere lengths tend to gradually become shorter as part of the natural aging process. On average, 
telomere length in healthy, human adult cells ranges from 5 to 15 kB, with the 3′ overhang extending for an additional 
50–200 nucleotides [11,12]. While telomere sequence is conserved among mammals (TTAGGG)n, telomere length varies 
among species. As an example, mice have extremely long telomeres (∼30–150 kb), which has complicated the use of mouse 
models to explore the processes involved in telomere regulation in humans.

Telomere DNA is bound and protected by a core group of six proteins that is collectively referred to as the shelterin 
complex [13]. Three shelterin proteins interact specifically with telomere DNA; telomeric repeat-binding factors 1 and 2 
(TRF1 and TRF2) bind to the double-stranded region of the telomere and protection of telomere 1 (POT1) binds to the 
telomere ssDNA. RAP1 (the human ortholog of yeast repressor/activator protein 1) interacts directly with TRF2 to modu-
late its function. The two remaining shelterin proteins, TIN2 (TERF1-interacting nuclear factor 2) and TPP1 behave as a 
molecular conduit in the shelterin complex, interacting with TRF2, TRF1, and POT1 to form a direct, protein-mediated link 
between telomere dsDNA and ssDNA. The removal of individual shelterin proteins induces a complex set of DNA-damage 
responses, which includes traditional and nontraditional repair mechanisms [14–16]. As such, a primary function of shel-
terin is to bind telomere DNA and protect it from inadequate recognition of DNA damage–response machinery. However, 
data are emerging which suggest that the shelterin complex plays a much more versatile role in telomere maintenance and 
cell-signaling events.

Telomerase is a specialized and unique ribonucleoprotein (RNP) complex that is responsible for maintaining telomere 
length homeostasis [17]. Telomerase is minimally composed of a catalytic subunit that contains the telomerase reverse 
transcriptase (TERT) activity and a telomerase RNA component (TR or TERC), which serves as the template for telo-
meric DNA synthesis [17] (Fig. 21.1). In addition to nucleotide addition, telomerase translocates its RNA template after 
six nucleotides are synthesized, so that it may be reused as a template for the next set of six nucleotides to be synthesized. 
This mechanism, referred to as repeat addition processivity, is coordinated by multiple domains within TERT and TR to 
prevent dissociation from the telomere and to orchestrate realignment of the template RNA with the newly synthesized 
DNA product.

While TERT is responsible for telomerase catalytic functions, TR provides the RNA template needed to elongate 
telomeres. In addition to the nucleotides that are responsible for incorporation of the consensus sequence by Wat-
son–Crick base pairing, the TR template contains additional nucleotides that are equally important for initial binding 
and for proper alignment. Upon recruitment, telomerase binds to the DNA 3′ end-flanking region by complementarity 
of those nucleotides that are adjacent to the coding template region (Fig. 21.1A). Nucleotides are then reverse tran-
scribed into telomeric ssDNA until the end of the coding template is reached. At this point, telomerase translocates 
the DNA strand to realign the template region with freshly synthesized telomere DNA to repeat the entire process 
without primer dissociation.

2.  TELOMERE LENGTH AND TELOMERASE REGULATION

In addition to age, telomere length generally correlates with cell function. Cells that exhibit a high proliferative rate (eg, 
during embryogenesis, in adult germline, and proliferative cells of tissue renewal) express telomerase to maintain longer 
telomeres and to prevent senescence [7]. In healthy somatic cells, telomerase activity is below detection limits and progres-
sive telomere shortening is observed. Cells that express moderate amounts of telomerase, such as hematopoietic stem cells 
(HSCs), have the ability to maintain telomere length but not as efficiently as cells that constitutively express telomerase, 
as is the case in most cancer cells. Generally, cancer cells reactivate and/or upregulate telomerase to maintain telomeres, 
albeit at reduced lengths. Other evidence suggests a putative mechanism in which telomerase is activated in response to the 
detection of extremely short telomeres that are at a higher risk for inducing chromosome instability [18]. In these cases, 
activation of telomerase is sufficient for avoiding cell death mechanisms that would otherwise be initiated. The exact 
mechanism of how telomere length and telomerase expression is regulated, particularly during cancer progression, remains 
unclear. Nonetheless, there is a clear connection between telomere length, telomerase activity, and gene stability in a wide 
range of cell types.
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FIGURE 21.1 Telomerase (TERT and TR) domain topology. (A) Schematic representation of telomerase RNA structure. The four primary domains, 
pseudoknot domain, template region, CR4/CR5 domain, and H/ACA box, are labeled. Mutations associated with telomerase-associated disorders are indi-
vidually identified and labeled by color code for each disease. (B) Ribbon diagram of TERT organization with N-terminal (TEN), RNA-binding domain 
(TRBD), reverse transcriptase (RT) domain, and C-terminal domain (CTE) domains labeled. Mutations related to telomerase-associated disorders are 
identified and labeled in color code for each disease. In both panels, blue labels are linked to AA, green for DC, and purple for IPF.
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2.1  Germ Cells and Embryogenesis

In contrast to somatic cells, telomerase activity is detected in adult testes and ovaries. More precisely, the highly prolif-
erative, immature germ cells (oocytes and spermatocytes) display high levels of telomerase activity [19]. Once the germ 
cells mature and become nonproliferative (eg, sperm and ovum), telomerase activity decreases. As expected, the telomere 
length in both female and male germline tends to be longer than those in somatic cells. Interestingly, the average telomere 
length of germ cells in female mice has been reported to decrease with age while maintaining a consistent length, or even 
increasing, in the germline of male mice [20]. The authors of this study speculate that telomerase activity is associated with 
fertility, and that telomerase expression and reproductive aging are intertwined. This hypothesis is supported by findings 
demonstrating that telomerase-negative mice (lacking TR) exhibit enhanced telomere erosion, defective spermatogenesis, 
decreased proliferation, and an increased incidence of apoptosis.

During embryo development, telomerase activity remains low until the blastocyte stage [21]. At the morula/blastocyte 
transition, telomeres are elongated significantly in a telomerase-dependent manner. Telomerase levels remains high until 
total histological differentiation of organs occurs. As an example, telomerase activity in human embryos becomes sup-
pressed at 12 weeks gestation in heart cells when cardiac myoblasts differentiate to myocytes [19]. In mice, by 16 weeks 
gestation telomerase activity is heterogeneous across tissues, and by birth it diminishes to undetectable levels in brain, liver, 
skin, lung, muscle, and adrenal tissue [19].

2.2  Stem Cells

As is the case during development, telomerase activity tends to decrease with stem cell differentiation events. For example, 
when HSCs are stimulated with cytokines to induce differentiation, telomerase expression decreases simultaneously [22]. 
And although telomerase activity tends to be higher in stem cells than in somatic cells, it is still considerably lower than 
it is in germ cells, during embryogenesis, or in cancer [23]. One reason that may explain this difference could be due to 
the quiescent, or very slow growing, nature of some stem cells, which limits the rate of cell division and, thus, the need 
for telomerase activity. A comparison between HSCs and adult bone-marrow stem cells, and between stem cells from fetal 
liver and cord blood, revealed that a reduction in telomere length does occur in stem cells [24]. While there is agreement for 
elevated telomerase activity in HSCs, human mesenchymal stem cells (MSCs) do not have detectable levels of telomerase 
[25]. Also, MSC telomeres show attrition at a rate that is comparable to somatic cells (30–120 base pairs per cell population 
doubling) [25]. At least in mice, however, the removal of telomerase adversely affects MSC function and prevents differen-
tiation [26]. Similarly, the proliferation and differentiation of stem cells is linked to telomere length and telomerase activity, 
further indicating that proper telomere maintenance is an important modulator of stem cell behavior [27]. As with somatic 
cells, these studies support a correlation between telomere length and telomerase activity in stem cells. Furthermore, they 
also highlight a critical role for telomerase in maintaining stem cell function, even when its activity is below current levels 
of detection.

3.  ORGANIZATION AND FUNCTION OF TERT AND TR

3.1  TERT Organization

TERT is subdivided into four major domains: the essential N-terminal (TEN) domain, a TERT RNA-binding domain 
(TRBD), the reverse-transcriptase (RT) domain, and a C-terminal extension (CTE) (Fig. 21.1B) [17,28]. While each domain 
accounts for individual responsibilities, all four regions are necessary for TERT-orchestrated catalytic functions. The TEN 
domain facilitates telomerase recruitment and processivity, putatively by acting as a “clamp” to pull the freshly synthesized 
telomere DNA out of the telomerase active site to assist in translocation of the template, one hexamer at a time [29]. The 
TRBD domain is highly conserved among species and provides a high affinity-binding platform to facilitate specific inter-
actions with TR that are important for holoenzyme assembly and function [30]. The RT region contains the active, catalytic 
site of the enzyme that ensures proper alignment of the telomerase RNA template and is responsible for nucleotide addition 
of the polymerase activity. The RT domain is also highly conserved and shares clear homology, particularly within its active 
site, with the RT domains of retrotransposons and retroviral RTs [28,31]. Despite sharing little sequence homology, the 
CTE is structurally analogous to the thumb domain of other RTs [32]. Functionally, the CTE stabilizes the telomerase–DNA 
complex and is required for telomerase-mediated nucleotide addition and processivity [33].

Although the full-length structure of TERT is yet to be determined, each of its domains have been solved individually or 
with other domains. The T. thermophila telomerase TEN domain represents a single, globular domain with a novel protein 
fold [34]. In addition to a C-terminal RNA-binding motif, the structure reveals a series of charged and conserved residues 
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on its surface that comprise a putative DNA-binding groove. The structure of the T. thermophila RBD revealed that it con-
tains two conserved (CP and T) motifs within its RNA-binding pocket [35]. The CP and T motifs form a wide hydrophilic 
pocket that is implicated in binding to the template boundary element of TR. The most complete structure of TERT is for 
that of the red flour beetle, Tribolium castaneum [32,36]. Although the protein lacks a TEN domain, the T. castaneum 
structure reveals how the RBD and RT domains interact to form a large cavity in the center of the protein to accommodate a 
DNA–RNA, primer–template duplex. The RT domain of TERT is structurally similar to other polymerases and RTs in that 
it includes a fingers, palm, and thumb topology for gripping nucleic acid. The TERT CTE is localized at the same position 
as the thumb domain with respect to the palm and finger subdomains of viral RNA and B-family DNA polymerases.

3.2  Telomerase RNA Component

In contrast to TERT, TR from different organisms varies in both sequence and length, ranging from 159 nt in T. thermophila 
and 451 nt in human to 1157 in Saccharomyces cerevisiae and 1213 nt in Schizosaccharomyces pombe [37]. Even though 
TR elements are highly divergent, several common motifs have been identified by phylogenetic and mutational studies 
among different species. These common elements include a template pseudoknot (T-PK) that contains the template used 
for telomeric DNA synthesis, conserved regions 4 and 5 (CR4/CR5), the vertebrate-specific hairpin-hinge-hairpin-ACA 
(H/ACA) and conserved region 7 (CR7) motifs (Fig. 21.1A). The T-PK and CR4/CR5 bind to TERT independently, and 
are the minimal TR elements required for reconstituting telomerase activity in vitro [38]. The H/ACA box, which is a small 
Cajal body-specific RNA at the 3′ end of vertebrate TR, is critical for telomerase holoenzyme biogenesis and regulation 
in vivo [39]. The CR7 domain is also located at the 3′ end of vertebrate TR and contains a conserved Cajal body (CAB box) 
localization element. The CAB box is a conserved feature that is responsible for targeting and localization of small Cajal 
body-specific RNAs (scaRNAs) to Cajal bodies where posttranscriptional processing occurs [40].

Although the expression of TR and TERT are the minimal requirements for reconstituting telomerase activity in vitro, 
there are a number of accessory proteins that are important for the composition and/or assembly of the telomerase holoen-
zyme. Several of these proteins, including dyskerin, NHP2, NOP10, and GAR1 comprise a major class of small nucleolar 
polypeptides that recognize sequence elements in RNA that include an H/ACA signature. The H/ACA box is a character-
istic feature common in two classes of small RNAs—small nucleolar RNAs (snoRNAs) and scaRNAs. This motif gener-
ally guides the site-specific pseudouridylation of RNAs in the nucleolus and Cajal bodies, respectively [41]. The dyskerin 
pseudoduridine synthase, NHP2, NOP10, and GAR1 associate with H/ACA RNAs to guide site-specific pseudoridylation 
of ribosomal and spliceosomal RNAs, as well as other processes unique to eukaryotes and archaea [42]. In human TR, the 
H/ACA-motif (Fig. 21.1A) is bound by dyskerin, NHP2, NOP10, and GAR1 to modulate telomerase RNP biogenesis and 
stability [43]. In spite of lacking any pseudouridylation modifications, TR is classified as a scaRNA, primarily due to the 
presence and necessity of a CAB box and because of an essential requirement for localization to Cajal bodies for process-
ing. The disruption of H/ACA protein interactions with TR, or abrogated Cajal body localization of TR, is an event that is 
associated with telomerase dysfunction and impaired telomere extension [39,44]. In addition to the H/ACA-binding pro-
teins, another cofactor called TCAB1 (telomerase Cajal body protein 1; also known as WRAP53) mediates trafficking of 
telomerase to Cajal bodies for efficient biogenesis and subsequent telomere maintenance [45].

While it has yet to be determined for vertebrate TR biogenesis, the mature 3′-end of TR in fungi is generated by a 
spliceosome-mediated cleavage event [46,47]. The mature TR molecule in vertebrates contains a 2,2,7-trimethylguanosine 
cap with no polyA tail [48]. In human cells, mature telomerase exists in equilibrium with unassembled TR and TERT com-
ponents [49]. Together, these data provide compelling evidence that implicates posttranscriptional processes, biogenesis, 
and assembly as important regulators in controlling telomerase activity.

4.  TELOMERIC DNA STRUCTURE

Telomeric DNA is comprised of repetitive G-rich sequence motifs oriented 5′ –3′ toward the chromosome end. The length 
and sequence of repeats varies among different species. It is represented by 4.5 repeats of (T4G4) sequence in the ciliate 
Oxytricha nova, 20–70 repeats of (T2G4) sequence in T. thermophila, 10–15 kb of (T2AG3) repeats in humans, and 20–50 kb 
in certain mouse and rat species [37]. Meanwhile, the telomeric DNA repeats in S. cerevisae is approximately 300 base 
pairs of a somewhat heterogeneous (TG)1–4G2–3 repeating sequence. In all organisms, telomeric DNA is composed mostly 
of dsDNA followed by a ssDNA overhang that serves as the substrate for telomerase-mediated extension.

Guanine-rich DNA is capable of forming very stable G-quadruplex (GQ) structures [50,51]. GQs are best characterized 
by the arrangement of planar arrays formed by four guanine bases held together by forming hydrogen-bonded Hoogsteen 
base-pairing interactions. GQ structures can form both inter- and intramolecularly and the morphology varies depending 
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on several factors. For example, the orientation of the strands in the GQ can assemble as parallel or antiparallel, or a het-
erogeneous mix of both, strands. Similarly, the associated metal ion that stabilizes the GQ contributes to GQ topology and 
strand orientation. Finally, the sequence of nucleotides flanking the GQ structure can influence topology and stability. 
Multiple GQ topologies assembled using DNA with human telomere sequence have been characterized in molecular 
detail (Fig. 21.2). The K+ containing structure of d[AGGG(TTAGGG)3] determined by X-ray crystallography reveals a 
propeller-like structure with the strands oriented in a parallel fashion [52]. In this arrangement, the guanines are arranged 
into stacked G-quartets with the K+ in the center and the TTA loops protruding away like the blades of a propeller. The 
structure of the same DNA sequence determined by NMR provides a different basket-type GQ conformation [53]. In this 
topology, all strands reside in an antiparallel orientation. While most of the current knowledge regarding GQ stability and 
structural polymorphism stems from biophysical experiments using isolated DNA, GQs have also been identified in the 
telomeres of human cells and in the macronuclei of ciliates and in frog oocytes [54–56].

Telomere loops (T-loop) describe another structure that has been characterized for telomeric DNA. To form a T-loop, the 
ssDNA overhang is predicted to invade the telomeric duplex DNA to form a lariat configuration [57]. Due to the elevated 
thermodynamic stability inherent to dsDNA, protein factors such as TRF2 are a requisite for T-loop assembly [57].

5.  TELOMERE-INTERACTING PROTEINS

5.1  The Shelterin Complex

Vertebrate telomeres are capped by a multiple-protein complex called shelterin (Fig. 21.3) [13]. Two shelterin components, 
TRF1 and TRF2, localize specifically at telomeres (Fig. 21.3A). The two proteins are negative regulators of telomere 
length, as overexpression of either TRF1 or TRF2 leads to gradual telomere attrition in cancer cells [58,59]. TRF1 and 
TRF2 bind to the telomeric dsDNA as preformed homodimers, which interact through their N-terminal, TRF-homology 
(TRFH) domains [60]. The structure of the TRFH domain has been determined for both TRF1 and TRF2 and it resembles a 
twisted horseshoe-like structure with unique interface features to prevent heterodimerization [60]. For example, the amino 
acid sequence at the TRFH interface differs between TRF1 and TRF2 and the structures implicate these differences in 
inhibiting TRF1–TRF2 heterodimer formation. The protein–DNA interactions for TRF1 and TRF2 occur exclusively with 

FIGURE 21.2 Three-dimensional and schematic structures of intramolecular G-quadruplexes formed by human telomeric sequences. (A) Parallel 
G-quadruplex observed for the sequence d[AGGG(TTAGGG)3] in a K+-containing crystal (PDB ID: 1KF1). (B) Parallel G-quadruplex observed by NMR 
for the sequence d[TAGGG(TTAGGG)3] in a K+-containing crowded solution (PDB ID: 2LD8). (C) antiparallel G-quadruplex observed by NMR for 
the sequence d[AGGG(TTAGGG)3] in Na+ -containing solution (PDB ID: 143D). (D) Hybrid G-quadruplex with two G-tetrad layers observed by NMR 
for the sequence d[GGG(TTAGGG)3T] in K+-containing dilute solution (PDB ID: 2KF8). (E) (3 + 1) form one hybrid G-quadruplex observed by NMR 
for the sequence d[TAGGG(TTAGGG)3] in K+-containing dilute solution (PDB ID: 2JSM). (F) (3 + 1) form 2 G-quadruplex observed by NMR for the 
sequence d[TAGGG(TTAGGG)3TT] in K+-containing dilute solution (PDB ID: 2JSL); Guanines in an anti-configuration are shown in blue and those in 
a syn-configuration are colored yellow.
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telomere dsDNA and are orchestrated by conserved Myb domains that reside at the C-terminus of both proteins [61,62]. 
The tertiary structure of the Myb domain of TRFs is represented by three helices [62–64]. Notably, the third helix recog-
nizes the core TAGGG sequence that resides in the major groove of the duplex, telomere DNA.

TIN2 is retained at the telomere through interactions that stabilize the TRF1 and TRF2 DNA-binding ability [65]. TIN2 
comprises a central hub of the shelterin complex that maintains interactions with TRF1, TRF2, and TPP1 (Fig. 21.3B) 
[66–68]. Mutations in TIN2 that impair its binding with TRF1 or TRF2 destabilize telomeres and induce a DNA-damage 
response [69]. Meanwhile, interactions that reside between TIN2 and TPP1 are necessary for recruitment of the TPP1–
POT1 heterodimer to the telomere to bind and protect the ssDNA overhang [70]. The removal of TIN2 protein in mice 
abrogates the localization of POT1–TPP1 protein at the telomere and triggers an ATR-mediated DNA-damage response 
[71]. These data suggest that TRF1 and TRF2 recruit TIN2 to the shelterin complex, which in turn recruits POT1–TPP1 to 
the telomere. In addition to forming interactions that keep the shelterin complex intact, the TRF1–TIN2 interaction prevents 
SCFFbx4-mediated ubiquitination and degradation of the TRF1 protein [72].

RAP1 is the most highly conserved shelterin protein with the least understood role in telomere biology. RAP1 forms a 
complex specifically with TRF2 to enhance its DNA-binding specificity (Fig. 21.3A) [73]. The RAP1–TRF2 interaction 
has been shown to protect telomeric DNA from nonhomologous end joining (NHEJ) [74]. The role of RAP1 in NHEJ 
has been controversial, however, as other data identify a role of RAP1 in suppressing homology-directed repair (HDR) 
at telomeres and not NHEJ, at least in cell lines devoid of KU70–KU80-signaling proteins [75]. Structurally, the RAP1 
C-terminal domain forms a conserved module in proteins across species that guides interactions with TRF2 in humans, and 
is used to recruit SIR3 proteins to regulate gene silencing in budding yeast [76]. Interestingly, the removal of RAP1 from 
human cell lines has no affect on the other shelterin components or on telomere length homeostasis [77]. These data sug-
gest that RAP1 may play a more crucial role in regulating transcription as opposed to a direct role in telomere maintenance.

The ssDNA overhang at the 3′ end of mammalian telomeres is bound and protected by POT1 protein (Fig. 21.3C) [78]. 
POT1 was originally thought to behave exclusively as a negative regulator of telomerase activity, but this interpretation 
gets complicated when POT1 functions with other shelterin proteins. For example, TPP1 is the binding partner of POT1 
and the POT1-TPP1 heterodimer increases telomerase activity on telomere DNA [79,80]. Although TPP1 is not known to 
interact with telomere DNA directly, it increases the affinity of POT1 for telomere DNA substrates [79,80]. Furthermore, 

FIGURE 21.3 The structures of shelterin complex components. (A) The top of the panel shows the TRF homology (TRFH) domain (PDB ID: 1H6O) and 
double-stranded DNA (dsDNA)-bound Myb domain of TRF1; PDB ID: 1W0T). The bottom of the panel displays TRF2 structures, including the TRFH 
domain (PDB ID: 1H6P), dsDNA-bound Myb domain (PDB ID: 1W0U), and the RAP1–TRF2-interacting domains (PDB ID: 3K6G). (B) Schematic 
structure of TIN2 with mutations identified related to DC and other telomerase-associated disorders labeled. (C) The top panel shows POT1 organization 
and includes the structure of the DNA-binding domain bound to telomere DNA (PDB ID: 1XJV). The bottom panel shows TPP1 organization and includes 
the structure of an internal OB-fold domain (DB ID: 2I46). Mutations identified on POT1 are colored by cancer association: chronic lymphocytic leukemia 
are colored in black, melanoma in red, and glioma in blue. Mutations identified on TPP1 in Hoyeraal–Hreidarsson syndrome are shown.
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TPP1 helps POT1 to discriminate between ssDNA and RNA substrates [81] and plays a central role in the shelterin complex 
by bridging TIN2, and thus the double-stranded region of the telomere, with POT1 and the ssDNA overhang [70,82,83].

Structurally, the N-terminal domain of POT1 folds into two oligonucleotide/oligosaccharide-binding (OB) domains, 
which interact intimately with telomeric DNA [84]. In general, the OB fold architecture is a conserved structure comprised 
of a β-barrel with an α-helix connecting two strands at the end of the barrel. In addition to POT1, a number of nucleic 
acid–binding proteins, including replication protein A, are represented by OB-fold motifs, indicating a universal role in 
the direct maintenance of genomic stability [85]. The central domain of TPP1 also represents an OB-fold [79]. However, 
instead of binding to nucleic acid, the OB-fold of TPP1 is responsible for interactions with telomerase [70,86,87]. Despite 
poor sequence identity, POT1 and TPP1 are structurally related to the O. nova telomere end binding α and β (TEBPα 
and TEBPβ) heterodimer [79]. TEBPα and TEBPβ are the first identified specific telomeric DNA-binding protein, and 
the structure of the TEBPα–TEBPβ–DNA complex has been solved by X-ray diffraction [88]. The structure reveals that 
TEBPα is represented as a series of three OB-fold domains, and TEBPβ is comprised of a single OB-fold motif. The two 
proteins interact with one another to clamp down on telomere DNA that resides in a groove that is formed between them.

5.2  CST Protein Complex

In addition to shelterin, another multiprotein, telomere-interacting assembly has been described as the CST complex. The 
CST complex was originally identified in budding yeast to assemble from Cdc13, Stn1, and Ten1 proteins to function in 
protecting telomeres from DNA degradation [89,90]. In mammalian cells, the homologs of Stn1 and Ten1 have been iden-
tified, and a conserved telomere-maintenance component 1 (CTC1) protein, which shares little sequence similarity with 
Cdc13, associates with STN1 and TEN1 at the telomere [91]. It was originally speculated that the CST complex functions 
by protecting telomere DNA and downregulating telomerase activity. However, only about 20% of mammalian CST com-
plexes localize to the telomere, suggesting that it is involved in nontelomeric functions as well.

It remains unclear how shelterin and CST coordinate to regulate telomere maintenance. As is the case with shelterin 
proteins, defects or removal of CST components results in phenotypes that are consistent with telomere dysfunction. For 
example, the conditional knockdown of CTC1 impairs efficient replication of telomere DNA [92]. CTC1 and STN1 have 
been copurified with DNA polymerase α and shown to increase polymerase processivity and assist in the synthesis of 
RNA–DNA Okazaki fragments [93]. Together, these findings reflect a general role of the CST complex in replication con-
trol of telomeres.

6.  TELOMERE–TELOMERASE INTERACTIONS AND REGULATION

As mentioned, a primary function of shelterin proteins is to protect telomere DNA from illicit events, such as DNA degra-
dation and end-to-end fusions of different chromosomes. However, the role of shelterin has expanded to include telomere-
length maintenance as several of the proteins have been discovered to function in telomerase recruitment and regulation. 
For example, the POT1–TPP1 heterodimer enhances telomerase activity and processivity [79,80]. The enhancement of 
telomerase activity can be attributed to a direct protein–protein interaction that allows TPP1 to recruit telomerase to the 
telomere [70,86,87]. Independent of telomerase recruitment, the POT1–TPP1 heterodimer slows dissociation of telomerase 
from telomere DNA to assist translocation and enhances telomerase processivity [94]. A number of studies have identified 
posttranslational modifications to TPP1 that may provide a molecular switch between telomere protection and telomerase 
recruitment activities [95,96].

Several studies suggest that TIN2 facilitates the localization of POT1-TPP1 to telomeric ssDNA. The removal of TIN2 
diminishes the amount of POT1 and TPP1 that localizes at the telomere [71]. Moreover, the depletion of TIN2 but not POT1 
results in the failure of TPP1-dependent telomerase recruitment [70]. Together, these data present a scenario in which TRF1 
and TRF2 nucleate assembly of the shelterin complex. Indeed, the deletion of both TRF1 and TRF2 in mouse cells results 
in a complete loss of detection for all six shelterin proteins at the telomere [16].

7.  TELOMERE-ASSOCIATED DISEASES

7.1  Telomere Length Homeostasis and Related Diseases

Without question, telomere length homeostasis and the regulation of telomerase are important events to maintain proper 
genome stability. Short telomeres are associated with several degenerative and age-related disorders. Some examples include 
dyskeratosis congenita (DC), aplastic anemia (AA), and idiopathic pulmonary fibrosis (IPF). Many of these ailments are 
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associated with single nucleotide polymorphisms within genes that code for TR or TERT (Fig. 21.1A). Several mutations 
related to disease, particularly for DC, have been identified in the dyskerin protein, which associates with TR. Still other 
afflictions, including in a wide range of human cancers, are associated with individual mutations in telomerase or one of the 
shelterin proteins. A comprehensive list of telomerase-associated mutations associated with human disease is maintained 
at http://telomerase.asu.edu/diseases.html. Within this communication, we focus on those that are the most prevalent and 
best understood.

7.1.1  Dyskeratosis Congenita

DC is a heritable, progressive telomerase-associated disorders that is inherited as autosomal dominant, autosomal recessive, 
or X-linked recessive. The clinical presentation of the disease, which includes hematopoietic deficiency, usually correlates 
with dysfunctional telomere maintenance. Several mutations in genes involved in telomere and telomerase assembly have 
been identified to correlate, particularly with X-linked DC, which is the most common form. The vast majority of mutations 
associated with DC (∼40% cases) resides within the DKC1 gene, which encodes the dyskerin protein [97]. While amino 
acid changes in DKC1 of DC patients are highly heterogeneous, the most common mutation is a missense change that 
occurs at position 1058 (C > G) of the gene resulting in an amino acid change at position 353 (A > V) on the protein level 
[98]. This particular DKC1 mutation interferes with TR stability and pre-RNP assembly of telomerase [99].

Apart from DKC1 there is a subset of genes involved in telomere maintenance that have been identified to contain muta-
tions in patients with DC. Like dyskerin, NHP2 and NOP10 genes code for proteins that are important for assembly and 
biogenesis of the telomerase RNP and are associated with mutations in DC patients. DC-related point mutations to NOP10 
or NHP2 impaired critical interactions between protein products and within dyskerin that are required for TR folding and 
biogenesis [99]. Mutations in TCAB1 can abrogate the proper localization of TR to Cajal bodies, thus impairing telomerase 
holoenzyme assembly. Still other mutations associated with DC have been identified in the two primary components of 
telomerase, TERT and TR [100].

While these findings tend to agree that mutations linked to DC often result in improper TR assembly with TERT, the 
molecular pathway to this consequence can vary. For example, some of these mutations result in reduced telomerase cata-
lytic activity, while others impair TR–TERT association, while still others cause loss in fidelity of telomeric repeat synthe-
sis [100]. Regardless of the mechanism, it has become clear that telomerase-associated disorders and telomerase deficiency 
coincide with one another. It is likely that the telomerase deficiencies and shorter telomeres diminish the proliferative 
capacity of hematopoietic progenitors.

7.1.2  Aplastic Anemia

AA is another condition characterized by telomerase-associated disorders and associated with mutations in TR or TERT. 
Telomere length reduction can be detected in the peripheral blood leukocytes of one-third to one-half of these patients 
[101,102]. Telomere attrition in AA has been attributed to different mutations on telomerase (TERT and TR), as well as a 
reduction of shelterin complex proteins POT1 and TIN2 [102]. Like DC, mutations in TERT and TR found in AA are linked 
to loss or decrease of telomerase catalytic activity, reduction of telomerase repeat addition processivity, and/or TR instability 
[103,104]. As in DC, AA molecular mechanism linked to telomerase deficiency is based on haploinsufficiency of telomerase 
in bone-marrow stem cells that impairs telomere maintenance and proliferation. In fact, many DC patients also develop AA.

7.1.3  Idiopathic Pulmonary Fibrosis

IPF is a chronic lung disease characterized by fibroblast proliferation and excessive accumulation of extracellular matrix. 
IPF patients typically present with disrupted lung tissue architecture and respiratory difficulties. Although there is not a 
clear mechanism of the molecular pathway leading to this condition, IPF patients tend to have shorter telomeres in alveolar 
epithelial cells when compared to healthy individuals [105], suggesting that telomere length is an important feature for the 
pathophysiology of this disease. Mutations in TERT or TR are considered risk factors for IPF as they have been observed in 
8–15% of familial cases [106]. Mutations in essential telomerase genes have been identified in a small subset of sporadic 
IPF cases as well [105].

As with DC and AA, mutations in the TERT and TR subunits have been identified in patients with familial IPF and are 
common genetic risk markers [106,107]. Two of the more characterized mutations in TERT (V144M and R865 C/H) 
(Fig. 21.1B) that are associated with IPF patients have been shown to impair telomerase-mediated telomere extension 
[107]. While the V144M mutation did not impair telomerase catalytic activity in vitro, it exhibited impaired telomere syn-
thesis in cultured human cells. In contrast, R865H or R865C mutations affected telomerase extension assays in vitro and 

http://telomerase.asu.edu/diseases.html
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impaired telomere synthesis in human cells. The R865 mutation likely affects proper nucleotide binding or incorporation, 
as that amino acid is within close proximity to the predicted TERT nucleotide-binding pocket.

Also similar to DC and AA, not all patients with IPF have mutations in telomere or telomerase-associated genes. How-
ever, a consistency of shorter telomeres among IPF patients suggests that dysfunctional telomere maintenance plays a key 
role in the molecular pathophysiology of this disease [108]. Mutations that impair telomerase activity or biogenesis com-
monly result in advanced shortening of telomeres, which limits the replicative potential of progenitor alveolar epithelial 
cells in IPF cases and can eventually induce apoptosis or senescence. The reduction of alveolar epithelial cell type 2 popu-
lations, which are key for the repairing of lung scarring tissue, would make the restructuring of alveolar tissue architecture 
more difficult in IPF patients with dysfunctional telomeres or telomerase.

7.2  Telomeres and Premature Aging Syndromes

Shortened telomeres are related to an onset of accelerated aging phenotype syndromes such as Werner’s syndrome, Bloom’s 
syndrome, and Hutchinson–Gilford progeria syndrome. All are characterized by an increased rate of senescence due to 
accelerated telomere shortening processes. On average, telomere lengths of the individuals afflicted with these syndromes 
are significantly shorter when compared to healthy individuals in a similar age group. While telomere shortening is the 
commonality among patients with advanced aging syndromes, all have different mechanisms leading to this consequence. 
In the cases of Werner’s and Bloom’s syndromes, the mechanism involves defects in the DNA helicases WRN and BLM, 
respectively, which generally increases the rate of transduction of nonfunctional proteins. Both DNA helicases belong to 
the RecQ family of DNA helicases and are necessary to resolve secondary structure within the telomere DNA (D-loop and 
GQ) and to unwind dsDNA for replication or DNA damage [109]. Dysfunctional WRN and BLM helicases are associated 
with incomplete replication of telomeres, recombination between sister chromatids, and inefficient replication of G-rich 
telomeric strands (WRN) [109,110]. In both cases, the overexpression of telomerase tends to rescue the extreme telomere-
shortening phenotype.

As opposed to altered helicase function, Hutchinson–Gilford progeria syndrome is caused by a mutation in the lamin A 
gene (LMNA) at position 1824 (C- >T) [111]. Lamin A belongs to a family of proteins that is involved in nuclear assembly, 
chromatin modifications, and nuclear structure. The C1824T mutation in LMNA increases the usage of an internal splic-
ing site that creates a transcript that is missing 150 internal nucleotides. Translation of the transcript results in a protein, 
called progerin, which is an isoform of LMNA with the deletion of 50 internal amino acids [111]. Telomere shortening and 
senescent events in normal human fibroblasts activates progerin production and progressive telomere damage increases 
alternative splicing patterns in multiple genes [112]. In a circuitous cascade of harmful events, some studies have suggested 
that progerin accumulation leads to telomere deprotection by disrupting heterochromatin structure [112]. Together, these 
data demonstrate a clear relationship between progerin accumulation and telomere shortening.

7.3  Telomerase Activity in Cancer

While the aforementioned afflictions generally manifest with reduced or aberrant telomerase function, 85–90% of meta-
static cancers display increased telomerase activity [113]. The regulation of telomerase activity is presumably governed 
by TERT expression, as TR and other components of the telomerase complex are constitutively expressed in adult somatic 
tissues as well as germ cells [114]. Conversely, TERT levels are virtually absent in most adult somatic tissues, but expressed 
at high levels in most cancer, reproductive, and stem cells where telomerase activity is also elevated [113]. The TERT 
promoter contains several response elements that are recognized by transcription factors, such as c-MYC and SP1 [115]. 
β-catenin is another protein that regulates gene transcription and interacts with KLF4 at TERT promoters to recruit a meth-
yltransferase (Setd1A) to initiate TERT transcription [116]. Therefore, the overexpression of c-MYC and WNT/β-catenin 
that occurs in cancer, may explain the increased levels of TERT in those cells as well. Another explanation can be attributed 
directly to single-point mutations that have been identified in the TERT promoter site in a host of human cancers including 
skin, central nervous system, bladder, and thyroid [117]. These data indicate that sporadic mutations to regulatory sites 
might also be responsible for TERT activation in several types of cancer.

Mutations in the TERT promoter tend to result in higher TERT mRNA levels. One explanation for this correlation can 
be attributed to an enhanced binding motif that is created for transcription factors such as E-twenty-six (ETS) [117]. While 
the promoter clearly plays an important role in TERT transcription activation, a number of suppressors that include MAD1, 
E2F-1, and MZF-2, and PITX1, have been identified to contribute to the regulatory mechanism as well [118–121]. These 
suppressors exert repressor activity by binding directly to various sites within the TERT promoter. In addition, it has been 
speculated that TERT behaves as a transcriptional modulator of oncogenic genes that are critical for tumor proliferation 
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[122]. Other mechanisms such as alternative splicing events and epigenetic regulation are likely to be important modulators 
of TERT regulation as well.

7.4  Shelterin Mutations and Telomere-Related Diseases

Exome sequencing of familial glioma patients has identified inherited mutations in the POT1 gene that are associated with 
this type of cancer (p.G95C, p.E450X, and p.D617Efs) [123]. The POT1 G65C mutation is located within the DNA-binding 
groove and presumably disrupts interactions with telomere DNA. The POT1 E450X introduces a premature STOP codon in 
the translated POT1 protein that would be predicted to lack its TPP1-interacting domain. Similar inherited mutations have 
been reported in the POT1 gene of familial melanoma patients [124]. Most of the identified mutations are localized in the 
POT1 DNA-binding domain, which emphasizes an important relationship between POT1–DNA interactions and the devel-
opment of familial cancer. Somatic mutations of POT1 have also been detected in chronic lymphocytic leukemia (CLL) 
[125]. These studies suggest that mutant POT1 protein fails to localize at the telomere, leaving unprotected telomere ends 
that could lead to genome instability and tumorigenesis.

Besides POT1, mutations to the genes that code for TIN2 and TPP1 have been identified in patients with telomerase-
associated disorders [126–128]. Most of the mutations identified in TIN2 have been identified in patients with DC. 
Mutations to TIN2 include missense changes as well as nonsense and frameshift mutations to the open reading frame. 
The corresponding mutations within the synthesized TIN2 protein likely interfere with critical interactions with other 
shelterin proteins. A 2014 study on Hoyeraal–Hreidarsson syndrome (HH)—a clinically severe variant of DC—revealed 
ACD (codes for TPP1) as a novel DC-related gene [127]. In this study, two mutations (ΔK170 and P491T) were identi-
fied at the protein level of TPP1, both of which are highly conserved in mammals. The first mutation is a single amino 
acid deletion of K170, which is located in a region of TPP1 that is responsible for conducting interactions with telomer-
ase [87]. Interestingly, the ΔK170 mutation of TPP1 has been identified in patients with AA as well [128]. The second 
mutation is an amino acid substitution (P491T), which is located in the TIN2-interacting domain of TPP1. Together, 
these data further demonstrate that highly intricate protein–protein and protein–DNA interactions within the shelterin 
complex contribute to proper genome stability.

8.  TELOMERES AS A DNA DAMAGE–PREVENTION SYSTEM

When telomeres become critically short, their capping function is compromised and a range of DNA damage–like responses 
are induced. In telomerase-deficient yeast cells, short telomeres are recognized as DNA damage and are arrested in G2/M 
[129]. Markers consistent with DNA-damage response are also triggered in human fibroblasts when telomeres reach a 
critically short threshold to invoke senescence. These signaling events are remarkably similar to those in cells bearing 
DNA double-stranded breaks (DSBs) and involve the activation of DNA damage–checkpoint kinases including CHK1 
and CHK2. These findings, as well as others, have provided a clear connection between telomere-initiated senescence and 
innate DNA-damage responses.

In normal telomeres, the shelterin complex collaborates to repress at least six DNA-damage pathways that include 
ATM and ATR signaling, classical and alternative-nonhomologous end joining (alt-NHEJ), homologous recombina-
tion, and resection [16]. Single knockdown studies for each component of the shelterin complex have revealed similar 
and alternative mechanisms that explain how this protein complex functions to prevent telomeres from appearing as 
a DNA break in need of repair (Fig. 21.4). The deletion of a POT1 ortholog in mice results in telomere fusions and 
P53-dependent senescence [130]. POT1 knockdown experiments have provided evidence that it functions, at least in 
part, to prevent replication protein A (RPA) from binding to telomeric ssDNA, thereby preventing the RPA-induced 
activation of ATR-dependent DNA-damage responses [14,15,130]. Because of an expanded role in DNA-damage repair 
and DNA synthesis, RPA exists at a concentration that is much higher in the cell than that of POT1. Both POT1 and RPA 
display similar binding affinities for telomere DNA, yet physiological levels of POT1 are sufficient to prevent RPA from 
binding to the telomere. One explanation for this phenomenon can be attributed to a shelterin-related enhancement of 
POT1 localization and function. Interactions between POT1 and TPP1 with the rest of the shelterin complex effectively 
localize and concentrate POT1 protein exclusively at the telomere. Furthermore, the inclusion of TPP1 increases the 
binding affinity of POT1 to telomere DNA nearly 10 times over that of POT1 alone [79]. Highlighting the importance 
of TPP1 in localizing POT1 to protect ssDNA at the telomere, knockdown experiments revealed that the loss of TPP1 
activates ATR-dependent DNA-damage response in a manner similar to that of POT1 removal [131]. Furthermore, TIN2 
performs a similar role in recruitment, as its ablation prevents POT1-TPP1 localization at the telomere, thus allowing 
RPA binding and ATR signaling [71].
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At the double-stranded region of the telomere TRF1, TRF2, and RAP1 also shield telomere DNA from appearing as sites 
of breaks or damage. Knockdown studies of TRF1 revealed that it is essential for chromosome stability by limiting replica-
tive stress. Mechanistically, TRF1 assists in the proper replication of telomeres by preventing ATR kinase activation and fork 
stalling [132]. TRF1 may function by coordinated interactions with essential helicases, such as BLM and RTEL1, to facilitate 
unwinding of GQ structures at the telomere and to avoid fork stalling. Mice deficient for TRF2 are early embryonic lethal. 
Knockdown of TRF2 in mouse embryonic fibroblast (MEF) cells causes telomere fusions and dsDNA break-like damage 
activation through MRN (MRE11, RAD50, and NBS1) recruitment and ATM activation [15]. Other studies in cell culture 
show that the removal of TRF2 allows the KU70–KU80 complex to load onto telomeres to initiate NHEJ DNA repair [133]. 
Although the TRF2-binding protein, RAP1, is dispensable for ATM activation and NHEJ events, it appears to be critical for 
repressing HDR at telomeres [75]. Strikingly, these studies demonstrate that HDR events in mouse embryonic fibroblasts lack-
ing RAP1 occur at the telomere even in the absence of a DNA-damage signal. Cumulatively, these knockdown studies reveal 
a critical function of shelterin proteins in protecting against a range of DNA damage–response mechanisms.

9.  CONCLUSIONS AND CLOSING REMARKS

Research relating DNA damage and repair pathways to telomere biology and genome stability will continue to emerge. Cel-
lar phenotypes and molecular pathways have elucidated a role of shelterin and telomerase to function properly to prevent 
illicit events from occurring. Sequencing data have identified a series of mutations in shelterin proteins and in telomerase 
that are associated with telomerase-associated disorders and multiple forms of cancer. It will not be surprising to see this list 
of mutations expand significantly over the next several years. Continued work in telomere biology will also provide further 
insight into the details of how telomerase gets regulated during development and in cancer.

The basic research focused on telomere biology might lead to improved strategies for treating afflictions related to 
telomere dysfunction. For example, researchers have explored altering telomere integrity by changing the telomere DNA 
sequence that is reverse transcribed by telomerase. The overexpression of TR with mutations to its template region inhibits 
cell growth and induces apoptosis in cancer cells and mouse xenografts [134,135]. In mammals, the template region is 11 
nucleotides long (3′-CAAUCCCAAUC-5′) and is localized between positions 46 and 56 of the TR RNA sequence. Studies 
have shown that different mutations on telomere sequence result in different telomere dysfunction behavior (Table 21.1). 
Although the usual trend of altering telomere sequence administers a toxic effect, it has been shown that certain sequences 
can be well tolerated by cells. An example of a nontoxic mutant telomere sequence is mutant TR TSQ1 (3′-CCAACGC-
CAAC-5′) that codifies telomeric sequence GTTGCG [136]. Studies have shown that TSQ1 mutation can be incorporated 
into telomeres and the cells are viable for several population doublings. Thus, future insight into what sequence is tolerated 
and how the telomere mutations coincide with shelterin mutations will provide additional, mechanistic insight into the 
precise requirements that are necessary for shelterin–telomere DNA interactions and those that result in DNA damage–
response induction.

FIGURE 21.4 Shelterin prevents multiple DNA-damage responses at the telomere. The repression mechanism of DNA-damage response by shelterin 
components are indicated by blunt-end arrows in black. The telomerase main components, TR and TERT, are shown in orange and telomerase accessory 
ribonucleotide proteins (dyskerin, GAR1, NHP2, and NOP10) are colored in pink. Individual shelterin proteins and their role in preventing various DNA-
damage responses are labeled accordingly.
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GLOSSARY
G-quadruplex Guanine-rich DNA capable of forming very stable structures. It is an arrangement of planar arrays formed by four guanine bases 

held together by forming hydrogen-bonded Hoogsteen base-pairing interactions.
Shelterin complex Group of six proteins (TRF1, TRF2, RAP1, TIN2, TPP1, POT1) that are bound to telomeric DNA. Its main function is to avoid 

telomere end-to-end fusion and to protect telomeres from being recognized from inappropriate DNA-damage response.
T loop Telomeric DNA structure characterized by the invasion of the ssDNA overhang into the telomeric duplex DNA to form a lariat configuration.
Telomerase Reverse transcriptase that uses its own RNA template to synthesize telomere DNA.
Telomere End cap of linear chromosomes. Its main function is to protect genomic information and control the lifespan of cells.

LIST OF ACRONYMS
AA Aplastic anemia
ACD Adrenocortical dysplasia
alt-NHEJ Alternative-nonhomologous end joining
ATM Ataxia telangiectasia mutated
ATR Ataxia telangiectasia and Rad3 related
BLM Bloom helicase
CAB box Cajal body localization element
CHK1 Checkpoint kinase 1
CHK2 Checkpoint kinase 2
CLL Chronic lymphocytic leukemia
CR4 Conserved region 2
CR5 Conserved region 5

TABLE 21.1 Mutant Telomerase RNA Template

Mutant hTR RNA Template Sequence Predicted Sequence Effect References

Wild type 3′-CAAUCCCAAUC-5′ TTAGGG Telomere stability n/a

hTR-34, MuA, 
or 47A

3′-CAAACCCAAAC-5′ TTTGGG Loss of cell viability, cell-cycle deregu-
lation, alteration of nuclear morphol-
ogy, telomere fusion, DSB-like damages 
ATM activation, and TRF2 repression

[136–139]

MuC 3′-CAACCCCAACC-5′ TTGGGG Loss of cell viability, cell-cycle deregu-
lation, alteration of nuclear morphol-
ogy, and telomere fusion

[138]

MuD 3′-CAAUUCCAAUU-5′ TTAAGG Loss of cell viability, cell-cycle deregu-
lation, alteration of nuclear morphol-
ogy, and telomere fusion

[138]

MuE 3′-CACUCCCACUC-5′ TGAGGG Loss of cell viability, cell-cycle deregu-
lation, alteration of nuclear morphol-
ogy, and telomere fusion

[138]

AU5 3′-AAUAUAUAUAU-5′ TATATA Loss of cell viability, DSB-like damages, 
ATM activation, and TRF2 repression

[134,139]

U11-hTer 3′-UUUUUUUUUUU-5′ AAAAAA Decreased cell proliferation and cell 
viability, increased apoptosis, and 
decreased tumor growth rates

[137]

49A-hTer 3′-CAAUCCCA(AA)AUC-5′ T(TT)TAGGG Decreased cell proliferation and cell 
viability, increased apoptosis, and 
decreased tumor growth rates

[134]

TSQ1 3′-CCAACGCCAAC-5′ GTTGCG Well-tolerated sequence, do not seem 
to affect cell survival

[136]

Summary of different mutant TR-template region with their predicted telomeric sequence and genomic consequences. The mutations incorporated in 
nucleotide bases are underlined.
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CR7 Conserved region 7
CST Cdc13, Stn1, and Ten1 proteins
CTC1 Conserved telomere-maintenance component 1
CTE C-terminal extension
DC Dyskeratosis congenita
dsDNA Double-stranded DNA
ETS E-twenty-six
GAR1 H/ACA ribonucleoprotein complex subunit 1
GQ G-quadruplex
H/ACA Hairpin-hinge-hairpin-ACA
HDR Homology-directed repair
HSCs Hematopoietic stem cells
IPF Idiopathic pulmonary fibrosis
KLF4 Kruppel-like factor 4
LMNA Lamin A
MEF Mouse embryonic fibroblast
MRN MRE11, RAD50, and NBS1 complex
MSCs Mesenchymal stem cells
NHEJ Nonhomologous end joining
NHP2 H/ACA ribonucleoprotein complex subunit 2
NOP10 H/ACA ribonucleoprotein complex subunit 3
OB Oligonucleotide/oligosaccharide binding
PIP1 POT1-interacting protein 1
POT1 Protection of telomere 1
PTOP POT1- and TIN2-organizing protein
RAP1 Repressor/activator protein 1
RNP Ribonucleoprotein
RPA Replication protein A
RT Reverse transcriptase
RTEL1 Regulator of telomere elongation helicase 1
scaRNA Small Cajal body-specific RNA
SCF Skp, Cullin, F-box-containing complex
SIR3 Silent information regulator 3
snoRNA Small nucleolar RNA
SP1 Specificity protein 1
ssDNA Single-stranded DNA
TCAB1 Telomerase Cajal body protein 1
TEBP Telomere end-binding protein
TEN TERT N-terminal
TEN1 CST complex subunit TEN1
TERT Telomerase reverse transcriptase
TIN2 TERF1-interacting nuclear factor 2
TINT1 TIN2-interacting protein 1
T-loop Telomere loop
T-PK Template pseudoknot
TPP1 TINT1/PTOP/PIP1
TR or TERC Telomerase RNA component
TRBD TERT RNA-binding domain
TRF1 Telomeric repeat-binding factor 1
TRF2 Telomeric repeat-binding factor 2
TRFH TRF-homology domains
TSQ1 Tolerated sequence Q1
WRN Werner helicase
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1.  CANCER AND ITS HALLMARKS

Cancer is a complex disease that was characterized by six hallmarks in 2000 [1]. These hallmarks are sustained prolifera-
tive signaling, resisting cell death, evading growth suppressors, activating invasion and metastasis, enabling replicative 
immortality, and inducing angiogenesis. Following a decade of research, these hallmarks were revisited in 2011 [1], and 
genomic instability remained as an overarching theme in cancer cell biology. Recent studies of checkpoint adaptation and 
DNA damage induced by mitosis suggest that these phenomena may perpetuate genome instability and in part contribute 
to the vast differences in genomes present in tumors.

Of the hallmarks of cancer, sustained proliferative signaling and resisting cell death are the most relevant to understand-
ing the relationships between checkpoint adaptation and genomic instability. It is estimated that the majority of cancers 
have mutations in at least one of the genes that encode the tumor-suppressor retinoblastoma (Rb), p21 or p53 [2]. The 
Cancer Genome Atlas (TCGA) analyzed 3281 tumors from 12 cancer types (breast adenocarcinoma, lung adenocarcinoma, 
lung squamous cell carcinoma, uterine corpus endometrial carcinoma, glioblastoma multiforme, head and neck squamous 
cell carcinoma, colorectal carcinoma, bladder urothelial carcinoma, kidney renal clear cell carcinoma, ovarian serous carci-
noma, and acute myeloid leukemia) for point mutations and small insertions/deletions and found that TP53 was mutated in 
42% of samples, making it the most frequently mutated gene in human cancers [3]. Because cancer cells can lose the abil-
ity to regulate the cell cycle and to induce cell death, this has implications for cancer treatments. Many cancer treatments 
aim to inhibit cell division and induce cell death by causing irreparable amounts of DNA damage. Recent evidence about 
checkpoint adaptation and reexamination of older literature about the regulation of the cell cycle and genotoxic agents sug-
gest that checkpoint adaptation has a role in contributing to genomic changes in cancer cells.
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2.  THE CELL CYCLE

To divide, a cell must pass through four phases of the cell cycle: G1 (Gap 1) when cells grow and prepare for DNA synthe-
sis; S (DNA synthesis) when cells replicate their DNA; G2 (Gap 2) when cells continue to grow and prepare for mitosis; 
and M (mitosis) when cells separate copies of their DNA as chromosomes and then undergo cytokinesis. To maintain the 
integrity of the genome during the cell cycle, several events must occur: DNA replication must be accurate; chromosomes 
must be distributed correctly during mitosis and cytokinesis; and damaged DNA must be detected and repaired [4].

During mitosis cells adopt a rounded morphology, known as mitotic cell rounding. Mitotic cell rounding is evolu-
tionarily conserved and is nearly universal in metazoan and eukaryotic cells that lack a cell wall. Mitotic cell rounding 
is required for chromosome capture, spindle formation, and spindle stability and therefore has an important role in cell 
division [5]. To exhibit mitotic rounding, cells must disassemble focal adhesion complexes to decrease adhesion to their 
substrate and reorganize the actin cytoskeleton. The rounded morphology of mitotic cells can be used to visually distinguish 
mitotic cells from interphase cells. It can also be utilized to separate and collect mitotic cell populations from interphase 
cell populations during tissue culture by mechanical shake-off [6,7]. In experiments testing for checkpoint adaptation, cell 
rounding is a convenient feature that permits one to identify cells undergoing checkpoint adaptation (Fig. 22.1) and is used 
in addition to the detection of other mitotic markers such as histone H3 phosphorylated on serine-10 [8].

The cell cycle is highly regulated to prevent cells from transmitting damaged DNA to daughter cells. Cyclin-dependent 
kinases (Cdks) are the main regulators of the cell cycle and are highly conserved catalytic subunits of a family of serine/threo-
nine kinases [9]. The mitotic cyclins, of which cyclin B is the prototype, are synthesized during S and G2 phases of the cell 
cycle [10]. Cyclin B binds to Cdk1 creating a Cdk1–cyclin B dimer, and the activity of this complex controls the transition 
between G2 phase and mitosis. Once Cdk1 is bound to cyclin B, Cdk1 is phosphorylated on threonine 161 by Cdk-activating 
kinase (CAK). This phosphorylation stabilizes the Cdk1–cyclin B complex and induces conformational changes necessary for 
kinase activity [10,11]. However, despite being bound to cyclin B, Cdk1-cyclin B is held inactive by phosphorylation on threo-
nine 14 and tyrosine 15. Threonine 14 is phosphorylated by Myt1 kinase and tyrosine 15 is phosphorylated by Wee1 kinase 
[12]. These phosphate groups prevent Cdk1 from binding to and hydrolyzing adenosine triphosphate (ATP) [10], preventing 
the transfer of a phosphate group from ATP onto a Cdk1 substrate. The phosphate groups on threonine 14 and tyrosine 15 are 
removed by Cdc25 phosphatases, promoting entry into mitosis [13]. Once active, Cdk1-cyclin B phosphorylates the Cdk1 
inhibitor Wee1 and the Cdk1-activating Cdc25 phosphatases through two different feedback loops [14]. Interestingly, the over-
expression of only cyclin B and Cdc25 phosphatase is necessary to cause cells in G2 phase to prematurely enter mitosis [15].

The oscillating nature of cyclin B levels can be used to detect cells that are capable of entering mitosis. This is because 
cyclin B is synthesized through S and G2 phases of the cell cycle and then degraded at the metaphase–anaphase transition 
of mitosis [16]. Cdk1 phosphorylation is also a good measure of whether cells have active Cdk1 or not; if cells have high 
levels of tyrosine 15–phosphorylated Cdk1, then they do not contain enough active Cdk1 to be in mitosis [7,10]. Addition-
ally, to detect Cdk1 activity, a specific Cdk1 activity assay can be performed. In 2013, Lewis et al. published a protocol to 
detect Cdk1 activity by using western blotting to quantify the amount of phosphorylation of threonine 320 on an artificial 
Cdk1 substrate consisting of glutathione S-transferase (GST) and amino acids 316–324 from the PP1-alpha catalytic sub-
unit (PP1Cα) [17].

Not-treated 25 nM CPT Total 
(TDC)

Bar = 75 µm

HT-29
cells

25 nM CPT Mitotic 
(MDC)

FIGURE 22.1 Human cancer cells undergo checkpoint adaptation. HT-29 human colon cancer cells were either not treated (left panel) or treated by 
25 nM camptothecin (CPT) for 48 h (TDC; total and DNA-damaged cells, middle panel); 25 nM CPT is a cytotoxic concentration in which the cells die by 
96 h. In a separate experiment, the rounded, mitotic cells (MDC; mitotic and DNA-damaged cells) from a TDC can be isolated by a mechanical shake-off, 
and investigated for survival properties and genomic changes. Scale bar represents 75 μm.
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3.  CELL-CYCLE CHECKPOINTS

Cell-cycle checkpoints enable a cell to ensure that important processes, such as DNA replication, are complete [18]. Cell-
cycle checkpoints prevent the transmission of genetic errors to daughter cells. There exist three major cell-cycle check-
points; the G1/S checkpoint, the G2/M checkpoint, and the spindle assembly checkpoint (SAC). The SAC ensures that 
chromosome segregation occurs correctly and is activated at the metaphase to anaphase transition in mitosis, in response to 
microtubule defects [19] or an erroneous kinetochore attachment [20]. Cells also arrest at the SAC when they enter mitosis 
with damaged DNA [21]. Inactivation of the SAC can lead to chromosome mis-segregation and aneuploidy [22].

The G1/S and G2/M checkpoints are initiated in response to DNA damage to prevent the transmission of damaged or 
incomplete chromosomes to daughter cells. The DNA-damage checkpoints provide cells with time to repair damaged DNA. 
If the DNA damage is irreparable, cells may initiate senescence (growth arrest) or cell death. The G1/S checkpoint prevents 
cells from replicating damaged DNA, whereas the G2/M checkpoint prevents cells from dividing with damaged DNA [18]. 
The G1/S checkpoint does not function when p53 or p21 are either absent or not functional [23]. This checkpoint is often 
defective in cancer cells because many of them have mutations in the genes that encode either p53, pRb, or p21 [2,19]. This 
means that the only DNA-damage checkpoint available to these cancer cells is the G2/M checkpoint [18].

The kinases ataxia telangiectasia mutated (ATM) and ATM and Rad3 related (ATR) are both involved in the initia-
tion of the G2/M checkpoint, however ATR is the main effector kinase associated with G2/M arrest [24]. When single-
stranded DNA (ssDNA) is present, it is bound by replication protein A (RPA) [25]. RPA recruits the ATR-interacting 
protein (ATRIP) in complex with ATR and the Rad9–Rad1–Hus1 (9-1-1) complex to ssDNA [26]. The 9-1-1 complex then 
recruits DNA topoisomerase-binding protein 1 (TOPBP1) which triggers the ATR-mediated phosphorylation of checkpoint 
kinase 1 (Chk1) [26]. The Rad17–replication factor C complex, the 9-1-1 complex, and the adaptor protein claspin are also 
required for Chk1 activation [25,27]. The Rad17–replication factor C complex acts as a clamp loader for the 9-1-1 complex 
[25] and claspin links ATR and Chk1, allowing for the phosphorylation of Chk1 on serine 317 and serine 345 [28]. Of these 
phosphorylation sites, serine 345 is essential for Chk1 activation, while serine 317 plays a contributory role [29].

Once active, Chk1 prevents the activation of Cdk1 by phosphorylating Cdc25A and Cdc25C, targeting them for cyto-
plasmic sequestration by the 14-3-3 proteins [30] or for ubiquitination and degradation by the proteasome [31]. This pre-
vents the removal of inhibitory phosphates on threonine 14 and tyrosine 15 of Cdk1, preventing Cdk1 activity. Active Chk1 
also stabilizes the Wee1 kinase, which is responsible for phosphorylating tyrosine 15 of Cdk1 [32].

It has been reported that Chk1, but not Chk2, is essential for the activation of the G2/M checkpoint. In 2000, Liu et al. 
generated an inducible Chk1 deficient line of murine embryonic stem cells [28]. They found that when this cell line was 
irradiated and Chk1 depleted, these cells abrogated the G2/M checkpoint [28]. It has also been demonstrated that H1299 
human lung carcinoma cells treated with doxorubicin (a topoisomerase II inhibitor) and transfected with Chk1-silencing 
RNA (siRNA) abrogate the G2/M checkpoint [33]. Furthermore, when p53−/− HCT116 human colon carcinoma cells were 
treated with the genotoxic agent lidamycin, the cells transfected with Chk1 siRNA abrogated the G2/M checkpoint [34]. 
By contrast, the cells transfected with Chk2 siRNA remained arrested at the G2/M checkpoint [34]. Chk1 phosphorylation 
on serine 345 is a good measure of whether cells are arrested at the G2/M checkpoint or not. Loss of Chk1 serine 345 phos-
phorylation in mitotic cells collected by mechanical shake-off from interphase cells with Chk1 phosphorylated on serine 
345 is a good indication that the cells have activated and abrogated the G2/M checkpoint, the second step of checkpoint 
adaptation (discussed in the following) [7].

4.  GENOTOXIC AGENTS AS ANTICANCER DRUGS

Genotoxic agents are a mainstay of cancer therapy that cause cytotoxic levels of DNA damage. By inducing DNA damage, 
these agents cause cells to arrest at cell-cycle checkpoints leading to cell-cycle arrest and/or cell death. Genotoxic agents 
are widely used to treat cancer patients but are not always curative. Many of these agents are limited by the development 
of resistance to treatments, and genomic changes can be responsible for this acquisition of resistance to treatment [35]. For 
example, cisplatin is a widely used anticancer drug that has revolutionized the treatment of some types of cancers. Specifi-
cally, cisplatin and combination treatments with cisplatin have increased the cure rate for testicular cancer to 90%, if tumors 
are diagnosed early [36]. Cell lines and tumor samples that are resistant to cisplatin exhibit chromosomal abnormalities that 
distinguish them from cisplatin-sensitive cell lines and tumor samples. The genetic difference between cisplatin-sensitive 
and cisplatin-resistant cell lines and tumor samples has been studied using comparative genomic hybridization (CGH). This 
technique allows the detection of a change in chromosomal copy number [37]. In 1997, Wasenius et al. compared six ovar-
ian carcinoma cell lines selected for resistance to cisplatin to two cisplatin-sensitive parental cell lines (2008 and A2780) 
using CGH [38]. They found that acquired resistance in the 2008 cells was associated with many chromosomal gains and 
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losses by comparison to the parental cell line, and the average number of chromosome aberrations per resistant cell was 
15. By contrast, acquired resistance in the A2780 cell line was only associated with five chromosomal aberrations, and all 
of these were losses [38]. These data suggest that acquired resistance to cisplatin is not associated with specific genetic 
changes. This has also been demonstrated in testicular germ-cell tumor (TGCT) cell lines using CGH. Three cisplatin-
resistant TGCT cell lines (resistant GCT27, 833K, and Susa) were found to contain more gains and losses of chromosomal 
regions by comparison to the parental cell lines [39]. However, these losses and gains were different in each of the three 
resistant cell lines.

5.  CELL DEATH

Cell death or permanent growth arrest are the desired outcomes of treating patients with anticancer genotoxic agents. It is 
often assumed (incorrectly) that cancer cells die by apoptosis following treatment with anticancer drugs, and apoptosis has 
been extensively studied with regards to cancer development and treatment. However, other modes of cell death and growth 
arrest exist, and an understanding of these may be equally or more important to understand how cancer cells respond to 
current cancer treatments. Three types of cell death frequently discussed in the literature with regard to cancer therapies are 
apoptosis, necrosis, and mitotic catastrophe (Fig. 22.2). Senescence is also a desired outcome of cancer treatment because 
senescent cells undergo permanent growth arrest.

FIGURE 22.2 An overview of three different modes of cell death. Three of the major modes of cell death are apoptosis, necrosis, or mitotic catas-
trophe. Apoptosis is characterized by cell shrinkage and the formation of apoptotic bodies. Necrosis is characterized by cell swelling and lysis. Mitotic 
catastrophe is characterized by entry into mitosis prior to cell death, but cells may survive and contain micronuclei. Of these modes of cell death, mitotic 
catastrophe is not well understood, and it may be an outcome of different phenomena, including that of checkpoint adaptation. In this image, a dashed line 
indicates lysis and the mitotic cells are represented by a simple image of a mitotic spindle.
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Apoptosis is considered to be the major mode of cell death in cancer cells treated with genotoxic agents. This is partly 
because the genes for many of the proteins that regulate apoptosis are mutated in human cancers [40]. However, there is 
increasing evidence that other cell death pathways have a major role in cancer cell death when solid tumors are treated with 
genotoxic agents. Inhibiting apoptosis is reported to have little or no effect on the clonogenic survival of cancer cells fol-
lowing treatment with anticancer drugs or ionizing radiation [41,42]. This has been demonstrated by several studies where 
the antiapoptotic protein Bcl-2 is overexpressed [43–48]. It was predicted that if Bcl-2 was overexpressed, then cells would 
be resistant to apoptosis and would therefore be less sensitive to treatment with genotoxic agents [42]. However, in these 
studies, although the overexpression of Bcl-2 prevented cells from undergoing apoptosis, it did not have a significant impact 
on clonogenic survival, indicating that the cells died by a mode of cell death other than apoptosis [43–48]. Wouters et al. 
also found that there was no difference in cell viability when apoptosis-proficient and apoptosis-deficient HCT116 cells 
were treated with either 5 μg/mL etoposide or 10 Gy ionizing radiation [49]. Ruth and Roninson made similar observations 
in cells engineered to express multidrug resistance protein 1 (MDR1), a P-glycoprotein that inhibits apoptosis [50]. HeLa-
derived HtTA–MDR1 cervical adenocarcinoma cells and NIH 3T3 murine fibroblasts were treated with 9 Gy ionizing 
radiation and induced to express MDR1. Ruth and Roninson found that MDR1 expression prevented cells from undergoing 
apoptosis but did not change overall cell survival after treatment. Instead, the treated cells either died by mitotic catastrophe 
or initiated a senescence-like growth arrest [50].

6.  MITOTIC CATASTROPHE

Mitotic catastrophe is a form of cell death related to mitosis; however, the exact definition of mitotic catastrophe is still 
debated [51]. It is debated whether mitotic catastrophe occurs as a direct result of a failed mitosis or if cells die by other cell 
death pathways following entry into mitosis. The induction of other cell death pathways due to a failed mitosis has three 
different consequences: (1) cell death during mitosis; (2) cell death once a cell has exited mitosis; and (3) senescence fol-
lowing exit from mitosis [51]. It is also debated whether mitotic catastrophe should be classified as a distinct form of cell 
death [41,52] or if cell death occurs by apoptosis or necrosis following aberrant mitosis [53,54].

It has long been known that cells treated with ionizing radiation enter mitosis. In 1961, Yamada and Puck found that 
the following irradiation with sub-cytotoxic concentrations of X-rays (either 0.3, 0.7, or 1.4 Gy), there was a decrease in 
the mitotic index of HeLa cells followed later by an increase in the mitotic index [55]. Because the cells delayed entry into 
mitosis, this suggests that they arrested at the G2/M checkpoint before entering mitosis. These cells could therefore have 
been undergoing checkpoint adaptation, however it is not known if they entered mitosis with damaged DNA or if they 
entered mitosis following the repair of damaged DNA.

By comparison to apoptosis, there are few distinguishing characteristics of mitotic catastrophe, other than mitosis itself. 
This means it is difficult to detect mitotic catastrophe as a form of cell death [52]. The main characteristic associated with 
mitotic catastrophe is the presence of micronuclei [51], but micronuclei only indicate that cells have undergone an aberrant 
mitosis. Some cells with micronuclei may not undergo mitotic catastrophe because they survive and do not die. Further-
more, cells may die directly in mitosis, and micronuclei cannot be used as a marker for this type of cell death. One of the 
best ways to study mitotic catastrophe is therefore time-lapse video microscopy, to observe cells in real time [56].

Mitotic catastrophe can be induced by DNA damage that directly affects the integrity of chromosomes by interference 
with the mitotic spindle [51] or by deficiencies in proteins and protein complexes involved in the process of mitosis itself 
[57]. Drugs such as the taxanes and vinca alkaloids induce mitotic catastrophe without damaged DNA by interfering with 
the mitotic spindle. This induces a mitotic arrest followed by cell death. The taxanes stabilize microtubules and induce a 
metaphase arrest, whereas the vinca alkaloids induce mitotic catastrophe by disrupting the dynamics of microtubule polym-
erization and depolymerization. Nocodazole is a compound that inhibits microtubule polymerization and is widely used as 
a positive control for mitotic cells in the laboratory because it arrests cells in mitosis.

Entry into mitosis with damaged DNA induces mitotic catastrophe through the SAC. HeLa cells treated with 1.5 μM 
aphidicolin entered mitosis with damaged DNA and arrested at metaphase [21]. Following this metaphase arrest, cells 
entered what the authors describe as a “precatastrophic phase” where chromosome segregation was attempted. This was 
followed by cell death. When either of the SAC proteins, Mad2 or BubR1, were depleted by siRNA in HeLa cells treated 
with aphidicolin, then the cells did not arrest at metaphase and continued with mitosis. This increased cell viability follow-
ing treatment with aphidicolin by comparison to cells transfected with control siRNA [21].

Mitotic catastrophe has been observed in response to treatment with a variety of genotoxic agents that have different 
mechanisms of action (Table 22.1). These data demonstrate that mitotic catastrophe is an important and widely observed 
mode of death in response to treatment with genotoxic agents [58]. It is likely that these cells undergo checkpoint adapta-
tion to enter mitosis with damaged DNA, but this was not addressed in the majority of these studies. Checkpoint adaptation 
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TABLE 22.1 A Table of Treatments That Induce Mitotic Catastrophe in Cell Lines

Treatment Agent Type Cell Type
Features of Mitotic 
Catastrophe References

Aphidicolin DNA replication 
inhibitor

HT0180 fibrosarcoma Micronucleation [103]

P53−/− HCT116 colon 
carcinoma

Analysis of cell-cycle phase, 
increased mitotic index

[21]

Bleomycin Radiomimetic, 
induces DSBs

DC-3F Chinese hamster lung 
fibroblast

Analysis of cell-cycle phase, 
micronucleation

[65]

Cisplatin Cross-linking agent CHO/UV41 Chinese hamster 
ovary

Rounded morphology, analysis 
of cell-cycle phase

[104]

CHO Micronucleation [105]

HCC metastatic hepatocel-
lular carcinoma

Ser10 phospho-H3 positive, 
analysis of cell-cycle phase, 
micronucleation

[106]

HT0180 Micronucleation [103]

SKOV-3 ovarian carcinoma Lack of caspase activation, 
micronucleation

[63]

CPT Topoisomerase I 
inhibitor

HT-29 human colon carci-
noma

Checkpoint adaptation [7]

M059K Checkpoint adaptation

Cytarabine Antimetabolite HT0180 Micronucleation [103]

Doxorubicin Topoisomerase II 
inhibitor

HT0180 Micronucleation [103]

Huh-7 hepatocellular carci-
noma (HCC)

Micronucleation, analysis 
of cell-cycle phase, lack of 
caspase activation

[64]

SNU-354, -398, -449, -475 
HCC

Micronucleation

Etoposide Topoisomerase II 
inhibitor

HT-29 Checkpoint adaptation [7]

HT0180 Micronucleation [103]

5-FU Antimetabolite COLO320DM, HCT116, 
SW480

Analysis of cell-cycle phase, 
increased levels of cyclin B

[62]

Colorectal adenocarcinoma

Ionizing radia-
tion

Physical agent that 
induces direct DSBs

U2OS osteosarcoma Checkpoint adaptation [99]

MOLT4 leukemia Checkpoint adaptation [100]

HeLa cervical adenocarci-
noma

Analysis of cell-cycle phase, 
increased levels of cyclin B

[107]

HT0180 Micronucleation [103]

Oxaliplatin Cross-linking agent TE7 oesophageal adenocar-
cinoma

Analysis of cell-cycle phase, 
multinucleation

[108]

S23906 Atypical alkylating 
agent

HeLa High levels of cyclin B, 
increased Cdk1 activity, Ser10 
phospho-H3 positive

[58]

HT-29
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may therefore be a common pathway that leads to cell death following treatment with genotoxic agents [59]. It is necessary 
to understand whether cells undergo checkpoint adaptation or not because checkpoint adaptation may contribute to cells 
surviving treatment with rearranged genomes. It may be possible to target the final step of checkpoint adaptation to prevent 
cells from entering mitosis with damaged DNA, preventing them from surviving treatment with rearranged genomes.

Cells that have undergone aberrant mitoses have also been observed in clinical samples. Micronuclei have been detected 
in clinical cervical [60] and oral carcinoma samples [61] after patients were treated with ionizing radiation. However, 
because mitotic catastrophe is difficult to detect, there is a lack of clinical data about mitotic catastrophe as a mode of cell 
death in vivo.

7.  DUAL MODES OF CELL DEATH BY THE SAME GENOTOXIC AGENT

The mode of cell death may depend on different factors including the tissue of origin of a cell and the amount of DNA dam-
age that a cell contains [62,63]. The effect of treatment concentration on the mode of cell death has been demonstrated in 
studies where the same cell lines treated with different concentrations of the same genotoxic agent died by different modes 
of cell death.

Three human colorectal adenocarcinoma cell lines, SW480, COLO320DM, and HCT116, were treated with relatively 
low and relatively high concentrations of the antimetabolite 5-fluorouracil (5-FU) [62]. SW480 and COLO320DM cells 
treated with 1000 ng/mL 5-FU and HCT116 cells treated with 100 ng/mL 5-FU died by apoptosis, whereas SW480 and 
COLO320DM cells treated with 100 ng/mL 5-FU and HCT116 cells treated with 10 ng/mL 5-FU died by mitotic catastro-
phe [62]. The same results were observed when hepatocellular carcinoma cells were treated with doxorubicin [64]. Low-
dose doxorubicin treatment (15–60 ng/mL depending on the cell line) of five human hepatocellular carcinoma cell lines, 
Huh-7, SNU-354, -398, -449, and -475, induced entry into mitosis, followed by a senescence-like phenotype. By contrast, 
Huh-7 cells treated with a high dose of doxorubicin (10 μg/mL) died by apoptosis [64]. Similarly, DC-3F Chinese hamster 
lung fibroblast cells treated with bleomycin died by mitotic catastrophe when treated with a low concentration of bleomycin 
(10 nM), whereas DC-3F cells treated with a high concentration of bleomycin (10 μM) died by apoptosis [65]. High con-
centrations of genotoxic agents likely induce high levels of damaged DNA. These results therefore suggest that the amount 
of damaged DNA affects which cell death pathway is activated following treatment.

Different modes of cell death were also observed when two different ovarian carcinoma cell lines (Caov-4 and SKOV-3) 
were treated with 33 μM cisplatin [63]. Caov-4 cells died by apoptosis, whereas SKOV-3 cells died by entry into mitosis 
followed by necrosis-like lysis. However, the authors did not provide cytotoxicity data for Caov-4 and SKOV-3 cells treated 
with cisplatin, and so it may be that 33 μM cisplatin was a high dose of cisplatin for Caov-4 cells but not for SKOV-3 cells 
[63]. Overall, these studies have identified that the mode of cell death induced following treatment with genotoxic agents 
can be different and depends on either concentration of treatment or cell type. Furthermore, in all of the studies, cells under-
went either cell death following entry into mitosis or cell death by apoptosis, highlighting the importance of these two cell 
death pathways in cells treated with genotoxic agents.

8.  THE RELATIONSHIP BETWEEN ENTRY INTO MITOSIS WITH DAMAGED DNA  
AND GENOMIC INSTABILITY

Common types of genomic rearrangement are base substitutions, DNA insertions, DNA deletions, DNA translocations, 
and a change in copy number [66]. Genomic instability can occur following DNA damage, and two different events can 
induce this: (1) DNA-damage misrepair and (2) entry into mitosis with damaged DNA. DNA damage can be misrepaired 
during interphase inducing genomic rearrangements. For example, because non-homologous end joining does not require 
homologous DNA sequence to repair DNA double-strand breaks (DSBs), the ends of breaks from different chromosomes 
can be joined together, resulting in chromosomal translocations [67].

Entry into mitosis with damaged DNA can also be a source of genomic instability. In 2006, Nakada et al. found 
that when ATM-deficient primary fibroblast cells prematurely entered mitosis after treatment with etoposide, some cells 
survived with chromosomal translocations, including the 11q23 translocation associated with topoisomerase II inhibi-
tor–induced secondary leukemia [68]. Entry into mitosis with damaged DNA induced by replication stress can also be a 
source of genomic instability. DNA damage induced by replication stress that occurred because of the overexpression of 
the oncogene E2F1 induced chromosome bridge formation and aneuploidy [69]. Replication stress can also occur in chro-
mosomal instability positive (CIN+) (aneuploid) human colorectal carcinoma cells lines and this was also found to induce 
structurally altered chromosomes that were subject to mis-segregation in mitosis, leading to genomic instability [70]. Cells 
treated with cisplatin can also enter mitosis with damaged DNA leading to the induction of chromosome aberrations [71].
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Entry into mitosis with damaged DNA can lead to genomic instability by several different mechanisms. When DNA 
strand breaks occur, acentric fragments can be created. These fragments can be lost during cell division because they lack 
centromeres and are unable to attach to the mitotic spindle. These fragments can also be incorporated into micronuclei and 
either be lost or subjected to further genomic rearrangement [72], discussed later. The loss of genetic material following 
treatment with genotoxic agents has been detected experimentally. LA-9 murine cells containing a stable chromosome with 
integrated green fluorescent protein (GFP) were treated with either ionizing radiation or etoposide and assessed for loss of 
the GFP signal [73]. An increase in the percentage of non-fluorescent cells was observed when cells were either irradiated 
(3 or 5 Gy) or treated with etoposide (0.5 and 1 μM) by comparison to untreated cells [73].

DNA strand–break repair is inhibited in mitosis, once sites of damaged DNA induced by irradiation have been marked 
by the formation of histone γH2AX and mediator of DNA-damage checkpoint 1 (MDC1) foci [74]. Cdk1 activity is respon-
sible for preventing DSB repair in mitosis by phosphorylating the key DSB-repair protein RNF8 (a ubiquitin ligase) at 
threonine 198, preventing it from interacting with MDC1 [74]. 53BP1 is also phosphorylated in mitosis, at threonine 1609 
and serine 1618, preventing its recruitment to sites of damaged DNA. Because cells do not repair damaged DNA in mitosis, 
this means that when cells enter mitosis with damaged DNA, this damage can be transmitted to daughter cells. Instead of 
repairing damaged DNA in mitosis, mitotic cells progress to G1 where DNA-damage repair can occur. Although the repair 
of damaged DNA may occur in G1, it is possible that some genetic material could be lost or that micronuclei could form in 
cells in mitosis with damaged DNA, leading to genomic rearrangements. Furthermore, many cancer cells have a defective 
G1/S DNA-damage checkpoint. It is therefore plausible that a cancer cell can continue through a second cell cycle with 
damaged DNA following entry into mitosis with DNA damage (the final step of checkpoint adaptation), thus contributing 
to genomic instability.

Aberrant mitoses are also frequently associated with the formation of micronuclei and this can induce further genomic 
rearrangements in cells. In 2012, Crasta et al. demonstrated that micronuclei formed by errors in chromosome segregation 
during mitosis contribute to genomic instability [72]. Crasta et al. studied micronuclei in RPE-1-untransformed retinal pig-
ment epithelial and U2OS osteosarcoma cells. They generated micronuclei in cells and then followed them through the cell 
cycle. The authors found that DNA contained in the micronuclei was damaged by DNA replication, and that 7.6% of chro-
mosome spreads prepared from cells with micronuclei contained pulverized chromosomes. In addition, they reported that 
micronuclei persisted for several generations, and that the chromosomes contained in micronuclei could be reincorporated 
into the nuclei of daughter cells [72].

8.1  Chromothripsis

The chromosome shattering observed by Crasta et al. is called chromothripsis [75]. Chromothripsis describes a catastrophic 
event where tens to hundreds of genomic rearrangements are acquired in one or several regions of chromosomes [75]. A 
number of possibilities for how chromothripsis occurs have been suggested, including that chromothripsis occurs due to a 
high-energy ionizing radiation event during mitosis, that DNA fragmentation occurs as a result of aborted apoptosis, or that 
DSBs induced by genotoxic agents create dicentric fusions between sister chromatids that can be broken during mitosis 
[76]. However, the model for chromosome pulverization described by Crasta et al. is currently considered the most likely 
model for how chromothripsis arises [76]. This model of chromothripsis is supported by a 2015 study from the same group 
of researchers where live cell imaging and single-cell genome sequencing were used to characterize micronucleated cells 
[77]. Combining these techniques allowed the researchers to sequence cells where micronuclei were reincorporated into 
the main nucleus after one round of cell division. Zhang et al. (2015) used copy number analysis of the paired daughter 
cells present after the one round of cell division to determine which chromosomes were present in the micronuclei. They 
found that the mis-segregated chromosomes had a large number of genomic rearrangements in 8 of the 9 daughter cell pairs 
studied, by comparison to the normally segregated control chromosomes [77]. Till 2016, these are the only studies that pro-
vide experimental evidence for how chromothripsis can occur, although chromothripsis has been observed in a number of 
different cancer types including glioma [78], melanoma [75], multiple myeloma [79], medulloblastoma, acute myeloid leu-
kemia [2], and breast cancer [80]. Additionally, chromothripsis has been detected in patients with congenital abnormalities 
[81]. Cells that undergo checkpoint adaptation enter mitosis with damaged DNA, and it is likely that this induces aberrant 
mitoses that may lead to genomic rearrangements and the induction of micronuclei, which can contribute to chromothripsis.

9.  A HISTORY OF CHECKPOINT ADAPTATION

It is likely that the cells dying by mitotic catastrophe in the studies listed in Table 22.1 were undergoing checkpoint adapta-
tion. However, this was not tested in the majority of the studies because checkpoint adaptation had not been identified in 
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human cell lines at the time these studies were undertaken. Checkpoint adaptation is the process of entering mitosis with 
damaged DNA and is defined by three sequential steps: (1) a cell-cycle arrest induced by DNA damage; (2) overcoming 
this arrest; and (3) resuming the cell cycle with damaged DNA (Fig. 22.1) [82]. Checkpoint adaptation was first observed 
in 1993 by Sandell and Zakian [83]. DNA-damage repair-deficient Saccharomyces cerevisiae cells initiated and then over-
came a G2 arrest following the loss of telomeric DNA from an extra dispensable chromosome [83].

Since the discovery that S. cerevisiae cells undergo checkpoint adaptation, several different research groups have 
explored this process in yeast cells. Because the DNA-damage response is highly conserved in eukaryotes, some of this 
research may provide an insight into how checkpoint adaptation is induced in other eukaryotic organisms such as humans. 
However, there are differences between G2/M checkpoint control in humans by comparison to those in S. cerevisiae. As 
described earlier, inhibitory phosphorylation of Cdk1 is maintained by the activation of Chk1 in human cells arrested at the 
G2/M checkpoint. This prevents cells from entering mitosis with damaged DNA. In S. cerevisiae, an arrest at the DNA-
damage checkpoint does not require inhibitory phosphorylation of Cdk1, and two distinct pathways are involved in the 
activation of the DNA-damage checkpoint [84]. One pathway involves Chk1 and the other one involves Rad53, a second 
checkpoint kinase that is homologous to human Chk2. These pathways have different roles in the checkpoint following 
DNA damage; the Chk1 pathway acts pre-anaphase to prevent chromosome segregation, whereas the Rad53 pathway 
prevents mitotic exit [84]. Both of these kinases are activated by Mec1, the yeast homolog of ATR. Sanchez et al. (1999) 
found that Chk1 can prevent entry into anaphase by controlling phosphorylation and levels of Pds1 by preventing cohe-
sion cleavage. Furthermore, they suggest that Rad53 induces cell-cycle arrest through inhibitory phosphorylation of its 
substrate Cdc5 and show that the overexpression of Cdc5 overrides checkpoint arrest [84]. Cdc5 is a polo-like kinase that 
induces mitotic exit by phosphorylating and inactivating proteins such as the Bfa1–Bub2 complex. Bfa1–Bub2 are part of 
the mitotic exit network (MEN), and they prevent mitotic exit until mitosis is complete [85].

That Cdc5 has a role in checkpoint adaptation in S. cerevisiae was first observed in 1997. Toczyski et al. (1997) iden-
tified two S. cerevisiae mutants that were checkpoint adaptation deficient in response to a single double-stranded DNA 
(dsDNA) break induced using the same S. cerevisiae model and method as Sandell and Zakian [82]. One of the mutants 
identified contained mutated CDC5 and the other mutated CKB2. Cdc5 is a member of the polo-like kinase (Plk) family of 
proteins. CKB2 encodes a nonessential subunit of casein kinase II (CKII), a serine–threonine kinase that is implicated in a 
number of pathways including the phosphorylation of the PP2-like phosphatase Ptc2 [86].

In 2001, Galgoczy and Toczyski used the Cdc5 mutant checkpoint adaptation-deficient S. cerevisiae strain to investigate 
the effect of checkpoint adaptation on cell viability and genomic instability [87]. They found that checkpoint adaptation 
increased cell viability when DNA damage was induced in a nonessential chromosome. Furthermore, they demonstrated 
that checkpoint adaptation proficient cells irradiated with 30 Gy of X-rays contained more chromosomal losses and trans-
locations, by comparison to checkpoint adaptation-deficient cells. This indicates that checkpoint adaptation has a role in 
the induction of genomic instability in yeast. Pellicioli et al. also used S. cerevisiae checkpoint adaptation-proficient and 
-deficient cells to investigate checkpoint adaptation and found that the kinase activity of Rad53 was elevated for over 24 h 
in Cdc5 checkpoint adaptation deficient mutants, whereas Rad53 kinase phosphorylation and activity was lost in cells that 
underwent checkpoint adaptation [88]. Overexpression of Rad53 also prevented cells from undergoing checkpoint adapta-
tion in response to the induction of a DSB. These data support the results from Sanchez et al., which demonstrated that 
Rad53 inhibited Cdc5, preventing mitotic entry [84].

Further studies have since confirmed that both Rad53 and Cdc5 have important roles in checkpoint adaptation in S. 
cerevisiae. Rad53 is dephosphorylated and inactivated by the PP2C-like phosphatase Ptc2, promoting checkpoint adapta-
tion [86]. When the PTC2 gene was deleted, checkpoint adaptation proficient cells were unable to undergo checkpoint 
adaptation and when Ptc2 was overexpressed in checkpoint adaptation-deficient cells, the ability to undergo checkpoint 
adaptation was restored [86]. To dephosphorylate Rad53, Ptc2 must be phosphorylated on threonine 376 by CKII kinase 
[89]. This might explain the discovery of mutated CKII as a checkpoint mutant by Toczyski et al. [82]. In addition to Rad53 
phosphorylation, Rad53 deacetylation also has a role in checkpoint adaptation. The deletion of histone deacetylase Rpd3 
prevents checkpoint adaptation and leads to an increased level of acetylation on Rad53 [90]. Checkpoint adaptation is 
therefore promoted by deacetylation and inhibition of Rad53.

Till 2016, the precise biochemical pathway that induces checkpoint adaptation in S. cerevisiae has not been identified. 
However, it has been demonstrated that the checkpoint kinase Rad53 and the polo-like kinase Cdc5 have central roles in 
this process. This reflects the important roles of Rad53 and Cdc5 in the control of the cell cycle in budding yeast. Recently, 
proteins involved in several cellular responses that are not directly involved in checkpoint control have been identified as 
having a role in the biochemical pathway(s) that induce(s) checkpoint adaptation. Many of these studies have used check-
point adaptation-deficient mutants to identify proteins that might be involved in checkpoint adaptation. However, these 
studies are not usually capable of elucidating the precise role of these proteins in checkpoint adaptation.
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In 2015, Ghospurkar et al. identified that phosphorylation of replication factor A2 (Rfa2), the yeast homolog of RPA, 
induced S. cerevisiae cells to undergo checkpoint adaptation [91]. Cells with a phosphomimetic form of Rfa2 where all 
serine/threonines in the N-terminal domain (9 amino acids) were mutated to aspartic acid underwent checkpoint adaptation. 
Furthermore, checkpoint adaptation-deficient cells expressing these phosphomimetic proteins also underwent checkpoint 
adaptation. The authors therefore propose that the induction of checkpoint adaptation occurs when the Rfa proteins (Rfa1 
and Rfa2) are modified following a prolonged arrest at the DNA-damage checkpoint [91].

Chromatin remodeling proteins are also involved in checkpoint adaptation. This was first demonstrated by Lee et al., 
who found that checkpoint adaptation-deficient S. cerevisiae cells contained mutated Rdh54/Tid1 [92]. In 2006, Papami-
chos-Chronakis et al. found that the chromatin remodeling protein Ino80 was required for checkpoint adaptation in  
S. cerevisiae following the induction of a DSB [93]. In 2012, Eapen et al. found that checkpoint-deficient S. cerevisiae cells 
contained mutant Fun30, a chromatin remodeling protein involved in homologous recombination (HR) [94]. The role of 
these chromatin remodeling proteins in checkpoint adaptation remains to be elucidated.

These S. cerevisiae studies indicate that checkpoint adaptation is an important area of research of interest to research-
ers worldwide. Because checkpoint adaptation increases the number of S. cerevisiae cells that survive a DNA-damaging 
event and also increases genomic instability [87], it has been suggested that checkpoint adaptation may be important in 
the development of tumorigenesis [95]. Additionally, these studies indicate that a polo-like kinase and checkpoint kinases 
are central to checkpoint adaptation in S. cerevisiae. These data provide starting points for elucidating the biochemical 
pathway(s) that induce(s) checkpoint adaptation in higher eukaryotes. However, these studies also highlight the complex-
ity of checkpoint adaptation and the need for more research in this area. Furthermore, although proteins involved in the 
DNA-damage response and cell-cycle regulation are largely evolutionarily conserved across eukaryotes, the regulation of 
cell-cycle checkpoints in S. cerevisiae is not identical to the regulation of cell-cycle checkpoints in humans. To understand 
better the process of checkpoint adaptation in humans, it is therefore necessary to use human model systems such as human 
cancer cell lines.

Initially, it was proposed that checkpoint adaptation would only occur in unicellular organisms, as a last attempt to 
survive if DNA-damage repair was not successful [96]. This is because entry into mitosis with damaged DNA in multicel-
lular organisms may have a detrimental effect on the survival of an organism as a whole, by increasing the risk of genomic 
instability. By contrast, one could rationalize that unicellular organisms have nothing to lose by attempting cell division 
when DNA damage is irreparable [96]. However, in 2004, Yoo et al. described checkpoint adaptation in Xenopus oocyte 
extracts [97]. Yoo et al. reported that when they blocked DNA replication with aphidicolin, cell-free extracts were arrested 
in interphase and then entered mitosis with only partially replicated chromosomes. Because Xenopus are multicellular 
organisms, this, for the first time, suggested that checkpoint adaptation may also occur in other metazoans such as humans 
[96,97]. However, Xenopus oocyte extracts are different from somatic cells because they are a cell-free system without 
intact cell membranes. They also rapidly alternate between S phase and mitosis without G1 or G2 phases of the cell cycle.

Checkpoint adaptation was next identified in plant cells in early 2006. The pathways involved in DNA-damage repair 
and cell-cycle checkpoints are largely conserved in all eukaryotes, including plants [98]. Root cells from Allium cepa were 
irradiated with 2.5–40 Gy X-rays and analyzed for entry into mitosis with damaged DNA. X-ray irradiation with either 5, 
10, 20, or 40 Gy produced G2/M arrest in the cells. An increase of apoptotic cells was also observed when cells were treated 
with 20 and 40 Gy X-rays. The number of apoptotic cells relative to the not treated control cells increased at 16 h following 
treatment with 20 Gy and at 4 h following treatment with 40 Gy. However, some cells treated with both of these doses of 
X-rays still underwent checkpoint adaptation following treatment, albeit at later times by comparison to cells treated with 5 
and 10 Gy X-rays. The authors also scored mitotic cells for aberrant mitoses. Broken chromatids and acentric chromosomal 
fragments (lacking a centromere) were observed in some cells that were in either metaphase, anaphase, or telophase. When 
the percentages of aberrant mitoses were quantified following treatment with either 5, 10, 20, or 40 Gy X-rays, between 
20% and 90% of mitoses were aberrant. Furthermore, the percentage of aberrant mitoses depended on the dose of X-ray 
irradiation and time after treatment. Cells were fixed at 0, 2, and 4 h and then at 4 h intervals to 24 h. A consistent number 
of mitoses were aberrant when cells were treated with 5 Gy X-rays between 2 and 24 h following treatment (between 50% 
and 70%). By contrast, 90% of mitoses were aberrant 24 h after treatment with either 20 or 40 Gy. Cells treated with 20 and 
40 Gy X-rays did not enter mitosis between 4 and 20 h following treatment, suggesting that they were arrested at the G2/M 
checkpoint for a long time before entering mitosis by comparison to cells treated with 10 Gy, which entered mitosis at 16 h, 
and cells treated with 5 Gy which entered mitosis at all times tested between 2 and 24 h [98]. This study demonstrates that 
chromosome aberrations are present when cells undergo checkpoint adaptation which may lead to genomic instability in 
cells that survive this process. Additionally, these results suggest that cells enter mitosis at different times when they have 
different levels of damaged DNA; cells treated with higher doses of X-rays required more time to enter mitosis with dam-
aged DNA (the final step of checkpoint adaptation) by comparison to cells treated with lower doses of X-rays.
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10.  CHECKPOINT ADAPTATION IN HUMAN CELLS

Checkpoint adaptation was first observed in human cancer cells in 2006 [99]. Syljuåsen et al. treated U2OS cells with 6 Gy 
of ionizing radiation and cells accumulated in G2 phase of the cell cycle. Several of the key cellular features of checkpoint 
adaptation are described in Fig. 22.3. In the original report, cells were arrested at the G2/M checkpoint, as shown by flow 
cytometry and by Chk1 phosphorylation on serine 345 [99]. The arrested cells then began to enter mitosis with damaged 
DNA, observed by the detection of histone γH2AX and phosphorylated serine-10 histone H3 staining using immunofluo-
rescence microscopy. The authors found that when Chk1 was inhibited in the irradiated cells by the Chk1 inhibitor UCN-
01, more cells were in mitosis 18 h following treatment by comparison to cells treated with 6 Gy ionizing radiation alone 
[99]. Furthermore, cells that over-expressed Chk1 arrested in G2 for longer than cells with wild-type levels of Chk1 follow-
ing treatment with 6 Gy ionizing radiation. Since the polo-like kinase Cdc5 has a role in checkpoint adaptation in S. cere-
visiae [82] and polo-like kinase 1 (Plk1) was implicated in checkpoint adaptation in Xenopus egg extracts [97], Syljuåsen 
et al. tested if Plk1 has a role in checkpoint adaptation in human cancer cells. Plk1 was depleted by siRNA in U2OS cells 
which were then treated with ionizing radiation. These cells accumulated in G2/M 19 h after treatment, but did not enter 
mitosis, suggesting that Plk1 has a role in checkpoint adaptation in human cancer cells [99]. However, the authors did not 
determine whether checkpoint adaptation was prevented or just delayed as a result of inhibiting Plk1. Similar to the studies 
in S. cerevisiae, the results of Syljuåsen et al. implicated Chk1 and Plk1 in the pathway of checkpoint adaptation in human 
cells. However, it was unclear if this process was clinically relevant because humans are unable to tolerate a single dose of 
6 Gy of ionizing radiation and are treated with fractions of ionizing radiation in the clinic.

The question of whether or not checkpoint adaptation occurs in cancer cells treated with fractionated doses of ionizing 
radiation was addressed in 2011. Rezacova et al. reported that 26% of MOLT4 leukemia cells treated with fractionated 
radiation initiated a G2/M arrest 48 h after treatment before entering mitosis with damaged DNA [100]. However, it was still 
unknown whether checkpoint adaptation occurred in response to treatments other than ionizing radiation.

In 2012, checkpoint adaptation was observed in HT-29 human colorectal adenocarcinoma cells treated with either 
camptothecin (CPT) or etoposide and in M059K human glioma cells treated with CPT [7]. Kubara et al. demonstrated 
that HT-29 cells treated with 25 nM CPT for 48 h were arrested in the G2/M phase by analyzing DNA content using flow 
cytometry and by the detection of serine 345–phosphorylated Chk1. These CPT-treated cells then entered mitosis with 
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FIGURE 22.3 A model of checkpoint adaptation. In this figure we highlight several of the key cellular events that are characteristic of checkpoint 
adaptation. Proliferating cancer cells treated with genotoxic cancer drugs, such as camptothecin (CPT) or cisplatin, will arrest at the G2/M cell-cycle 
checkpoint with damaged DNA. The cells then enter mitosis with damaged DNA by undergoing checkpoint adaptation. The majority of cells die but some 
survive, likely with changes to their genome as demonstrated by micronuclei. The arrows list either increases or decreases in the biochemical and cellular 
events at each step in the process.
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damaged DNA; they contained high levels of cyclin B1, had decreased levels of Cdk1 phosphorylated on tyrosine 15, and 
were positive for histone γH2AX and phosphorylated serine-10 histone H3 staining. Furthermore, Kubara et al. also dem-
onstrated that entry into mitosis with damaged DNA could be prevented by co-treatment with the Cdk1 inhibitor CR8 [7]. 
Since HT-29 and M059K cells treated with CPT undergo checkpoint adaptation, CPT can be used as a positive control for 
checkpoint adaptation in these cell lines.

Kubara et al. (2012) also investigated the roles of Chk1 and Plk1 in checkpoint adaptation. HT-29 cells treated with 
CPT for 24 h and then with CPT and a Plk1 inhibitor for a further 24 h were partially prevented from entering mitosis with 
damaged DNA. However, there was only a slight decrease in the percentage of mitotic cells present in cells cotreated with 
CPT and a Plk1 inhibitor by comparison to cells treated with CPT alone [7]. This suggests that proteins other than Plk1 are 
involved in checkpoint adaptation in human cancer cells.

The role of Plk1 in human checkpoint adaptation remains unclear. In 2014, Liang et al. studied how single U2OS cells 
from a cell population treated with 1.5 Gy ionizing radiation responded to the activation of the G2/M checkpoint [101]. 
They found that different cells from the same population entered mitosis after a G2/M arrest at different times and with dif-
ferent levels of damaged DNA [101]. This entry into mitosis was reported to be dependent on levels of Plk1 and cyclin B. 
However, unpublished results from the laboratory of R.H. Medema indicate that inducing the expression of a constitutively 
active Plk1 mutant was not capable of overriding an established DNA damage–induced checkpoint [102]. The full molecu-
lar pathway(s) that are involved in the cellular induction of checkpoint adaptation remain to be elucidated.

11.  THE CONSEQUENCES OF CHECKPOINT ADAPTATION

Checkpoint adaptation has several possible outcomes: (1) cells may die in mitosis; (2) cells may survive mitosis but die in 
subsequent phases of the cell cycle; or (3) cells may survive mitosis and divide with damaged DNA (Fig. 22.1) [7,99]. It 
has been demonstrated that the majority of human cancer cells that undergo checkpoint adaptation will die [7,99]. This is 
the desired outcome of treating cancer cells with a genotoxic agent. However, checkpoint adaptation is also a mechanism 
by which cells can transmit damaged DNA to daughter cells. It is therefore likely that checkpoint adaptation is a source of 
genomic instability in human cells that undergo this process (Fig. 22.3).

12.  THE RELATIONSHIP BETWEEN CHECKPOINT ADAPTATION AND GENOMIC 
INSTABILITY

As described in Section 9, Galgoczy and Toczyski found that checkpoint adaptation in S. cerevisiae generated genomic 
rearrangements such as chromosome loss or chromosome rearrangement [87]. Additionally, these authors demonstrated 
that checkpoint adaptation increased yeast survival following DNA damage and that adaptation-deficient cells were less 
likely to survive a DNA-damaging event. These data suggest that, in yeast, checkpoint adaptation may contribute to cell 
survival following a genotoxic event and that cells surviving checkpoint adaptation are more likely to contain rearranged 
genomes. Some plant cells that enter mitosis following treatment with 5, 10, 20, and 40 Gy X-rays also contained broken 
chromatids, acentric chromosomal fragments, and chromosome bridges [98]. These data support the suggestion that check-
point adaptation may induce genomic rearrangements in human cancer cells. However, these plant cells were fixed within 
24 h of treatment, so it is unknown whether cells survived checkpoint adaptation with rearranged genomes or whether these 
chromosomal aberrations induced cell death.

To determine whether human cancer cells can survive checkpoint adaptation with rearranged genomes, it is first 
necessary to collect cells undergoing checkpoint adaptation and then culture these cells to assess cell viability. HT-29 
cells can be used for this type of analysis because they display a pronounced rounded morphology in mitosis and 
spend a long time in mitosis following treatment. This allows cells that have undergone checkpoint adaptation and are 
in mitosis to be collected by mechanical shake-off (Fig. 22.1). These cells can then be assessed for cell survival by the 
clonogenic assay. Furthermore, once survival cells have been identified, these cells can be investigated to determine 
whether they contain rearranged genomes. Genomic rearrangements in these survival cells could be detected using 
cytogenetic techniques such as fluorescence in situ hybridization (FISH) to observe centromeres, telomeres, and 
chromosomal regions using fluorescent probes specific for these regions and by spectral karyotyping (SKY), which 
uses fluorescent probes of different colors to detect specific chromosomal regions. In addition to these techniques it 
will also be possible to sequence the genomes of individual cells surviving checkpoint adaptation when advances are 
made in single-cell DNA sequencing.

It has been reported that small numbers of HT-29 cells treated with CPT can survive entry into mitosis with damaged 
DNA [7]. Furthermore, preliminary data from our laboratory have suggested that HT-29 cells treated with CPT contain 
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mitotic chromosomes that are shattered into different pieces (Rahman, Kernéis, and Golsteyn, unpublished data). CPT-
treated HT-29 cells that survived checkpoint adaptation contained fewer chromosomes by comparison to untreated cells. 
Our laboratory has identified that entry into mitosis increases the number of micronuclei present in M059K cells treated 
with cisplatin. Checkpoint adaptation may thus facilitate the formation of survival cells with rearranged genomes, as a 
consequence of these cells surviving entry into mitosis with damaged DNA.

The investigation of checkpoint adaptation can provide an insight into the specific role of each step upon cell survival 
and genomic changes. For example, cancer cells appear to need to enter mitosis following treatment with a genotoxic agent 
to facilitate cell death in other phases of the cell cycle [96]. It is currently unknown whether cells that undergo checkpoint 
adaptation will still die if they are prevented from entering mitosis. If treated cancer cells can die when entry into mitosis 
with damaged DNA (the final step of checkpoint adaptation) is inhibited, then this could prevent cells from surviving treat-
ment with rearranged genomes.

Current genotoxic anticancer treatments such as cisplatin are often limited by acquired resistance to treatment, which is 
induced by genomic changes [38,39]. By preventing treatment-induced genomic changes, it should be possible to prevent 
cells from acquiring resistance to treatment. These cancer cells would then be susceptible to cell killing induced by further 
rounds of treatment, thus improving the efficacy of genotoxic anticancer agents.

GLOSSARY
Mitotic cell rounding When cells enter mitosis they undergo a morphology change and display a rounded morphology instead of the flattened 

morphology of cells in interphase.
Chromothripsis Tens to hundreds of clustered genomic rearrangements are acquired in an event.

LIST OF ABBREVIATIONS
ATM Ataxia telangiectasia mutated
ATP Adenosine triphosphate
ATR ATM and Rad3 related
ATRIP ATR-interacting protein
CAK Cyclin-dependent kinase-activating kinase
Cdk Cyclin-dependent kinase
CGH Comparative genomic hybridization
Chk Checkpoint kinase
CIN Chromosomal instability
CKII Casein kinase II
CPT Camptothecin
DSB Double-strand breaks
dsDNA Double-stranded DNA
FISH Fluorescence in situ hybridization
GFP Green fluorescent protein
GST Glutathione S-transferase
HR Homologous recombination
MDC1 Mediator of DNA damage–checkpoint protein 1
MDR1 Multidrug-resistance protein 1
MEN Mitotic exit network
Plk1 Polo-like kinase 1
Rb Retinoblastoma
Rfa2 Replication factor A2
RPA Replication protein A
SAC Spindle assembly checkpoint
siRNA Silencing RNA
SKY Spectral karyotyping
ssDNA Single-stranded DNA
TCGA The Cancer Genome Atlas
TGCT Testicular germ cell tumor
TOPBP1 DNA topoisomerase binding protein 1
5-FU 5-Fluorouracil
9-1-1 Rad9–Rad1–Hus1 complex
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1.  INTRODUCTION

In mammalian cells, the long DNA molecules comprising the genome are wrapped with proteins to form a complex called 
chromatin. Chromatin fibers are then folded multiple times within the nucleus of the cell, allowing lengthy genomes to fit 
inside much smaller cells. Apart from overcoming space constraints, the folding of the genome also has a regulatory func-
tion, influencing fundamental processes such as gene expression, genome replication, and DNA-damage repair (DDR).

Chromatin is a complex structure with different levels of organization. At the most basic level, chromatin is made up 
of nucleosomes—147 base pairs (bp) of the DNA sequence wrapped around a protein octamer composed of eight histone 
proteins. Arrays of nucleosomes are then further folded to form a fiber measuring 30-nm in diameter; 30-nm fibers are 
then arranged into larger-scale structures forming domains with differing structural and functional properties and which 
ultimately form chromosomes—the largest units of chromatin organization.

A cell’s genome is frequently exposed to factors that have the potential to introduce changes in the DNA sequence rang-
ing from point mutations to chromosome structural aberrations and even chromosome gain or loss. Classically, threats to 
genome integrity were perceived to mainly come from external factors, such as drugs, chemical compounds, or UV radia-
tion. A more current view is that internal factors and fundamental cellular processes such as transcription and replication 
also pose a risk to genome stability.

Whatever the source of the threat, chromatin is the context in which the genome is assaulted and then repaired. However, 
chromatin is more than just a passive bystander in the DNA-damage response. It forms a dynamic structure which plays 
an active role in a cell’s response to genome damage and reacts to DNA damage with extensive changes to its structure 
and composition. The best accepted model describing chromatin dynamics upon induction of damage is the so-called 
“access, repair, restore” model [1]. It postulates that to fully repair a damaged locus, chromatin first has to be disrupted 
to allow access to the damaged template, followed by recruitment of factors that facilitate the repair process and finally, a 
reestablishment of the initial chromatin structure and eviction of the DNA-damage marks from the region. Failure in these 
processes can result in a serious predisposition to genomic damage and catastrophic consequences for the cell and the 
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organism; therefore, our knowledge of mammalian DNA-damage response is incomplete without considering the contribu-
tion of chromatin context and the 3D organization of the genome.

2.  HISTONES

Apart from DNA, chromatin contains numerous proteins with structural and regulatory functions. Among them, histone 
proteins are the most prominent. Core histones form nucleosomes—the basic repeating unit of chromatin, while linker 
histones provide the connections between nucleosomes. Histone proteins can be posttranslationally modified on their N- 
terminal tails, with different modifications exerting different effects on the chromatin fiber structure, adding a regulatory 
as well as a structural role to the range of histone functions. These posttranslational modifications (PTMs) include acetyla-
tion, methylation, and phosphorylation, as well as other, less well-characterized marks. In addition to the canonical histone 
proteins, the histone family also includes many histone variants, which can replace their classical counterparts in chromatin 
in a carefully regulated manner and in specific circumstances.

The histone proteins that form the nucleosome particle are called “core histones” and include H2A, H2B, H3, and H4, as 
well as their variants. Each nucleosome is an octamer consisting of two copies of each core histone, arranged as an H3/H4 
tetramer and two H2A/H2B dimers. The core histones are positively charged proteins, rich in lysine and arginine residues. 
They bind to DNA noncovalently, through electrostatic interactions between positive charges on histones and the negatively 
charged DNA molecule. Nucleosomes are separated by linker DNA, whose length is not constant, but can vary from 10 to 
100 bp between species and cell types. Histone proteins binding to this linker DNA are called linker histones and include 
H1 and its variant H5. Like core histones, H1 is also positively charged and is associated with both the linker DNA and the 
nucleosome particle. The H1 molecule consists of a globular domain and two tails, with the globular domain binding at the 
nucleosome dyad, while the tails contact the linker DNA and can drape along the chromatin fiber to stabilize the folding of 
nucleosomes into a 30-nm fiber structure.

2.1  Histone Variants

The classical histone molecules may be replaced in the nucleosomes and linker regions by histone variants—proteins with 
a high degree of sequence similarity to their common counterparts. H2A, H2B, H3, and H1, all have noncanonical vari-
ants which can replace canonical histones in the fiber in different circumstances. This replacement can have many effects, 
including a change in the fiber conformation (causing chromatin to become more or less tightly folded) or recruitment of 
regulatory proteins. Histone variant incorporation into chromatin can be independent of replication [2] and is carefully 
regulated by a class of proteins called histone chaperones.

An interesting example of a histone variant with an important role is CENP-A, an H3 variant present specifically at 
centromeres, deposited there by a histone chaperone called HJURP. Multiple studies have found evidence for a distinct 
chromatin structure at mammalian centromeres [3], which may be affected by the presence of CENP-A-containing nucleo-
somes. The presence of CENP-A is also important for recruitment of kinetochore components. Although the precise effects 
of CENP-A incorporation into nucleosomes in vivo are unclear, a 2011 study found that nucleosomal arrays containing 
CENP-A are more condensed compared to arrays containing canonical H3, suggesting that the presence of CENP-A helps 
to establish an unusual chromatin structure at centromeres [4].

As an important function of chromatin, locating and signaling DNA damage is also associated with a separate histone 
variant—H2AX, which comprises up to 32% of H2A throughout the genome. H2AX is phosphorylated at serine 139 as one 
of the primary events at sites of DNA damage and plays an essential role for DNA-damage signaling, detection, and repair, 
as discussed later in this chapter.

2.2  Histone Modifications

In addition to histone variants, chromatin fiber structure and composition can also be affected by PTMs, which are fre-
quently present on the N-terminal tails of the histone proteins. These modifications include acetylation, methylation, phos-
phorylation, and ubiquitination and similarly to the presence of histone variants, can act by directly modifying chromatin 
structure or by recruiting regulatory factors recognizing specific posttranslational marks. Numerous posttranslational marks 
exist and their effects, both individual and combinatorial, are still under active investigation.

Acetylation of lysine residues in the N-terminal tails of H3 and H4 are marks often associated with active transcrip-
tional states. Acetylation neutralizes the charge of the lysine residue, which is expected to weaken histone–histone and 
histone–DNA interactions, resulting in the opening of the chromatin fiber. However, a careful in vitro study performed on 
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short arrays of nucleosomes reconstituted on a repetitive DNA sequence failed to demonstrate significant unfolding of the 
fiber, suggesting the effects of acetylation may depend on the wider chromatin context [5]. H3 and H4 can be acetylated at 
numerous positions, including H3K9, H3K14, H3K18, H4K5, H4K8, H4K12, and H4K16 providing binding sites for bro-
modomains that are present within some transcriptional activators and chromatin remodelers. The acetylation mark is put 
on histone molecules by a class of enzymes called histone acetyltransferases (HATs) and removed by histone deacetylases 
(HDACs). Interestingly, loss of HDAC function is associated with genome instability, including aneuploidy and lagging 
chromosomes [6].

Methylation occurs on lysine and arginine residues. Up to three methyl groups can be added on lysines, while arginines 
can only be mono- or dimethylated; unlike acetylation, methylation does not alter the charge of the residue affected. Lysines 
are methylated by lysine methyltransferases (HKMTs), which are very specific and only methylate-specific residues. Mul-
tiple HKMTs have been identified, all of which share a SET protein domain. Arginine residues are modified by arginine 
methyltransferases, also known as PRMTs, while removal of the methyl residues is done by demethylases. A few classes 
of lysine demethylases exist, including lysine-specific demethylase 1 (LSD1), which can demethylate different lysine resi-
dues depending on different accessory proteins and the jumonji domain demethylases, which act on trimethylated lysine 
residues. Methyl marks on H3 and H4 residues can be associated with active and inactive chromatin states. Examples 
include H3K9me3–a repressive mark which recruits the heterochromatin protein HP1 and H3K4me3–a mark present in 
actively transcribed regions. A direct relationship between appropriate methylation patterns and genome instability has 
been demonstrated via depletion of Suv39h, an H3K9 methyltransferase involved in establishing H3K9me3 at pericentro-
meric chromatin. Mice lacking Suv39h are prone to tumor formation, while embryonic fibroblasts derived from the animals 
have extremely unstable karyotypes [7]. While the H3K9 methylation mark probably exerts its effects on genomic stabil-
ity through maintaining the structural state of certain genomic regions, another methylation mark, H3K79me, has been 
implicated in the DNA-damage response in a signaling manner. This mark is established by the DOT1 lysine methylase 
and is important for recruitment of 53BP1, a protein integral to the DDR, to a break site. 53BP1 recruitment by H379Kme 
is through a Tudor domain in the 53BP1 protein, a domain recognizing methylated residues; however, it is unclear whether 
the mark is established in response to a DNA break or whether chromatin changes in the vicinity of a break cause the mark 
to be exposed and recognized by 53BP1 [8].

Another important PTM, phosphorylation, can be added on serine, threonine, and tyrosine residues. This modification 
is placed by kinases and removed by phosphatases. Unlike acetylation and methylation, which are related to establishing 
chromatin domains with different properties, phosphorylation also has a major role in cell-cycle progression. The serine 10 
position of H3 is phosphorylated genome-wide by the Aurora B kinase as cells progress through late G2 and into mitosis 
[9] in a manner that is interdependent on other histone modifications, such as H3K9me [10]. This modification is required 
for the mitotic condensation of chromosomes—a process in which chromosomes are compacted to facilitate chromosome 
separation and minimize entanglements during cell division.

Phosphorylation of the H2AX histone variant at serine 139 (phosho-H2AX or γ-H2AX) is the most widely studied 
DNA damage–associated histone modification. H2AX Serine 139 is rapidly phosphorylated in response to DNA damage 
and phosphorylation is dependent on the ATM, ATR, and DNA-PK kinases. The γ-H2AX mark spreads in large, megabase-
sized domains surrounding the break region [11] and is essential for DNA-damage signaling and response. γ-H2AX– 
containing chromatin then serves as a platform for recruiting additional repair components, including 53BP1 and BRCA1 
[12]. Interestingly, studies in which the H2AX phosphorylation site is disrupted indicate that lack of H2AX phosphory-
lation does not preclude initial recruitment of repair factors to the site (NBS1, BRCA1, and 53BP1); however, it affects 
their retention, suggesting that γ-H2AX provides a platform for maintaining factors necessary for repair. Following repair, 
H2AX phosphorylation is reversed by phosphatase complexes including PP2A and PP4 [13] and through histone exchange 
mediated by the FACT complex [14]. Mammalian cells lacking H2AX exhibit enhanced susceptibility to genomic instabil-
ity and cancer [15]. Given the coordinated structural and signaling functions of other histone modifications, it is tempt-
ing to speculate that phosphorylation of H2AX may impact on chromatin fiber structure as well as via signaling in the 
DDR cascades. However, no such structural effects have been convincingly demonstrated and while changes in chromatin 
compaction are known to occur as a consequence of damage, they have been shown to be independent of the presence of 
γ-H2AX [16]. Other histone marks which may have a small role in the DNA-damage response include H2A ubiquitination 
[17], H2B phosphorylation at serine 14 [18], and H3 threonine 45 phosphorylation [19].

While the establishment of histone marks in response to DNA damage is well characterized, a 2015 publication by the 
Misteli Lab [20] explored the opposite idea—can certain histone PTMs predispose genomic regions to instability? Surpris-
ingly, the study found enrichment of H3K4me1 and H3K27ac and depletion of the repressive H3K9me3 mark in genes 
frequently involved in translocations when compared to genes with similar expression patterns and levels. To demonstrate 
the correlation is causal, the authors tethered an H3K4 methyltransferase and an H3/H4 lysine acetyltransferase to a LacO 
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array incorporating an artificially introduced unique restriction enzyme site. When the frequency of breaks was assessed, 
the authors found elevated rates in the presence of both the H3K4 methyltransferase and the H3/H4 lysine acetyltransferase, 
leading them to speculate that this created a more open chromatin environment making the genome more prone to instabil-
ity. Interestingly, the H3K4me3 mark is also associated with the introduction of double-strand DNA breaks during V(D)
J recombination in lymphocytes [21].

3.  NUCLEOSOMES AND THE 30-NM FIBER

Independent of any variants or PTMs that may be present, core histones are invariably arranged in nucleosome structures, 
containing two H2A:H2B dimers and two H3:H4 dimers. One hundred and forty-seven base pairs of DNA are wrapped 
around each nucleosome with 10–100 bp “linker” DNA bound to histone H1, linking up different nucleosomes. With the 
help of linker histones, the arrays of nucleosomes fold into a fiber measuring 30 nm in diameter, the exact structure of which 
is still under intense debate (Fig. 23.1).

A number of models have been proposed for the arrangement of nucleosomes in the 30-nm fiber structure, including 
a solenoid model, where nucleosomes are organized in a helical array, a “zigzag” model with a zigzag arrangement of 
nucleosomes and an “irregular fiber” model with a disorganized arrangement and variable spacing of nucleosomes. Various 
techniques have been used since 1963 to try and resolve the structure of the 30-nm fiber, including variations of electron 
microscopy, X-ray diffraction, and in early 2010s, superresolution microscopy [22,23]. While successful observation of the 
30-nm fiber structure is possible in chromatin reconstituted in situ and in some rare types of nuclei, it has proven impossible 
to resolve the fibers in intact nuclei, with chromatin appearing as a densely staining mass.

FIGURE 23.1 Levels of chromatin organization. At the primary level of chromatin folding, the DNA molecule is wrapped around histone octamers 
to form nucleosomes. Nucleosomes may contain core histones or histone variants and the N-terminal tails of the histones can carry various posttransla-
tional marks. Interactions between nucleosomes cause further folding into a 30-nm fiber. The exact arrangement of nucleosomes within the 30-nm fiber 
is unknown, but it is likely not homogeneous and local disruptions caused by chromatin remodeling events are present. Larger-scale structures are formed 
by further folding of the 30-nm fibers. Interphase chromatin is additionally compacted for mitosis, giving rise to mitotic chromosomes.
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In reality, as chromatin structures are very dynamic, it is likely the structure of the 30-nm fiber in living nuclei is not 
homogeneous, but instead is made up of a mixture of the models proposed with some regions being more compact and 
others more disrupted. In another illustration of the structure–function relationship, it has been shown that constitutively 
transcriptionally inactive parts of the genome (eg, centromeric heterochromatin) show a regular folding at the 30-nm level, 
while the bulk genome has a less regular conformation, interspersed with irregularities [3]. Nucleosomes can be moved and 
shuffled by proteins called chromatin remodelers to enable proteins such as transcription factors, replication-related pro-
teins, and DNA-repair proteins to bind to the naked DNA template. It is easy to envisage how these movements of nucleo-
somes can introduce transient local disruptions in the chromatin fiber. A frequently used method to investigate nucleosome 
disruptions and 30-nm fiber structure is performed by testing the accessibility of the naked DNA by DNase I digestion, or 
a 2013 approach taking advantage of next-generation sequencing called ATAC-seq [24].

4.  HIGHER-ORDER STRUCTURES

At a further level of chromatin organization, interactions between the 30-nm fibers give rise to so-called “large-scale” struc-
tures, an example of which are chromonema fibers measuring 100-nm in diameter, as observed by electron microscopy. 
The fine details of this level of organization are unknown (although looping of fibers is likely to be involved) and currently 
not many methods are available to investigate the mechanical composition of higher-order chromatin structures. Generally, 
these structures are organized into segments with differing functional properties, determined by a combination of sequence 
composition (AT:GC content), transcriptional state and the presence of different histone modifications and chromatin-bound 
proteins. A simplistic classical view is to split the genome into gene-rich segments with more open structures and gene-
poor regions enriched in repeats and satellites where the folding of higher-order structures are more compact. However, a 
2011 classification of the differing properties of chromatin types splits them into five categories based on the prevalence 
of histone modifications: yellow (constitutively transcriptionally active regions), red (tissue-specific active regions), blue 
(repressed development and differentiation-related regions), black (silenced regions containing genes), and green (consti-
tutively inactive repeats and satellites) chromatin [25]. The first two categories contain the transcriptionally active portion 
of the genome, which is enriched in acetylated H3 and H4. The chromatin structure in such regions is likely to be enriched 
in disruptions at the 30-nm level, particularly at regulatory elements, for example, promoters and enhancers, while large-
scale domains will be more unfolded, facilitating easy access of transcription, replication and DNA repair factors to the 
DNA template. In contrast, the chromatin structure within green regions is likely to be more compacted and less dynamic. 
Processes that require access to the DNA template such as replication and DNA repair may necessitate chromatin remodel-
ing to open up chromatin in these regions of the genome. In fact, some 2008 data suggest that permanently silenced regions 
may act as a barrier to the DNA-damage response and that breaks within them may take longer to detect and repair [26].

The segmentation of the genome into higher-order domains with differing structures is essential for its correct function. 
A small number of human diseases related to perturbations of chromatin structure have been described, including ICF syn-
drome (immunodeficiency, centromeric instability, and facial anomalies syndrome) and Rett syndrome. ICF syndrome is 
caused by mutations in the DNMT3B gene, coding for a DNA methyltransferase, and patients show instability and breakage 
of the silenced, repeat-rich regions at the centromeres of chromosomes 1, 9, and 16 in lymphoblastoid cells [27].

5.  CHROMATIN REMODELERS

Apart from histones, chromatin contains a range of other proteins with diverse roles, some of which function to prevent 
genomic instability and respond to DNA damage. One of the most important classes of nonhistone chromatin–associated 
proteins is the remodelers: proteins which can reposition and remove nucleosomes or change their composition in an ATP-
dependent manner. Consequently, they introduce small-scale alterations in the state of the chromatin fiber and alter the 
accessibility of the DNA template. Chromatin remodelers are required for many nuclear processes, including transcription, 
replication, cell-cycle progression, and of course, DNA repair [28,29]. Numerous mammalian chromatin remodelers exist 
and they can be broadly divided into four families: SWI/SNF, ISWI, INO80, and CHD and their roles in DNA repair are 
summarized in Table 23.1.

Genes encoding chromatin remodelers of the SWI/SNF family are frequently mutated in cancer and components of the 
SWI/SNF members BAF and PBAF have been shown to localize to sites of DNA damage. PBAF subunit BAF180 has a role 
in silencing transcription at sites of DNA breaks [30], while Brg1, a subunit common to BAF and PBAF, is involved in sister 
chromatid decatenation at the G2/M boundary and its inhibition results in anaphase bridges and lagging chromosomes [31]. 
Hinting at the wide range of roles these remodelers have, the PBAF complex was also found to promote sister chromatid 
cohesion, especially at centromeres, with chromosomal breaks and abnormalities following its inhibition [32].
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ACF-1, a component of two ISWI-type complexes, ACF and CHRAC, was also found to bind at laser-induced DNA 
breaks, colocalizing with γ-H2AX [33]. Cells depleted of ACF-1 are very sensitive to DNA damage, and the authors 
showed that ACF-1 facilitates the binding of NHEJ protein Ku at double-strand DNA breaks.

The CHD class of remodelers are characterized by the presence of chromodomains, which can read methyl marks 
on histones. An example is the nucleosome remodeling and deacetylase complex (NuRD), which promotes nucleosome 
compaction in heterochromatin. The CHD4 subunit of the NuRD complex is phosphorylated by ATM in response to 
genome damage [34] and is rapidly recruited to sites of damage [35]. In the same studies the authors observed increased 
rates of genomic breaks in CHD4-depleted cells, suggesting not only that CHD4 is essential for repair, but that its 
depletion might also make chromatin more susceptible to breaks. In contrast, NuRD complexes containing an alterna-
tive CHD3 isoform were released from heterochromatin upon treatment with ionizing radiation, promoting chromatin 
relaxation [36].

Mammalian cells depleted of the INO80 remodeler also exhibit DNA-repair problems, with homologous recombination 
(HR) specifically affected as INO80 seems to be involved with 5′- to 3′-DNA resection at break sites [37]. Depletion of 
p400, an INO80 component, primarily involved in the incorporation of the H2AZ variant at transcriptionally active regions, 
makes cells sensitive to DNA damage [38]. p400 also incorporates H2AZ at double-strand breaks, contributing to chroma-
tin opening in the break region to facilitate access for repair proteins [39]. A further INO80 subunit, TIP60, which acetylates 
H2A and H4, has been implicated in restoring the chromatin environment following DNA-damage response by removing 
the phosphorylated H2AX from the affected regions [40]. An additional role for TIP60 also involves histone acetylation in 
heterochromatic breaks to potentiate chromatin relaxation before repair [41].

Overall, the study of chromatin remodelers in DNA repair is a very active field of research but complicated by the many 
functions of these enzymes. In addition, as chromatin remodelers tend to have a serious impact on gene expression, studies 
have to exclude indirect effects on genome instability due to altered transcription. This underlies the need for better and 
more representative in vitro chromatin models, which could be used to study the direct structural effects of the remodelers, 
separately from their other roles.

Apart from chromatin remodelers and the specialized repair factors described elsewhere in the book, a number of 
other nonhistone chromatin–associated proteins also assist with DNA repair, often as a secondary function; examples 
include topoisomerases, helicases, and structural scaffolding proteins. A particularly interesting example of this is the  
cohesin complex, a large molecular complex essential for sister chromatid cohesion and chromosome segregation.  
A ring-shaped structure, cohesin associates chromatin fibers not through direct binding, but rather topologically and 
contributes to the 3D organization of the genome [42]. It brings together the two sister chromatids following replication 
and functions in the HR pathway, ensuring proximity between the damaged chromatid and the repair template. Cohesin 
is recruited to DNA-damage sites following laser irradiation only in the S and G2 phases of the cell cycle through an 
interaction with Rad50 [43]. Other nonhistone proteins are implicated in maintenance of genomic stability indirectly by 
working to avoid the formation of DNA:RNA hybrids, conflicts between the transcription and replication machinery, and 
by rescuing stalled replication forks.

TABLE 23.1 Roles of Chromatin Remodelers in DNA-Damage Repair

Family Features Complexes Role in DNA Repair Subunit Implicated

SWI/SNF Bromodomains BAF Decatenation of sister chromatids Brg1

PBAF Silencing transcription at breaks
Sister chromatid cohesion at centromeres

BAF180, Brg1

ISWI ACF Facilitates NHEJ ACF1, SNF2H

INO80 Histone exchange TIP60 Restores chromatin environment by removing 
gamma H2AX

p400

INO80 Promotes HR repair

CHD Chromodomains NuRD Released from heterochromatin to promote 
relaxation

CHD3

Recruited to heterochromatin to promote 
relaxation

CHD4
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6.  ACCESS, REPAIR, RESTORE

As illustrated by the extensive role of chromatin remodelers in the DNA-damage response, changes in chromatin conforma-
tion are essential for the repair process (Fig. 23.2).

There is some controversy about whether these changes are limited to the chromatin environment local to the break or 
whether they spread globally. Local changes have been demonstrated convincingly, using a variety of methods: HATs and 
HDACs are recruited to laser-induced tracks [44], while high-resolution imaging of chromatin in DNA repair foci shows 
chromatin in a state resembling a 10 nm fiber [45]. Consistent with this, a live cell imaging study utilizing the SceI/LacO 
system mentioned earlier demonstrated local chromatin remodeling in the proximity of a break [46]. In this study, authors 
used a photo-activated GFP fused to H2A, allowing them to induce damage and photoactivate chromatin within the dam-
aged region simultaneously. They then measured changes in the H2A-GFP spot size and were able to show rapid expansion 
of the spot area lasting 1.5 min, followed by a recompaction phase lasting 15 min and then hyper-condensation beyond 
baseline level (20–30 min). A brief local decompaction, as demonstrated in this study, would enable access of the DDR 

FIGURE 23.2 Changes in local chromatin structure upon dsDNA breaks. DNA breaks are accompanied by local changes in chromatin compaction 
and transcription. Upon breakage, chromatin remodelers alter the chromatin surrounding the break to be more accessible. Transcription stops and H2AX 
is phosphorylated (yellow) in a megabase-sized domain surrounding the break. The DDR components are recruited onto chromatin and retained there 
through γ-H2AX. Following repair, the normal chromatin environment is restored and the γ-H2AX mark is removed.
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proteins to breaks. Alterations in the transcriptional activity of a locus in the vicinity of a DNA break also accompany local 
compaction changes. Ubiquitination of H2A at break sites was shown to correlate with transcriptional silencing near break 
regions [47] and recruitment of the SWI/SNF remodeler PBAF is found to contribute to this silencing [30]. A somewhat 
opposing finding was published in 2012, when Francia et al. [48] found evidence that transcription of small noncoding 
RNAs within a damaged region is required for the DNA-damage response. Whether the local changes in compaction and 
transcription spread globally is debatable. A 2006 study, using MNase digestion to assess genome-wide chromatin states, 
found evidence of global decondensation following DNA-damage induction [49]. However, a 2011 study from our lab 
found no evidence for global decompaction using the same approach or by sucrose gradient sedimentation to analyze the 
structure of soluble chromatin fibers [50].

Once the appropriate chromatin environment has been established, repair of the damage can proceed. The earliest step 
in the DDR involves rapid targeting of repair factors to the lesion and formation of DNA repair foci. The primary sensor is 
the MRN complex, composed of three different factors: MRE11, RAD50, and NBS1. The MRN complex activates ATM, 
which in turn phosphorylates H2AX at the damage site and the flanking chromatin up to a megabase away [11], amplifying 
the damage signal. An interesting question in the field is whether a full DDR is initiated only in response to DNA breaks. 
Surprisingly, not. Tethering of early repair components to genomic regions resulted in a full DNA-damage response and 
cell-cycle arrest, indicating that breaks are not needed beyond the initial recruitment of factors [51]. Consistently, treatment 
of cells with the HDAC-inhibitor TSA resulted in the activation of ATM raising the possibility that DDR can also be trig-
gered by stimuli other than breaks, such as unusual chromatin structures [52].

Once the necessary factors have been recruited, repair can proceed. There are two main pathways for repair of double-
strand DNA breaks—nonhomologous end joining (NHEJ) and HR, which are described in detail elsewhere in the book. 
Briefly, NHEJ works by joining the ends of the break together and is active throughout the cell cycle, while in HR, which is 
only possible in S and G2, the nondamaged homologous locus on the sister chromatid is used as a repair template. Interest-
ingly, the 2014 evidence showed that breaks located in transcriptionally active segments of the genome are preferentially 
repaired with HR, while breaks in less-active regions are more frequently repaired vie NHEJ even as the cells transition into 
S and G2 [53]. The preferential recruitment of the HR machinery to breaks in transcribed regions is found to be dependent 
on an interaction between the H3K36me3 mark and LEDGF, a protein component of HR.

7.  NUCLEAR ORGANIZATION OF CHROMATIN

Within cells, chromatin is contained within the nucleus—a complex organelle shaping the 3D organization of the genome. 
Positioning of the genome in the nucleus has important functional consequences; nuclear position is a significant charac-
teristic of a locus, impacting on its transcriptional activity, replication timing, and proximity to other loci. Changes in the 
nuclear positioning of loci accompany development and differentiation, demonstrating the biological importance of nuclear 
organization.

The exact positioning of loci within the nucleus is probabilistic—it is not the same in every cell but is guided by a set 
of rules. With few exceptions, in mammalian cells, gene-rich, transcriptionally active regions of the genome are located 
toward the nuclear interior, while the gene-poor and heterochromatic regions are located toward the periphery. As a result, 
rather than having precisely defined locations, chromosomes have preferred radial positions in the nucleus. Centromeres 
also tend to be located toward the periphery [54], while telomeres are distributed through the nuclear volume.

The nuclear periphery is defined by its interaction with the nuclear lamina—a part of the inner nucleoplasmic mem-
brane. The genomic regions that interact with the lamina are known as lamina-associated domains (LADs); they measure 
0.1–10 Mb in size and overlap with chromatin features such as low gene density and repressive histone marks. LADs can 
be divided into a facultative and a constitutive class. Facultative LADs are cell type specific, while constitutive LADs are 
shared between cell types. Interestingly, disruptions in the lamina structure have been associated with genome instability, 
as illustrated by a class of diseases known as laminopathies, caused by mutations in the genes coding for the proteins that 
make up the nuclear lamina. The best studied among them is the Hutchinson–Gilford progeria syndrome (HGPS), a rare 
premature aging syndrome caused by mutations in the LMNA gene. Cells from patients with HGPS show microscopically 
visible disruptions to the shape of the nuclear envelope, loss of the heterochromatic protein HP1 at the nuclear periphery, 
and altered histone modifications pattern. Although not deficient in any of the components of the DDR response, HGPS 
cells are sensitive to ionizing radiation and accumulate DNA damage when grown in culture [55]. They also display 
increased levels of γ-H2AX and ATR/ATM activation. In addition, Werner’s syndrome, a disease that is phenotypically 
related to HGPS, is caused by mutations in the WRN protein—a DNA helicase that prevents DNA damage by resolving 
stalled replication forks. However, despite all the evidence that the lamina disruption observed in HGPS cells ultimately 
lead to increased DNA damage, the underlying molecular mechanisms are yet unknown.
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8.  CHROMOSOME TERRITORIES

Rather than being dispersed throughout the nucleus, each chromosome occupies a distinct volume, called a chromosome 
territory. This has been demonstrated by chromosome painting—a FISH-based technique where the genome is hybridized 
to a large number of chromosome-specific probes to allow visualization of individual chromosomes within the nucleus. The 
radial positioning of a chromosome is strongly influenced by its composition—gene-poor chromosomes tend to occupy 
positions closer to the nuclear periphery, while gene-rich chromosomes are more frequently located toward the interior 
[56]. This trend is illustrated by human chromosomes 18 and 19, which are very similar in size but have very different 
sequence composition: chromosome 18 is gene poor, while 19 is gene rich. The Bickmore lab used chromosome territory 
FISH to investigate the positions of the two chromosomes in the nucleus and found that chromosome 18 was consistently 
located closer to the nuclear periphery than chromosome 19 in both lymphoblastoid and fibroblast cell lines [57]. The 
radial positioning of chromosomes in the nucleus was also found to be tissue specific, with more closely related cell types 
exhibiting more similar chromosome positioning [58]. The human genome also contains five acrocentric chromosomes, 
containing rDNA sequences—chromosomes 13, 14, 15, 21, and 22 which are usually clustered around the nucleolus—the 
site of transcription and processing of ribosomal RNA.

The radial rule of chromosome positioning also influences the positioning of alternating gene-rich and gene-poor seg-
ments within chromosomes—in this case, gene-rich segments are located more centrally, while gene-poor regions occupy 
regions closer to the periphery. In addition, within chromosome territories, transcriptionally inactive segments are located 
internally and transcriptionally active segments are at the surface of the territory [59]. This arrangement allows transcrip-
tionally active regions ready access to the transcription machinery and domains rich in mRNA metabolic factors such as 
SC-35 foci [60]. However, the fine-detail structure of chromosome territories is yet unclear, reflecting our lack of knowl-
edge of the chromatin structures that shape them.

From a genome stability perspective, an important consequence of chromosome positioning patterns relates to trans-
locations, the most frequent chromosomal abnormality seen within the human population. It is well established that the 
physical proximity of two chromosomes in the nucleus affects the probability of a translocation occurring between them 
(Fig. 23.3).

An analysis between the frequencies of different nonpathogenic translocations in the human population and the preferred 
radial positions of chromosomes in the nucleus found that chromosomes with similar nuclear positions form translocations 

FIGURE 23.3 Preferred positions of chromosomes in the nucleus influences translocation frequency. Chromosomes with the same preferred radial 
position in the nucleus (eg, chromosomes 17 and 19) are more likely to be involved in translocations than chromosomes with different radial positions 
(eg, chromosomes 17 and 18).
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more frequently than expected by chance [61]. Another study was able to demonstrate close proximity between the BCR 
and ABL loci, involved in the well-characterized t(9; 22) translocation forming a “Philadelphia” chromosome in chronic 
myeloid leukemia. The authors showed that the BCR and ABL loci were closer in B-lymphocytes than in hematopoietic 
progenitor cells, suggesting that cell type–specific aspects of nuclear organization may contribute to the association of 
certain translocations with particular cancer types. In 2013, the Misteli lab published a study [62] exploring the dynamics 
of double-strand breaks and subsequent translocation formation in an elegant system: NIH3T3duo cells encode a small 
number of SceI restriction enzyme sites integrated on different chromosomes, with some sites adjacent to a LacO array and 
other sites neighboring a TetO array. Upon break induction by the SceI enzyme, it was possible to track the breaks which 
were marked by fluorescently tagged Lac (LacR) and Tet (TetR)-repressor proteins; translocation formation was indicated 
by long-lasting, stable co-localization of the LacR and TetR signals. The authors were able to demonstrate that most trans-
locations are formed by loci that are closely located prior to break induction (contact-first model), rather than as a result of 
a movement of double-strand breaks to proximal locations (breakage-first model).

Beyond methods for analysis of chromosome territories, two main complementary methods are used to study the 3D 
organization of the genome at the level of higher-order domain structure: FISH-based methods and chromosome confirma-
tion capture methods [63]. FISH relies on hybridization of fluorescently labeled probes to visualize individual loci, defined 
portions of the genome or whole chromosomes. It provides a snapshot of nuclear structure at the single cell level, but dis-
advantages are that it is time-consuming and provides a limited amount of information at a low resolution. Chromatin con-
formation capture (3C) techniques rely on “freezing” the nuclear structure by cross-linking interactions within the nucleus, 
ligating DNA fragments held in proximity by the cross-links, followed by PCR or next-generation sequencing to identify 
hybrid DNA fragments, indicative of contacts. At the most sophisticated end, these techniques can theoretically identify all 
possible interactions throughout the genome, but there are also disadvantages. Unlike FISH, 3C techniques work on popu-
lations of cells rather than at a single cell level, producing a population average which may reflect a number of different 
contact configurations at the single cell level. Despite the caveats, 3C methodologies have been very influential in the field 
of 3D genome organization, contributing the concept of topologically associating domains (TADs). TADs are defined as 
regions measuring ∼900 kb, where contact maps show increased interactions; FISH-based studies have shown that probes 
located within a TAD are physically closer than probes not located within the same TAD but separated by a similar “linear” 
genomic distance [63]. The full human genome is divided into approximately 2000 TADs which also overlap with the dis-
tribution of histone marks and other genomic features such as replication timing (described later). However, they are not 
cell-type specific and the question of what level of structural organization they reflect and their functional importance is 
still open to debate. Interestingly, the translocation frequency pattern seen with chromosome territories can be also traced to 
the TAD level of organization—a study conducted in B-cells found that the likelihood of translocation between two loci is 
strongly related to the contact frequency between them, as defined by chromosome confirmation capture-generated contact 
maps [64].

9.  TRANSCRIPTION AND REPLICATION IN THE NUCLEUS

As we have seen earlier, the nucleus is a site of many correlations: radial position, gene density, histone mark enrichments, 
and transcriptional activity. Another correlation comes from the process of replication: the exact timing of replication of 
a locus also correlates with its nuclear position, as well as with its transcriptional activity. Replication proceeds in a well-
controlled timely manner across the genome-alternating segments of chromosomes replicate at different times through-
out S-phase, with gene-rich, transcriptionally active segments replicating early in S-phase and heterochromatic regions 
replicating last. These replication domains measure from 400 to 800 kb and control of replication timing is achieved by 
simultaneous firing of clusters of origins within the replication domains at defined times during S-phase. The correlation 
between replication timing and nuclear position is so strong that it gives rise to striking S-phase patterns visible in nuclei 
stained with markers of active replication (Fig. 23.4): early replicating cells show diffuse staining with markers excluded 
from the nuclear periphery; cells in mid-S have speckled patterns; and in nuclei in the latest stages of replication the staining 
overlaps with the nuclear periphery and heterochromatic regions. Replication timing domains partially overlap with TADs, 
however some replication domains are cell-type specific and change during development and differentiation, along with 
changes in transcription. About 80% of the genome has constant replication timing between cell types, with 50% showing 
development and differentiation-related changes.

A few studies to date have tried to separate out the effects of chromatin state, transcription and replication timing to inves-
tigate the real determinants of nuclear positioning. A 2014 study by the Bickmore Lab indicated that the chromatin compac-
tion state may be the primary factor [65], with transcriptional activation influencing nuclear position, while replication timing 
was shown to be a consequence of transcriptional state. However, other studies have argued that replication plays a role in the 
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establishment of nuclear organization. A 2015 chromatin confirmation capture study revealed that TAD structure is established 
during early G1, at the same time as the replication timing program [66]. Another 2015 study used high-throughput FISH to 
screen for factors affecting nuclear positioning of a small number of loci; it found that a number of replication-related proteins 
significantly affected positioning and also that replication was needed to maintain correct nuclear positioning [67].

The processes of replication and transcription have been at the heart of a conceptual shift in the field of genome stability 
since 2014. While historically research on the DNA-damage response was focused on external and severe mutagens such as 
UV light and carcinogenic drugs, recently it has become clear that DNA damage resulting from internal factors and funda-
mental cellular processes may be more physiologically relevant. A succession of recent studies has implicated replication and 
transcription as contributors to genome instability. For example, a study in 2015 determined that regions of very high mutation 
rates within the genome overlap with Okazaki fragment junctions; the underlying mechanism was found to be retention of 
short segments spanning the junctions synthesized by the error-prone DNA polymerase Pol-α [68]. An earlier study identified 
replication stress, physiologically present in cancer cells, as the root cause of structural and numerical chromosome instability 
in colorectal cancers with unstable karyotypes [69]. Transcription was implicated as a contributor to genomic instability in a 
publication by the Svejstrup Lab—the authors found that inhibition of a transcription-associated helicase caused transcription 
speed to increase, resulting in recurrent chromosomal rearrangements at particular genomic regions [70]. Another example 
is provided by the RNU1, RNU2, RN5S, and PSU1 loci, all coding for tandemly repeated, highly transcribed small RNA 
sequences. These four loci exhibit fragility and appear as breaks on metaphase chromosomes upon either adenovirus infection 
or in the absence of the Cockayne syndrome group B (CSB) protein, which is mutated in Cockayne syndrome, a rare disorder 
characterized by neurological and developmental defects. As CSB functions as a transcription elongation factor, it has been 
speculated that its loss causes RNA polymerase stalling and blockage at the RNU1, RNU2, RN5S, and PSU1 loci, which then 
interferes with chromosome condensation and consequently, the stability of the four regions [71].

Unlike external factor-mediated instability, which usually arises from stoichiometric interactions of the damage-induc-
ing agents with DNA and results in predictable outcomes, internally mediated instability is stochastic: it is likely to result 
from a combination of factors, including the exact chromatin context at the location where problems arise. While in the past 
most common strategies for studying the role of chromatin in genome stability involve triggering DNA damage through 
methods such as irradiation, laser marks, or harsh damage-inducing agents such as hydroxyurea, it is clear that this new 
view of the field will require novel models and methods. A good model for how complex relationships between transcrip-
tion, replication, and chromatin influence genome stability is presented by common fragile sites (CFS).

CFS are regions of the genome prone to instability in response to replication stress, manifesting as breaks, gaps, and 
constrictions on metaphase chromosomes. While it is known that CFS fragility is triggered by replication stress, the exact 
events leading up to genomic instability are unknown. As CFS fragility is cell-type specific—different genomic locations 
are fragile in different cell types—it is clear that factors beyond their sequence composition contribute to fragility; in par-
ticular, replication timing and transcription are considered important, while chromatin context is a promising but under-
studied potential contributor.

Three models have been proposed to explain how the induction of replication stress results in genomic instability in a 
locus-specific manner (Fig. 23.5).

The replication fork collapse model suggests that the AT-rich sequence of CFS makes them prone to forming secondary 
structures which contribute to replication fork stalling and collapse [72]. The transcription–replication collisions model is 
based on the observation that fragile sites frequently span long genes, raising the possibility that CFS instability can be the 
result of concomitant transcription and replication [73]. The replication–initiation paucity model explains CFS fragility as 
a consequence of cell type–specific features of replication timing [74].

FIGURE 23.4 Replication timing in the nucleus. Correlation between replication timing and nuclear position gives rise to striking patterns in repli-
cating cells, which discriminate between early (A,B), mid (C), and late (D,E) replicating cells. In this experiment, cells were pulsed with the thymidine 
analogue EdU which is incorporated into newly replicated DNA and can then be readily visualized (green). The nuclei are stained with the DNA dye 
2-(4-amidinophenyl)-1H-indole-6-carboxamidine (DAPI, blue). EdU staining, indicating sites of active replication is diffuse in early S, speckly and close 
to the periphery in mid-S, and coinciding with heterochromatin in late-S.
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In support of the fork collapse model, two genetic disorders characterized by increased fragile site formation, Bloom 
syndrome, and Werner syndrome are caused by deficiencies of RecQ helicases specialized in resolving stalled replication 
intermediate structures [75]. Werner syndrome is caused by a deficiency of the Werner syndrome protein (WRN), an ATP-
dependent helicase which efficiently unwinds structures resembling stalled replication bubbles such as Holliday Junctions 
(HJ). Cells derived from WRN-deficient patients form breaks at CFS spontaneously in the absence of aphidicolin treat-
ment, while in wild-type cells, an increased frequency of CFS formation is observed following WRN depletion [76]. BLM 
syndrome is caused by a deficiency of the Bloom Syndrome protein (BLM) and is characterized by increased susceptibility 
to early onset cancers. BLM resolves structures that mimic replication and recombination intermediates, such as HJs, via 
homologous repair in a manner which does not result in a crossover and BLM has been shown to localize to stalled replica-
tion forks in vivo [77]. Cells from Bloom syndrome patients show an increased sensitivity to aphidicolin and an increased 

Fragile site

FIGURE 23.5 Models of CFS formation. Multiple models have been proposed to explain the cell type–specific fragility of CFS. (A) CFS region in 
a cell type–specific fragility inducing chromatin environment. (B) CFS region in a noninducing chromatin environment. In (A), the AT-rich sequence of 
fragile regions causes DNA polymerases to stall; transcription/replication encounters in the region result in the formation of R-loops; paucity of replication 
origins (yellow) means that the region is replicated very late in the cell cycle or remains unreplicated. In (B), the AT-rich sequence also causes stalling, 
but the lack of transcription in the vicinity of the CFS and frequently spaced replication origins across the region allow replication to proceed in time.
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frequency of sister chromatid exchanges which could result from crossover-mediated repair of HJs by alternate nuclease 
complexes. Interestingly, in the absence of BLM and other Holliday junction dissolution mechanisms, extreme chromo-
some abnormalities resembling multiple fragile site breaks are observed [78]. Further evidence supporting the fork collapse 
model comes from observations that in the presence of aphidicolin, the replicative helicase complex becomes uncoupled 
from the replication machinery, giving rise to long stretches of single-stranded DNA [79]. Additional supporting evidence 
comes from a 2011 study demonstrating replication fork stalling at AT-rich sequences at the FRA16D fragile site [80].  
A major disadvantage of this model however is that it fails to explain the cell-type specificity of CFS expression.

The tendency of fragile regions to encompass large genes has inspired a model suggesting that CFS instability results 
from collisions between the transcription and replication machinery. Large genes require longer times for transcription, 
sometimes exceeding the length of a full cell cycle, indicating that transcription might be ongoing during S-phase. Nor-
mally, S-phase transcription and replication are spatially separated in eukaryotic cells; most actively transcribed genes are 
early replicating and changes in transcription during development are accompanied by changes in replication timing [81]. 
In this model, aphidicolin treatment interferes with the temporal and spatial separation of replication and transcription 
at large genes, causing the occurrence of transcription and replication at fragile sites. The model speculates that concur-
rent transcription and replication can cause instability through the formation of RNA–DNA (R-loop) hybrids or through 
head-on collisions of the transcription machinery and the replication bubble, causing replication fork collapse. Efforts to 
correlate CFS fragility with gene expression in a cell type–specific manner have given conflicting results. A 2011 study 
showed a correlation between expression of the FHIT gene at the FRA3B fragile site and FRA3B fragility, accompanied 
by an increase in R-loop formation in the presence of aphidicolin [73]. However, a study from 2013 failed to find a cor-
relation between expression and fragility on a more genome-wide scale [82]. Furthermore, breaks at CFS are not restricted 
to transcribed regions and can also occur at intergenic sequences. Therefore, unlike the RNU loci, active transcription is 
not required for induction of fragility at CFS, suggesting that the transcription–replication collision model does not fully 
explain CFS lesion formation.

In the replication initiation paucity model of CFS formation, instability is caused by a cell type–specific lack of initiation 
events across fragile regions, forcing the forks to travel long distances to replicate CFS loci and causing the regions to remain 
unreplicated at the end of S-phase in the presence of replication stress. Evidence supporting the model comes from a study 
demonstrating that a lack of initiation events across the well-studied FRA3B site correlates with its fragility in lymphoblastoid 
cells [74]; in contrast, initiation events across the site were observed in fibroblasts, where FRA3B is stable. In addition, the 
authors demonstrated increased use of origins in response to aphidicolin treatment at the flanking regions, but not the core of 
FRA3B, showing that a failure to utilize additional origins during replication stress may also contribute to fragility.

To date, no model has been found to exclusively explain the cell type–specific fragility or CFS loci and it is likely 
that aspects of all three models contribute to CFS instability. This complexity makes CFS a good model for studying how 
genomic instability develops in the complex landscape of the cell.

10.  CONCLUSIONS

In summary, the study of the roles of chromatin and nuclear organization in maintaining genome stability is an active and 
developing field and the advance of novel technologies promises exciting new discoveries. CRISPR, the new genome-
editing technology, will allow researchers to easily engineer specific mutations within chromatin-associated proteins and 
study their effects on genome stability; this technology can also be used to recruit proteins such as DDR components, 
repressors and activators, or fluorescent tags to endogenous genomic loci, in contrast with the LacO/TetO systems described 
earlier which are based on repeat arrays artificially integrated within the genome. Development of biologically faithful 
in vitro chromatin models is also a major aim of the chromatin field; such a system would be important both as a model 
to study chromatin structure and as a template which can be used to study how various components of the DDR interact 
with chromatin. The reduced cost of high-throughput sequencing has transformed the field, while high-throughput imaging 
approaches are also becoming more accessible. Still, numerous questions remain to be answered before our understanding 
of chromatin response to genomic instability is complete.

GLOSSARY
Breakage-first model Another model for the generation of translocations, in which the frequency of translocations between two chromosomes is 

independent of their preferred nuclear positions. This model hypothesizes that double-stranded breaks are brought together in the nucleus for 
repair, sometimes resulting in translocations. Recent data contradicts the breakage-first model.

Chromatin remodelers Proteins which can reposition and remove nucleosomes or change their composition in an ATP-dependent manner.
Chromonema A level of large-scale organization of the chromatin fiber measuring 100–130 nm in diameter. Although chromonema fibers have 

been observed by electron microscopy, their fine-scale organization is unknown.
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Chromosome painting A FISH-based technique based on hybridization of chromosome-specific probes which allows visualization of whole 
chromosome territories.

Chromosome territory The defined nuclear volume occupied by a chromosome.
Contact-first model A model for the generation of translocations which suggests that the likelihood of a translocation occurring between two  

chromosomes depends on their proximity in the nucleus prior to generation of double-stranded breaks.
Laminopathy A class of diseases resulting from defects in the structure of the lamina component of the nuclear envelope. Laminopathies are caused 

by mutations in genes encoding the components of the nuclear lamina, including LMNA and LMNB2, and have diverse phenotypic characteristics 
such as muscular dystrophy and premature aging.

RNA–DNA (R-loop) hybrids RNA:DNA hybrid structure which can occur during transcription if the nascent RNA hybridizes to the complement 
DNA strand and displaces the nontemplate DNA strand. When such structures are resolved, ds DNA breaks are generated, implicating R-loops 
in genomic instability.

Sister chromatid decatenation The process of separating entanglements and catenanes between sister chromatids following replication and prior 
to cell division.

LIST OF ABBREVIATIONS
ATP Adenosine triphosphate
CFS Common fragile sites
DDR DNA-damage repair
DNA Deoxyribonucleic acid
FISH Fluorescence in situ hybridization
GFP Green fluorescent protein
HAT Histone acetyltransferase
HDAC Histone deacetylase
HGPS Hutchinson–Gilford progeria syndrome
HJ Holliday junction
HKMT Lysine methyltransferase
HR Homologous recombination
ICF Immunodeficiency, centromeric instability, facial anomalies syndrome
LAD Lamina-associated domain
MNase Micrococcal nuclease
mRNA Messenger RNA
NHEJ Nonhomologous end joining
PRMT Arginine methyltransferases
PTM Posttranslational modification
rDNA Ribosomal DNA
RNA Ribonucleic acid
TAD Topologically associated domains
UV Ultraviolet
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Chapter 24

Role of DNA Methylation in Genome 
Stability
D. Zhou, K.D. Robertson
Mayo Clinic, Rochester, MN, United States

1.  INTRODUCTION TO THE CELLULAR FUNCTIONS OF DNA METHYLATION

Genomic information is inscribed within the DNA sequences and additional chemical modifications embedded in the chro-
matin structure. The orders given by such information to the particular cell, neighboring cells, and even the entire organism 
based on the underlying signal transduction and crosstalk sustain all basic and normal functionalities, guiding survival, 
reproduction, death, and ultimately biological evolution. Disturbing genome stability by intrinsic and/or extrinsic factors 
could disrupt growth or developmental trajectory, as well as regular cellular behaviors, leading to abnormal or even det-
rimental consequences. Both genetic and epigenetic mechanisms introduce DNA sequence–dependent and –independent 
changes, resulting in detrimental consequences in a genomic content. Genetic mutations, deletions, insertions, transloca-
tions, and chromosomal aneuploidy are well-recognized consequences resulting from genomic instability. Remarkably, 
epigenetic mechanisms, namely DNA-methylation and histone modifications, are established and acknowledged as contrib-
uting factors for maintaining genome integrity through regulating these genetic events during different cellular processes. 
In this chapter, we focus on the genomic instability triggered by epigenetic changes with a specific emphasis on the role of 
DNA methylation.

1.1  DNA-Methylation Dynamics

DNA methylation is dynamic and subject to alterations. To date, the DNA methyltransferase family DNMT1, 3A, 3B, 
and 3L, and the DNA demethylases, ten–eleven translocation enzymes (TETs) and thymine DNA glycosylase (TDG), 
have been identified in animals (Fig. 24.1). A clear division of labor exists in each family. DNMT1 binds specifically 
to the hemimethylated DNA double helix and faithfully maintains methylation patterns in the newly synthesized DNA 
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strand using the parental strand as a template [1]. This copy–paste process is essential for the inheritance of the biologi-
cal information in the epigenomic structures to daughter cells during rapid cell proliferation. DNMT3A and DNMT3B 
are the de novo methyltransferases, capable of adding methyl-groups to the 5-position of unmodified cytosine, generating 
new patterns of DNA methylation [2]. DNMT3A and DNMT3B are extremely important in terms of establishing new 
DNA-methylation pattern during embryonic stem cell differentiation and tissue development [3]. Unlike stably expressed 
DNMT1, expression of DNMT3s is usually high in stem-like cells but reduced toward terminal differentiation. DNMT3L, 
lacking the C-terminal catalytic domain with the methyltransferase activity possessed by other DNMTs, mainly functions 
by influencing DNMT3A/3B activities to establish DNA-methylation markers [4]. De novo methylation drives the process 
of development and differentiation, and programs a cell with functional specificity [5]. It also creates dynamic DNA-
methylation landscapes in response to intra- and extracellular signals, potentially contributing to environmental adaptation 
and evolutionary processes.

DNA demethylation is the process of removal or modification of a methyl (CH3) group on DNA nucleotides. It can be 
achieved through both passive and active mechanisms. Passive demethylation could occur due to the absence of DNMT1 
activity, with the newly synthesized DNA strands losing the methylation patterns such that upon several additional rounds 
of replication and division, this information will no longer be present in either strand. One of the examples of the passive 
loss of methylation is the passive demethylation upon inactivation of DNMT1 enzyme by 5-azacytidine [6]. Active DNA 
demethylation largely relies on the activity of TETs [7]. Unlike the relatively well-defined DNMTs, characterization of 
unique functions and possible redundancy of each TET are still underway. Oxidation of 5-methylcytosine (5-mC) takes 
place in a step-wise manner. In brief, TETs catalyze oxidation of an existing methyl group, yielding the first intermedi-
ate product 5-hydroxymethylC (5-hmC), which can be further oxidized into 5-formylC (5-fC) followed by 5-carboxylC 
(5-caC). Both 5-fC and 5-caC can be then replaced by an unmodified cytosine through TDG-mediated base-excision repair 
(BER). It worth noting that 5-hmC as well as the other two oxidation derivatives, 5-fC and 5-caC, are not recognized by 
DNMT1 during replication. Therefore, 5-hmC can be removed through active demethylation driven by TETs/TDG, or lost 
during replication by passive demethylation. Another proposed demethylation pathway involves a deamination process 
by cytidine deaminase (AID/APOBEC), which converts 5-hmC to 5-hydroxymethyluracil (5-hmU), generating an abasic 
site that can be removed by DNA glycosylase [8]. However, it is important to keep in mind that rather than just being 

FIGURE 24.1 DNA-methylation metabolic cycle and associated essential nutrients. Methylation via DNMTs and active and passive demethylation 
via DNA methyltransferase (DNMT) and active and passive demethylation via ten–eleven translocation enzymes (TETs) and thymine DNA glycosylase 
(TDG) are depicted, along with natural resources of methyl donors, cofactors of TET, and effects of IDH1/2 mutations on demethylation enzymes. Blue 
arrow: S-adenosyl-L-methionine (SAM) assists DNMT activity by donating a methyl group to the DNA-methylation process, resulting in a methyl-
ated cytosine at position 5. Red arrow: Oxidation or active demethylation process takes place through the TET proteins, a dioxygenase protein family 
dependent on the availability of α-ketoglutarate and Fe2+. TETs successively generate oxidized products 5-hydroxymethylC (5-hmC), 5-formylC (5-fC), 
and 5-carboxylC (5-caC). Highly oxidized 5-fC and 5-caC can be excised by TDG, forming an abasic site which can be repaired by base-excision repair 
(BER). Red dash arrow: Passive demethylation occurs in two possible pathways, one is through passive loss during replication, second is through AID/
APOBEC-directed deamination process.
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intermediate products of a demethylation pathway, emerging studies show that 5-hmC and 5-fC, although present at fairly 
low levels in the genome, are stable DNA marks and may play important roles such as regulating gene transcription and 
cell proliferation [9,10].

Through the methionine cycle, the level of methylation intermediates S-adenosyl-l-methionine (SAM) and S-adenosyl-
homocysteine (SAH) sustain DNA-methylation reactions in the body [11]. Dietary factors, especially some micronutrients 
such as folate, methionine, and choline, are essential methyl donors to one-carbon metabolism [12]. Methyl donors target 
DNA methylation through regulating the substrate availability. Micronutrients such as iron and ascorbate are important 
cofactors of demethylation enzymes and have been shown to generate health concerns when they are not provided in suf-
ficient quantity. Adding ascorbic acid to the cells with proficient expression of TETs is capable of inducing 5-mC oxidation, 
leading to a substantial loss of 5-mC and gain of 5-hmC, 5-fC, and 5-caC [13].

1.2  Transcriptional Regulation by DNA Methylation

DNA methylation at promoters and gene bodies regulates transcriptional activity in different ways. In animals, DNA meth-
ylation occurs primarily at cytosine in a cytosine–phosphate–guanine context (CpG). Although DNA methylation can also 
occur in the context of CHG and CHH (where H represents a nucleotide other than guanine), gene-regulatory functions 
of this form of DNA methylation are less clear. Genomic regions can thus be classified according to CpG density. The 
most CG-rich regions of the genome, CpG islands, are a frequently studied feature for DNA-methylation regulation. CpG 
islands are defined using a moving window of 500 bp with CG content more than 60%. CpG island shores, by definition, 
are regions 2000 bp upstream and downstream of a CpG island. Both CpG islands and CpG island shores have been con-
firmed to possess key regulatory functions in the genome. Hypermethylation of CpG island(s) in promoters usually leads 
to gene silencing, whereas hypomethylation permits active transcription. About 70% of mammalian gene promoters bear a 
CpG island, including those associated with housekeeping genes, developmental genes, tumor suppressors, and cell-cycle 
genes [14]. Aberrant hypermethylation at promoters of these genes, such as p16INK4a, Rb, BRCA1, MLH1, and MGMT, 
is frequently observed in cancer or other diseases [14]. However, promoter methylation is not the only factor determining 
gene activity. For example, MGMT expression is often inhibited due to promoter hypermethylation in glioblastoma, but in 
tumors that have developed temozolomide-resistance, MGMT is reactivated even in the presence of promoter hypermeth-
ylation [15], suggesting alternative mechanisms exist to promote MGMT expression. In contrast to promoter methylation, 
gene body methylation is often associated with active transcription. As seen in 5-aza-2′-deoxycytosine (5-aza-2′-dC) treated 
HCT116 cells, loss of methylation at gene bodies correlates with transcriptional repression in a large set of genes, whereas 
DNMT3B-mediated methylation at these regions reestablishes gene expression [16]. Genome-wide DNA-methylation 
mapping via high throughput sequencing revealed that methylation patterns at CpG island shores display lineage- and 
tissue-specific patterns, and associated strongly with gene expression. This is supported by findings showing that disrupted 
DNA methylation occurs most frequently at CpG island shores in colon cancer concentrated at the regions with tissue-
specific methylation, and results in a loss of tissue-specific epigenetic signatures, suggesting a role for DNA methylation 
in sustaining cell identity [17].

2.  MULTIFACETED REGULATION OF GENOME STABILITY BY DNA METHYLATION

Disrupting DNA-methylation patterns established during cell growth and development leads to loss of function, cell-cycle 
arrest, and can even be favorable to disease development and transformation. This is not only because DNA methylation 
regulates transcriptional activities of cell-cycle genes, oncogenes, and tumor suppressor genes, but also because it influences 
mutation frequencies when inappropriate methylation occurs to noncoding regions and DNA damage–repair processes. In 
Section 2.1, we focus on the role of DNA methylation in restricting the expansion of repeat elements and preventing abnor-
mal homologous recombination (HR). Next, DNA-repair mechanisms that prevent and/or correct genetic errors incurred 
during replication and chromosomal rearrangement will be linked to DNA methylation in Section 2.2. In Section 2.3, we 
will also discuss the contribution of DNA methylation in maintaining nucleosome and heterochromatin structure.

2.1  Chromosomal Rearrangement and Changes in Nucleic Acid Sequences

2.1.1  Instability of Repeat Elements

Noncoding regions occupy about 98.5% of the human genome and are an important contributor to genome/chromosome 
stability. Repeat elements comprise nearly half of these noncoding sequences. Repeat elements in the human genome are 
classified into two groups, interspersed repeats mainly comprised of transposable elements (TEs), and tandem repeats 
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ranging from a few bases to mega-bases [18]. Both classes of repeats are epigenetically modified, the status of which sig-
nificantly contributes to genome stability and disease onset.

DNA-methylation mechanisms contribute to preserving stability of TEs (transposable elements) by silencing gene tran-
scription, likely in a developmental stage–dependent manner. TEs are discrete mobile DNA segments capable of mov-
ing and integrating randomly within the genome. Depending on the nature of the element, transposition can be initiated 
by two different mechanisms, “cut and paste” and replicative transposition. DNA-only transposons are autonomous ele-
ments using a “cut and paste” mechanism initiated by transposes encoded within the transposon itself. The original repeat 
is directly relocated to the target site. In contrast, long terminal repeat (LTR) elements [19] and non-LTR elements are 
typical retrotransposons; they use replicative transposition requiring RNA synthesis and reverse transcription before the 
newly synthesized repeat sequence can be placed in the targeted site. Both long interspersed nuclear elements (LINEs) and 
short interspersed nuclear elements (SINEs) belong to the non-LTR family. Transposition induces genome instability in 
two ways. First, repeat element-directed recombination leads to intra- and interchromosomal rearrangement, dramatically 
increasing the frequency of deletions, duplications, and translocations. Secondly, transposition-associated mutations occur 
during RNA-based reverse transcription in autonomous retro-TEs, due to reduced processivity of the reverse transcriptase 
as compared to replicative polymerases. Both events are likely to have grave consequences on genome stability. In mouse 
embryos, transcription of intracisternal A-particle (IAP), a retrotransposon, is usually silenced due to a high degree of 
methylation in their LTR region. However in the absence of DNMT1, IAP transcript level increases by 50- to 100-fold, 
suggesting that DNMT1 plays an important role in maintaining the methylation level of IAPs [20]. In nondividing precur-
sors of spermatogonial stem cells, deletion of DNMT3L disables the de novo methylation capacity at LTR and non-LTR 
retrotransposon elements of IAPs and thus enables active transcription [21]. Nonautonomous TEs (LINE and SINE) are 
critical components of heterochromatin enriched at regions flanking centromeres and telomeres [22]. DNA-methylation 
levels on these TEs are functionally relevant to the formation and stability of constitutive heterochromatin, delivering key 
messages to cell-cycle control and cell-fate decision markers. This is discussed further in Section 2.3.

Both DNMT1 protein and DNA methylation itself can stabilize tandem repeats. Tandem repeats are classified based on 
the size of the repeated sequence. A microsatellite comprises short tandem repeating units, usually less than 10 bp. Mic-
rosatellite instability (MSI) causes mutations through changes in length (expansion and contraction). It is therefore highly 
associated with hypermutation phenotypes in disease and contributes to lethal consequences in disorders like Huntington’s, 
myotonic dystrophy, and a variety of cancers including hereditary nonpolyposis colorectal cancer (HNPCC). MSI is often 
a direct consequence of an impaired DNA mismatch repair (MMR) system. Accumulation of unrepaired DNA replication 
errors creates novel microsatellite fragments, or short tandem DNA repeats by definition, which are abundant in untrans-
lated regions including introns. Mutations in DNMT1 result in increased instability of endogenous microsatellites and 
transgenic slippage reporter constructs without altering MMR components [23–25]. A novel function for Dnmt1 in MMR 
was first assigned in genetic screening of Blm-deficient ES cells. This novel function of Dnmt1 was confirmed in mouse 
ES cells in which cells with deficiency or homologous deletion of Dnmt1 exhibited higher microsatellite slippage rate of a 
mononucleotide repeat carried by a reporter gene [24], as well as elevated frequencies of instability at endogenous micro-
satellite repeats [25]. More importantly, the flanking regions of mononucleotide repeats are always unmethylated regardless 
of Dnmt1 expression level, suggesting that increased microsatellite slippage rate was not due to local DNA-methylation 
levels [24]. Other studies, however suggest that repeat stability is subject to DNA-methylation regulation at either local or 
adjacent regions. In human cells from myotonic dystrophy patients, inhibiting DNA methyltransferase through 5-aza-2′-dC 
treatment reproduces a similar consequence to that reported in the Dnmt1-deficient system, in which a 1000-fold increase 
in MSI was observed [26]. This effect could also be achieved through modifying CpG methylation of genes within or in the 
vicinity of microsatellites [27,28]. For example, expansion frequencies of CpG-free repeats, CAG.CTG, are highly affected 
by the CG content in the neighboring cis-sequence [26,28], suggesting methylation of CpGs at the flanking regions of 
microsatellite repeats also protects MSI from taking place. Trinucleotide repeats (TNRs) constitute a subset of microsatel-
lites. Gain of methylation at CGG repeats artificially introduced into primate cells stabilizes these repeats [29]. Failure to 
maintain normal DNA-methylation patterns at repeat sequences during development contributes to the onset of genetic 
neurological disease. For example, fragile X syndrome (FXS) is caused by expansion of the CGG repeats at the fragile X 
mental retardation 1 (FMR1) gene on the X chromosome [30]. FMR1 mainly regulates dendritic protein synthesis, a class 
of proteins essential for synaptic strength. Normally, there are 30 CGG repeats at the 5′ untranslated region of FMR1. In 
patients with FXS, the number of repeats can be as high as 200 copies, resulting in hypermethylation of the entire repeat 
region and subsequent gene repression. A blockage in the AMPA-type glutamate receptor-signaling cascade arising from 
a lack of FMR1 expression is primarily responsible for impaired learning and memory process [31]. Furthermore, (CGG)n 
repeat amplification is observed in the germline of male FXS patients carrying unmethylated repeats [32]. Another kind 
of TNR disorder, triggered by CAG repeat expansion, also accounts for a myriad of neurodegenerative disorders [33] such 
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as Huntington’s disease, which is manifested by an increase of more than 35 consecutive CAG repeats on the gene encod-
ing huntingtin [34]. Even though CAG repeats are devoid of CpG sites, studies show that DNA methylation of adjacent 
sequences is associated with CAG repeat stability. In a Dnmt1-knockout mouse model, intergenerational expansion of CAG 
repeats is observed at the spinocerebellar ataxia type 1 (Sca1) locus and is associated with aberrant DNA methylation at 
regions adjacent to the repeat tract [35]. Moreover, it appears that DNMT1 knockdown induces CAG repeat contraction 
through activating CAG repeat transcription [36]. This controversial observation suggests DNMT1 carries some complex 
functions remaining to be discovered. Interaction between DNMT1 and histone modifiers may also contribute to microsat-
ellite stability. This is because DNMT1 interacts with histone deacetylases (HDAC1 and HDAC2) at microsatellites [37], 
promoting deacetylation so as to constrain the chromatin structure from being accessible to the transcriptional machinery. 
However, overexpressing HDACs does not necessarily reduce the frequency of MSI. In a human colorectal cancer (CRC) 
tissue survey, an inverse correlation was found between expression of SIRT1, a class III histone deacetylase, and incidence 
of MSI [38].

2.1.2  Chromosomal Recombination

DNA hypomethylation is generally associated with an elevated frequency of gene rearrangements and chromosomal translo-
cations as a consequence of increased HR. HR occurs regularly during meiosis, naturally increasing the biological diversity 
within a species. It also occurs occasionally in somatic cells. The chances of HR increase significantly during transcription, 
when single-stranded DNA is exposed, spatially facilitating HR. It often occurs between DNA regions sharing extensive 
sequence identity (eg, sister chromatids) or highly similar (eg, two homologs) sequences. HR between repeated sequences 
leads to chromosome rearrangement, including deletions, duplications, and translocations of large DNA segments with 
disastrous consequences. Multiple lines of evidence showed that DNA methylation negatively affects HR in mammals 
[39–42]. These studies show that V(D)J recombination rate is significantly reduced by CpG methylation using minichromo-
some substrates [39], and that DNA hypomethylation at peri-centromeric satellite DNA is associated with increased rates 
of peri-centromeric chromosomal rearrangements [41]. Transcriptional silencing mediated by DNA methylation inhibits 
HR from taking place [43]. Studies in several mouse models, where genomic hypomethylation induced by a deficiency 
of Dnmt1 resulted in an increase of HR [43] and loss of heterozygosity [44], suggest that Dnmt1 contributes to repression 
of HR. Similarly, DNMT1 and DNMT3 recruitment to peri-centromeric and centromeric regions is believed to protect 
these loci against unlicensed HR [45]. Extensive DNA hypomethylation significantly increases mutation rates potentially 
through increasing the rate of mitotic chromosomal recombination. In ES cells carrying nullizygous Dnmt1, two specific 
genes, endogenous hypoxanthine phosphoribosyltransferase (Hprt) and a viral thymidine kinase (tk) transgene, show large 
increases in locus-specific deletions and mutations [40]. In 2011, a study using genome-wide sequencing identified that 
mutation rate varies across the genome [46] and is inversely correlated with DNA-methylation levels [47]. In particular, 
within CpGs sites, low (20–40%) to intermediate (40–60%) methylated CpG sites are prone to accumulate more mutations 
based on the density of single nucleotide polymorphisms (SNP) [47], again indicating that mutation rates are negatively 
correlated with methylation levels. The effects of aberrant DNA methylation on repeat elements are depicted in Fig. 24.2.

2.2  DNA-Damage Repair

DNA replication and chromosomal rearrangements are the most likely processes to yield mutations. The spontaneous error 
rate of mammalian DNA polymerase is about 10−5 to 10−6 per base pair, whereas the true mutation rate is only about 10−9 
to 10−10. This considerable reduction of final mutation rate is attributed to the polymerase proofreading system and DNA-
damage repair. Depending on the type of DNA errors, different repair mechanisms will become active. Single nucleotide 
damage can be repaired by BER, nucleotide-excision repair (NER), MMR, and atypical modification of a specific nucleo-
base, such as 3-methyladenine and 8-oxoguanine, is corrected by BER through DNA glycosylase activity [48]. NER also 
responds when large and complex types of damage are found on DNA, such as intrastrand and DNA-protein cross-links, 
and bulky adduct formations [49]. Nucleotide misincorporation generated during DNA replication that escapes proofread-
ing is resolved by MMR, as well as strand slippage- and recombination-resulted erroneous insertions and deletions at 
repeated DNA sequences (tandem repeats, microsatellites). MMR also corrects abnormally modified nucleotides including 
O6-methylguanine (O6-meG), 8-oxoguanine, and DNA adducts formed between DNA and carcinogenic chemicals through 
covalent bonds [50]. Repairing single nucleotide damage using an MMR mechanism requires the other strand as a template. 
DNA breaks can attack either one or both DNA strands. Single-strand breaks (SSB) result in discontinuity in one DNA 
strand and are often accompanied with loss of a single nucleotide. Filling the gap introduced by SSB requires the unbroken 
strand as template [51]. Double-strand breaks (DSBs) employ two mechanisms to repair, HR and nonhomologous end 
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joining (NHEJ). HR takes advantage of the existence of a (nearly) identical sequence and uses it as a template for repair. 
NHEJ is mutagenic and therefore a less preferred mechanism as it usually results in point mutations and deletions of vari-
ous size during repair [52]. The enzymes involved in each repairing process and their molecular functions are summarized 
in Table 24.1.

2.2.1  The Role of DNMT1 and DNA Methylation in DNA-Damage Repair

DNMT1 is an essential protein participating at the replication fork. Recruitment of DNMT1 to the replication fork requires 
interaction with proliferating cell nuclear antigen (PCNA), a cofactor of DNA polymerase delta (Polδ) and a component of 
DNA replication forks [53], and ubiquitin-like with PHD and ring finger domains 1 (UHRF1), a protein of unclear func-
tion that specifically recognizes hemi-methylated DNA and targets DNMT1 to such foci through a unique SET and ring- 
associated (SRA) domain [54]. UHRF1 and the complex formed by DNMT1 and G9a, euchromatic histone-lysine N-meth-
yltransferase, colocalize with H3K9me2 at replication foci, enhancing the fidelity of DNA and histone methylation [55,56]. 
Depletion of DNMT1 at the replication fork leads to activation of checkpoint kinases 1 and 2 (CHK1 and CHK2, key 
effector kinases of the ATM/ATR-mediated DNA damage–response pathway), followed by degradation of cell division 
control protein 25a (CDC25a) and formation of γ H2A.X foci (H2A Histone family member X, a hallmark of DSBs), and 
eventually replication arrest [57]. This intra-S-phase replication arrest is not dependent on DNA demethylation as treat-
ing cells with 5-aza-dC, a nucleoside analogue trapping DNMT1 at the progressing replication fork, does not produce the 
same result [58]. Indeed, neither DNA demethylation by 5-aza-dC nor loss of catalytic activity of DNMT1 can stimulate 
a damage response similar to DNMT1 depletion [57]. Therefore, it appears that DNMT1 depletion triggers a protective 
mechanism to genome integrity through intra-S-phase replication arrest. It prevents global demethylation and epigenetic 
information loss by activating checkpoint pathways while being physically absent from the replication fork.

Accumulation of DNMT1 at DNA-damage sites and its association with MMR processes have been identified in a num-
ber of studies. The basic protein components of mammalian MMR are MutS (mutator S) α, MutSβ, MutLα, exonuclease 1 
(EXO1), replication factor C (RFC), PCNA, replication protein A (RPA), DNA Polδ, and DNA ligase [59]. The MutS com-
plex comprises a heterodimer of MSH2/MSH6 (MutS α) and MSH2/MSH3 (MutSβ), whereas the MutL complex consists 
of a heterodimer of MLH1/postmeiotic segregation increased 2 (PMS2) [60]. The principle of MMR resides in the nature 
of the DNA replication process, in which daughter strands should be faithfully synthesized using the parental sequence 
as the sole template. Therefore, upon receiving mismatching signals, three key actions are taken: first, recognition of the 

FIGURE 24.2 A chain reaction induced by DNA methylation at repeat elements. Aberrant DNA methylation at noncoding repeats destabilizes 
transposons and microsatellites, which result in microsatellite instability, increased rate of homologous recombination, heterochromatin structure change, 
and (peri-)centromere and telomere malfunction.
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TABLE 24.1 Key Enzymes of DNA-Repair Pathways

DNA Glycosylase Scanning System Endonuclease
DNA 
Polymerase

DNA 
Ligase Reference

BER UNG OGG-1 NTHL1 NEIL1-3 APE1 Polβ Lig1 [48]

DNA Damage–Detection Complex Exonuclease Excision Complex

NER XPC XPG RAD23B ERCC6 XPA XPG RPA ERCC1,3,4 [49]

Mismatch-Recognition Complex Repair Machinery Exonuclease

MMR MutS MutL PCNA RFC EXO-1 [50]

Tool Belt Approximation Process

NHEJ Ku70 Ku80 Mre11–Rad50–Nbs1 (MRN) – Lig4 [52]

DSB Processing Homologous Pairing and DNA Strand Invasion Endonuclease

HR MRN Exo1 RAD51 RPA BRAC2 XRCC2 XRCC3 Mus81–Eme1 Rev1, 3, 7 E3 [119]
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mismatched base pair by MutSα complex and recruitment of MutLα, secondly, cleavage of the incorrectly placed nucleo-
tide on the daughter strand by EXO1, and lastly, resynthesis of the damaged region by the PCNA/Polδ complex using the 
parental strand as a template [61]. A key premise of the MMR process is to distinguish between parental and daughter 
strands under the guidance of DNMT1. DNMT1 binds specifically to hemimethylated DNA during replication. MMR takes 
advantage of the hemimethylated state, identifies the parental strand, and then immediately digests the region containing the 
mismatched nucleotide (a short oligonucleotide spanning the mismatch site) on the new strand, allowing DNA polymerase 
to resynthesize the strand fragment [62]. In addition to being associated with PCNA at replication sties, DNMT1 also inter-
acts with PCNA at DNA-damage sites [63] where MLH1 is also recruited [64], to methylate the new strand, demonstrating 
another aspect of DNMT1’s role in MMR [63]. A protein–protein interaction between MLH1 and DNMT1 is possibly 
achieved through methyl-CpG binding domain 4 (MBD4), which binds MLH1 at its C-terminal glycosylase domain and 
DNMT1 via its N-terminal MBD domain [64]. Colocalization of DNMT1, MBD, and MLH1 occurs at heterochromatic 
regions and DNA-damage sites. In fact, DNMT1 deficiency impairs MMR function. Knockdown of DNMT1 in immor-
talized human fibroblasts yields resistance to the drug 6-thioguanine and a 10-fold increase of mutation rates at a CA17 
microsatellite reporter gene, two hallmarks of MMR defects [65]. MMR defects in this study also appeared to be mediated 
by the reduction of steady-state protein levels of MSH2, MSH6, and PMS2. An important interaction between the MSH2/
MSH6 heterodimer and DNMT1 was established in 2015 in a study of oxidation-induced DNA damage [66]. This study 
showed that oxidative damage triggered by hydrogen peroxide exposure reduces transcription of genes with promoter CpG 
islands. This repression is effectively blocked by knocking down MSH6 or DNMT1, suggesting accumulation of DNMT1 
at the damaged site serves to prevent transcription from interfering with the repair process. An early study demonstrates that 
PCNA binds MSH6 and MSH3 at the replication fork during S phase [67], suggesting that accumulation of DNMT1 with 
MSH6/3 at the replication fork is likely through PCNA. In addition, DNMT1 contributes to DSB repair through interaction 
with both PCNA and ATR effector kinase CHK1. Immediately after laser microirradiation-induced DSBs, colocalization of 
DNMT1/PCNA/γH2A.X is observed at damage sites. The interaction between DNMT1 and PCNA or CHK1 is responsible 
for the recruitment of DNMT1 to the damage site, but is independent of its catalytic activity. This transient localization of 
DNMT1 to regions of DSBs modulates the rate of DSBs repair [68,69], again suggesting a methylation-independent role 
of DNMT1 in the DNA-repair process. MSI is a common mechanism for tumor development and can be driven by defec-
tive MMR. For example, knockdown of MMR components MSH2 or MSH3 inhibit contraction of CAG repeats, whereas 
depletion of MLH1 or PMS2 elevates contraction frequency [36]. Epigenetic silencing and mutations of MMR genes, 
including MLH1, MSH2, and PMS2, occur in many MSI tumors such as sporadic and hereditary colorectal and endometrial 
carcinomas [70]. This correlation between MMR and MSI has been brought into clinical application. Specially, the MSI 
phenotype is determined by MMR immunohistochemistry and is used to predict the risk of Lynch syndrome in patients 
with endometrial carcinomas [71]. These interactions between DNMT1 and other protein factors at replication fork and 
DNA-damaged site are illustrated in Fig. 24.3.

DNA damage could also be introduced by inappropriate DNA methylation. Exposure to alkylating agents, for example, 
results in the formation of O6-meG, 1-methyladenine (1-meA), and 3-methylcytosine (3-meC). These aberrantly modified 
nucleotides form adducts, disrupt normal replication and transcription, and induce cell-cycle checkpoints and apoptosis 
[72]. Long-term accumulation of alkylation damage is prone to induce site-specific mutation (G to A) [73]. Direct reversal 
repair (DR) is involved to correct this type of DNA damage by employing two types of protein, O6-methylguanine-DNA 
methyltransferase (MGMT or AGT) and the ALKBH family of Fe (II)/α-ketoglutarate-dependent dioxygenases (FeKGDs). 
Unlike BER or MMR, MGMT and ALKBH remove alkylation damage at DNA base-paring sites in a template-independent 
manner, and correct DNA base damage by directly accepting the methyl group [74]. The promoter of MGMT contains a 
CpG island, methylation of which usually remains low to ensure the proper expression of MGMT. Methylation of cytosine 

FIGURE 24.3 Protein–protein interactions between DNA methyltransferase (DNMT1) and DNA replication and repair proteins. Illustration of 
protein complex assembly at replication fork (A) and DNA-damaged sites (B). Accumulation of DNA mismatch repair (MMR) pathway-induced (1) and 
double-strand breaks (DSBs)-associated (2) DNA-repair protein is depicted, respectively.
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is also mutagenic as it causes C to T transition mutations through deamination. The deamination product is mainly removed 
by thymine-DNA glycosylase, a key enzyme discussed in the context of the DNA-demethylation pathway.

Some interplay has been shown between HR-directed DNA damage repair, large DNA fragment exchange, and DNA 
methylation. HR serves as a means for repairing DSBs, resulting in gene conversion or loss of heterozygosity. Homolo-
gously recombined gene segments are often silenced through epigenetic mechanisms, involving DNA hypermethylation 
[75]. This event was induced at damaged site to repress local transcription from taking place [76,77], and achieved mainly 
through recruiting DNMT1 and the DNMT3s and introducing repressive histone modifications including H3K9me2/3 and 
H3K27me3 at the repair site [75,77]. Such epigenetic remodeling could either be transient or heritable, resulting in tempo-
rary or permanent gene silencing, respectively.

2.2.2  Transcriptional Regulation of DNA Damage–Repair Genes by DNA Methylation

MLH1 is an MMR protein that forms a complex with DNA-repair protein PMS2, and coordinates the other DNA-repair protein 
effectors to repair mismatches arising during DNA replication. Promoter hypermethylation of the MLH1 gene is highly associ-
ated with repressed expression, and is observed in many cancer types, including gastric cancer, nonsmall cell lung cancer, ovarian 
cancer, HNPCC, and CRC [60]. The frequency of MLH1 promoter hypermethylation however varies among cancer types and 
specimens, ranging from 1% to 66.9% in sporadic CRC, or from 0% to 21.4% in LS-CRC [78]. MLH1 promoter hypermethyl-
ation was observed in a subset of CRC with hypermethylation at a large number of CpG islands (termed CpG island methylator 
phenotype, or CIMP). In CIMP-positive CRC and gastric cancer, hypermethylation of MLH1 leads to a dysfunctional MMR 
pathway, resulting in an MSI phenotype [79,80]. This connection is supported by early evidence that MMR deficiency results in 
strong repression of a transgenic reporter gene through DNA hypermethylation [81].

Promoter methylation of the MGMT gene is a key factor determining the therapeutic efficacy in treating glioblastoma 
multiforme (GBM), one of most common and aggressive brain tumors. MGMT corrects the mutagenic DNA lesion O6-
meG in the DR pathway. During replication and transcription, O6-meG mispairs with thymine. Thymine pairs with adenine 
in the next round of replication giving rise to permanent nucleotide alterations. Mutation or epigenetic silencing of MGMT 
is observed frequently in CRC [82]. Temozolomide (TMZ), an alkylating agent applied widely in chemotherapy, achieves 
better therapeutic effects when the MGMT promoter is hypermethylated [83,84]. This is because TMZ induces widespread 
N-7 or O-6 guanine methylation, which results in DNA damage accumulation and triggers cell death, but only when 
MGMT is not expressed. However, MGMT expression is not solely determined by promoter methylation. In GBM, long-
term treatment of TMZ leads to drug resistance. In many cases of TMZ resistance, expression of MGMT is reactivated even 
with a hypermethylated promoter [15,85], suggesting that alternative gene-regulatory mechanisms exist.

As part of the BER pathway, TDG corrects G/T mismatches arising from the 5-mC deamination process. TDG interacts 
with deaminase AID and the damage response protein GADD45a (TDG is essential for active DNA demethylation by 
linked deamination BER). Promoter hypermethylation inhibits TDG expression. In multiple myeloma, epigenetic silencing 
of TDG contributes to genomic instability as it reduces DNA-repair efficiency [86]. Overexpression of TDG in cancer cell 
lines partially restores this DNA-repair pathway. Moreover, methylation-associated gene deregulation is found in many 
other DNA-repair genes, including XPC in bladder cancer, ERCC1 in GBM, and RAD23B in myeloma [60].

DNA methylation also regulates the transcription of genes involved in HR-directed DNA repair and NHEJ. HR pro-
motes error-free repair by employing the sister chromatid as a template. Decreased rates of HR reduce DNA-repair effi-
ciency, which is also carcinogenic. Cells deficient in breast cancer susceptibility gene 1 or 2 (BRCA1 or BRCA2) display 
reduced HR rate by at least sixfold in the presence of a DSB [87–89]. This is partially explained by the finding that both 
BRCA1 and BRAC2 interact with the RAD51 protein, which catalyzes the primary reaction in HR [90]. Epigenetic silenc-
ing of BRCA1 and BRCA2 genes by promoter hypermethylation is observed in breast cancer and several other cancer types 
[60]. In the NHEJ pathway, the XRCC5 gene that encodes the KU80 protein is also silenced by promoter hypermethylation, 
although this does not seem to be the only silencing mechanism in cancers like non-small-cell lung carcinoma where the 
gene is frequently down-regulated [91].

2.3  DNA Methylation and Heterochromatin Stability

2.3.1  Nucleosome Positioning and Packaging

Nucleosome structure and packaging are also influenced by DNA methylation. Studies reported during 2012–15 have 
used fluorescence resonance energy transfer (FRET) to monitor histone binding while modifying CpG methylation in a 
given DNA sequence. These studies revealed that CpG methylation of a DNA sequence tightened the association between 
double stranded DNA and core histone proteins, increased histone content within this region, and eventually expedited the 
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formation of more compact and rigid nucleosome structures [92,93]. Using the same method, another study showed that 
5-hmC increases DNA binding to histones, but is more likely to keep the nucleosome in an open state for active transcrip-
tion [94]. Interestingly, some contradictory results were raised from a current study using a nanopore-based force spectros-
copy approach. In this method, the binding affinity between nucleosomal DNA and histone core proteins was examined 
by giving constant or time-varying force [95]. The result showed that nucleosome stability is more sequence dependent, 
rather than methylation dependent, as displacing DNA from the associated nucleosome required equal force regardless of 
methylation status.

2.3.2  Heterochromatin Instability

DNA-methylation patterns across the entire genome are responsible for establishing condensed heterochromatin domains 
or loose euchromatin domains. Two major types of heterochromatin are present in eukaryotic cells, constitutive hetero-
chromatin that is enriched for tandemly repeated sequences and forms (peri-)centromeres or telomeres containing discrete 
satellite DNA, and facultative heterochromatin that comprises LINE-type repeats and silenced gene clusters that reversibly 
transition to euchromatin in the presence of developmental stage–dependent cellular cues [96]. Heterochromatin is tightly 
packed and localizes to the periphery of the nucleus. Maintenance of heterochromatin relies heavily on epigenetic land-
marks, including nonrandom deposition of heterochromatin protein 1 (HP1) together with H3K9me3 and DNA methyla-
tion. HP1 keeps heterochromatin tightly packed and transcriptionally repressed. Interaction between HP1 and the nuclear 
membrane protein, lamin B receptor, contributes to heterochromatin localization. H3K9me3 recruits HP1 at constitutive 
heterochromatin [97], whereas H3K27me3 is mainly enriched at facultative heterochromatin. HP1 then attracts DNMT3B 
to the locus and stabilizes the region in heterochromatin by seeding DNA methylation. In addition, UHRF1, which facili-
tates DNMT1 recruitment, also specifically binds to H3K9me3 [98]. Methyl CpG binding protein 2 (MeCP2) recruits 
HDACs, which serve as an additional mechanism to maintain transcriptional inactivity and heterochromatin stability. In 
addition to its association with DNA replication sites during S phase, Dnmt1 is also localized to constitutive heterochro-
matin during G2 and M phase [99]. Interestingly, this association exists independent of other heterochromatic marks like 
H3K9me3, suppressor of variegation 3-9 homolog 1 (Suv39H1) and HP1, suggesting a separate mechanism of establishing 
stable heterochromatin domains and maintenance of DNA methylation [99].

Heterochromatin at different chromosomal locations performs specific functions [100]. An inability to restrain het-
erochromatin territories by DNA-methylation or histone marks leads to malfunction and heterochromatin spreading [96]. 
During mitotic processes, chromosomal rearrangements may place an euchromatic region next to a heterochromatic region 
or remove the original boundaries protecting this euchromatic region, resulting in heterochromatin invasion into adjacent 
euchromatin and inactivation of gene clusters residing in this region. Alternatively, disrupting heterochromatin boundaries 
also leads to heterochromatin spreading, accompanied by DNA-methylation gains outside of the original regions [101]. 
Conversely, losing hallmarks of heterochromatin leads to deconstruction of heterochromatin structure. Suv39h1/2-deficient 
mouse embryonic fibroblasts exhibit severe chromosome mis-segregation and increased aneuploidy, suggesting a key role 
for Suv39h in maintaining genome stability [102]. Massive reduction in H3K9me3 and significant increase in transcription 
of peri-centromeric satellite 2 (Sat2) and centromeric α-satellite (α-Sat) are observed following loss of H3K9 methylation 
by inactivating Suv39H1. Both loss of H3K9me3 and transcriptional activation of satellite repeats are indicative of hetero-
chromatin relaxation in this case [103]. Interestingly, DNA demethylation may induce a similar effect in that it is able to 
diminish H3K9me3 at the same loci [104]. Occupation of H3K9me3/HP1 usually prevents recruitment of the PRC1/2 com-
plex. In the absence of DNA methylation at these loci, H3K27me3 level increases due to polycomb-group (PcG) protein 
binding. This colocalization pattern of H3K9me3 and H3K27me3 suggests that switching from constitutive to facultative 
heterochromatin requires an absence of DNA methylation.

Both centromeric and peri-centromeric heterochromatin serves as the structural basis for chromosome condensation and 
cohesion between sister chromatids, assisting proper segregation of mitotic chromosomes. Therefore, appropriate heter-
chromatinization at the peri-centromere satellites is a prerequisite for centromere function. DNA methylation is well known 
for its role in maintaining the integrity of peri-centromeric heterochromatin structure. For example, DNMT1 facilitates 
accumulation of H3S10P foci and Aurora-B targeting at peri-centromeres [105], whereas DNMT3B enables centromeric 
heterochromatin formation and chromosomal condensation [106]. Establishing DNA methylation at peri-centromeric het-
erochromatin also requires the Suv39H1/2 anchoring H3K9me3 marker [97]. DNMT3A and DNMT3B interact with HP1 
via its chromodomain [97]. At peri-centromeric satellite repeats, coexistence of both DNA methylation and H3K9me3 
has proved to be essential. Suv39h1/2 double knockout in mouse cells profoundly reduced DNA methylation and Dnmt1 
binding at peri-centromeric heterochromatin [97]. An additional link between DNA methylation and centromere stability 
lies in the interaction between DNMTs and centromere proteins (CENPs). Both CENP-B [107] and CENP-C [108] are 
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important kinetochore proteins essential for ensuring proper kinetochore assembly during mitosis. CENP-B is crucial for 
centromere identity as it binds to unmethylated regions within the centromere to prevent the formation of multiple centro-
meres, while also promoting DNA methylation to maintain heterochromatin structure [107]. Colocalization of CENP-C and 
DNMT3B at centromeric regions is required for HP1 recruitment and kinetochore formation; loss of either mark results in 
a compromised association of the other to targeted sites, reduced DNA methylation, and impaired chromosomal segrega-
tion [109]. Some level of peri-centromeric repeat transcription has been shown to occur in most cells, but the underlying 
biological significance of these transcripts remains elusive. Although the exact role of DNA methylation in regulating this 
event is not yet clear, it is known that hypomethylation at this region in tumor cells results in transcriptional activation at 
peri-centromeric loci.

DNA methylation may also be responsible for maintaining telomere integrity through indirect regulation. Telomeres in 
most metazoans are comprised of a short DNA repeat sequence (5′-TTAGGG-3′) and are enriched for H3K9me3. Although 
these repeats do not appear to be directly affected by DNA methylation, an inverse relationship between sub-telomeric 
DNA methylation and telomere length and recombination was observed in a DNMT-deficient mouse model, which exhib-
ited increased telomeric recombination and telomere-length changes [110]. A study reported in 2014 also suggested that 
DNA methylation at a subset of gene promoters is highly associated with telomere length in human leukocytes [111]. 
On the other hand, human telomerase gene expression can be activated following 5-aza-2′-dC treatment, suggesting that 
DNA methylation plays a role in regulating hTERT expression [112]. In addition, although positive correlations between 
telomere length and DNA methylation at LINE-1 and sub-telomeric regions in patients with dyskeratosis congenital were 
identified [113], this correlation was not stably observed across all research settings but rather was related to transcriptional 
and mutational landscapes [114]. For example, a study examining DNA methylation in human cancer cell lines showed no 
significant correlation between sub-telomeric methylation and telomere length [115]. Thus, whether and how DNA meth-
ylation affects telomeres is still controversial.

Immunodeficiency, centromere instability, facial anomalies (ICF) syndrome is a rare autosomal recessive immune dis-
order characterized by deficiency of serum immunoglobulin levels due to maturation blockage of naive B cells [116] and 
facial abnormalities. Different mutations have been mapped and are grouped into ICF subclasses, with type I (∼50% of all 
cases) ICF carrying germline hypomorphic mutation in DNMT3B, type II (∼30%) zinc-finger and BTB domain contain-
ing 24 (ZBTB24) mutations, type III cell division cycle associated 7 (CDCA7) mutations, and type IV lymphoid-specific 
helicase (LSH, or HELLS) mutations [117]. Hypomethylation at juxtacentromeric heterochromatin repeats accounts for the 
major pathogenic epigenetic mechanism that characterizes the genomic instability in ICF syndrome patients. In eukaryotes, 
integrity of centromeric heterochromatin is key for proper construction of cohesion and the kinetochore during mitosis. 
Centromeric regions and juxtacentromeric satellites are enriched with compact heterochromatin structures, methylation 
of which is usually maintained at a high level so as to maintain these DNA domains condensed, constrained, and silenced 
for transcription. Even though DNA methylation is not indispensable to heterochromatin formation, heavily methylated 
CpGs are believed to stabilize the heterochromatin structure. Extensive hypomethylation of constitutive heterochromatin 
regions results in loss of heterochromatin structure and consequential loss of mitosis-related functions. In ICF patients, 
classical satellite DNA is exclusively unmethylated in all tissue types, accompanied by chromosomal decondensation, fre-
quent regional breakage, and rejoining taking place at satellite 2 regions of chromosomes 1 and 16, and satellite 3 regions 
of chromosome 9 [118]. It has been known that DNMT3B, through interaction with CENP-C, localizes specifically to the 
centromeric and peri-centromeric heterochromatin regions [109]. Mutation of DNMT3B in type I ICF leads to a hypo-
methylation phenotype and consequential abnormally arranged chromosome structure [109]. Although how mutations in 
ZBTB24, CDCA7, and HELLS contribute to the common epigenetic abnormalities and clinical manifestations in all ICF 
subclass remains to be answered, it is apparent that marked loss of methylation at (peri-)centromere regions is directly or 
indirectly attributed to these mutations.

3.  CONCLUSIONS AND FUTURE DIRECTION

This chapter summarizes the essential functions of DNA methylation and DNA methyltransferases, especially DNMT1, 
in maintaining genome stability. DNA methylation at noncoding regions, including repeat sequences and heterochromatin 
regions such as centromeres and telomeres, inhibits spurious transcription and unlicensed HR, thus ensuring the proper 
functions of centromeres and telomeres at different cell stages. Disruption of these structures leads to mutations or genome 
rearrangements, which are monitored and repaired by a number of DNA-repair mechanisms. Proper performance of DNA-
repair mechanisms requires both DNA methylation and DNMT1. DNA-methylation levels are involved in mediating expres-
sion of repair genes, whereas incorporating DNMT1 into replication forks and DNA damage sites through interacting with 
protein components of the DNA-repair machinery sustains the DNA-repair processes. Taken together, these results outline 
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the indispensable role of epigenetics, especially DNA methylation, in maintaining genome stability. Meanwhile, some 
intriguing questions are raised for future research: (1) The exact mechanisms of how and why DNMT1, independent of its 
methyltransferase function, regulates the DNA damage–repair processes are not fully defined. (2) The methylation modi-
fications identified in 2009, 5-hmC, 5-fC, and 5-caC, although present at relatively low amount in the genome, regulate 
gene transcription and enhancer activities. However, less is known about their functional relevance to genetic stability and 
disease development. (3) As more evidence accumulates to define the relationships between DNA marks, chromatin modi-
fiers, and their associated histone modifications, a cooperative epigenetic pattern may arise, that is particularly essential 
for sustaining heterochromatin integrity and DNA-repair functions. (4) Epigenetic mechanisms are an integral part of the 
etiologies for many types of cancer, as well as neurological and immune disorders. These diseases are often manifested by 
co-occurrence of genetic mutations and epigenetic modulations. Therefore, it is becoming increasingly important to assign 
“driver” and “passenger” roles to these events, so that effective therapeutic approaches can be implemented. This said, as 
of 2016, indirect connections between genetic mutations and epigenetic perturbations are constantly being discovered. For 
example, in type II, III, and IV ICF syndrome, mutations of the zinc-finger and BTB domain containing 24 (ZBTB24), 
cell division cycle associated 7 (CDCA7), and lymphoid-specific helicase (LSH, or HELLS) have been identified [117]. 
Given that the epigenetic abnormalities (marked loss of methylation at peri-centromeres and centromeres) are common to 
these subclasses, ICF syndrome provides a platform for discovering new epigenetic regulators. More importantly, in light 
of the fast-developing and increasingly applied high-throughput sequencing technologies, epigenetic research is no longer 
restricted to a limited number of gene loci; rather it becomes a genome-wide approach to understand the comprehensive 
gene-regulatory network in cell type–specific and developmental stage–dependent manners. Coupling genome-wide map-
ping for mutations, transcriptomes, copy number variations (CNVs), and SNPs, research connecting epigenetics to genetic 
stability is becoming broader, but also revealing previously unknown relationships between these pathways and the machin-
ery that mediates them.

GLOSSARY
Chromosome rearrangement Abnormal structural change occurs to native chromosome resulting in deletions, duplications, inversions, and trans-

locations.
Heterozygosity A genotype where two different alleles of a gene are present at the same locus of homologous chromosome.
Homologous recombination A process in which two similar or identical fragments of DNA exchange their genetic location.
Mismatch repair A strand-specific process that can recognize and repair errors arising from DNA replication- and recombination-induced inser-

tions, deletions and nucleotide misincorporation, and certain other types of DNA damage.
Nullizygous A genome type in which both alleles lose function for the same gene but due to different means of mutation.
Retrotransposon A DNA transposon element transposes itself through a retroviral-like mechanism, in which an RNA template is transcribed and 

then reverse transcribed into a new DNA element for insertion.
Satellite DNA Large arrays of tandem repeats, mostly enriched at centromeric regions.
Tandem repeats A DNA fragment that contains multiple and adjacent copies of a sequence of two or nucleotides.
Transposase An enzyme that binds to the end of a transposon, cuts and then transports the transposon element to a different genetic location.

LIST OF ACRONYMS AND ABBREVIATIONS
5-aza-2′-dC 5-aza-2′-deoxycytidine
5-caC 5-Carboxylcytosine
5-fC 5-Formylcytosine
5-hmC 5-Hydroxymethylcytosine
5-mC 5-Methylcytosine
ATM/ATR Ataxia telangiectasia mutated, a serine/threonine protein kinase; ataxia telangiectasia and Rad3-related protein, a serine/threonine-

protein kinase
CHK1/CHK2 Checkpoint kinase 1/2, two serine/threonine-specific protein kinases
CIMP CpG island methylator phenotype
CRC Colorectal cancer
DNMT DNA methyltransferase
DSBs Double-strand breaks
ERCC1 Excision repair cross-complementation group
FMR1 Fragile X mental retardation one
FXS Fragile X syndrome
GBM Glioblastoma multiforme
H3K9me2/3 Di-/trimethylated histone H3-lysine nine
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H3K27me3 Trimethylated histone H3-lysine 27
HDAC Histone deacetylase
HR Homologous recombination
IAP Intracisternal A-particle
ICF Immunodeficiency, centromeric instability, and facial anomalies
LINE Long interspersed nuclear element
LTR Long terminal repeat
MBD Methyl CpG-binding domain
MGMT O6-alkylguanine DNA alkyltransferase
MLH1 MutL homolog 1
MMR DNA mismatch repair
MSI Microsatellite instability
PCNA Proliferating cell nuclear antigen
PMS2 Postmeiotic segregation increased 2
SAM S-adenosylmethionine
SINE Short interspersed nuclear element
TDG Thymine-DNA glycosylase
TEs Transposon elements
TET Ten–eleven translocation enzymes
TMZ Temozolomide
TNR Trinucleotide repeats
XPC Xeroderma pigmentosum, complementation group C
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1.  INTRODUCTION

Noncoding RNAs (ncRNA) are the RNA molecules that are not encoding for any protein and have diverse functions in the 
cell. There is a great variety of ncRNAs in terms of size, mechanisms of biogenesis, and functions. Among these ncRNAs, 
there are well-known ribosomal RNAs (rRNAs) and transfer RNAs (tRNAs) that are involved in the process of translation 
as well as small nuclear RNAs (smRNAs) and small nucleolar RNAs (snoRNAs) playing an essential role in the matura-
tion of mRNA and rRNA [1]. Many other ncRNAs are involved in the regulation of gene expression at all levels, including 
chromatin, DNA, and RNA. Several ncRNAs are also implicated in the regulation of genome stability or/and DNA repair 
itself. Such regulation can be indirect (by targeting and changing the expression level of genes involved in DNA repair) or 
direct (by interfering or aiding the process of DNA repair in a direct manner). A direct role for ncRNAs in DNA repair is 
supported by the fact that several of them are being able to interact with DNA-repair proteins such as 53BP1 [2], BRCA1 
[3], and Ku70 [4]. Moreover, RNA-binding proteins have been shown to be recruited to the site of DNA damage and influ-
ence the repair efficiency [5,6]. In this chapter, we describe the involvement of various ncRNAs in the regulation of genome 
integrity in various organisms, with more emphasis on eukaryotes.

2.  TARGETING BACTERIOPHAGE GENOMES BY CRISPR/CAS9

In bacteria, the CRISPR (clustered regularly interspaced short palindromic repeats)/Cas9 (CRISPR-associated protein 9) 
system effectively protects bacteria from various bacteriophages by incorporating portions of the bacteriophage genome 
into the bacterial genome and then produces a single-guide RNA (sgRNA) from the newly incorporated regions. sgRNAs 
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guide the cleavage of bacteriophage genomes in a sequence-specific manner. Details of the function of the CRISPR/Cas9 
system can be found in Chapter 6. The ability of the CRISPR/Cas9 system to recognize a specific sequence and to generate 
a double-strand break (DSB) is nowadays used for high-precision genome editing (see Chapter 6 for details).

3.  DNA ELIMINATION IN CILIATES

In ciliates, various classes of small and long ncRNAs known as scan RNAs (scnRNAs) are involved in the programmed 
DNA elimination and DNA rearrangement. One of the ncRNA classes, PIWI (P-element–induced wimpy testis)-interacting 
RNAs (piRNAs), is involved in somatic genome rearrangements in Tetrahymena and Oxytricha. In Tetrahymena, piRNAs 
arise from the germline and target germline-specific sequences of the developing somatic macronucleus for elimination. 
In contrast, piRNAs in Oxytricha stem from the parental somatic macronucleus; they direct the retention of somatic genes 
in the mature somatic macronucleus [7]. More detailed information about RNA-directed DNA elimination can be found in 
Chapter 7.

4.  TELOMERASE RNA AND TELOMERE LENGTH

The number of cell divisions for a given cell is limited, and one of the limitation factors is the shortening of chromosome 
ends—telomeres. With each cell division, the chromosome ends get shorter due to the inability of the polymerase to rep-
licate the leading strand from the first nucleotide (due to the use of RNA primer). The telomerase enzyme also known as 
telomere terminal transferase adds the missing DNA using telomerase RNA. More details about the role of telomerase RNA 
in the maintenance of genome stability can be found in Chapter 21.

5.  ROLE OF MICRO-RNAS IN THE REGULATION OF DNA REPAIR AND GENOME 
STABILITY

5.1  A Brief Overview of Micro-RNA Biogenesis

Micro-RNAs or miRNAs are the most abundant and perhaps the most well-described class of ncRNAs generated in plants 
and animals. Although the mechanism of biogenesis differs in plants and animals, in general, miRNAs are typically tran-
scribed by RNA polymerase II (Pol II) from the loci with a well-defined gene structure [8]. The initial mRNA transcript 
containing single or multiple miRNAs is 5′-capped and 3′-polyA-tailed; it is typically folded to form the single or multiple 
hairpin structures with an imperfect pairing. These initial primary transcripts are called pri-miRNA; they are processed to 
precursor miRNA (pre-miRNA) by RNAse III enzyme DROSHA in the nucleus and once more by DICER in the cytoplasm 
generating double-stranded RNA with 2-nt overhangs at the 3′-ends [9]. In humans, the DICER complex is associated with 
two different double-stranded RNA (dsRNA)-binding proteins, a protein activator of PKR (PACT), and a transactivation-
response RNA-binding protein (TRBP). Lee et al. demonstrated that PACT together with DICER can inhibit the processing 
of pre-miRNA substrates [10]. They also showed that PACT and TRBP are nonredundant in the generation of miRNAs 
with different sizes, the so-called miRNA isoforms (isomiRs), which may have different targets. TRBP protein in humans 
is phosphorylated by the MAPK/ERK protein kinase and the phosphorylation of TRBP increases the stability of the DICER 
complex enhancing miRNA production (Fig. 25.1) [11]. In plants, a double cleavage event occurs in the nucleus with the 
help of a dicer-like 1 (DCL1) protein. In addition, in plants, the generated dsRNAs are methylated (2′-O-methylation) at 
the 3′-termini by HEN1 methyltransferase [8]. iRNAs regulate gene expression at the posttranscriptional level either by 
degrading target mRNAs in plants or by interfering with translation (polyA shortening, preventing ribosome loading, and 
so on, in animals). The degradation in plants requires a perfect homology between the designated miRNA and its target, 
whereas translation inhibition in animals relies on an imperfect homology, which allows that a single miRNA targets mul-
tiple mRNAs or a single mRNA is targeted by multiple miRNAs.

5.2  Indirect Impact of miRNAs on Genome Stability

Being able to regulate multiple independent mRNA targets, miRNAs undoubtedly can have a significant impact on the rate 
and efficiency of DNA-damage repair. A potential indirect role of miRNAs in DNA-damage response has been demon-
strated by the observation that exposure to 2 Gy of radiation in human cells results in an overall decrease in the expression 
of miRNAs in the first 30 min of exposure, which is paralleled by an increase in the expression of their mRNA targets [12]. 
Exposure to UV has been shown to change the expression of several miRNAs in human fibroblasts at 4 h time point [13]. 
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FIGURE 25.1 Interplay of miRNAs and the DDR. (A) DNA damage–induced miRNA biogenesis. DNA damage activates a signaling cascade which 
activates the processing of miRNA precursors. DNA damage–induced ATM phosphorylates KSRP and enhances its ability to recruit pri-miRNAs to 
DROSHA [16]. BRCA1 directly interacts with both pri-miRNAs and the DROSHA complex [18]. Processing by the DROSHA complex allows cyto-
plasmic export of pre-miRNAs. The MAPK ERK is also phosphorylated after DNA damage [92]. ERK phosphorylates TRBP and phospho-TRBP stabi-
lizes the TRBP-DICER complex to promote pre-miRNAs processing in the cytoplasm [11]. Increased levels of mature miRNAs could play a role in the 
DNA-damage response by (1) decreasing the levels of anti-repair genes (such as the anti-recombinases, Srs2, PARI, RTEL1 [93]) and (2) down-regulate 
DDR proteins through a feedback regulation loop to restore pre-DNA-damage levels. (B) DNA damage–induced repression of miRNA transcription. 
BRCA1 associates with HDAC2 which deacetylates histone H2A and H3 on miR-155 promoter, leading to miR-155 transcriptional repression [19]. 
Transcriptional repression of miRNAs could contribute to the DDR by allowing increased expression of target proteins that are involved in DNA-repair 
and checkpoint control. (C) miRNAs impacting DSB repair–pathway choice. There is interplay of NHEJ and HR pathways during the course of the cell 
cycle, and this is critical for cell health. NHEJ is known to be active throughout the cell cycle phases and HR activity is maximum in S phase and gradually 
decreases over G2 phase [93,94]. In G1, NHEJ is promoted by 53BP1 and H2AX which prevent CtIP-mediated resection of the broken end [95]. Resection 
at a DSB impedes NHEJ and allows HR. In S-phase HR is active and BRCA1 is a key player in the recruitment of HR proteins to DSBs, thereby excluding 
NHEJ factors like 53BP1 [96]. CtIP promotes ends resection to allow formation of RPA-coated ssDNA at a DSB [97]. BRCA2 is the mediator protein that 
is essential for replacing RPA with RAD51 and the formation of the RAD51-ssDNA nucleoprotein filament. In normal cells, miRNAs maintain optimal 
expression of DNA-repair factors allowing efficient repair of DSBs. However, when miRNAs are aberrantly expressed it disrupts the correct choice of 
DSB-repair pathway. For example, overexpression of miRNAs targeting H2AX (indicated by bold arrow) may allow CtIP-mediated resection in G1 pre-
venting NHEJ. HR-mediated repair in G1 is detrimental to cell health as it would lead to the loss of heterozygosity. Conversely, in S-phase overexpression 
of miRNAs targeting BRCA1 will impede HR and allow factors such as 53BP1 to direct the DSB to the NHEJ mediated–repair pathway, which in turn 
leads to higher mutation rates and chromosomal instability. Reproduced from Chowdhury D, Choi YE, Brault ME. Charity begins at home: non-coding 
RNA functions in DNA repair. Nat Rev Mol Cell Biol 2013;14(3):181–9, with permission.
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Similarly, 6 Gy of ionizing radiation (IR) result in an over threefold change in the expression of 22 miRNAs in prostate 
tumor lines [14]. Among 22 miRNAs, there was miR-521 that targets Cockayne syndrome protein A (CSA) involved in 
transcription-coupled repair [14].

5.3  DNA-Repair Factors Can Affect miRNA Biogenesis in Response to Stress

DNA-repair proteins can directly regulate biogenesis of miRNAs in response to IR (Fig. 25.1A) [15]. Specifically, in 
mice, the radiomimetic drug neocarzinostatin induces over 70 miRNAs in an ATM-dependent manner [16]. Biogenesis of 
miRNAs is dependent on the activity of KH-type splicing-regulatory protein (KSRP), one of the components of DROSHA 
and DICER complexes, and a direct substrate of ATM phosphorylation (Fig. 25.1A). KSRP phosphorylation significantly 
increases its activity by allowing a more efficient recruiting of pri-miRNAs to DROSHA for further processing in the 
nucleus [17]. It remains to be demonstrated whether the same occurs at the level of the pre-miRNA and Dicer complex in  
the cytoplasm. Therefore, it appears that ATM does not alter the transcription of miRNAs, but rather impacts their biogenesis 
in the step of conversion of pri-miRNAs.

Another DNA-repair protein that interacts with proteins processing miRNAs is BRCA1. BRCA1 binds DROSHA and 
several specific pri-miRNAs by regulating their biogenesis in a positive and negative manner (Fig. 25.1A) [18]. In addi-
tion, BRCA1 can regulate the expression of specific miRNAs at the level of transcription. For example, BRCA1 represses 
miR-155 transcription via its association with the histone deacetylase HDAC2 and the deacetylation of promoter region 
(Fig. 25.1B) [19]. Also, the anti-apoptotic transcription factor NF-Kβ is recruited to miR-21 promoter upon DNA damage, 
and via its interaction with the signal transducer and activator of transcription 3 (STAT3), it enhances the transcription of 
miR-21 [20].

5.4  Regulation of the Activity of DNA-Damage Sensors and Effectors by miRNAs

5.4.1  Regulation of Sensors

DNA strand breaks are sensed by several groups of proteins, such as the Mre11–Rad50–Nbs1 (MRN) complex, Ku70/80, 
and 53BP1. Proteins like ATM and γH2AX (the phosphorylated form of H2AX protein) also play an essential role in the 
initial damage recognition and signaling because H2AX is one of the first immediate targets of ATM phosphorylation. The 
repair choice is influenced by this initial binding (see Chapter 14). Therefore, the regulation of the abundance of one or 
several components of these sensors may significantly influence DNA-repair choice and outcomes.

FIGURE 25.1 Cont’d
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Two component proteins involved in sensing strand breaks, Nbs1 and Ku80, may likely be regulated by miRNAs as they 
both contain the long 3′-UTRs with a high number of miRNA binding sites that can serve as a potential target for translation 
inhibition. Indeed, a 2015 work showed that Ku80 expression could indeed be affected by hsa–miR–526b in nonsmall-cell 
lung carcinoma (NSCLC) [21]. Hsa–miR–526b was found to be downregulated and Ku80 upregulated in the NSCLC cells 
compared to healthy tissues. No experimental data exist for Nbs1, but an association study demonstrated that NBS1 as well 
as Mre11 were likely to be regulated by miRNA; a case–control study revealed the association between the presence of 
SNPs in binding of several miRNAs at the 3′-UTR of these genes with an increased risk of breast cancer development [22]. 
Similar data for Nbs1 were observed in case-control studies involving colorectal cancer [23].

The expression of ATM is also regulated by miRNA at the posttranslational level; in neuroblastoma and HeLa cells, 
miR-421 downregulates ATM activity by modulating cell-cycle checkpoints and changing cell sensitivity to IR [24]. Simi-
larly, miR-100 [25], miR-101 [26], and miR-18a [27] are also likely to regulate ATM because all of them were shown to 
target the 3′-UTR of ATM and downregulate it. Details of miRNA impact on various steps of DSB repair are shown in Fig. 
25.1C [15].

5.4.2  Regulation of Effectors

The expression of effector proteins such as H2AX, BRCA1 and BRCA2, MDC1, RAD51, RAD52, and others, may also be 
affected by miRNAs. The formation of γH2AX loci, the result of the association of the phosphorylated H2AX histone with 
DSB lesion, may also be affected by miRNA expression. Several miRNAs that inhibit γH2AX foci formation have been 
identified [28]. Among them, there is miR-138 that appears to target 3′-UTR of H2AX mRNA by decreasing the number of 
the formed γH2AX foci and inducing chromosomal instability upon DNA damage [28]. In addition, miR-138 overexpres-
sion severely inhibits homologous recombination and increases cell sensitivity to various DNA-damaging agents, including 
cisplatin and IR.

BRCA1 is one of the essential DSB-repair proteins; its decreased expression is observed in more than 90% of all 
breast cancers [29]. Several miRNAs, including miR-182, miR-146a, and miR-146b-5p, are known to regulate BRCA1 
expression. The overexpression of miR-182 alters homologous recombination and the sensitivity of breast tumors to DNA-
damaging agents [30].

Effector proteins Rad51 and Rad52 are also likely to be regulated at the posttranscriptional level; an association study 
similar to the earlier mentioned one for Nbs1 and Mre11 revealed the correlation between the presence of SNPs in the pre-
dicted binding sites for several miRNAs and the chance to get breast cancer [22]. Also, miR-96 expressed from the same 
polycistronic transcript as miR-182 regulates the expression of RAD51 [31].

The DNA-dependent protein kinase catalytic subunit (DNA-PKcs) is recruited to the damaged DNA by the Ku het-
erodimer. DNA-PKcs and ATM1 are both targeted by the same miRNA—miR-101; the protein amounts were substantially 
reduced upon miR-101 overexpression sensitizing cancer cells to DNA damage [26].

More details about various miRNAs targeting the essential DNA-repair components can be found elsewhere [15,32].

6.  THE ROLE OF PIWI-INTERACTING RNA IN THE MAINTENANCE OF GENOME STABILITY 
IN THE GERMLINE

The animal genome contains a great number of transposable elements, and many of them are active and expressed in somatic 
cells. Many such transposons are also expressed in germ cells where their excision or a “copy-and-paste” mechanism can 
result in genome instability and inheritance of an increased number of such elements. In Drosophila, for example, TAHRE, 
TART, HetA, copia, and the I element are expressed in the germline [33–36], whereas gypsy, ZAM, and idefix are expressed 
also in somatic cells of the ovary [37–39]. Therefore, controlling the activity of such elements is an important task.

An important discovery was made in 2006 by several independent groups—a specific class of small RNAs was found to 
be abundant in mouse testes [40–43]. These RNAs were named piRNAs and later on were proposed to control the genome 
stability in the animal’s germline.

piRNAs were first discovered in Drosophila as ncRNAs that were involved in silencing transposable elements [44]. 
Later on, they have been found in multiple metazoan species, including worm, frog, zebrafish, mice, rats, and humans. 
piRNAs sequences are not conserved among different species and are different even within the same species. Moreover, 
piRNAs also differ from other small RNAs such as micro-RNAs (miRNAs) and small-interfering RNAs (siRNAs) because 
they do not have a double-stranded RNA precursor and are not processed by Dicer. In particular, in Drosophila and ver-
tebrates, piRNAs are about 26–30-nt long, have a preference for a 5′-uracil, and are 2′-O-methylated at the 3′-(sugar)-end 
[45]. Caenorhabditis elegans piRNAs are rather similar, with the exception of the size—they are 21-nt in length.
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6.1  piRNAs in Drosophila

PIWI protein was originally identified in Drosophila during the analysis of the results of an enhancer trap screen using a 
P-element. Male Drosophila mutants containing the P-element insertion at specific genomic locations in the germline cells 
had severe defects in spermatogenesis leading to sterility [46]. Further research led to the discovery of three PIWI proteins: 
PIWI, AUBERGINE (AUB), and ARGONAUTE3 (AGO3). The PIWI protein is localized in the nuclei of somatic follicle 
and germ cells in the ovary; it functions as a regulator of heterochromatic gene silencing in the transposon regions, and its 
function requires an interaction with heterochromatin protein 1a (HP1a) and methylation of the DNA at the target locus 
[47]. AUB protein is expressed in the cytoplasm of germ cells with a partial localization to the nuage, an electron-dense 
cytoplasmic region located around the nucleus that plays a prominent role in piRNA function. AUB protein is involved 
in silencing of the repetitive Stellate locus via sequence-specific antisense piRNAs [44]. Aub deficiency leads to a loss 
of anterior–posterior and dorsal–ventral patterning in embryos, which is likely the consequence of double-stranded DNA 
breaks occurring in the oocyte in the absence of Aub. Finally, AGO3 strictly localizes to the nuage region of the cytoplasm 
of germ cells [47].

In Drosophila, more than 80% of piRNA sequence reads map to the genomic regions harboring transposons [48]. As 
to the size, two sets of piRNAs are produced in Drosophila: 24–28 nt in length associated with AUB and AGO3 proteins 
and the 29–31 nt–long ones mostly associated with PIWI [49]. piRNAs in Drosophila derive from unidirectional or bidi-
rectional clusters of repetitive elements located in the pericentromeric and telomeric regions where piRNAs are encoded 
by one or two strands, respectively [47]. In the case of bidirectional clusters, convergent transcription may result in stalling 
of polymerases at the site of conversion, thus contributing to the production of aberrant transcripts [50]. In Drosophila, 
transcripts formed by bidirectional transposon clusters are recognized by the HP1 homolog Rhino (Rhi) [51] and its colo-
calization partner UAP56 (Fig. 25.2A) [45]. During transcription, Rhi binds the chromatin repressive mark H3K9me3 on 
bidirectional clusters and recruits the protein deadlock and the transcription termination cofactor cutoff [45]. It is proposed 
that Cutoff binds the uncapped 5′-end of the piRNA precursor, preventing the degradation or/and splicing of the precursor 
[52]. In contrast, the transcription of unidirectional clusters occurs through the normal POL II transcription process involv-
ing the defined promoters, termination sequences, 5′-capping, and polyadenylation [52].

Both types of transcripts are likely transported through a nuclear pore with the aid of UAP56 [53], and then processed 
with the mitochondrial surface protein Zucchini (Zuc); Zuc likely trims the 5′- and possibly 3′-ends of the piRNA precur-
sors, although very little detail is known about this process. Among other factors that seem to be involved in the process of 
biogenesis is CG2183 (Gasz); this protein colocalizes with Zuc and is believed to function as an adapter protein that recruits  
Piwi proteins to mitochondria for further piRNA maturation [54]. Next step of piRNA maturation requires 2′-O-methylation 
with the piRNA methyltransferase Pimet, the homolog of Arabidopsis methyltransferase HEN1 [55].

Mature piRNAs then bind to PIWI, AUB, and AGO3 proteins that initiate piRNA amplification via a cytoplasmic ping-
pong mechanism. The participating proteins have a preference for a different set of small RNAs. While PIWI and AUB have 
a preference for transposon-derived antisense piRNAs with a 5′-uridine (U), AGO3 preferentially binds sense transposon 
piRNAs with no enrichment for 5′-U [47]. The binding of antisense piRNAs associated with AUB to a complementary 
transposon transcript (a length of 10 nt is typically sufficient) results in the endonucleolytic cleavage of the target between 
the 10th and 11th nt position of the piRNA. The product of this cleavage is a new piRNA with a 10 nt 5′-overlap in the 
antiparallel orientation (the sense strand) with the initial antisense piRNA; these new piRNAs have an adenosine residue at 
position 10 complementary to uridine at the initial antisense piRNA [45]. The 3′-end of a newly formed piRNAs is further 
processed, modified and picked up by AGO3. AGO3-associated piRNAs target primary piRNA cluster transcripts [47]. The 
cleaved piRNA transcript (antisense) is then picked up by the pair of PIWI/AUB proteins that further trim the transcript. 
These antisense piRNAs are identical to original antisense piRNAs produced by the initial binding and processing by PIWI/
AUB. The complex of antisense piRNA/PIWI/AUB is then ready to enter a new ping-pong cycle or is available for the 
regulation of translation either in a negative manner by cleavage of target transposon transcripts (which is most common) 
or in a positive manner by the activation of transcription (which is much less frequent). The earlier mentioned ping-pong 
mechanism is also found in mice and zebrafish [56,57].

piRNAs in Drosophila function both in the cytoplasm and in the nucleus. Studies in Drosophila have revealed that the 
nuclear localization of the Piwi protein is essential for the establishment of chromosomal marks, whereas a slicer activity 
of the Piwi protein is not [58]. Moreover, loss of Piwi in Drosophila results in a substantial loss of the repressive H3K9me3 
histone mark and an increased occupancy of POL II at transposable elements [59]. The overexpression of piRNAs against 
a specific genomic locus leads to the accumulation of the H3K9me3 mark, a decreased POL II occupancy and the recruit-
ment of the heterochromatin protein HP1 [59]. Based on this information, it can be suggested that as a part of the piRNA-
induced–silencing complex (pi-RISC), Piwi together with piRNAs translocate to the nucleus where they interact with DNA 



FIGURE 25.2 Mechanisms of piRNA biogenesis in different organisms. (A–C) Models of piRNA generation from dual-stranded clusters in D. mela-
nogaster (A), from pachytene piRNA loci in Mus musculus (B), and from Ruby motif-containing loci in C. elegans (C). (A) Convergent transcription from 
neighboring genic loci generates piRNA precursors from dual-stranded clusters upon binding of the heterochromatin protein Rhino (Rhi) to H3K9me3 on 
cluster loci. Rhi in turn associates with Deadlock (Del) and Cutoff (Cuff), the latter of which is thought to protect the 5′-end of the noncanonical precursor 
transcript from degradation. Nuclear export of the piRNA, mediated by UAP-56, is followed by 5′-end processing, likely mediated by mitochondria-associated 
nuclease Zucchini (Zuc). Additional factors (eg, CG2183 (Gasz) and Armitage (Armi)) lead to Piwi protein recruitment, piRNA loading, and 3′-end process-
ing, which likely involves an unknown trimmer activity as well as the action of methyltransferase Pimet. Extensive secondary piRNA amplification occurs 
via the ping-pong cycle, which takes place in Drosophila germ cells. (B) The transcription factor A-MYB (MYBL1) binds to a canonical promoter motif and 
initiates piRNA precursor transcription by POL II while simultaneously inducing expression of piRNA pathway genes (eg, Miwi and Mitopld). The precursor 
transcripts are 5′-capped and poly-A-tailed and, after export from the nucleus, processed by the murine homolog of Zuc, MITOPLD. Loading onto MIWI is 
likely followed by 3′-end trimming of the precursor and 2′-O-methylation by murine HEN1. For conceptual comparison of secondary amplification mecha-
nisms in different organisms, the MILI-MIWI2 ping-pong cycle occurring only for prepachytene piRNAs is included here (inset). This process does not take 
place as part of the biogenesis of pachytene MIWI-bound piRNAs shown here. (C) The conserved Ruby motif is bound by Forkhead proteins (FKH) and pos-
sibly additional factors, and transcription of 5′-capped 28 or 29 nt precursors is initiated. Transcription and/or stability of these precursors depend on PRDE-1, 
TOFU-3, TOFU-4, and TOFU-5. After 5′- and 3′-end processing of the precursor, a process that may be mediated by TOFU-1 and TOFU-2, 2′-O-methylation 
of the 3′ end of the piRNA by HENN-1 takes place. PID-1 is another novel factor involved in piRNA biogenesis or stabilization, possibly acting at the same 
level as the C. elegans Piwi protein PRG-1. PRG-1:piRNA:target RNA interaction leads to the generation of secondary 22G-RNAs carrying a 5′-triphosphate 
(indicated as PPP) by a multi-protein machinery containing RNA-dependent RNA polymerases (RdRP). These small RNAs are incorporated into a secondary 
Argonaute and mediate target silencing. Question marks indicate unknown factors or functions; green lines represent piRNA sequences; and blue lines repre-
sent upstream sequences. Although the role of D. melanogaster UAP-56 in the targeting of piRNA precursors for nuclear export has been described, analogous 
mechanisms in mice and C. elegans have not yet been discovered; therefore, the sequence of events showing export of a long precursor from the nucleus to 
the cytoplasm in these organisms is speculative. Biogenesis of uni-stranded clusters in D. melanogaster, which occurs concomitantly with dual-strand cluster 
expression in germ cells and is the only mode of piRNA generation in somatic follicle cells, may be similar to canonical POL II transcription of protein-coding 
genes. It is currently less well studied and not depicted here. The same is the case for primary biogenesis of prepachytene piRNAs, which are expressed in the 
fetal germline in M. musculus, and for Ruby motif-independent piRNAs, which make up a small proportion of the overall piRNA population in C. elegans 
adults. Ago3, Argonaute3; Aub, Aubergine; RdRP, RNA-dependent RNA polymerase; TDRKH, a tudor domain protein. Reproduced from Weick EM, Miska 
EA. piRNAs: from biogenesis to function. Development 2014;141(18):3458–71, with permission.
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or a primary transcript in a sequence-specific manner. This binding recruits other repressive elements, thus leading to the 
formation of heterochromatin and silencing of the target region (Fig. 25.3A).

piRNAs in Drosophila are predominantly derived from transposon regions and target transposon elements transcription-
ally and posttranscriptionally. Nevertheless, it is likely that certain piRNAs are also able to target mRNAs transcribed from 
nonrepetitive genomic regions. For example, the level of the protein-coding transcript Fas3 was found to be regulated by 
piRNAs generated from the 3′-UTR [60]. This regulatory mechanism likely includes deadenylation. The evidence provides 
the following facts: NOS mRNA is deadenylated by the CCR4–NOT complex; the CCR4–NOT deadenylation complex 
interacts with AUB and AGO3 proteins which bind secondary piRNAs; some piRNAs have been identified that contain 
homology to the 3′-UTR of the NOS transcript.

6.2  piRNAs in Mammals

In contrast to Drosophila, in an adult mouse, about 93% of piRNA sequence reads are mapped to a single defined site in 
the genome. They appear to originate from unidirectional clusters; they are transcribed either from single strands or from 
two nonoverlapping strands. The chromatin immunoprecipitation analysis showed that piRNAs are derived from RNA Pol 
II transcripts (Fig. 25.2B) [48].

In mammals, piRNAs are also processed by the PIWI clade proteins: MIWI (PIWIL1), MILI (PWIL2), and MIWI2 
(PWIL4). Each of these proteins has a very specific expression pattern during the development of male gametes. The 
expression of MILI starts at 12.5 days of embryonic development and persists into adulthood, whereas the expression of 
MIWI2 starts at about 14 days of embryonic development and persists until 3 days postpartum. Finally, the expression of 
MIWI does not start until 14 days postpartum, which coincides with the beginning of the pachytene stage of meiosis of 
male gamete development.

In accordance with PIWI protein expression, in germ cells of mice, two different populations of piRNAs have been 
developed, pre-pachytene and pachytene piRNAs. The expression of pre-pachytene piRNAs in early stages of spermatogen-
esis originates from transposon and gene-derived sequences; their expression coincides with the expression of two out of 
three PIWI family proteins—MIWI2 and MILI. MILI-bound piRNAs are 26 or 27 nt, whereas MIWI2-bound piRNAs are 
28 nt. In contrast, pachytene piRNAs are 30 nt in length, and their production depends on MAEL and MIWI proteins [61]; 
they arise from intergenic loci unrelated to repeat sequences [48,62]. Pre-pachytene piRNAs are involved in silencing of 
transposon regions through de novo DNA methylation, thus contributing toward the stabilization of the genome.

The function of pachytene piRNAs was not clear for a long time. It was demonstrated in 2014 that pachytene piRNAs 
play a critical role during spermatogenesis by targeting and eliminating large amounts of mRNAs in spermatids. Together 
with MIWI and the catalytic subunit of the CCR4-CAF1-NOT deadenylation complex CAF1, pachytene piRNAs form pi-
RISC. The function of pi-RISC is to deadenylate and degrade specific mRNA targets. A critical importance of MIWI and 
CAF1 has been demonstrated by knocking down these proteins in the elongating spermatids (ES); about 5000 genes are 
upregulated in cells with knockdown, with about 90% of them being the genes known to be regulated by MIWI and CAF1 
[63]. The immunoprecipitation analysis has shown that over 60% of all mRNAs found in ES cells are physically associ-
ated with MIWI, likely as a part of pi-RISC. The fact that the majority of mRNAs physically associated with MIWI have a 
counterpart match in the form of a specific set of piRNAs is therefore not surprising. Moreover, the levels of these mRNAs 
inversely correlate with the expression of piRNAs with a sequence-specific match.

Similarly to piRNA-mediated silencing of transposons initially documented in Drosophila melanogaster, piRISC is 
also formed in mice by MILI and MIWI2 [64]. As MIWI2 localizes both in the cytoplasm and the nucleus, it has been pro-
posed to bind secondary piRNAs in the nuage into the cytoplasm and shuttle them into the nucleus in the form of piRISC 
(Fig. 25.3B).

piRNAs are predominantly mapped to transposon regions, and the depletion of the PIWI protein results in a mas-
sive enrichment of transposon mRNAs. piRNAs are most abundant in germline tissues of animals, and they appear to be 
important for fertility; animals lacking Piwi exhibit various fertility defects [46,57,65]. At the same time, several studies 
demonstrated an essential role of piRNAs in various somatic tissues, especially during early embryogenesis. In mammals, 
an evidence for the existence of piRNA in somatic tissues is not yet certain, although the expression of the PIWI protein has 
been clearly demonstrated, and it has been shown to be even elevated in several human cancers (reviewed in [7]).

6.3  piRNAs in C. elegans

Unique features of piRNAs in C. elegans include the fact that piRNAs are 21-nt in size and that C. elegans has a single 
PIWI homolog—PRG-1. Because of their unique size and a bias in the location of U at the 5′-end, piRNAs in C. elegans 
are also referred to as 21U-RNAs. Curiously, these RNAs do not match to transposon elements. Most of the primary piRNA 
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FIGURE 25.3 Mechanisms of piRNA-mediated transcriptional silencing. (A) In D. melanogaster, Piwi localizes to the nucleus and initiates repres-
sive histone H3K9 trimethylation and RNA polymerase II stalling. Whether Piwi interacts with the nascent transcript or directly with DNA is not 
understood. The zinc-finger protein Gtsf1 likely directly interacts with Piwi, whereas the heterochromatin protein Hp1 binds to H3K9me3. Mael acts 
downstream of H3K9me3 methylation and is required for POL II repression; however, its mechanism of action also remains to be determined. In paral-
lel to transcriptional gene silencing (TGS), posttranscriptional gene silencing (PTGS; ie, slicing) plays a well-defined role in D. melanogaster piRNA-
mediated transposon silencing. (B) In Mus musculus, MIWI2 engages in the ping-pong cycle with MILI and translocates to the nucleus where it initiates 
CpG methylation of promoter elements upstream of transposon loci by DNA methyltransferase (DNMT) action. The murine MAEL homolog is found in 
the cytoplasm at MIWI2 sites; a role for this protein in the nucleus analogous to that described in D. melanogaster remains to be determined. Interaction 
of MIWI2 with the nascent transcript is speculative. (C) Secondary siRNAs are generated upon PRG-1:piRNA:target RNA interaction by RNA-dependent 
RNA polymerase (RdRP). These small RNAs are incorporated into the germline secondary Agonaute HRDE-1 which translocates to the nucleus to initi-
ate H3K9me3 methylation and POL II stalling, likely by interacting with pre-mRNA and nuclear RNAi (NRDE) factors. For clarity, this model depicts 
establishment of repressive histone methylation marks by histone methyltransferases (HMT) as preceding POL II repression; the actual order of events 
remains to be determined experimentally and the reverse may also be the case. In C. elegans, target slicing is not essential for piRNA function; however, 
as of 2016, other mechanisms of PTGS have not been experimentally investigated. HPL, a H3K9me3-binding protein. Reproduced from Weick EM, Miska 
EA. piRNAs: from biogenesis to function. Development 2014;141(18):3458–71, with permission.
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transcripts in C. elegans are likely generated by POL II from two major clusters containing over 16,000 genes. A large frac-
tion of piRNAs are produced by transcription from specific promoters (motifs), since 2006 has been referred to as the Ruby 
motif (by the name of the first author of the publication describing such motifs) (Fig. 25.2C) [45,66].

These piRNA precursors are 28–29 nt in length and contain a 5′-cap. The processing of these precursors occurs through 
cleavage of the first 2 nt at the 5′-end and about 4–5 nt at the 3′-end [45]. The cleaved precursors are further methylated at 
the 3′-end by the C. elegans HEN1 ortholog HENN-1.

The PRG-1 protein may not be the only protein needed for biogenesis of piRNAs in nematodes since the prg-1 mutant 
still contains low levels of piRNAs. Nevertheless, homologs of murine (or Drosophila) proteins involved in piRNA bio-
genesis are not yet found in C. elegans. Moreover, a ping-pong mechanism of the generation of secondary piRNAs is also 
not documented in nematodes. Instead, the secondary piRNAs (siRNAs) of 22 nt in size in worms, known as 22G-RNAs, 
are generated by RNA-dependent RNA polymerases (RdRPs) (Fig. 25.3C). The secondary siRNAs are picked up by the 
Argonaute homolog, the nuclear Argonaute NRDE-3 (which is RNAi deficient), and this complex (somewhat similar to 
pi-RISC in mice) shuttles into the nucleus where it is involved in transcriptional gene silencing. The complex binds pre-
mRNAs in a sequence-specific manner and recruits two more proteins, NRDE-2 and NRDE-1. These proteins are involved 
in the establishment of the repressive H3K9me3 methylation mark that is further reinforced by the C. elegans homolog of 
the H3K9me3-binding protein HP1, HPL-2 [67,68] at the target site (Fig. 25.3C). The additional mechanism includes a 
direct suppression of transcription by POL II stalling during the elongation phase of transcription.

There are many targets of 21U-RNAs, including transposable elements and many protein-coding genes. Transcriptional 
gene silencing in nematodes occurs through imperfect binding to pre-mRNAs, allowing targeting of many different tran-
scripts. Distinct classes of piRNAs may target different sets of proteins. piRNAs produced from promoters that lack specific 
sequence motifs (motif-less piRNAs) target mRNAs encoding immune-response genes. This suggests that there might be a 
specific mechanism producing a specific class of 21U-RNAs that regulate specific biological mechanisms.

6.4  piRNAs in Transgenerational Response

Several studies in different animals have demonstrated an interesting feature of piRNAs—the capacity to induce silencing 
across generations—transgenerational silencing. The first phenomenon of transgenerational transmission of information that 
later on was proved to have piRNAs as an essential component was described in Drosophila. Crosses between wild-caught 
males and laboratory-strain females resulted in infertile animals, whereas reciprocal crosses gave fertile flies. This phenome-
non referred to as hybrid dysgenesis was believed to occur due to the presence of P-element or I-element transposons in wild 
animals. Since no sterility was observed in wild females, it was suggested that the suppressing factor was of a cytoplasmic 
origin and was transmitted by female gametes. It was later on demonstrated that the maternally deposited piRNAs provide 
the antisense piRNA component of the ping-pong loop, mounting an active defense response against transposons [69].

In 2012, piRNAs were shown to mediate the repression of the LacZ transgene cluster that has lasted for over 50 genera-
tions of flies without the presence of the allele that initiates silencing [70]. The trans-silencing effect (TSE) was achieved 
using repeat clusters of P-element-derived LacZ transgenes by exposing the nonsilencing cluster to the cytoplasm of a 
Drosophila strain carrying a cluster that exhibited strong TSE activities. Such type of silencing based on the transient inter-
action between the silenced and active alleles is similar to a paramutation phenomenon reported in plants and mice [71,72].

The involvement of piRNAs in transgenerational silencing has also been well documented in C. elegans. Feeding 
transgenic C. elegans that express the GFP transgene in the germline with E. coli that overexpress double-stranded RNAs 
(dsRNAs) with the homology to the transgene results in transgene silencing that has been observed in the germline for four 
consecutive generations [67]. Curious is the fact that once established, the transgenerational memory becomes independent 
of the piRNA trigger, although it still requires the nuclear RNAi/chromatin modification machinery described earlier. Rees-
tablishing silencing in each generation requires piRNA transmission across generations via the germline followed by the 
amplification mechanism in somatic tissues.

In 2015, it was demonstrated that double-stranded RNA (dsRNA) generated in somatic tissues (neurons) of C. elegans 
can be transported to germline cells and trigger silencing of genes of matching sequence in germline cells [73]. Silencing 
within the germline can persist for over 25 generations.

Despite the similarity in the role of piRNAs in triggering transgenerational silencing in Drosophila and worms, the 
maintenance of silencing across generations may be different. Silencing in Drosophila is triggered by piRNAs deposited 
maternally and is maintained by using maternal piRNAs. In contrast, in worms, the maintenance phase can occur in both 
sexes. However, it should also be noted that all transgenerational effects of silencing were demonstrated by using transgenes 
and by exposing animals to silencer alleles. It remains to be shown whether the effects are equally strong in the naturally 
occurring silencing effects.
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7.  THE ROLE OF SMALL INTERFERING RNAs IN THE MAINTENANCE OF GENOME 
STABILITY

siRNAs, also referred to as short interfering RNAs, are a group of double-stranded ncRNAs that are usually perfectly com-
plementary, 20–24 nt in size, have a 2-nt overhang, and contain the phosphorylated 5′-ends and the hydroxylated 3′-ends. 
They are typically processed from either larger endogenous double-stranded RNA molecules, hairpin RNAs, or exogenous 
(viral) double-stranded RNA molecules. siRNAs play the major role in transcriptional and posttranscriptional gene silenc-
ing via the establishment of a repressive chromatin state (via DNA methylation or repressive histone marks, predominantly 
in plants) or translational inhibition (mostly in animals) or transcript cleavage and degradation (mostly in plants).

The involvement of siRNAs in the RNA interference (RNAi) process has been first reported in plants as a phenomenon 
of cosuppression of both the integrated transgene and the endogenous homologous sequence [74]. Later on, RNAi has been 
documented in many different species in response to transgene overexpression, the activation of transposon elements or 
infection with viruses [75–77]. Therefore, RNAi is believed to be one of the ancient immune mechanisms of protection for 
the cell and genome, in particular against foreign genetic elements.

7.1  siRNAs in Neurospora crassa

In Neurospora crassa, siRNAs are involved in quelling, the posttranscriptional gene-silencing mechanism that occurs in 
response to the insertion of multiple copies of a transgene. Since transgenes often integrate as multiple, frequently truncated, 
and inverted copies, they are likely treated as repetitive transposable elements. Neurospora does not appear to have many 
copies of repetitive elements, and therefore RNAi against transgenes is considered to be a defense mechanism. Indeed, 
RNAi has also been shown to suppress the proliferation of multiple copies of LINE-like transposons [78]. Neurospora has 
several other RNAi-like genome defense mechanisms functioning during the sexual cycle. These are repeat-induced point 
mutation (RIP) and meiotic silencing by unpaired DNA (MSUD, also known as meiotic silencing) [79]. RIP causes C → A 
mutations in repetitive sequences, whereas MSUD triggers sequence-specific silencing when unpaired DNA is present and 
two haploid nuclei are fused into a diploid nucleus.

The quelling pathway requires the function of quelling deficient-1 (QDE-1), a protein with the activity of DNA-dependent  
RNA polymerase (DdRP) and RNA-dependent RNA polymerase (RdRP) [80] (Fig. 25.4). First, RNA Pol II transcribes  
complex transgenes producing aberrant RNAs. Then, QDE-1 converts aRNAs into dsRNA [80]. These dsRNAs are further 
processed by Dicer, and the resulting siRNAs of about 25 nt in size are loaded onto the Argonaute homolog QDE-2 to target 
homologous RNAs and induce posttranscriptional gene silencing in the form of RISC [81]. dsRNAs consist of two strands, 
the guide strand and passenger strand. While the former one guides the cleavage of mRNA targets, the latter one has to be 
degraded to activate RISC. The activation of RISC requires two steps: first, the QDE-2 protein nicks the passenger strand, 
and second, the QIP exonuclease degrades it. An active RISC consists of the guide siRNA strand and the QDE-2 protein.

7.1.1  qiRNA: DNA Damage–Induced siRNAs in Neurospora

DSB repair is a complex process that depends on the concerted action of various DNA-repair and chromatin-modifying pro-
teins. Evidence suggests that the repair process also requires a new subclass of siRNAs. In Neurospora, they are produced 
in response to DNA damage; while studying the regulation of QDE-2, Lee et al. [82] observed that adding histidine rather 
than any other amino acids to the growth medium increased qde-2 expression. Since histidine is known to induce DNA 
damage and mutation rates, it was hypothesized that DNA damage is likely the cause of the induction of qde-2 expression. 
Indeed, treatment with other DNA-damaging agents like ethyl methanesulfonate, hydroxyurea, or methyl methanesulfonate 
also induced qde-2 expression. The exact mechanism of qiRNA production is not clear, but it is possible that the presence of 
tandem repetitive DNA sequences within rDNA loci results in the formation of aberrant DNA structures that are recognized 
by the recQ DNA helicase QDE-3. However, a 2015 work demonstrated that the presence of a tandem repeat itself is not 
sufficient for the generation of qiRNAs and that a strand break in the region of tandem repeats is required for the initiation 
of aRNA production [83]. QDE-3 unwinds dsDNA to produce ssDNA, and RPA proteins stabilize the structure (Fig. 25.4). 
QDE-1 is then recruited to this complex to produce aRNA and convert it to dsRNA. RNA polymerase I (Pol I), which is 
normally required for the transcription from rDNA, is not needed for the generation of DNA damage–induced aRNAs 
because they are still produced in an RNA Pol I mutant [82]. Similarly, Pol II and III are also not needed for aRNA genera-
tion. These qiRNAs are shorter in size than those produced during quelling, they are about 20–21 nt in length and have a 
strong preference for uridine (93%) at the 5′-end and for A (49%) at the 3′-end. Most of the qiRNAs (86%) were stemming 
from the nucleolus organizer region (NOR) formed by about 200 copies of ribosomal DNA (rDNA) repeats. In addition, 
qiRNAs originate from the external and internal transcribed spacer regions of rDNA loci as well as from the intergenic 
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regions (6.57%), open reading frames (ORFs, 4.37%), and tRNAs (1.45%). Despite differences in size of siRNAs produced 
in quelling and upon DNA damage, it is believed that the mechanism of biogenesis is the same (Fig. 25.4).

The role of DNA damage–induced qiRNAs is not very clear, but it is possible that they inhibit rRNA biogenesis and/or 
the translation process after DNA damage. Indeed, protein synthesis is inhibited upon DNA damage in Neurospora, and this 
inhibition is partially removed in qde-1 and qde-3 mutants. The authors who discovered qiRNAs proposed that the produc-
tion of qiRNAs is one of the mechanisms employed by fungi functioning similarly to DNA-damage checkpoints. Indeed, 
since the G2 phase requires intensive protein synthesis, its inhibition delays cell division, thus giving more time for DNA 
repair. Later on, it has been shown that qiRNA production requires homologous recombination (HR) [84]; the introduction 
of a site-specific DNA break initiates a homologous recombination event. HR at repetitive elements may generate recom-
bination intermediates that are recognized by QDE-3. The QDE-3 helicase may function as a resolvase, by resolving the 
recombination intermediates into ssDNA. Therefore, it is possible that HR at the site of DNA damage functions to produce 
qiRNAs only from the repetitive DNA loci, thus distinguishing between genomic regions formed by transposon replication 
and other nonrepetitive genomic regions.

7.2  DNA Strand Break–Induced Small RNAs or diRNAs Are Involved in DSB Repair

DNA strand breaks—single stranded and double stranded (SSB and DSB, respectively)—occur as a result of oxidative 
damage due to the normal metabolic activity or as a result of a response to environmental pressures. Regardless of whether 
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DNA damage is direct or indirect, the outcome is the disruption of the nucleotide chain that has to be fixed. Two major 
repair pathways are competing for strand break nonhomologous end joining (NHEJ) and homologous recombination (HR). 
While the former one is a frequent but error-prone repair, the latter one is relatively rare and mostly error free. Cells utilize 
NHEJ in most of the cases, whereas they use HR mostly in the late S phase and G2 phase largely to avoid the loss of het-
erozygosity of a given deleterious mutation when sister chromatids are not available in the G1 phase. NHEJ plays a very 
important role in quiescent cells (G0) by taking care of most of the generated strand breaks.

The HR-repair pathway consists of several major steps. First, the MRN complex consisting of Mre11, Rad50, and Nbs1 
proteins binds the region of strand breaks, and the broken DNA strands are unwound by helicases and resected by nucle-
ases to expose long stretches of 3′-single-stranded DNA (ssDNA). Second, the exposed ssDNAs are covered by RPA. In 
parallel, the protein kinase ataxia telangiectasia (ATR) that is recruited to the region phosphorylates the proximal histone 
variant H2AX generating γH2AX; H2AX phosphorylation spreads distally to allow the exposure of a large stretch of DNA 
sequence [85]. Third, RAD51 displaces RPA from the ssDNA by forming long filaments. The RAD51-ssDNA filament 
searches for a homologous sequence template located typically on a sister chromatid or (less frequently) a homologous 
chromosome. The invading ssDNA forms a stretch of dsDNA with a template ssDNA, initiating DNA synthesis to replace 
the DNA surrounding the former strand break [85]. Fourth, the formed D-loop is resolved via the migration of double Hol-
liday junction intermediate or by simple dissociation of one of the invading strands. Details of the type of HR repair and 
proteins involved can be found in Chapter 20.

The DNA damage–induced production of ncRNAs was reported in Neurospora (see qiRNAs in the preceding section) 
(Figs. 25.4 and 25.5). The DSB-induced production of ncRNAs has also been demonstrated in other species, including 
plants, flies, and mammals [86–88].

A class of 21 nt–long small RNAs induced by DSBs that originates in the proximity of the break (named DSB-
induced small RNAs or diRNAs) was discovered in 2012 [86]. The authors used a special transgenic Arabidopsis recom-
bination reporter line DGU.US consisting of the disrupted version of the GUS gene encoding the beta-glucuronidase 
enzyme. The transgene contained a recognition site for the rare cutter endonuclease I-SceI. When transgenic plants are 
crossed with plants carrying this endonuclease, a nick is generated in the transgene, creating a strand break, and the 
repair of this strand break results in the HR-dependent restoration of the transgene structure, which leads to its expres-
sion; its expression can be monitored via a histochemical assay that allows to score the number of recombination events 
[89]. The authors crossed these lines with various DCL mutants that are known to be involved in siRNA biogenesis 
(dcl2, dcl3, and dcl4) and demonstrated that the recombination frequency in mutants was decreased by 42%, 90%, and 
44%, respectively. The results obtained allowed authors to hypothesize that siRNAs are likely involved in recombination 
repair. The Northern blot analysis with a probe spanning a region of about 450 nt flanking the I-SceI recognition site 
showed that indeed there were siRNAs produced from this region; siRNAs were significantly enhanced when the I-SceI 
endonuclease was introduced by crosses between plants overexpressing the endonuclease and plants containing the rec-
ognition site. The deep sequencing analysis confirmed the presence of these siRNAs and demonstrated that they were 
produced from both strands, thus allowing us to suggest that they were likely produced via dsRNA intermediates. The 
analysis of mutants showed that siRNAs were depleted in the atr mutant and all three DCL mutants [86]. In particular, 
the production of diRNAs was reduced by 98% in the dcl3 mutant, which was consistent with the data demonstrating 
that in these plants, the HR frequency is reduced by about 90%. Furthermore, it was demonstrated that RdRPs (RDR2 
and RDR6) and Pol IV (RNA-dependent DNA methylation or RdDM components, see [90]) were found to be involved in 
diRNA biogenesis; mutations in RDR2 and RDR6 caused 87% and 82% reductions in the levels of diRNAs, respectively. 
The analysis of other components of RdDM, including AGO4 and DRM2 (the de novo DNA methyltransferase), showed 
that they were not involved in the diRNA-mediated repair of DSBs. The authors also tested whether other components 
of RISC are involved in diRNA biogenesis/function. They found that AGO2 expression is induced by radiation; using 
immunoprecipitation followed by Northern blotting or deep sequencing, they demonstrated that radiation results in an 
increase in the number of diRNAs associated with AGO2 [86]. To further deduce the function of diRNAs, the authors 
analyzed whether diRNAs are required for the induction of H2AX phosphorylation and the formation of γH2AX foci; 
the analysis showed that diRNAs are likely not needed for these steps, and they are functioning downstream of γH2AX 
focus formation.

This work was extended from Arabidopsis to humans using the reporter line similar to the one used in Arabidopsis, but 
with GFP replacing GUS. The analysis of diRNA formation in response to radiation in transgenic human cell lines con-
firmed that they were induced, and their production was dependent on the presence of Dicer and Ago2 [86].

Finally, it was demonstrated that other components of diRNA biogenesis, such as Ago2, Dicer or Drosha/DGCR8, 
impaired HR to a similar degree as the knockdown of Rad51 [91]. They also showed that another DSB-repair pathway, 
NHEJ, did not benefit from diRNAs and was not regulated by them; the NHEJ activity was not altered in Dicer and Ago2 
mutants. Their work showed that Ago2 formed a complex with Rad51 and that Rad51 accumulation at DSB loci was 



AGO

AGO

HDACs

5´
3´ 5´

3´

5´
3´ 5´

3´

5´
3´ 5´

3´

5´

(i)  RNA-templated DNA repair (ii) Scaffold or direct modulation of 
     chromatin-modifying factors

(iii) Degradation of nascent transcript

AGO

POL II

AGO

POL MeMe Ac AcTFHMTs

HMTs
HDACs

AGO

AGOAGO

AGO AGO

AGO

DICER

DROSHA

AGO

ATM
53BP1

QDE-2
(AGO)

DCLs
(Dicer-like)

QDE-1
(RdRP)

QDE-1
(RdRP)

rDNA locus
aRNA

dsRNA

qiRNA

Function?

3´
3´ 5´
5´

QDE-3
(RecQ)

QDE-2
(AGO)

QDE-2
(AGO)

3´ 5´
3´

DSB-induced small ncRNA

DNA damage

Bi-directional transcription
diRNAs or DDRNAs

Drosha/Dicer processing
AGO loading

ncRNA/AGO function?
Guide RNA recruits DDR factors to DSB
Scaffolding factor for DNA repair complexes
and/or chromatin-associated complexes

FIGURE 25.5 Other noncoding RNAs (diRNAs, qiRNAs) in DSB repair. DSBs can trigger the production of short ncRNA at the site of the DNA 
lesion. The inset is a schematic of the DNA damage–induced RdRP-dependent (QDE1) production of qiRNAs in Neurospora crassa [82]. qiRNAs were 
identified in complex with QDE2 (AGO homolog), but their role in DDR remains unknown. In higher eukaryotes lacking RdRPs, it is postulated that 
antisense transcripts lead to the formation of dsRNAs that are processed by the miRNA biogenesis machinery (DROSHA/DICER). The AGO-bound 
ncRNAs localizes at the DSB, and potentially facilitates the recruitment of DDR factors (53BP1, p-ATM) to the DSB site. It is feasible that the homology 
of the ncRNA to sequences proximal to the DSB allows it to serve as a “guide” for recruiting chromatin-modifying proteins/DDR factors to the DSB [98]. 
Alternatively, the ncRNA/AGO complex may also serve as a stable scaffold for maintaining the DNA-repair foci and facilitating the process of repair 
[99]. After the recruitment of the DNA-repair machinery to the DSB sites the precise role of the short ncRNAs is not known. It is speculated that the short 
ncRNAs could serve as RNA template to fill-in resected DNA during homologous recombination mediated DSB repair. Induced RNAs might play a role 
in mediating chromatin silenced state at the breaks either by recruiting associated chromatin factors at the breaks [100], or directly by interacting and 
modulating chromatin-associated factor in cis [101]. The short ncRNA could also act in the conventional siRNA pathway to degrade nascent RNA at the 
breaks in order to prevent deregulated expression of compromised genes. Reproduced from Chowdhury D, Choi YE, Brault ME. Charity begins at home: 
non-coding RNA functions in DNA repair. Nat Rev Mol Cell Biol 2013;14(3):181–9, with permission.



ncRNA in Genome Integrity Chapter | 25 439

dependent on the catalytic activity and small RNA-binding capability of Ago2. Other steps of DSB repair, such as DSB 
resection, RPA and Mre11 loading, were not affected by Ago2 or Dicer depletion. Importantly, the authors demonstrated a 
direct role of diRNAs in HR repair; HR repair could be restored in Dicer-depleted cells by adding ncRNAs purified from 
human cells transfected with the I-SceI enzyme [91].

Francia et al. [87] demonstrated a similar diRNA activity in humans, mice, and zebrafish. They induced a strand break 
at a specific genomic site and by sequencing ncRNAs, they found ncRNA enrichment from the vicinity of the break; 
these ncRNAs were named DDRNAs. It was further shown that the formation of DDR foci depended on the production 
of DDRNAs, and DICER and DROSHA were the required components. Similar to the work by Gao et al. [91], a work by 
Francia et al. [87] showed that DDRNAs, either synthesized chemically or generated in vitro by DICER cleavage, were 
sufficient to restore the DNA-repair activity in the absence of other cellular RNAs.

Finally, Michalik et al. [88] showed a similar generation of diRNAs in Drosophila. They found that the structure of 
DSB ends (either blunt or with overhangs) did not influence diRNA production. The authors have reported an interesting 
novel finding. First, they have found that diRNAs are formed more actively when breaks occur in active transcribed genes. 
Second, they have shown that a DSB within a transcribed gene initiates transcription away from the break site [88]. The 
formation of such antisense transcripts results in a quick and efficient formation of dsRNA, the activation of RNAs, and a 
more efficient repair process.

Taking into consideration all the earlier mentioned results, a model for diRNA generation (qiRNAs, DDRNAs) can be 
proposed. Sequence-specific diRNAs are produced from the regions with DSBs. They are mainly processed by DCL3 (in 
cooperation with DCL2 and DCL4 in plants and Dicers in animals) from dsRNA intermediates, are picked up by AGO2 (in 
plants), and are incorporated into diRISC. Being incorporated in diRISC, diRNAs guide Ago2 to promote Rad51 recruit-
ment and/or retention at DSBs to facilitate repair by HR [15].

8.  CONCLUSION

Here, we provided a relatively short summary of ncRNAs that are directly or indirectly involved in the regulation of 
genome stability and in DNA repair itself. The role of ncRNAs is essential in prokaryotes where they are involved 
in the regulation of transcription, DNA repair, and chromatin accessibility to potential DNA lesions as well as in 
ncRNA-mediated degradation of foreign genomes (phages or other bacteria). It is even more critical in eukaryotes 
where they are involved in the targeted DNA elimination, the regulation of transposon activity, the regulation of tran-
scription and chromatin structure, the regulation of the activity of DNA-repair components, and their recruitment to 
DNA lesions, and likely in many other processes. Many questions remain unanswered. It will have to be demonstrated 
that diRNAs, qiRNAs, and other damage-induced ncRNAs are actually actively involved in DNA repair, rather than 
being the byproduct of DNA damage. It will be important to establish whether there are ncRNAs that are produced 
specifically in response to a certain type of DNA damage, or whether they influence (aid) a certain type of DNA repair 
(although it was shown that diRNAs do not influence NHEJ but rather HR repair). It will also be important to develop 
an in vitro system that allows to study the kinetics of biogenesis of these ncRNAs and their role in the repair of certain 
type of lesions. Finally, it is important to demonstrate similarities and differences in the generation of various types 
of ncRNAs in different organisms.

GLOSSARY
Bidirectional clusters Genetic clusters representing genes (transgenes, transposons, and so on) located on both strands of DNA.
Convergent transcription The simultaneous transcription of bidirectional clusters containing overlapping gene sequences.
diRNAs DSB-induced siRNAs produced in the vicinity of DNA damage; observed in plants and animals.
Hybrid dysgenesis High rates of mutations in germline cells of Drosophila obtained upon crossing males carrying autonomous P elements with 

females without these elements.
MSUD Meiotic silencing by unpaired DNA, also known as meiotic silencing.
Nuage A perinuclear organelle, the site of piRNA processing in Drosophila.
Ping-pong mechanism The mechanism of generation of piRNAs using transposon-derived RNAs as a template.
qiRNAs DSB-induced siRNAs typically derived from rDNA loci in the Neurospora genome.
Quelling The mechanism of posttranscriptional gene silencing observed in Neurospora in response to transgene integration in a clustered repetitive 

manner.
Transgenerational memory A memory of exposure to certain environmental stimuli, manifesting itself in the form of changes in DNA methyla-

tion, histone modifications, DNA-repair efficiency, tolerance to stress, changes in transcriptomes, and so on.
Transgenerational silencing Silencing of transgenes or endogenes observed in the progeny in response to stimuli that occurred in parents.
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LIST OF ABBREVIATIONS
CRISPR/Cas9 Clustered regularly interspaced short palindromic repeats/CRISPER-associated protein 9
CSA Cockayne syndrome protein A
DdRP DNA-dependent RNA polymerase
diRNA DSB-induced small RNAs
DNA-PKcs DNA-dependent protein kinase catalytic subunit
DSB double-strand break
isomiRs miRNA isoforms
miRNA Micro-RNA
MRN Mre11–Rad50–Nbs1
ncRNA noncoding RNA
PACT protein activator of PKR
piRNAs (P-element-induced wimpy testis)-interacting RNAs
pre-miRNA Precursor miRNA
PTGS Posttranscriptional gene silencing
qiRNA QDE-2-interacting small RNAs
RdDM RNA-dependent DNA methylation
RdRP RNA-dependent RNA polymerase
RNAi RNA interference
RPA Replication protein A
rRNA Ribosomal RNA
scnRNAs Scan RNAs
sgRNA Single-guide RNA
siRNA Small interfering RNA
smRNA Small nuclear RNA
snoRNA Small nucleolar RNAs (snoRNAs)
SSB Single-strand break
STAT3 Signal transducer and activator of transcription 3
TGS Transcriptional gene silencing
TRBP Trans-activation response RNA-binding protein
tRNA Transfer RNA
TSE Transsilencing effect
Zuc Zucchini
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1.  INTRODUCTION

The main focus of the following section (Section 2) of this review is to introduce rare genetic diseases associated with 
different aspects and pathways of DNA repair. Molecular aspects regarding the connection among different aspects of the 
repair pathways are also considered. In Section 3, we address the main genetic alterations that drive cells to genome insta-
bility resulting in acquiring cancerous phenotypes. In addition, we discuss why understanding these phenomena are useful 
in oncological clinical care. Finally, in Section 4 we discuss epigenetic mechanisms that influence the cell-cycle regulation 
and the DNA-repair response. Furthermore, the topic also contemplates the most common abnormalities in the epigenetic-
regulation mechanisms and their impact on the cell-fate acquisition.

2.  RARE GENETIC DISEASES ASSOCIATED WITH DNA REPAIR

The DNA molecule is constantly threatened by a wide range of exogenous and endogenous mutagenic agents, such as reac-
tive oxygen species (ROS), chemical pollutants, drugs, and radiation such as ultraviolet (UV) light [1,2]. However, during 
evolution, cells have established molecular mechanisms to protect and repair the DNA molecule. These include, but are not 
limited to, compacting the DNA in the form of chromatin, lowering its contact with the cellular environment, and develop-
ing repair mechanisms like the nucleotide excision repair (NER), base excision repair (BER), homologous recombination 
(HR), DNA interstrand cross-link repair (ICLR), double-strand break (DSB), and mismatch repair (MMR) [1,3]. However, 
if the damage is not repaired, the cell can undergo apoptosis, senescence, or can lose control of its mitosis and can start an 
abnormal proliferation and become a tumor [1].

Different consequences can arise from nonrepaired DNA mutations caused by defects in the repair mechanisms, the 
so-called genetic diseases. In the next two sections, we focus on rare diseases related to defects in the repair machinery: 
xeroderma pigmentosum (XP), Cockayne syndrome (CS), trichothiodystrophy (TTD), and Fanconi anemia (FA). All four 
diseases are associated with defects in genes that encode proteins related to DNA repair—XP, TTD, and CS phenotypes 
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are derived from mutations in genes that act on the NER pathway, whereas FA is a result from mutations in genes on the 
ICLR pathway [1,4].

We then focus on the diseases affected by mutations in RECQ family genes, which are Bloom syndrome (BS), Roth-
mund–Thomson syndrome (RTS), and Werner syndrome (WS).

In the last section, we discuss genetic diseases that are not specific to a single pathway, such as ataxia telangiectasia 
(AT) and Hutchinson–Gilford progeria syndrome (HGPS). Explanation of the whole spectrum of outcomes and molecu-
lar pathways of the listed diseases are complex, hence we focus on the major differences and how they are associated.

2.1  NER-Related Diseases: Xeroderma Pigmentosum, Trichothiodystrophy,  
and Cockayne Syndrome

In order to comprehend the complexity of CS, TTD, and XP, it is required to understand the functionality of the NER 
pathway. NER is specialized in removing UV-induced DNA damage, where 6,4-photoproducts (6,4-PP) and cyclobutane 
pyrimidine dimers (CPDs) are the most common lesions, although there are other types of UV-induced lesions [1]. NER 
is divided in two sub-pathways: the global genome NER (GG-NER), which is responsible for the removal of DNA lesion 
in nonactive genes, heterochromatin, and transcribed strands of active genes, and the transcription-coupled NER (TC-
NER), responsible for removing DNA damage only from transcribed strands of active genes [5,6]. Molecularly, the main 
difference in both sub-pathways is that in TC-NER RNA polymerase is hindered in the lesion site with the aid of specific 
factors, the DNA-dependent ATPases (CSA, CSB) and the pre-mRNA splicing factor XAB2 that bind to the lesion where 
RNA polymerase is stalled, whereas in GG-NER the lesion is recognized by the xeroderma pigmentosum, complementation 
group C (XPC)-HR23B (RAD23B) heterodimer or the DDB-complex (composed by the DNA-binding proteins DDB1 and 
DDB2, and the ubiquitin–ligase complex CUL4A and ROC1). XPC-HR23B have a high affinity for 6,4-PP lesions and the 
DDB complex for CPD lesions, but it is known that the DDB complex recruits XPC–HR23B to the site once the damage is 
recognized [5]. After the damage recognition, both pathways follow a core NER reaction of damage excision as follows: (1) 
the recruitment of the TFIIH helicase complex to open the damaged site; (2) recruitment of XPA–RPA heterodimer to form 
a platform of protein–protein interaction; (3) DNA-damage excision by the endonucleases XPF and XPG; and (4) synthesis 
of a new DNA strand [5] (Fig. 26.1). XPF forms a heterodimer with the ERCC1 protein, and it is still debatable whether 
XPG is recruited to the excision complex or it is a subunit of the TFIIH complex [7].

CS, TTD, and XP are autosomal diseases characterized by hypersensitivity to sunlight, premature aging, and a shorter 
life span, but differ in the extension of other symptoms. XP was the first NER-related discovered disease, described in 1874 
by Moriz Kaposi [1]. XP affects 1:250,000 individuals in Western countries and 1:45,000 in Japan and North Africa, where 
individuals show severe risk to develop skin cancer and sunburns, in which skin neoplasms can appear during childhood 
[1,2]. They also present ocular degeneration in the lids, cornea, and conjunctiva [8]. Neurological symptoms are less com-
mon, but can appear in some cases [1,2].

Moreover, CS was the second NER-related disease, discovered 62 years later, in 1936, by Edward Alfred Cockayne, 
and 44 years later, in 1980, TTD was described by Price [1]. In contrast to XP, CS, and TTD individuals commonly pres-
ent cognitive impairments and neurological degeneration, cachectic dwarfism, skeletal and muscular defects as well for a 
facial characteristic called “bird-like” face, defined by deep sunken eyes and preeminent ears [2,9,10]. Some cases of CS 
can develop cerebro-oculo-facial-skeletal (COFS) syndrome, a disorder that can cause neurological and visual deficien-
cies, whereas TTD patients can present decreased fertility and osteosclerosis, combined with more aggressive neurological 
symptoms, such as tremors, low IQ, and incomplete myelination of nervous fibers [2,5,9]. It is also interesting to highlight 
that CS individuals do not exhibit skin cancer predisposition, although they are hypersensitive to sunlight, indicating that 
the TC-NER pathway is not required to prevent skin cancer.

The differences in each syndrome are related to the genes affected. As seen in Fig. 26.1, three proteins are specific for 
TC-NER, CSA, CSB, and XAB2, where mutations in CSA and CSB are responsible for the CS phenotypes. Mutations in 
CSA are related to Type I (classical) form of CS, where manifestations occur around the first years of life, and to Type III 
(mild), where individuals show a greater life span than other types and retain basic cognitive function such as walking and 
speaking [10]. On the other hand, mutations in CSB can manifest themselves as any type of CS, including Type II (severe), 
where individuals have a maximum life span of 7 years and display strong mental retardation and loss of basic cognitive 
functions [10].

In XP, the differences lie on which XP gene was compromised. There are seven XP genes in NER (XPA–XPG) 
(Fig. 26.1); mutations in any of those genes provoke an XP phenotype and in case of XPB, XPD, XPF, and XPG, some 
manifestations show a CS-like characteristic, such as neurological abnormalities [2,10].

Different from XP and CS, the core origin of the TTD phenotype lies in mutations in the helicases XPB and XPD, with 
XPD mutations being the major cause [9]. Thus, TTD phenotype appears to be related to the TFIIH complex activity more 
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than any other molecular aspect. The severity of TTD manifestation depends on what residue was mutated in the XPD pro-
tein, where the R112H, R592P, D673G, and R722W mutations are the cause of a severe phenotype, and R658C, R658H, 
and A725P result in a mild form of TTD [9].

It is interesting to observe that XP, TTD, and CS share the core NER reaction of damage excision, and the mutations in 
the XP genes related to this step can provoke similar phenotypes. Moreover, although all three diseases are associated with 
NER, the regular phenotypes are distinct, indicating that the proteins derived from the mutated genes are probably acting 
on other pathways beside DNA repair.

FIGURE 26.1 The NER pathway divided by its fundamental steps. It begins after DNA damage and one of the two sub-pathways is triggered. (Ia) 
TC–NER pathway is triggered if the damage site is in an active gene that is currently being transcribed. RNA Pol II is stalled at the lesion with the aid of 
CSA and CSB, that bind to the lesion and help in the recruitment of other factors, such as XAB2. (Ib) GG–NER can be triggered in any case, since it can 
act on heterochromatin, nonactive genes, and euchromatin. In this case, the damage is recognized by the XPC–HR23B heterodimer or the DDB complex. 
This separation is required to understand that it is a case of affinity: both complexes can recognize different damages, but they have higher specificity for a 
given substrate. XPC–HR23B have higher affinity for 6,4-PP while the DDB complex has it for CPDs. Nonetheless, XPC–HR23B is recruited by the DDB 
complex after it recognized the damage. After the initial recognition, both pathways converge in the core NER steps. (II) XPC–HR23B recruits the helicase 
complex TFIIH, where the 3′-helicase XPB and the 5′-helicase XPD act on opening the damage site. (III) XPC–HR23B leaves the site and the XPA–RPA 
heterodimer binds to unwounded DNA to allow a protein–protein platform. (IV) The 3′-endonuclease XPF and the 5′-endonuclease XPG are recruited to 
excise the damaged strand. (V) Finally, all proteins leave the site except for RPA which is required for the final polymerization step that recruits PCNA, 
DNA Polδ, and RCF to create a new strand of DNA. DNA ligase connects the new strand with the ends of the old strand.
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One explanation is that XP proteins, shared in both pathways, are interacting with a broad range of other proteins [11]. 
Taking the XP genes related to XP/CS/TTD phenotypes for example: XPB and XPD helicases are part of the TFIIH com-
plex, where both exert structural role in interconnecting other subunits of the complex [11]. The TFIIH helicase complex is 
also required for regular transcription, and its deregulation can affect a broad range of cellular processes. In addition, XPB 
and XPD interact with proteins related to DNA repair such as p53, and to RAD52, where they would have a role in HR 
pathway [11]. Additionally, XPG is associated with the BER pathway by interacting with the protein NTH1. NTH1 plays 
a role in repairing thymine glycol mutations, and its affinity for the lesion is increased by XPG [11]. Finally, XPF interacts 
with RAD51 and RAD52 of the HR-repair pathway and with TRF2, a telomere elongation factor and with the Fanconi 
anemia, complementation group A (FANCA) protein, which is discussed later in more detail [11]. These relations clearly 
indicate that affecting XP proteins may disrupt a variety of mechanisms besides NER.

2.2  Fanconi Anemia

FA was discovered by Guido Fanconi in 1927. FA is distinct from XP, TTD, and CS, since the genes involved in the FA are 
mainly connected to the ICLR pathway instead of NER. ICLs are DNA lesions that covalently links paired strands of DNA, 
preventing the separation of the strands and the formation of the replication/transcription fork [12].

FA is mainly a hematopoietic disease that ultimately causes bone-marrow failure [12]. Individuals do not show most of the 
symptoms that appear in XP or CS, although they can present short stature and facial deformities [13]. Although the whole ICLR 
pathway consists of more than 30 genes, there are 16 FA genes related to ICLR, where 8 of them compose a multisubunit ubiq-
uitin E3 ligase complex (FA core), and mutation in any of those 16 genes leads to FA [4,12–14]. A summary of the ICLR path-
way can be found in Fig. 26.2. Broadly, the ICLR pathway can be divided into five stages: (1) damage recognition, (2) FA core 
recruitment, (3) complex assembly, (4) translesion polymerase activation, and (5) HR pathway triggering [4,12–16] (Fig. 26.2).

One interesting aspect of this pathway is its link to NER, since XPF is one of the main proteins that act on the pathway, 
and one of the responsible proteins for the XP/CS phenotype [2,10,15]. Remarkably, a 2013 work from Kashiyama et al. 
[17] described a patient who showed phenotypes associated with XP, CS, and FA [17]. The XPF–ERCC1 heterodimer is 
extremely important to proper removal of damaged sites, and it is known that ERCC1 mutant mice display neurodegen-
eration, whereas mutation in XPF results in a genetic disease called XPE progeroid syndrome, which is characterized by 
premature aging and aging related-diseases [15,17]. These studies indicate that there is a connection between ICLR and 
NER that may result in a combined phenotype of the three diseases, although this association is yet to be established. It is 
possible that this association was evolutionarily selected to enhance the response to DNA damage.

2.3  RECQ-Related Diseases: Rothmund–Thomson Syndrome, Werner Syndrome,  
and Bloom Syndrome

Another syndrome associated with the DNA-repair pathways, like BS, RTS, and WS arise from mutations in the RECQ 
helicase family. In this sense, before we discuss each syndrome individually, a broad view of the RECQ role on DNA repair 
is necessary [18].

The human RECQ helicases family consists of five proteins, RECQL1, WRN, BLM, RECQL4, and RECQL5, all of 
which play a crucial role in DNA damage–sensing and –repair pathways, either for helping other proteins to assemble 
the repair machinery or to recognize and unwind specific DNA rearrangements (Fig. 26.3) [18]. They interact with DSB 
repair–pathway proteins at different stages, and when DSB repair is initiated by HR, they are important at the initial DSB 
recognition, further disassembly of RAD51–ssDNA nucleoprotein filaments during recombination, and in resolving double 
Holliday junctions (DHJ) (Fig. 26.3-IV) at the branch migration phase [18]. On the other hand, in nonhomologous end 
joining (NHEJ) pathway, RECQ helicases act by modulating protein complexes like the DNA-dependent protein kinase 
catalytic subunit (DNA-PKCS), the Ku70/80 heterodimer, which detect DNA damage, and the XRCC4/ligase IV, respon-
sible for DNA end ligation [18]. RECQ family, especially WRN, also mediates base lesion targeting in BER pathways [19], 
which is discussed later. Additionally, the role of RECQ helicases in the NER pathway remains poorly understood. Finally, 
RECQ proteins are also important to replication events; they are recruited at stalled or collapsed replication forks, interact 
with replication repair–machinery proteins, mainly RPA, guiding the DNA-damage fixing, and further replication restart 
[19]. This is an interesting fact, since RPA is also a close partner of XPA during NER (Fig. 26.1-III) [1,2].

Since the RECQ family is essential for genome maintenance, mutations in these genes could cause defects in many 
repair pathways, leading to genome instability. For this reason, diseases like WS, BS, and RTS, all caused by mutations in 
members of the RECQ family, are characterized by a wide range of symptoms and cancer development. We address each 
syndrome individually.
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FIGURE 26.2 The ICLR pathway divided by its fundamental steps. (I) It begins with the ICL recognition by the proteins FANCM, MHF1–MHF2, 
and FAAP24 that bind to unwounded DNA and recruit the FA core. The FA core is composed by three subcomplexes, one composed of FANCL, FAAP100, 
and FANCB (blue); the other composed of FANCG, FANCA, and FAAP20 (light gray); and the third composed of FANCF, FANCC, and FANCE (green). 
(II) The FA core then ubiquitinates the ID2 complex, which is composed of FANCI and FANCD2 and binds to the unwounded DNA. With the complex 
formed, the excision machinery composed of XPF–ERCC1, MUS81–EME1, FANCP, and FAN1 excise the damaged region. (III) TLS polymerase than 
adds nucleotides to the removed strand. (IV) Finally, the HR machinery is triggered by FANCO, BRCA1, BRCA2, FANCD1, and FANCJ.

FIGURE 26.3 Types of DNA arrangements that are substrates of the RECQ family. (I) 3′-tailed DNA. (II) Forked DNA. (III) “Bubble” structured 
DNA. (IV) Holliday junction. (V) D-loop. (VI) G-quadruplex.
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RTS is an autosomal recessive disease first described in 1868 by August von Rothmund, and then redescribed, with 
addition of phenotype variances by Matthew Sydney Thomson in 1926 [20]. However, the term Rothmund–Thompson was 
just coined in 1967 by William Taylor [20]. RTS major symptoms are epidermis-related tissue malformation (eg, hair, skin, 
and nails), short stature derived from skeletal malformations, cataracts, and cancer predisposition, especially osteosarcomas 
and spinocellular carcinomas [20].

RTS is caused by mutations in the RECQL4 protein, and ATP-dependent helicase, that is the only RECQ helicase pres-
ent in both nucleus and mitochondria [21]. RECQL4 is necessary for the initiation of DNA replication and studies with 
RTS patients have shown that RECQL4 is also associated with sister chromatid separation, DSB, and BER repair pathways 
and telomere replication [18,20,21]. This protein can unwind forked duplexes, Holliday junctions, G-quadruplex struc-
tures, “bubble” structures, and D-loops, but cannot unwind normal duplex DNA (Fig. 26.3) [22]. Interestingly, RECQL4 
shows little DNA-unwinding activity, when compared to other RECQ proteins, and seems to be more prone to anneal DNA 
[21]. Another fact to be observed is that mutations in RECQL4 are also related to two other syndromes: (1) Baler–Gerold 
syndrome (BGS), characterized by craniosynostosis and radial hypoplasia, together with short stature, and (2) the radial 
hypoplasia, patella hypoplasia and cleft or arched palate, diarrhea and dislocated joints, little size and limb malformation, 
slender nose and normal intelligence (RAPADILINO) syndrome [20].

Since RECQL4 is the only of the RECQ family to be present in the nucleus and the mitochondria, further studies focus-
ing on understanding of RTS relationship with mitochondrial function are necessary. Additionally, the fact that RECQL4 
appears to be colocalized with XPA after UV irradiation in the nucleus suggests a possible role for RECQL4 in NER that 
might show promising explanations for the RTS phenotype and possibly for XP [22].

Another autosomal recessive disease related to defects in genes of the RECQ family is Bloom syndrome, which was 
discovered by David Bloom in 1954 [23]. BS individuals present morphological abnormalities, such as long limbs, short 
stature, and the bird-like features similar to CS and TTD, as well as low subcutaneous fat content and dermatological con-
ditions like photosensitivity and poikilorderma [24]. In addition, patients show high predisposition to cancers (eg, breast, 
larynx, skin, and colorectal cancers), lymphoma, and leukemia [24].

BS is another disease caused by a mutation in a gene of the RECQ family—in this case, the ATP-dependent RECQL2 
known as BLM [18,25]. BLM can unwind the same DNA structures as RECQL4 plus 3′-end of the DNA, but shows pref-
erence for unwinding G-quadruplex DNA (Fig. 26.3), [25]. Similarly to RECQL4, BLM also has an ss-DNA annealing 
capacity, although the full mechanism by which it can promote strand annealing is not fully understood [25]. BLM also 
repairs centers of collapsed or stalled replication forks, where it appears to promote fork regression [18]. Thus, the loss of 
BLM function is related to a broad range of chromosomal aberrations and cancer formation [24,25]. It is not a surprise that 
BS individuals show high levels of sister chromatids exchanges, chromosomal breakage, translocation, and chromosomal 
quadri-radials [24,25].

One interesting molecular aspect of BLM is the fact that it appears to interact with FANCM, one of the proteins 
that comprises the FANC complex [24], showing that there might be a connection between the molecular pathways that 
lead to BS and FA. FANCM-deficient cells show high levels of sister chromatids exchange, similar to BS-derived cells 
[26]. A study made by Hoadly et al. [26] suggests that FANCM binds to the damage site and recruits the BLM complex 
(composed of BLM, topoisomerase IIIα, and the RMI1/RMI2 heterodimer) through its interaction with the RMI1/RMI2 
heterodimer [26].

Chromosomal maintenance is a complex process that involves a wide variety of proteins and pathways, and understand-
ing the interplay between BLM and these other mechanisms might help improve the knowledge about BS.

Finally, the last disease related to mutations in the RECQ family is WS, an autosomal recessive disease originated from 
mutations in WRN gene, which encodes for RECQL3/WRN protein. WS was described for the first time in 1904 by Carl 
Wilhelm Otto Werner. Its clinical manifestations are extensive, although most of the presented symptoms are aging related, 
such as atherosclerosis, diabetes mellitus type 2, osteoporosis, and cataracts, among others [27]. Nonaging-like symptoms 
include hypogonadism, reduced fertility, low height, and others. In addition, WS patients are also susceptible to develop-
ment of tumors, especially sarcomas [28]. However, even though this could represent an important risk factor, most WS-
affected individuals decease by a myocardial infarction between their fourth and fifth decades of life [28].

WRN protein has a helicase domain which has specificity for certain DNA structures (Fig. 26.3), especially G-qua-
druplex (Fig. 26.3-VI.) and Holliday junction (Fig. 26.3-IV.), DNA structures found mainly in telomeric DNA and in 
the recombination process, respectively [19,29]. In addition, WRN has a unique 3′–5′ exonuclease activity that digests 
3′-recessed termini or blunt DNA duplexes that contain structures like bubbles (Fig. 26.3-III), forked duplexes (Fig. 26.3-II), 
Holliday junctions, and DNA–RNA heteroduplexes. This exonuclease acts coordinately with a helicase domain through 
the DNA duplexes size reduction, allowing proper helicase-unwinding role, although both domains have also independent 
functions [28].
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WRN interacts with many regulating proteins related to DNA-repair pathways. For example, in the long-patch BER 
(LP-BER) pathway, WRN interacts with NEIL1, a formamidopyrimidine lesion glycosylase, DNA polymerase β, respon-
sible for base replacement at the lesion site, and with FEN1, an endonuclease that removes the 5′-overhanging flap [19]. 
In DSB repair, WRN plays an active role in NHEJ by interacting with KU70/80, DNA-PKCS and XRCC4/ligase IV com-
plexes. During HR, WRN interacts with proteins like RAD51 and RAD52, which are fundamental during strand invasion 
and annealing [28]. Moreover, WRN is important in telomere replication and maintenance pathways, recognizing D-loops 
(Fig. 26.3-V), G-quadruplex structures in telomeric DNA, and interacting with the shelterin complex proteins, such as 
TRF1, TRF2, and POT1 [29]. Conversely, WS cells present characteristics that are directly associated with impaired DNA 
repair, including telomeric erosions, oxidative DNA damage, and a defective DNA interstrand cross-link removal, which 
can contribute to develop aging-related symptoms and tumorigenic processes like sarcomas in WS patients [29].

2.4  Ataxia Telangiectasia

Different from all the previously discussed diseases, AT is not caused by defects in a specific DNA-repair pathway. AT 
is a rare autosomal recessive disorder described originally in 1926, but the term “ataxia telangiectasia” was suggested by 
Elena Boder and Robert P. Sedgewick in 1957 [30]. The clinical characteristics of AT disorder are progressive neurological 
dysfunctions, which includes oculocutaneous telangiectasia and cerebellar ataxia. In addition, individuals with this disorder 
show cancer predisposition, susceptibility to bronchopulmonary disease, and multisystem abnormalities, such as immuno-
deficiency, radiosensitivity, infertility, and endocrine dysfunctions [30,31].

AT is caused by mutations in ataxia telangiectasia–mutated gene (ATM), located at chromosome 11q22–23, which 
encodes to an ATM serine/threonine kinase [30]. The ATM protein is a member of the phosphoinositide 3-kinase (PI3K)-
related protein kinase (PIKK) family, which is able to induce a DNA-damage response [30,31].

ATM is activated by different biological processes, such as cell-cycle checkpoint and DNA damage [30]. Indeed, many 
ATM substrates are cell-cycle regulators with important roles in DNA-damage response, such as p53, CHK2, and BRCA1 
[31,32]. During DNA-damage repair, a complex composed of MRE11–RAD50–NBS1 (MRN complex) recognizes DSB 
and leads to ATM activation, as well as performs an adaptor role to subsequent phosphorylation of downstream ATM 
substrates [30–32]. In response to the MRN-complex signaling, ATM undergoes autophosphorylation at serine 1981, and 
is converted from inactive multimeric to an active monomeric kinase [30,31]. Once activated, ATM orchestrates a signal-
ing cascade in response to DSB that coordinates cell-cycle arrest, DNA repair, or the cell-apoptosis process [30,31]. The 
response capacity of ATM to DNA damage is the primary in vivo function of this kinase and is intrinsically related to phe-
notypes of AT disorder [31].

In this sense, the role of ATM in DNA repair involves the phosphorylation of specific repair factors, like KRAB-associ-
ated protein 1 (KAP-1), which relaxes chromatin structure and allow the accessibility of repair proteins (the chromatin role 
in DNA repair is discussed later) [31]. Another target of ATM phosphorylation is the FANCD2, a protein whose defects 
leads to FA; in response to DNA damage, FANCD2 is phosphorylated at Ser222 [32].

2.5  Hutchinson–Gilford Progeria Syndrome

HGPS is a progeroid syndrome described at first time by Jonathan Hutchinson in 1886 and by Hastings Gilford in 1897 
[33]. However, this syndrome was described in greater detail in 2003, when the molecular basis of the disease was discov-
ered [33,34].

Despite HGPS patients born with normal appearance and weight, the clinical symptoms appear within 12 months and 
progress rapidly [35]. The best described characteristic of HGPS patients is the development of age-related diseases, such 
as cardiovascular pathologies, prominent superficial veins, skin complications, and alopecia. In addition, these individuals 
show disturbed growth, lipodystrophy, joint abnormalities, and osteolysis [35]. This disease is caused by a single nucleo-
tide substitution on the gene LMNA that encodes the A-type nuclear lamin proteins [33,34]. Differential alternative splicing 
generates A-type lamin proteins, with the most abundant being lamins A and C; however, mutated LMNA leads to aberrant 
splicing that results in the deletion of 50 amino acid residues from C-terminal region of prelamin A [33,34,36]. This aber-
rant splicing produces a mutant protein called “progerin,” which accumulates in a farnesylated form, affecting the nuclear 
organization, chromatin dynamics, epigenetic regulation, and gene expression, causing genomic instability, premature 
senescence, and telomeres disruptions [34,36].

It was observed that progerin modifies the composition and mechanical properties of nuclear lamina, which are related to 
abnormal nuclear morphology [34,36]. This occurs due to the high affinity of progerin to nuclear envelope and by immobiliza-
tion of A-type lamins in the nuclear lamina induced by progerin. In addition, high levels of γH2AX phosphorylation are an 
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indicative of activated DNA-damage response and cellular accumulation of DNA damage [34,36]. Furthermore, HPGS cells 
show reduced survival and proliferation, besides sensitivity to DSB and delayed recruitment of repair proteins [34,36].

Among the proteins involved in this impaired recruitment are the components of MRN complex, which are crucial for 
HR [36]. Furthermore, another DNA-repair defect observed in HPGS cells is the mislocalization of XPA to DSB that can 
be associated with the delay activation of DNA-repair proteins, such as the MRN complex [36,37]. Thus, HGTS molecular 
pathways have an interplay with the ATM related–molecular mechanisms that may lead to AT, as well as with NER-related 
proteins, such as XPA.

2.6  Rare Genetic Diseases: Summary

In conclusion, the understanding of DNA-repair diseases is crucial to boost the knowledge of the DNA-repair machinery 
and the consequences of its defects. Moreover, the phenotypes that result from diseases described earlier go from a broad 
range of anatomical abnormalities to neurodegeneration and cancer development, indicating that they regulate much more 
than DNA repair. For example, XP proteins are also targets of different post-translational modifications and have different 
protein–protein interaction sites that may answer how they are regulated and to what proteins they may be connected [5]. 
Other examples are CSA and CSB, that are also known to regulate cellular redox balancing, where cells lacking CSA and 
CSB show increased level of ROS [38]. These proteins are also connected to BER and the maintenance of the stability of 
mitochondrial DNA [38]. CSB is associated with biological processes, such as cell growth, angiogenesis, proliferation, and 
cell death [39]. The same logic goes for the proteins related to FA, BS, RTS, WS, AT, and HGTS which comprise large 
complexes and are connected to multiple proteins.

3.  CANCER AND GENOME INSTABILITY

It is impossible to discuss genetic diseases without mentioning cancer, since it is intimately associated with DNA-repair 
defects and is a common outcome of the rare genetic diseases described before. Cancer onset begins when precancerous 
cells acquire uncontrollable growth, sustain angiogenesis, and become able to invade different tissues [40]. These are the 
main factors that contribute to the extent of cancer malignancy. However, since the human organism has redundant and 
self-regulating pathways to maintain homeostatic conditions, an extensive set of genes must be affected to reach conditions 
necessary to carcinogenesis. This change in genome profile can be achieved if DNA damage–repair systems and/or repli-
cating machineries work improperly, or when cells are exposed to mutagenic or genotoxic agents, such as tobacco smoke, 
UV light, and ionizing radiations, among others. The increased mutation rate that changes drastically the genome landscape 
deregulates basal expression and surpasses genome integrity, and cell-cycle surveillance promotes cells transformation. It is 
important to reinforce the idea that genome instability makes cells more susceptible to carcinogenesis [41]. Since there are 
many pathways associated with cancer development, the focus of this section is to describe the basis of the different types 
of genome instability, as well as its relationship with cancer development and how understanding these phenomena can be 
useful in clinical practice and therapy.

Genome instabilities can vary from a single nucleotide mutation to a whole chromosome structure modification (clas-
togenesis). These changes alter cell homeostasis in many ways, depending on which genes are affected. Single nucleotide 
mutations arise usually due to the high cell exposure to DNA-damaging agents or when DNA-repair genes involved—for 
example in NER, BER, and MMR—are mutated, although a nucleotide-deficient environment could also promote such 
imbalance (Fig. 26.4-I) [42,43]. For example, XP patients are highly susceptible to sunlight UV-induced carcinogenesis 
(about 2000–10,000 times higher than a healthy person) due to the accumulation of nucleotide mutations that are caused by 
a deficient NER from one or more mutated XP proteins [8]. Some regions of the genome, containing repeated nucleotide 
sequences—one to six nucleotides repeated multiple times—called microsatellites, suffer more extensive modifications 
caused mainly by an inefficient MMR system, leading to insertions and/or deletions (indels) in these regions during the S 
phase of cell cycle (Fig. 26.4-II). This microsatellite instability (MSI) promotes frameshifts in coding sequences of genes 
resulting in truncated or nonfunctional proteins. MSI is present in some cancers, mainly in colorectal tumors, which cor-
responds to 15% of these cases [44].

Chromosomal instability (CIN), especially chimeric chromosomes and/or aneuploidies, on the other hand, is a com-
mon genome instability in most cancers. Since the discovery of Philadelphia chromosome, formed by the chromosome 9 
and 22 translocation, much has been done to understand the importance of CIN events in tumor progression. In this sense, 
defective DNA-repair mechanisms can induce multiple chromosomal fragmentations. For example, DSB-repair failures 
contribute to CIN generation, creating a chromothripsis phenomenon characterized by multiple chromosome breaks and 
rearrangements (Fig. 26.5-I) [45]. In addition, other factors also contribute to the acquisition of an abnormal karyotype 
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in cancer cells. Telomere shortening or loss is one of the main driving forces of chromosome fragmentation. These six 
tandem repeated sequences at the end of chromosomes, along the protein complex called shelterins, are crucial to protect 
chromosomes from fusing to each other during cell cycle and generating aberrant chromosomes (Fig. 26.5-I). When cells 
naturally cease to express telomerase, they die due to a telomeric erosion condition in which cells either enter a replicative 
senescence state or begin to generate multiple chromosome fusions [46]. This process is tightly controlled in the cell and 
when they are impaired, the cells are able to proliferate, leading to uncontrolled cell growth. Curiously, tumor cells can even 
restabilize their genome through the reexpression of telomerase or via a homologous recombination alternative lengthening 
of telomere (ALT) mechanism, although the triggering mechanisms remain unclear, especially for ALT [47–49].

Finally, another CIN-inducing event is the incorrect segregation of chromosomes during cell cycle. Mutated proteins 
responsible for chromosome organization and cell structure can compromise the sister chromatids separation (karyokinesis) 

FIGURE 26.4 Cancer-related DNA mutations that cause genome instability. (I) Base-level accumulated mutations, caused by high exposure to 
mutagenic agents and/or defective NER/BER pathways. (II) Indel events in microsatellite regions caused by defective MMR systems.

FIGURE 26.5 Cancer-related events that lead to chromosome instability and clastogenic phenomenon. (I) Chromosomal breakage and rearrange-
ments by the progressive telomere shortening and/or double-strand breaks. (II) Multiple microtubules attached to one kinetochore (merotelic attachments) 
that causes spindle pole asymmetry and incorrect chromosome segregation.
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or cells separation (cytokinesis) resulting in aneuploidies [50]. Centrosome dynamics during mitosis, for example, is a very 
coordinated process that requires a myriad of signaling proteins. Thus, any change in the velocity of chromatids separation 
during the M phase of the cell cycle can induce CIN. This could make the chromosome’s kinetochore attach to microtubules 
coming from both spindle poles, instead of just one of them, forming merotelic attachments (Fig. 26.5-II). This creates 
a spindle asymmetry that compromises the correct chromosome segregation and creates a lagging chromosome that will 
result in aneuploidic daughter cells [51].

One of many hypotheses that tried to explain the origins of genome instability is the mutator phenotype, which suggests 
that mutations in genes involved in the genome-maintenance pathways, known as caretaker genes, makes cells more prone 
to DNA lesions or replication failures that facilitate the cancer development [52]. In hereditary cancers, mutations in care-
taker genes mostly drive cells to genome instability, as observed in the Lynch syndrome (in which MSI caused by MMR 
failure triggers oncogenesis) as well as other inherited DNA-repair gene mutations, such as mutations in the FANC family 
and in the BRCA1 gene. However, as demonstrated in many high throughput–sequencing studies, these types of mutations 
are unlikely to occur in sporadic cancers, and even if they do, it requires that both alleles must be affected to drive cells to 
genome instability [40]. In these nonhereditary cancers, the most accepted hypothesis is that the same altered pathways that 
activated oncogenes also drives deacceleration or stalling of replication fork progression, especially in regions denominated 
as common fragile sites, creating chromosome breakage at these locations. This favors the selection of defective tumor-
suppressor genes, such as TP53, and genome amplification of other oncogenes, leading to cancer development through the 
escape from apoptosis and senescence [40,53–55].

Understanding how complex patterns of genome instability events contribute to cancer has many implications in the 
clinical health care. In cancer diagnosis, detection of chromosome instabilities is important to determine tumor aggressive-
ness and patient’s prognosis. For example, MSI-containing colorectal cancers are considered to have more favorable prog-
nosis as compared to stable microsatellite colorectal cancer types. Some authors hypothesized that translation frameshifts 
caused by MSI generate novel peptides at C-terminus region that are immunogenic and stimulate an inflammatory response 
against tumor cells [44].

Also, the comprehension of how cancer begins and develops is crucial for new chemotherapeutics drug design. One 
strategy is inducing mitotic catastrophe by small molecules that act on the kinetochore and spindle poles assembly proteins, 
such as aurora kinase inhibitors [56]. However, since many of these potential chemotherapeutics are toxic to the bone mar-
row, many types of DNA damage–response inhibitors were tested as adjuvants to maximize genomic instability in cancer 
cells, promoting mitotic catastrophe and apoptosis and avoiding potential drug resistance [57,58].

Therefore, cancer development can be accelerated by genome instability. High-proliferative capacity, sustained 
angiogenesis, cell cycle–checkpoint evasion, for example, are part of so-called “Cancer Hallmarks,” and most of these 
features are acquired by multiple events of genome instability [59,60]. Although more studies are required to understand 
the complex relationship between cancer and genome rearrangements, especially in sporadic tumors, there is still plenty 
of information available that can help oncologists in clinical care to establish patient prognosis and to search for poten-
tial anticancer targets.

4.  EPIGENETIC REGULATION OF CELL CYCLE AND DNA REPAIR IN CANCER

The transformation of healthy cell toward a cancerous cell occurs gradually by a series of factors, including genetic and epi-
genetic modifications. Proper maintenance of epigenetic marks is essential to healthy cells and is associated with cell-fate 
acquisition [61–63]. Epigenetic alterations can change chromatin structure to loose state, which is transcriptionally active 
(called euchromatin) or to compact state, resulting in a transcriptionally inactive configuration (called heterochromatin) 
(Fig. 26.6-I) [64]. In this sense, chromatin alterations changes DNA accessibility and are responsible for modulation of the 
gene expression by affecting the interaction of DNA with transcriptional complexes, resulting in activation or inhibition of 
different signaling pathways (Fig. 26.6-I) [61,63]. Furthermore, histone modifications may affect DNA–histone or histone–
histone interactions, or recruit nonhistone proteins to chromatin, creating a binding site for specific proteins that can act 
as regulatory factors [62,65]. In addition, different biological processes such as transcription, cell cycle, DNA repair, and 
replication are regulated by posttranslational histone modifications [62,65].

During cell cycle, checkpoints are surveillance systems that have the capacity to interrupt cell-cycle progression [66]; 
however, abnormalities in checkpoints and signaling pathways associated with proliferation are commonly observed in 
cancerous cells [66]. An example of signaling pathway disturbed in cancerous cells that is addressed in this chapter involves 
the retinoblastoma tumor-suppressor protein (RB) [66]. RB is a tumor suppressor whose activity is associated with different 
biological processes, such as differentiation, apoptosis, DNA-damage response and repair, DNA replication, and cell cycle 
[67]. During cell cycle, RB binds to the transcription factor E2F and prevents the transcriptional activation of E2F target 
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genes (Fig. 26.6-II) [67]. E2F is a transcription factor that regulates the expression of different genes associated with DNA 
synthesis and cell-cycle progression from G1 to S phase [66,68]. The RB activity is linked to the inhibition of cell cycle 
by interacting with E2F, leading to the down-regulation of specific cell cycle–related genes (Fig. 26.6-II) [66,68]. To make 
this inhibition more efficient, RB also recruits chromatin remodelers (Fig. 26.6-II), such as the co-repressor SIN3 tran-
scription regulator family member B (SIN3B) that promotes lysine deacetylation from histone tails by recruiting histones 
deacetylases 1 and 2 (HDAC1 and 2) [68]. Lysine acetylation is correlated to transcriptional activation, and its deacetylation 
leads to a more compacted chromatin structure and consequently, transcriptional repression of E2F-target gene promot-
ers [61,68]. Furthermore, histone methyltransferases (HMT), DNA methyltransferase 1 (DNMT1), and heterochromatin 
protein 1 (HP1) also are chromatin remodelers recruited by RB stimulation, promoting methylation in promoter region of 
genes regulated by E2F, contributing to its transcriptional repression [67]. Accordingly, RB is a crucial tumor suppressor, 
and it is necessary to ensure proper cell-cycle progression, one that promotes the silencing of genes that regulate cell-cycle 
progression and DNA replication [67].

RB mutations have been associated with reduced H4K20 trimethylation on the N-terminal tail [67,68]. Methylation 
state of H4K20 has an important role in cell cycle, and has been associated with cell-cycle progression, transcription, 
chromosome condensation, and origin firing for DNA replication [68]. It is observed that mono- and dimethylation are 
related to DNA repair and DNA replication, whereas trimethylation of H4K20 is associated with silenced heterochromatin 
formation and with cell-cycle arrest [68,69]. In addition, aberrant methylation in RB promoter leads to decrease in RB 
gene expression, and these abnormalities have been observed in different cancers, such as retinoblastoma, bladder cancer, 
neuroblastoma, and gastric carcinoma, among others [70].

Cell growth and division are both processes regulated tightly by a set of coordinated proteins that monitor cell-cycle 
progression and DNA integrity. The loss of cell-cycle control and DNA-damage propagation has emerged as the main 
inducer of cancer and other diseases. In this sense, modifications in the DNA sequence may alter gene products or lead to 
a loss of gene function. To prevent such genetic deregulation, DNA-damage response is activated, leading subsequently 
to cell-cycle arrest, recruitment of DNA-repair machinery, and damage correction or apoptosis [71]. Defective activity of 
epigenetic regulators can also lead to gene expression deregulation and, consequently, cell transformation [72]. As a result, 
proto-oncogenes expression can be activated by promoter hypomethylation, whereas the expression of tumor suppressors 
may be silenced by its promoter hypermethylation [72].

FIGURE 26.6 (I) Simplified schematic of a transcriptionally inactive configuration of chromatin changing to an active chromatin configuration. 
This transition is regulated by modifications in histone tails, where methylation and acetylation are most commonly observed. The proteins responsible 
for this transition include histone acetyltransferases (HAT), histone demethylases (HDM), histone methyltransferases (HMT), and histone deacetylases 
(HDAC). (II) Cell-cycle representation and RB-associated transcriptional-regulation mechanism. RB interacts with E2F, preventing the transcription 
of E2F target genes and recruiting chromatin remodelers to lead the transcriptional repression of genes associated with the cell-cycle progression. 
Phosphorylated RB is unable to interact with E2F, allowing the transcription and cell-cycle progression.
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Thus, proper DNA repair is necessary for the coordination between chromatin modifications, cell cycle, and DNA-
repair machineries [65]. In this sense, different proteins are able to mediate the communication among chromatin and 
repair, such as ATM, whose activation occurs in response to chromatin structure changes, like formation of DSB [65]. In 
addition to ATM, DNA-dependent protein kinase (DNA-PK) and/or Rad3-related protein (ATR) mediate the phosphoryla-
tion on the variant histone H2AX, which creates a binding motif to mediator of DNA damage–checkpoint protein (MDC1), 
that recruits other DNA-repair proteins, such as E3 ubiquitin–protein ligase (RNF8) and Nijmegen breakage syndrome 1 
(NBS1) [65]. H2AX phosphorylation is the histone modification in response to a DNA break, but it is viewed to act as 
a broad signal in response to DNA damage, although primarily in the form of DSBs, as well as a triggering pathway in 
response to stalled replication forks (Fig. 26.7-I) [73].

At DNA-damage sites, the ubiquitin ligase Rnf20/Rnf40 mediates the ubiquitylation of H2B [65]. H2BK123 ubiquity-
lation is necessary to H3K4 and H3K79 methylation, being these modifications are required to alter the chromatin structure 
and allow the access of proteins involved in DNA repair (Fig. 26.7-I) [65,73].

Nonetheless, in DNA-damage region, methylated H4K20 (Fig. 26.7-I) acts as a binding platform to the P53-binding 
protein (53BP1), providing a stable 53BP1–chromatin association [69]. In human cancer–derived cells, the decreasing 
H4K20 trimethylation has been proposed as a common hallmark related to cell transformation [74]. This transforma-
tion can be associated with the fact that low H4K20 methylation avoids the repression of genes that regulate cell-cycle 
progression [74].

Another histone modification is the acetylation of H3K56 (Fig. 26.7-I) that occurs in response to replication fork dam-
age [73]. During DSB repair, H3K56 acetylation is necessary for Rad52-dependent repair and promotes sister chromatids 
recombination [73].

Furthermore, in response to UV irradiation, H3K9 (Fig. 26.7-I) is acetylated during the NER process [73]. H3K9 
acetylation regulates two pathways, the recruitment of histone acetyltransferase GCN5 to DNA lesions and the coor-
dination of the activity of tumor suppressor p53 and acetyltransferase p300 [73]. In addition, ING2 activity is required 
to enhance the p53 and p300 interaction to induce the histone acetylation and to mediate a relaxation in chromatin 
structure; it is also required to recruit the XPA protein to the DNA lesions caused by UV irradiation [62,75]. In this 
sense, ING2 promotes the chromatin remodeling, which is adequate to DNA-damage repair and to the proper NER 
[75]. Many aspects of tumor biology, including cancer invasion and metastasis, are associated with deficiency in ING 
activity [75].

The events described earlier illustrate the importance of chromatin modifications and remodeling, acting in the DNA 
damage–response signaling and allowing formation of the complexes that mediate the DNA repair. In this sense, according 
to histone modifications, different chromatin–protein interactions are allowed, interfering with the propagation of repair 
signaling and turnover of factors involved in repair signaling. In addition, once repair process finishes, histone modifica-
tions are frequently reversed, allowing to establish a “prior to DNA damage” chromatin state.

Chromatin remodeling during cell cycle and DNA repair is a mechanistic step that allows or impairs the access to the 
specific DNA regions. Different chromatin remodelers and histone modifications act as signaling messengers, promoting 
the recruitment of proteins responsible for different DNA-repair pathways or cell-cycle progression. In addition, epigenetic 
inactivation of different genes is associated with increased genetic instability and with abnormal cell growth. In this sense, 
interference with the establishment of histone modifications, changes in chromatin accessibility, or silencing of chromatin 
are intrinsically associated with tumorigenesis. Thus, epigenetics has become an area of increased interest for the develop-
ment of therapy and clinical strategies against cancer.

FIGURE 26.7 Nucleosome representation with the most described modifications in histone tails related to DNA-repair response.
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GLOSSARY
Ataxia telangiectasia (AT) Is a disorder caused by mutations in the ATM gene. This disease is characterized by neurological dysfunctions, cancer 

predisposition, immunodeficiency, radiosensitivity, infertility and endocrine dysfunctions, among others.
Bloom syndrome (BS) Autosomal recessive genetic disease characterized by the lack of the BLM protein activity. Individuals affected by this 

disease show morphological abnormalities, photosensitivity, poikiloderma, and high predisposition to cancers.
Cerebro-oculo-facial-skeletal (COFS) syndrome Autosomal recessive genetic disease characterized by an intrinsic inability of the global genome 

nucleotide excision repair machinery to remove DNA lesions. Individuals affected by this disease present developmental delay, facial abnormali-
ties, microcephaly, cataracts, and microphthalmia, among other symptoms.

Chromothripsis An event of multiple chromosomal rearrangements in a single event.
Clastogenesis A process defined by the loss, addition, or any rearrangement of chromosomes.
Cockayne syndrome (CS) Autosomal recessive genetic disease characterized by an intrinsic inability of the transcription-coupled nucleotide exci-

sion repair machinery to remove DNA lesions. Individuals affected by this disease present impaired neurodevelopment photosensitivity progeria, 
among other symptoms. However, unlike XP, individuals bearing the CS phenotype do not display high predisposition to skin cancers.

Common fragile sites Encountered in the majority of individuals, they are specific locations that are prone to chromosomal rearrangements.
Fanconi anemia Inherited blood disorder caused by intrinsic defects on the interstrand cross-link–repair machinery. Individuals affected by this 

disease shows severe predisposition to develop myelogenous leukemia and bone-marrow failure, in addition to numerous morphological abnor-
malities.

Hutchinson–Gilford progeria syndrome (HGTS) Genetic disease caused by a mutation in the LMNA gene. It is a progeroid syndrome character-
ized by age-related diseases, such as cardiovascular pathologies, skin complications, alopecia, lipodystrophy, joint abnormalities, and osteolysis.

Indels Base insertion and/or deletion.
Lynch syndrome (formerly known as hereditary nonpolyposis colorectal cancer) An inherited condition that makes carriers susceptible to 

develop certain types of cancer (especially colorectal cancers). They are characterized by mutations in mismatch repair genes.
Merotelic attachments Characterized when a centromere is attached to microtubules coming from both spindle poles.
Mutator phenotype A carcinogenesis hypothesis which postulates that cells acquire cancerous features (see Cancer Hallmarks) due to defective 

genes responsible for the maintenance of the genome stability.
Philadelphia chromosome A translocation of chromosomes 9 and 22, resulting in a shorter 22 chromosome and a BCR–ABL gene fusion. This 

phenomenon is present in some hematological malignancies such as acute lymphoblastic leukemia and chronic myelogenous leukemia.
Rothmund–Thomson syndrome (RTS) Autosomal recessive genetic disease characterized by the lack of the RECQL4 protein activity. Individuals 

affected by this disease show epidermis-related tissue malformation, morphological abnormalities, and cancer predisposition.
Trichothiodystrophy Autosomal recessive genetic disease characterized by an intrinsic inability of the global-genome nucleotide excision repair 

machinery to remove DNA lesions. Individuals affected by this disease present neurological impairments, brittle hair, and short stature, but do 
not show photosensitivity.

Werner syndrome (WS) A rare progeroid autosomal recessive disease defined by mutations in WRN gene. Clinical manifestations are aging-like 
symptoms such as diabetes mellitus type-2, osteoporosis, and cataracts, among others. The affected individuals are also more susceptible to 
develop cancers (especially sarcomas) and cardiovascular diseases.

Xeroderma pigmentosum (XP) Autosomal recessive genetic disease characterized by an intrinsic inability of the global-genome nucleotide exci-
sion repair machinery to remove DNA lesions. Individuals affected by this disease present with high predisposition of skin cancers, skin hyper-
pigmentation, and, in some cases, can develop neurological impairments, progeria, and cataracts.

LIST OF ACRONYMS AND ABBREVIATIONS
53BP1 P53-binding protein
6,4-PP 6,4-Photoproducts
ALT Alternative lengthening of telomeres
AT Ataxia telangiectasia
ATM Ataxia telangiectasia mutated
ATR Rad3-related protein
BER Base excision repair
BGS Baler–Gerold syndrome
BLM/RECQL3 Bloom syndrome, RecQ helicase-like
BRCA1 Breast cancer gene 1
BS Bloom syndrome
CHK2 Checkpoint kinase 2
CIN Chromosome instability
CPD Cyclobutane pyrimidine dimmers
COFS Cerebro-oculo-facial-skeletal syndrome
CSA Cockayne syndrome WD repeat protein CSA
CSB Cockayne syndrome protein CSB



460 SECTION | VI Human Diseases Associated With Genome Instability

CS Cockayne syndrome
CUL4A Cullin 4A
DDB1 and DDB2 Damage-specific DNA-binding protein 1 and 2
DNA-PK DNA-dependent protein kinase
DNA Lig DNA ligase IV
DNMT1 DNA methyltransferase
DNA Pol DNA polymerase (delta)
DSB Double-strand break
E2F E2F transcription factor
ERCC1 Excision repair cross-complementation group 1
FA Fanconi anemia
FANC family Fanconi anemia complementation group (composed by many proteins)
FEN1 Flap structure-specific endonuclease 1
GCN5 Histone acetyltransferase GCN5
GG-NER Global genome-nucleotide excision repair
H2AFX H2A histone family, member X
H2BK123 Lysine 123 of histone H2B
H3K4 Lysine 4 of histone H3
H3K9 Lysine 20 of histone H3
H3K79 Lysine 79 of histone H3
H4K20 Lysine 20 of histone H4
HAT Histone acetyltransferase
HDAC1 and 2 Histones deacetylase 1 and 2
HDM Histone demethylase
HGPS Hutchinson–Gilford progeria syndrome
HMT Histone methyltransferase
HP1 Heterochromatin protein 1
HR Homologous recombination
HR23B/RAD23B XP-C repair complementing protein
ICLR Interstrand cross-link repair
ING2 Inhibitor of growth family, member 2
KAP1 KRAB-associated protein 1
KU70 and KU80 X-ray repair cross-complementing protein 6 and 5
LP-BER Long-patch base-excision repair
LMNA Lamin
MDC1 Mediator of DNA-damage checkpoint
MMR Mismatch repair
MRE11 Meiotic recombination 11 homolog 1
MSI Microsatellite instability
NBS1 Nijmegen breakage syndrome 1
NEIL1 Nei endonuclease VIII-like 1 (Escherichia coli)
NER Nucleotide excision repair
NHEJ Nonhomologous end joining
NTH1 Nth endonuclease III-like 1
P53 Tumor protein p53
P300 E1A-binding protein P300
PCNA Proliferating cell nuclear antigen
PIKK Phosphoinositide 3-kinase(PI3K)-related protein kinase family
POT1 Protection of telomere 1
PR-Set7 Lysine N-methyltransferase
RAD51 RAD51 recombinase
RAD52 RAD52 homolog (Saccharomyces cerevisiae)
RAD53 Serine/threonine-protein kinase RAD53
RAPADILINO RAdial hypoplasia, Patella hypoplasia and cleft or Arched palate, DIarrhea and dislocated joints, LIttle size and limb malformation, 

slender Nose and nOrmal intelligence syndrome
RB Retinoblastoma tumor suppressor protein
RCF Replication Factor C
RECQL4 RecQ protein-like 4
RMI1/RMI2 RecQ-mediated genome instability 1 and 2
RNA Pol RNA polymerase II
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Rnf20/Rnf40 Ring finger protein 20/40 complex
RNF8 Ring finger protein 8
ROC1 Regulator of cullins 1
ROS Reactive oxygen species
RPA Replication protein A
RTS Rothmund–Thomson syndrome
SIN3A SIN3 transcription regulator family member A
SIN3B SIN3 transcription regulator family member B
ssDNA Single-stranded DNA
TC-NER Transcription-coupled-nucleotide excision repair
TFIIH Transcription factor II human
TRF1 and 2 Telomeric repeat binding factor 1 and 2
TTD Trichothiodystrophy
UV Ultraviolet light
WRN/RECQL2 Werner syndrome, RecQ helicase like
WS Werner syndrome
XP Xeroderma pigmentosum
XPA to XPG Xeroderma pigmentosum complementation group A to G
XAB2 XPA-binding protein 2
XRCC4 X-ray repair cross-complementing protein 4
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1.  INTRODUCTION

Cancer is a complex disease that is often associated with genomic instability. Since 1975 when an important role of 
genomic (chromosome) instability was first postulated in the development of lymphoid malignancies [1], it has been rec-
ognized as a key hallmark of cancer due to its characteristics in most human cancers [2]. In 2000s, many new findings have 
highlighted that certain DNA-repair pathways and cell cycle–control processes have important consequences for genomic 
stability and cancer cell biology. The deficiency of DNA-repair pathways may therefore result in genomic instability and 
cancer development.

2.  DNA-REPAIR PATHWAYS

A large body of evidence has demonstrated that the genomic DNA of eukaryotic cells is constantly challenged by genotoxic 
stresses arising from either physiological metabolism or environmental exposure or both which frequently result in numer-
ous DNA lesions (Table 27.1). It is estimated that every day thousands of DNA lesions are induced in each human cell 
[3]. However, multiple important DNA-repair pathways, including base excision repair (BER), nucleotide excision repair 
(NER), mismatch repair (MMR), nonhomologous end joining (NHEJ), and homology-directed repair (HDR) pathways, 
have evolved to remove the damaged regions from genomic DNA, thus preventing a key molecule from the deleterious 
consequences of lesion accumulation.
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2.1  Base Excision–Repair Pathway

It has been indicated that small, nonhelix-distorting base lesions induced by oxidization, alkylation, and deamination in 
genomic DNA are the primary target of the BER pathway [4,5]. Generally, the BER process can be divided into four basic 
steps: apurinic/apyrimidinic (AP) site formation and excision, DNA end processing, gap filling, and DNA ligation 
(Fig. 27.1) [5]. It is believed that the BER pathway is initiated by DNA glycosylase that binds and removes the damaged 
bases, forming an abasic site–containing intermediate [4,5]. The apurinic endonuclease 1 (APE1) has the AP endonuclease 
activity and cleaves at the 5′-side of the AP-site ribose, producing either a 5′-deoxyribose phosphate (dRP) causing nonoxi-
dized damages or a 5′-ribose phosphate causing oxidized damages. This process generates a temporary DNA single-strand 
break (SSB)—one of the most frequent lesions in genomic DNA. The 5′-dRP intermediate is further processed by DNA 
polymerase β (Polβ) which possesses the 5′-deoxyribose phosphate (dRP) lyase activity removing the 5′-dRP and forming a 
single-nucleotide gap that can be filled up by DNA Polβ. Other proteins, such as APE1, polynucleotide kinase 3′-phosphotase 
(PNKP), aprataxin (APTX), and the X-ray-repair cross-complementing protein 1 (XRCC1), may also be involved in the 
repair of the damaged termini. The nicked DNA is then ligated by DNA ligase 3 (LIG3). This pathway is termed short-patch 
(1 nt) BER. However, the SSBs induced by the oxidized ribose phosphate can be repaired through the long-patch BER path-
way. Poly(ADP-ribose) polymerase 1 (PARP1), a chromatin-associated enzyme that catalyzes protein ADP-ribosylation 
and functions as an SSB sensor, primarily binds and is rapidly activated by DNA strand breaks. As a result, DNA end-
processing enzymes, such as APE1, PNKP, APTX, and PARP1, get modified with branched poly(ADP-ribose) chains that 
repair the damaged 3′-termini. Simultaneously, flap endonuclease 1 (FEN1) that is activated by proliferating-cell nuclear 
antigen (PCNA) and PARP1 remove the damaged 5′-terminus of two or more nucleotides (2–12 nt). The left gap is then 
filled up with Polβ and Polδ/ε, and the nicked DNA is rejoined by DNA ligase 1 (LIG1) (Fig. 27.1).

2.2  Nucleotide Excision–Repair Pathway

NER is the major pathway for removing bulky, conformation-distorting DNA lesions induced by exogenous genotoxic 
agents such as UV irradiation, environmental mutagens, and certain chemotherapeutic drugs [6,7]. As it is demonstrated, 
two NER sub-pathways contribute to the removal of these DNA lesions. The global genome NER (GG-NER or GGR) has 
evolved to repair the lesions throughout the whole genome, while transcription-coupled NER (TC-NER or TCR) specifi-
cally removes DNA lesions in the transcribed strand of the activated genes.

Upon UV-induced DNA damage, GG-NER is triggered by the UV-damaged DNA-binding protein (UV-DDB) and 
XPC/RAD23B/CETN2 complexes that recognize and bind UV-induced DNA photolesions such as cyclobutane pyrimidine 
dimers (CPD) and 6–4 photoproducts (6–4 PP) (Fig. 27.2 left). Once the XPC complex is bound to the lesion, the compo-
nent RAD23B dissociates from the complex. On the other hand, TC-NER is initiated by the stalled RNA polymerase II 
(RNA PolII) during transcription elongation (Fig. 27.2 right). It has been demonstrated that RNA PolII arrested by DNA 
damage interacts closely with the Cockayne syndrome B protein (CSB), the UV-stimulated scaffold protein A (UVSSA), 
and the ubiquitin specific–processing protease 7 (USP7). Upon stalling at the lesion site, the Cockayne syndrome WD 
repeat protein CSA and CSB complex is formed and causes RNA PolII to move backwards (also termed backtracking), 
which makes the lesion accessible for repair. After lesion recognition, the transcription initiation factor IIH (TFIIH) com-
plex in which XPB, XPD, and other five subunits form a core complex and the single-strand DNA-binding protein RPA (the 
replication protein A) are recruited to the lesion site, hence they form the pre-incision complex in both the GG-NER and 
TC-NER pathways. XPB and XPD may help create transcription bubble because of their helicase and ATPase activities. 

TABLE 27.1 DNA Lesions and Repair Pathways

DNA-Damage Source Type of Lesion DNA-Repair Pathway

ROS, IR, alkylating agents Altered base, abasic site, SSBs BER

Ultraviolet light, cisplatin intrastrand 
adducts, polyaromatic hydrocarbons

Intrastrand cross-links, bulky DNA adducts NER

IR, alkylating agents, cisplatin Interstrand cross-links, DSBs DSB repair (NHEJ/HR)

Replication errors Base mismatches, insertions and deletions Mismatch repair

This table was drawn based on that summarized elsewhere Reed SH, et al. Nucleotide excision repair in chromatin: damage removal at the drop of a HAT. 
DNA Repair 2011;10(7):734–42.
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The XPG endonuclease also binds to the pre-incision NER complex. After dissociation with the CAK (CDK-activating 
kinase) subcomplex, the helicase activity of the TFIIH complex further unwinds the double helix, thus facilitating XPA 
to recruit and activate XPF/ERCC1. Once the 5′-side of the lesion was incised by the XPF/ERCC1 heterodimer, XPG is 
activated and incises the damaged strand at the 3′-side of the lesion releasing a 22–30 nt–long strand. PCNA then recruits 
DNA polymerase δ, κ, or ε to fill up the gap, and DNA ligase I or III rejoins the nick ends to complete the repair process.

2.3  Mismatch-Repair Pathway

Mismatch repair (MMR) is a major pathway that removes mismatch lesions generated during DNA replication, which 
represents a considerable threat to the genomic integrity [8,9]. The initiation of the MMR pathway can be attributed to 
the recognition of mismatches by either MutSα (MSH2–MSH6 heterodimer) or MutSβ (MSH2–MSH3 heterodimer) which 
recruits MutLα to form an ATP dependent–ternary complex (Fig. 27.3), thus facilitating this complex to undergo an ATP 
driven–conformational change and form a sliding clamp. This clamp can track the strand discontinuity in either direction 
along DNA. Replication factor C (RFC) acting as a clamp loader binds the 3′-terminus of the strand break and helps load 
PCNA onto the DNA. The clamps that slid to the upstream RFC loaded at the 5′-terminus of the strand break lead to RFC 
disassociation with DNA, facilitating the recruitment of EXO1 that mediates the degradation of the mismatch-containing 
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FIGURE 27.1 A model for the base excision-repair pathway. Single-strand breaks arisen indirectly from enzymatic incision at the AP site during 
BER or directly from disintegration of oxidized deoxyribose are primarily removed via the BER pathway which is generally divided into short-patch 
and long-patch BERs based on the size of nucleotide patch length. Numerous proteins overlap in the “four-step” repair processes. Red circles indicate 
damaged termini. This model was redrawn according to that proposed by Caldecott [5]. We thank Nature Publishing Group’s for permission, http://www.
nature.com/nrg/journal/v9/n8/full/nrg2380.html.

http://www.nature.com/nrg/journal/v9/n8/full/nrg2380.html
http://www.nature.com/nrg/journal/v9/n8/full/nrg2380.html
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FIGURE 27.2 A model for the nucleotide excision–repair pathway. Bulky DNA lesions induced by exogenous genotoxic agents are mainly repaired 
by NER which is divided into global genome NER (GG-NER) and transcription-coupled NER (TC-NER) sub-pathways. Adapted from Marteijn JA, et al. 
Understanding nucleotide excision repair and its roles in cancer and ageing. Nat Rev Mol Cell Biol 2014;15(7):465–81. We thank Nature Publishing 
Group’s for permission, http://www.nature.com/nrm/journal/v15/n7/full/nrm3822.html.

http://www.nature.com/nrm/journal/v15/n7/full/nrm3822.html
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FIGURE 27.3 A model for the mismatch-repair pathway. Mismatch lesions arisen during DNA replication are predominantly removed via the 
mismatch-repair pathway. Adapted from Jiricny J, et al. The multifaceted mismatch-repair system. Nat Rev Mol Cell Biol 2006;7(5):335–46. We thank 
Nature Publishing Group’s for permission, http://www.nature.com/nrm/journal/v7/n5/full/nrm1907.html. Copyright © 2006 Nature Publishing Group.
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strand in a 5′→3′-direction (Fig. 27.3A). RPA then binds and stabilizes a single-strand gap. Once the mismatch lesion is 
removed, the EXO1 activity is suppressed by MutLα and released from the DNA. DNA Polδ then loads at the 3′-terminus 
of the discontinuity that is bound with PCNA homotrimer which is essential for Polδ-mediated DNA synthesis. This DNA 
Polδ resynthesizes a new DNA to fill the gap, and DNA ligase I seals the remaining nick. The clamps that track the down-
stream PCNA homotrimer bind at the 3′-terminus of the strand break (Fig. 27.3B) recruiting and/or activating EXO1 that 
triggers the degradation of the strand containing a mismatch in a 3′→5′-direction. After the removal of the mismatch lesion, 
Polδ is responsible to fill the gap, and DNA ligase I seals the remaining nick to complete the process of MMR.

2.4  Repair of DNA Double-Strand Breaks

Canonical nonhomologous end joining (C-NHEJ) and HDR are two major pathways engaged to repair DNA double-strand breaks 
(DSB). The initiation of C-NHEJ is triggered by heterodimer Ku (Ku70 and Ku80) that binds to the ends of DSB and recruits the 
DNA-dependent protein kinase catalytic subunit (DNA-PKcs) to form the DNA-PK holoenzyme [10]. The active kinase complex 
phosphorylates other repair-related proteins and promotes Artemis-mediated end processing. DNA integrity is then restored by 
rejoining of the DNA ends by the Lig4/XRCC4/XLF complex. C-NHEJ is a fast but error prone–repair machinery.

In contrast to C-NHEJ, homologous recombination HDR is an error-free DSB-repair pathway that is primarily governed 
by homologous sister chromatids in higher eukaryotes. HDR preferentially monitors the DSB that occurs in the late S and 
G2 phases of the cell cycle [11]. It is believed that the HDR-repair pathway is initiated by binding of ATM (the ataxia-
telangiectasia-mutated gene) to the DSB [12] that recruits repair proteins such as BRCA1 (breast cancer 1 gene) and MRN 
complex (Mre11, Rad50, and Nbs1) to process the ends of DSB, thus generating a long 3′-single-stranded DNA (ssDNA) 
overhanging on both sides of the break [10]. RPA then binds and stabilizes ssDNAs. However, the binding of the recombi-
nase RAD51 results in the release of RPA from DNA. RAD51 acts together with RAD54 to search for DNA homology, the 
ATPase activity of RAD54 helps unwind DNA facilitating strand invasion [13]. After displacement loop (D-loop) formation 
and strand invasion, a DNA polymerase extends the end of the invading 3′-strand by synthesizing a new DNA. After DNA 
synthesis, two sub-pathways—double-strand break repair (DSBR) and synthesis-dependent strand annealing (SDSA) may 
be engaged [10]. Both 3′-overhangs are involved in DSBR to generate a double Holliday junction which is then converted 
into recombination products by nicking endonucleases, resulting in crossover (common) or non-crossover products. In 
SDSA, only one 3′-overhang participates to form a single Holliday junction, resulting in non-crossover products.

3.  GENOMIC INSTABILITY IN HEREDITARY CANCER

As suggested by the mutator phenotype hypothesis, tumors arise as a consequence of the accumulation of mutations and 
the corresponding dysregulation of key cellular functions [14]. However, the natural mutation rates in human cells 
are insufficient to account for the genomic instability observed in tumor cells. In addition, no more than 150 genes have  
been identified as cancer drivers [15], while most of the mutations observed in cancer cells do not present a significant 
functional impact on the neoplastic phenotype. Therefore, to confer oncogenic transformation, pre-neoplastic cells have 
to incur the increased rates of mutagenesis which will aggregate as a consequence of initial transformation and aggravate 
throughout the whole process of neoplastic progression.

The genomic maintenance involves the integration of multiple DNA damage–repair mechanisms to remove molecular 
lesions resulted from various intrinsic and extrinsic challenges. The identification of mutations in genes responsible for 
sensing and repairing DNA damages has provided a strong support for the mutator hypothesis. In contrast to somatic 
mutations which sporadically occur in individual cells, germline mutations may have been present since birth in every cell 
in an individual’s body. Cells in individuals carrying germline mutations of genes that primarily function to maintain the 
genomic stability may present higher intrinsic mutagenesis rates due to haplodeficiency which makes precancerous cells 
more susceptible to genotoxic challenges. For example, the loss of the remaining wild-type allele will completely abrogate 
the gene function, thus resulting in uncontrolled mutation accumulation that will eventually trigger the neoplastic trans-
formation, as predicted by the mutator hypothesis. Therefore, individuals with an inherent germline mutation of genes that 
encode DNA damage–response proteins frequently elicit a number of genomic instability syndromes, and these disorders 
often result in a heightened predisposition to cancer, as seen in familial cancer syndromes.

DNA-repair defects are a common cause of inherited cancer susceptibility, and many examples have now been recog-
nized. Some of these are autosomal recessive conditions such as ataxia telangiectasia, Fanconi anemia (FA), and xeroderma 
pigmentosum (XP). Hereditary nonpolyposis colon cancer and breast cancer susceptibility due to mutations of MMR clus-
ter BRCA1/2, respectively, are examples of autosomal dominant cancer susceptibility syndromes due to inherited alterations 
in genes that are involved in DNA MMR and HDR.
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3.1  Li–Fraumeni Syndrome and TP53

The Li–Fraumeni syndrome (LFS) is an autosomal dominantly inherited disorder primarily determined by heterozygous 
germline mutations in the tumor-suppressor gene TP53 (located at chromosome 17p13) [16]. TP53 encodes a transcrip-
tion factor activated in response to various stress signals, including DNA-damage signaling, and is thus implicated in 
the maintenance of genomic stability. The activation of TP53 prevents the proliferation of cells with damaged DNA 
by inducing cell-cycle arrest to allow DNA repair or directly trigger programmed cell death upon irreversible DNA 
damages. Because of its comprehensive role in DNA-damage response, TP53 is also defined as “the guardian of the 
genome.” LFS individuals carry missense mutations of TP53, most frequently within exons 5–8 coding for the DNA-
binding domain of the protein. Such mutation nullifies the TP53 transcriptional activity resulting in haploinsufficiency 
with reduced protein expression and consequently impairs the genomic protective role of TP53. Interestingly, the spec-
trum of TP53 germline mutations found in LFS patients reflects those found in sporadic tumors, suggesting the impor-
tance of TP53 inactivation in tumorigenesis [17].

As one of the most well-recognized cancer predisposition syndromes, LFS has been characterized by a strikingly 
increased risk of early-onset breast cancer, sarcomas, brain tumors, adrenocortical carcinoma, and other neoplasms [18]. 
Particularly, about 50% of patients with LFS develop the first tumor by the age of 40, compared with 1% in the general 
population, and 90% of the carriers are diagnosed with cancer by the age of 60 [19]. In a retrospective study of 200 cancer-
affected LFS individuals who survived childhood malignancies, 15% developed multiple primary cancers over their 
lifetimes [20].

Although the molecular basis of tumor predisposition in LFS is still a matter of debate, several potential mechanisms 
have been described since the identification of TP53 mutation in 1990. In the setting of LFS, although not exclusively, the 
risk of tumor is specifically and significantly related to germline mutation of TP53, regardless of tumor type [16]. Germline 
TP53 mutation–associated cancer eventually develops in 73% of men and almost 100% of women who carry such muta-
tions, with the higher penetrance in the latter predominantly attributable to breast cancer. Analyses of genomic instability 
in fibroblasts established from LFS carriers have revealed that TP53 loss of function may increase spontaneous mutation 
activities which could lead to high rates of chromosomal instability and an allelic loss of key tumor-suppressor genes 
because these LFS fibroblasts spontaneously immortalize [21]. In 2006, TP53 germline mutation carriers have been found  
to have a higher prevalence to carry single-nucleotide polymorphism (SNP) 309 (T > G variation) in the murine double-
minute 2 (MDM2) gene [22]. MDM2 is a key negative regulator of TP53 that increases protein turnover through proteasomal 
degradation. The SNP 309T > G variation located in the first intron of MDM2 increases Sp1 transcription factor binding 
and consequently the MDM2 expression levels. This augmented negative feedback loop further aggravates the haploin-
sufficiency of TP53, thus making the LFS patients who have SNP T309G in MDM2 suffer an even earlier onset of tumor 
formation. Conversely, a higher occurrence rate in TP53-negative patients with the MDM2 SNP 309 G allele also suggests 
the loss of TP53-related protection against potential genotoxic mutations in LFS patients.

In addition, TP53 mutation in LFS has also been demonstrated to be associated with severe chromosomal aberrations 
and aneuploidy. TP53 is involved in the very processes known to give rise to copy number variations (CNVs), which has 
a 100–10,000 times higher natural occurrence rate than point mutation in the human genome [23]. Defective TP53 has 
been linked to an increased CNV and genomic instability in tumors. Similarly, LFS fibroblasts have a tendency of a loss of 
chromosomal regions containing genes involved in cell-cycle control or senescence [24]. In addition, large-scale compara-
tive genomic hybridization studies have revealed that the CNV frequency is remarkably similar among healthy individuals 
but is significantly increased in LFS patients with germline TP53 mutation [25]. LFS patients with TP53 germline muta-
tion present a broad spectrum of copy number alterations affecting multiple loci, including exceptionally large deletions 
or duplications [26]. The CNVs in p53 mutation carriers themselves frequently encompass cancer genes. In 2012, a large 
BRCA1 intragenic deletion related to germline TP53 mutation was reported in breast cancer patients previously diagnosed 
with LFS [27].

3.2  MYH-Associated Polyposis and Deficiency in Base Excision Repair

One of the major roles of BER in the maintenance of genome stability is to correct subtle modifications of DNA induced by 
reactive oxygen species (ROS)-related DNA damage which generates 8-oxoguanine products (8-oxoG). A misincorporated 
oxidized guanine can mismatch with adenine (Hoogsteen base pair), resulting in G:C to T:A transversion and a consequent 
point mutation. The codon GAA in particular is more susceptible to such mutational event which will lead to a stop codon 
(TAA) on condition that BER is nonfunctional. In humans, the repair of misincorporated 8-oxoG is primarily orchestrated 
by three proteins. The DNA glycosylase OGG1removes the 8-oxoG from 8-oxoG:C base pairs in duplex DNA; the MYH 
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(MUTYH) DNA glycosylase excises adenine residues mismatching unrepaired 8-oxoG replication, while MTH1 is an 
8-oxo-dGTPase which hydrolyzes 8-oxo-dGTP preventing its re-incorporation into a newly synthesized DNA during the 
patching step of BER [4].

In 2002, biallelic mutation of the MYH gene (alias: MUTYH located on chromosome 1p32.1–p34.3) was linked to an 
autosomal recessive CRC predisposition syndrome associated with multiple colonic polyps [28]. More than 80 germline 
variants have been reported with the deleterious missense mutations Y165C and G382D account for more than 80% of 
mutations occurring in affected individuals with a Caucasian background. Excess risk of colon cancer occurs in biallelic 
MYH mutation carriers, of whom about 70% carry both Y165C and G382D mutations. Jenkins et al. reported a 3-fold 
increase in risk for colorectal cancer in monoallelic carriers and a 50-fold increase in risk in biallelic carriers (the 8% 
and 80% cumulative risk to age 70 years, respectively) [29]. The APC gene has been suggested as a major target of MYH 
mutation-related BER deficiency, probably due to its rich in GAA codon [28]. The rate of spontaneous G:C to T:A trans-
versions in the APC gene is significantly higher in colorectal tumor cells with biallelic MYH mutation compared to tumor 
cells with intact MYH [30]. Concordantly, many MYH-associated polyposis patients elicit a comparable phenotype to those 
suffering classic or attenuated familial adenomatous polyposis (FAP) which is hallmarked by the mutated APC gene and 
hyperactivation of the β-catenin/TCF pathway [31]. In addition, G:C to T:A transversions have also been described in the 
proto-oncogene K-Ras, resulting in a point mutation of G12C in K-Ras. Such K-Ras mutations have been associated with 
a poor prognosis in colorectal cancer patients [32].

3.3  Xeroderma Pigmentosum and a Deficiency in Nucleotide Excision Repair

XP is an autosomal recessive disorder characterized by an extreme sensitivity to ultraviolet light, hyperpigmentation of the 
sun-exposed area, neurodegeneration, and a greatly elevated incidence of skin cancers. Compared to the general population, 
XP individuals have a 10,000-fold increase in the incidence of developing nonmelanoma tumors and a 2,000-fold increase 
in the incidence of melanoma before the age of 20 in the sun-exposed tissues such as the skin, eyes, lips, and the tip of the 
tongue [33]. The median age at first diagnosis of skin neoplasm for XP individuals is 8 years, nearly 50 years younger than 
that found in the general population. XP also manifests a 10–20-fold increase in the risk of internal neoplasms such as lung 
cancer [34], which may be attributed to a higher susceptibility to environmental carcinogens such as tobacco.

Although XP presents itself as heterogeneous clinical features with eight different subtypes, most of the molecular 
background of XP indicates defects in NER. The DNA molecule has a strong absorption of both UV-B and UV-C which 
have a wavelength ranging from 280 to 320 nm and 240 to 280 nm, respectively. Upon exposure to UV radiation, DNA 
in epidermal cells tends to form two major photoproducts: cyclobutane pyrimidine dimers (CPD) and pyrimidine (6–4) 
pyrimidone photoproducts (6–4 PP) that involve both T and C pyrimidines. These pyrimidine dimer-related DNA lesions 
require an excision of single-stranded regions of DNA by the NER system rather than BER that shows a high efficiency for 
small-nucleotide adducts such as methylation or incorporation of apurinic/apyrimidinic nucleotides. Large DNA adducts 
such as CPD and 6–4 PP, if left unrepaired, will induce DNA conformational changes and subsequently transcription and 
replication failure which will lead to cell senescence, apoptosis as well as mutation accumulation to promote carcinogen-
esis [35]. Indeed, XP presents a unique model for analyzing the effects of unrepaired DNA lesions in skin carcinogenesis. 
The skin cancer predisposition observed in XP patients has been attributed to eight genes, of which each point missense 
mutation resulted in an XP subtype. Seven of these genes, namely XPA (9q22.3), XPB/ERCC3 (2q21), XPC (3p25), 
XPD/ERCC2 (19q13.2–q13.3), XPE/DDB2 (11p11–12), XPF/ERCC4 (16p13), and XPG/ERCC5 (13q33), are required to 
remove UV damage from the DNA. The eighth one (XPV/POLH or DNA Polη) is required to replicate the DNA containing 
unrepaired damage. Eukaryotic NER includes two major branches, transcription-coupled repair and global genome repair 
[6,7]. Transcription-coupled NER specifically induced by the damaged DNA that blocks the progression of RNA PolII and 
efficiently repairs DNA lesions present on the transcribed strand of actively expressed genes. Conversely, global genome 
repair is an RNA transcription-independent, random process that inspects the entire genome for damage and is therefore 
critical in protecting the nontranscribed–regulatory DNA sequences from UC-induced damages. The NER pathway elimi-
nates DNA legions by a multi-step “cut and patch” reactions, including the recognition of helix distortions (by XPE and 
XPC), DNA-damage verification (by XPA), unwinding of the DNA from around the lesion (by XPB and XPD along with 
the TFIIH protein to prime excision of damaged DNA), DNA cut (by XPF and XPG for 5′ and 3′, respectively), and finally 
resynthesis for gap filling (by DNA Polδ, DNA Polκ, or DNA Polε) and DNA ligation (such as DNA ligase III).

It is clear that UV exposure is one if not the foremost risk factors for all three major subtypes of skin cancer, including 
a basal cell carcinoma, squamous cell carcinoma, and melanoma. The photochemistry of DNA actually leaves a charac-
teristic fingerprint on the mutation spectrum known as UV-signature mutation. In general, dipyrimidine sites, particularly 
the 3′C of a TC or CC site, are most susceptible to UV-induced mutation due to the inclination of deamination in the C–C 
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photo-adduct leaving a C > T transition. Indeed, the analysis of type A to G XP tumors that have the defective NER capacity 
shows that the unrepaired DNA lesions result in higher levels of C to T and the UV signature tandem mutation CC to TT. 
Conversely, although the mechanism has not been fully revealed, mutation frequencies from UV damage are also increased 
in cells that lack POLH/XPV which encodes the class-Y polymerase capable of bypassing dipyrimidine DNA lesion to 
continue DNA replication. This explains the phenotype of Type-V XP which is hallmarked by defects in POLH/XPV gene 
but still can have an intact NER pathway.

UV signature mutations in several oncogenes and tumor-suppressive genes have been demonstrated to be implicated in 
XP-related tumor predisposition. The examination of mutations in the TP53 gene in tumors from XP individuals reveals 
the C > T UV-signature mutations at a rate of more than 90% [36]. In contrast, the TP53 mutation rate observed in sporadic 
skin tumors is 50%. In addition, p16INK4a and p14ARF, both of which participate in the p53-related control of cell cycle, are 
also susceptible to UV-induced deleterious mutations in XP cells [37]. On the other hand, active mutations in all three Ras 
oncogenes, in particular in N-ras, have been observed at an approximately doubled rate in XP-related skin cancer compared 
to skin cancer in non-XP population (50% vs. 25%) [36]. Finally, it is important to note that the hyperactivation of the mito-
genic sonic hedgehog (SHH) pathway has been associated to the initiation of skin basal cell carcinoma (BCC) in patients 
with XP background [38]. Germline mutations of the PTCH gene, one of the major components of a negative regulator of 
the SHH pathway and therefore a tumor-suppressor gene, have been identified to have UV-induced mutation in about 90% 
of XP-related BCC, which is significantly higher than the somatic mutation rate of 10–40% in non-XP BCC. In addition, 
significantly higher rates of UV-signature mutation in BCC from XP individuals have also been observed in two positive 
regulators of the SHH pathway, namely Shh (the ligand, ∼20% in XP-BCC vs. <1% in sporadic BCC) and Smo (GLI1/2 
transcription factor activator, ∼30% in XP-BCC vs 10–15% in sporadic BCC) [36].

3.4  Hereditary Cancers Associated With Defects in DNA Mismatch Repair

Hereditary nonpolyposis colon cancer (HNPCC), also known as Lynch syndrome, is one of the commonest forms of 
inherited predisposition to colorectal cancer (CRC) accounting for 2–5% of all CRCs. CRC in individuals with Lynch 
syndrome differs from sporadic CRC by an earlier age of diagnosis (in the mid-40s). Individuals with Lynch syndrome 
have a probability of 70% to develop CRC by the age of 70 years. In contrast, the risk in the general population is around 
5%. Moreover, Lynch syndrome–affected individuals are at an increased risk of a number of extra-colonic malignancies. 
The lifetime risk of endometrial adenocarcinoma is 30–60% (<3% in the general population) diagnosed at an average age 
of 40 years. Gastric, hepatobiliary tract, urinary tract, ovarian, and small bowel carcinoma have also been documented as 
Lynch syndrome–related malignancies with the cumulative lifetime risk at 19%, 18%, 10%, 9%, and 4%, respectively [39]. 
In addition, multiple sebaceous skin tumors occur in a subgroup of HNPCC, the Muir-Torre syndrome [40].

Lynch syndrome is primarily attributed to deleterious germline mutations in MMR genes, including MLH1 at 3p21.3, 
MSH2 at 2p21-22, MSH3 at 5q11-12, PMS1 at 2q31-33, PMS2 at 7p22, and MSH6 at 2p16, which lead to the loss of expres-
sion of one or more of the MMR proteins. In HNPCC, the most frequently affected genes are MSH2 (52%), MLH1 (22%), 
MSH6 (13%), and PMS2 (9%), with PMS1 and MSH3 gene being occasionally involved [41]. In another study, MLH1 
and MSH2 account for more than 90% of the MMR mutations in Lynch syndrome families [42]. The mutational profile of 
MMR genes spans from point missense or nonsense mutations to large deletions and rearrangements which compromise 
5–10% of MLH1 mutations and more than 20% of MSH2 mutations in HNPCC [43]. Several studies have revealed cor-
relation between the MMR gene involved and the spectrum of cancer risks. Carriers of MSH2 mutations appear to be at a 
higher risk of cancer than MLH1 mutation carriers, especially for extra-colonic cancers [44]. MSH6 germline mutation has 
been reported to have a particularly strong association with endometrial cancer (a lifetime risk of about 70%), yet a lower 
penetrance for other Lynch syndrome–related malignancies including CRC [45]. In most of cases, one mutated allele with 
the affected MMR gene is inherited, the loss of heterozygosity (LOH) then happens somatically to inactivate the second 
allele in the form of mutation, methylation, or a combination of both. It is worth to note that one mutated allele is sufficient 
to confer an increased risk of cancer, thus making Lynch syndrome a dominant hereditary disease. In rare cases where 
both inherited alleles are mutated leading to constitutional mismatch repair deficiency (CMMR-D), patients will have a 
phenotype resembling neurofibromatosis type 1 with an onset of a broad spectrum of malignancies during childhood, in 
contrast to individuals with Lynch syndrome harboring a heterozygous mutant MMR gene allele at the age of 40–50 years 
[46]. In 2009, another intriguing mechanism of MSH2 inhibition has been identified through mutation of EPCAM, a non-
MMR gene. Germline deletions of the 3′-region of EPCAM cause transcriptional read-through which results in silencing of 
MSH2 by hypermethylation and, subsequently, the development of a MMR-deficient phenotype [47].

The strong mutator phenotype and high-frequency microsatellite instability (MSI-H) resulted from MMR deficiency 
has been demonstrated to be the primary source of tumor predisposition within Lynch syndrome. Microsatellites are short 
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tandem (1–6 base pairs) repeated DNA sequences such as [A]n or [CA]n that are present in large numbers in both noncoding 
and coding sequences in the eukaryotic genome. During DNA synthesis, the primer and template strands in a microsatellite 
(sometimes termed as “slippery DNA”) can occasionally dissociate and re-anneal incorrectly [48]. This gives rise to het-
eroduplex DNA molecules presenting a different number of tandem-repeats in a newly synthesized strand and the template 
strand. These heterogeneities are known as insertion/deletion loops (IDLs) due to the aberrant conformation of unpaired 
nucleotides. Together with base:base mismatches arisen from sporadic escaping the proofreading function of DNA poly-
merase, IDLs are corrected by the MMR system which excises erroneous nucleotides of the newly synthesized strand and 
therefore provides the DNA polymerase with another chance to generate an accurate copy of the template sequence. In the 
absence of MMR, replication errors are left uncorrected and accumulated, thus leading to the creation of novel microsatel-
lite that can be readily detected by PCR-based assays for the evidence of MSI.

Several tumor-suppressor genes contain simple repeated sequences or microsatellites in their coding sequence, includ-
ing receptor kinases (eg, transforming growth factor beta receptor II/TGFBR2, activin receptor 2/ACVR2, and ephrin 
receptor B2/EPHB2), cell proliferation regulators (PTEN, GRB1, TCF-4, and WISP3), apoptosis inducers (eg, BAX, 
BCL-10, FAS, and APAF1), and DNA repair (MLH3, MSH3, MSH6, MRE11, RAD50, BLM, MBD4, and CHK1) [49,50]. 
Coding MSI in genes implicated in tumorigenesis causes frameshift mutations and functional inactivation of affected 
proteins (eg, through the generation of premature translation termination codons), thereby providing a selective growth 
advantage to MMR-deficient cells. Remarkably, every human MMR gene except MLH1 includes a mononucleotide repeat. 
It is thus conceivable that the deficiency of MMR could be exacerbated with cumulative losses of components on the 
system [51]. Nevertheless, few studies have clarified which mutations of genes potentially affected by MSI-H are of a 
functional significance in an early tumor onset in Lynch syndrome individuals.

Several genes have been identified to be relevant for the initiation and/or progression of MSI-H-mediated tumorigen-
esis. The first gene in such category is TGFBR2 in CRCs. The mutational inactivation of TGFBR2 occurs in about 30% of 
colon cancers and promotes the formation of colon cancer by abrogating the antiproliferative activity of the TGF-β signal-
ing pathway. Human colon cancer cell lines with high rates of MSI were found absent of TGFBR2 expression which is 
critical for TGF-β ligands to exert their antiproliferative functions [52]. The most frequent mutation is the 1-bp deletion in a 
tract of 10 constitutive adenines in the third exon of the gene, resulting in a truncated nonfunctional TGFBR2 protein. Clini-
cally, TGFBR2 mutation occurs in more than 90% of CRC cases showing MSI-H arisen from either hereditary or sporadic 
mutation of MMR genes. The pro-apoptotic gene BAX that has a long repeat of eight guanines is another gene that is com-
monly mutated in MSI-H CRC or endometrioid tumors [53]. Frameshift mutation of BAX has been detected in more than 
50% of HNPCCs [54]. Activated by p53, BAX exerts its effects in the process of apoptosis to remove cells with extensive 
genomic legions. In HNPCC cells, the loss of function in BAX genes can result in the accelerated cancer development, even 
with wild-type p53 [54].

3.5  Hereditary Cancers Associated With Defects of DNA Double-Strand Break Repair

3.5.1  Ataxia–Telangiectasia (Louis–Bar Syndrome) and ATM

Ataxia-telangiectasia (A–T) is an autosomal recessive disorder that is characterized by progressive neurodegenera-
tion, oculocutaneous blood vessels, and immunodeficiency due to a disrupted maturation of T and B cells, hypersen-
sitivity to ionizing radiation, and a marked predisposition to malignancies. One-third of all A–T patients will develop 
cancer, and 15% will die of cancer. Overall, an A–T patient has a 50-fold to 150-fold excess risk to develop cancer 
(non-Hodgkin lymphoma or leukemia in particular) than individuals in the general population. Increased rates of 
breast cancer, gastric cancer, medulloblastomas, basal cell carcinomas, gliomas, ovarian cancer, and uterine cancer 
have been reported [55]. The A–T phenotype is caused by mutations of both alleles of the ATM gene (located in 
chromosome 11q22–23) that frequently result in a truncated nonfunctional gene product. Heterozygous carriers of 
an altered ATM allele appear to be clinically normal but are reported to be at an increased risk of developing cancer, 
especially in the breast [56].

A–T has been categorized as a hereditary genomic instability syndrome. This disorder involves a marked defect in 
sensing and responding to DNA DSBs, the most severe type of DNA damage. DNA DSBs can be generated by physiologi-
cal processes such as meiotic recombination and V(D)J and class switch recombination during lymphocyte maturation, 
ionizing radiation, free radicals as well as genotoxic reagents that generate nicks, adducts, or intercalation leading to a 
collapse of stalled replication forks. Such genotoxic reagents include DNA topoisomerase inhibitors (eg, camptothecin 
and doxorubicin), DNA intrastrand and interstrand cross-linking reagents (eg, hydroxyurea, mitomycin, cisplatin, and 
nitrogen mustards), and PARP inhibitors (through the accumulation of SSBs). DNA DSBs represent a major disruption in 
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the integrity of the genome. If not repaired correctly, DSBs can cause deletions, translocations, and fusions in the DNA. 
It is therefore conceivable that the ATM-deficient A–T immature lymphocytes are incapable to repair DNA DSBs that  
are generated during V(D)J recombination, resulting in unaccomplished T-cell and B-cell ontogeny and a consequent 
immunodeficiency [57].

The major known role of ATM is to participate in the responses to DNA DSBs for DNA repair and cell-cycle checkpoint 
activation. Upon DSB, ATM is rapidly recruited at the site of break through interacting with the MRN (MRE11-RAD50-
NBS1) complex as well as the regions that flank the break. In the flanking regions, the activated ATM phosphorylates p53 
and CHK2 so that G1/S checkpoint or S-phase checkpoint can be initiated to facilitate DNA repair. Notably, the activation 
of p53 is defective in A–T cells, resulting in failure to activate the G1/S checkpoint upon irradiation-induced DSB [58]. In 
addition, ATM also signals to the DNA-repair machinery to assist in the repair of DNA DSBs.

3.5.2  Hereditary Cancers and the FA/BRCA Pathway

Hereditary breast and ovarian cancer (HBOC) and FA are two inherited syndromes arising primarily from defects in DNA 
repair. Proteins encoded by the BRCA and FA genes form a conserved DNA-repair pathway known as the FA/BRCA path-
way which removes interstrand cross-links and DSBs by HDR [59,60]. So far, 15 genes have been found being mutated 
in FA patients, including FANCA, B, C, D1 (BRCA2), D2, E, F, G, I, J (BRIP1), L, M, N (PALB2), O (RAD51C), and 
P (SLX4). Upon replicative stresses, seven of the 15-gene-encoded FA proteins, including FANCA, B, C, E, F, G, L, and 
the FA-associated protein (FAAP100) assemble the FA core complex [61]. Upon stalled DNA replication, the interstrand 
cross-link (ICL) is recognized by FANCM and the associated proteins, then the latter will recruit the FA core complex that 
monoubiquitinates other two FA proteins, FANCD2 and FANCI. These ubiquitinated FANCD2 and FANCI proteins in 
chromatin recruit endonucleases (eg, Fanconi-associated nuclease 1, FAN1) and DNA polymerases for translesion DNA 
synthesis (Polε, Polκ, Polι, and Polν) that are required for the repair process. In coupled with translesion DNA synthesis, the 
interstrand adduct was removed sequentially from the antisense and sense strand by nucleases involved in NER, leaving a 
temporary DNA DSB. Next, the ubiquitinated FANCD2-FANCI recruits three downstream FA proteins (FANCD1/BRCA2, 
FANCN/PALB2, FANCJ/BRIP1, and BRCA1) to initiate homology-directed DNA repair (HDR) to remove the DSB. 
Finally, FANCM recruits the Blm helicase, and together they resolve the intermediate structure and reinstate DNA replica-
tion [61]. It is worth to note that, in addition to participating in resolving the intermediate DSB in DNA interstrand cross-
linking repair as a positive regulator of DNA homologous recombination, FANCD1/BRCA2, FANCN/PALB2, FANCJ/
BRIP1, and BRCA1 are also crucial in repairing DNA replication-independent DSBs, including ionizing radiation–induced 
DNA lesions. Deficiencies of these genes have been associated with an increased susceptibility of neoplastic transformation 
such as in hereditary breast and ovarian cancer.

Germline mutations in BRCA1 and BRCA2 genes are responsible for only 2–5% (up to 10%) of all breast and ovarian 
cancers [62]. However, these mutations account for about 50% and 45% of all hereditary breast and ovarian cancers, respec-
tively [59]. A 2003 meta-analysis using pooled pedigree data from 22 studies involving 8139 index cases indicated that the 
average cumulative risk for BRCA1-mutation carriers to develop breast or ovarian cancer by the age 70 was 65% (44–78%) 
and 39% (18–54%), respectively [63]. The corresponding analysis for BRCA2-mutation carriers showed a 45% (31–56%) 
lifetime risk of developing breast cancer and a11% (2.4–19%) lifetime risk of developing ovarian cancer. In 2008, an analy-
sis using data from 155 BRCA1 and 164 BRCA2 mutation carrier families in Spain showed the similar average cumulative 
risks of breast and ovarian cancers [64]. Furthermore, a significantly increased risk of other cancers has also been noted in 
BRCA-mutation carriers, such as stomach, pancreas, prostate, colon, and hematologic cancers [62,65]. For example, loss-
of-function mutations of BRCA genes have also been associated with an increased risk of developing leukemia and lym-
phoma (up to 2000-fold) [65]. Interestingly, BRCA1 and BRCA2 mutation carriers are eventually characterized by tumor 
phenotypes. The majority of breast cancers that arise in BRCA1 mutation carriers are triple-negative loss of function in 
estrogen receptor (ER), progesterone receptor (PR), and tyrosine kinase-type cell surface receptor HER2 (HER2/ERBB2) 
[66]. However, tumors arising in BRCA2 mutation carriers are most frequently ER- and PR-positive. Although a number of 
studies showed a better prognosis and a 5-year survival in patients with breast or ovarian cancer arising in BRCA mutation 
carriers compared to sporadic cancers, growing evidence also indicated no difference in survival rate between BRCA muta-
tion carriers and noncarriers [67], suggesting that further studies are essential to evaluate whether BRCA mutation could act 
as an independent favorable prognostic factor for breast cancer clinical outcome. It is believed that the functional status of 
DNA-repair pathways may impact the cancer cell response to anticancer chemotherapy. As demonstrated by several lines 
of evidence from both clinical and laboratory-based studies, a hereditary or sporadic loss of function in BRCA1, BRCA2, 
PALB2, and BRIP proteins (termed as BRCAness) implicates a susceptibility to platinum and other genotoxic agents in 
breast and ovarian cancers due to an inadequate homology-directed DNA repair [68,69]. Moreover, the additional inhibition 
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of other DNA-repair pathways may potentiate the extent of DSB and consequently lead to synthetic lethality in HDR-
deficient cells. This has been employed in the treatment of “BRCAness” breast and ovarian cancers with PARP inhibitors 
and revealed promising results.

FA is one of the rare hereditary bone marrow failure syndromes with an increased susceptibility to cancer, including 
leukemia [70], due to the biallelic mutation in FA genes [60]. The incidence rate of FA is about 1 in 100,000 births [71]. 
Generally, the majority of FA patients are identified as young children due to the presence of physical anomalies, such as 
short stature, café au lait spots and hyper/hypopigmentation, cytopenias, abnormal thumbs, microcephaly, micro-ophthalmia, 
and so on. However, up to a quarter of patients with the FA gene mutations display a normal phenotype [72]. Yet the 
mechanisms involved in FA have not been completely understood. Biallelic germline loss-of-function mutations of genes 
in the FA/BRCA pathway may contribute predominantly to the initiation and progress of FA. The knockdown of FANCA 
and FANCD2 in human embryonic stem cells using RNAi results in defects in the early development of hematopoietic 
lineage [73]. FA has been linked to cancer which is one of the most frequent causes of FA-related death. The most common 
malignancies arising in FA patients are acute myeloid leukemia (AML), head and neck squamous cell carcinoma (HNSCC), 
vaginal squamous cell carcinoma, liver and brain tumors [72], representing a 600-fold increase in risk of AML, a 500-fold 
increase in risk of HNSCC, and a 3000-fold increase in risk of vaginal squamous cell carcinoma, compared to the general 
population. Although the FA pathway has been demonstrated to be functionally linked to DNA-repair pathways, yet many 
details remain poorly understood. A better understanding of this pathway and more detailed information on its connection 
to DNA-repair pathways may offer opportunities to identify diagnostic biomarkers, prognostic indicators, and therapeutic 
targets for the HBOC and FA syndromes.

4.  GENOMIC INSTABILITY IN SPORADIC CANCERS

The vast majority of cancers are nonhereditary “sporadic cancers.” Almost all of the human sporadic cancers are character-
ized by genomic instability, especially chromosomal instability (CIN). The heterogeneity in the extent and type of genomic 
instability, including nucleotide, microsatellite, or chromosomal instabilities, has been shown both within the same neo-
plastic tissue and between cancer types [74]. Genomic instability refers to a transient or persistent state with an increased 
frequency of mutations within the cancer genome or a cellular lineage. These mutations include nonsynonymous alterations 
in nucleic acid sequences, chromosomal rearrangements, or changes in chromosome numbers, resulting in the continuous 
modification of tumor cell genomes, the subsequent acquisition of additional DNA alterations, clonal evolution, and tumor 
heterogeneity. Therefore, genomic instability which has been observed in a range of malignant stages [75,76] has been 
considered as a driving force of tumorigenesis [77]—from pre-neoplastic lesions to advanced tumors.

4.1  CIN in Sporadic Cancers

Chromosomal instability is the predominant form of genomic instability that leads to changes in both chromosome num-
bers and structure [75]. Numerical CIN is a high rate of either gain or loss of whole chromosomes, also called aneuploidy. 
Normal cells make errors in chromosome segregation in about 1% of cell divisions, whereas cells with CIN increase the 
error rate to 20% of cell divisions [78]. By contrast, structural CIN is the rearrangement of parts of chromosomes and 
amplifications or deletions within a chromosome. Almost all solid tumors show CIN, and about 90% of human cancers 
exhibit chromosomal abnormalities and aneuploidy [79]. The features of CIN tumor include global aneuploidy, loss of 
heterozygosity, homozygous deletions, translocation, and chromosomal changes such as deletions, insertions, inversions, 
and amplifications.

CIN leads to karyotypic instability and the simultaneous growth of multiple tumor subsets, resulting in inter- or intro-
tumor heterogeneity [80]. Epithelial tumors generally exhibit a greater degree of genomic instability than hematologic and 
mesenchymal malignancies [74]. This is supported by a finding that epithelial-derived cancers such as breast, melanoma, 
lung, and prostate cancers have more somatic mutations than blood cancers [81]. Notably, distinct instability phenotypes 
could be displayed in the same cancer type. For example, lung cancer in smokers and nonsmokers shows a different extent 
of segmental alterations and genome instability [82]. Moreover, lung adenocarcinoma and squamous cell carcinoma exhibit 
a distinct type of genomic changes. Even within lung adenocarcinomas, a greater genomic instability has been found in the 
magnoid subtype compared to other subtypes of adenocarcinoma [83].

Studies in 2008 suggested that CIN is associated with a poor clinical outcome in solid tumors [84]. By developing 
a computational model, Carter et al. have identified a chromosomal instability signature that predicts a poor survival in 
12 data-sets representing six cancer types, including breast, lung, and brain tumors as well as mesothelioma, glioma, and 
lymphoma [85]. One explanation of the clinical relevance of CIN is that CIN may be related to an increased tumor cell 
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heterogeneity, thereby enhancing the ability of tumors to adapt to environmental stresses [86]. Moreover, preclinical studies 
have shown that CIN is associated with the intrinsic multidrug resistance both in vitro and in vivo [87].

4.2  Hypothesis of the Mechanisms of CIN

Although the fundamental importance of CIN in cancer biology has been recognized for decades, the molecular basis of 
CIN in sporadic cancers remains unclear. This is primarily due to the heterogeneous nature of CIN in sporadic cancers; 
numerous genes have been uncovered to contribute to CIN, including, but not limited to, those involved in chromosome 
condensation and segregation (STAG2) [88], sister chromatid cohesion (hSecutin) [89], cytokinesis (MOS, RAS, RAF) [90], 
telomere function (TRF1 and tankyrase) [91], DNA damage (TP53 and ATM) [92], and mitotic checkpoint (SAC, BUB1, 
MAD2) [93–95]. It is challenging to unify these often conflicting mechanisms into one general mechanism to explain CIN 
in human sporadic cancers.

Studies to explore the presence of genomic instability in sporadic cancers have led to three prevailing hypotheses. The 
first is the mutator hypothesis which states that mutations in caretaker genes (refer to the genes that primarily function 
to maintain genomic stability) [96] cause genomic instability in precancerous lesions and drive tumor development by 
increasing the spontaneous mutation rate. The second hypothesis is the oncogene-induced DNA replication stress model 
which demonstrates that CIN in sporadic cancers is the consequence of the oncogene-induced collapse of DNA replication 
forks, which in turn leads to DNA DSBs and genomic instability. The third theory states that telomere erosion and dysfunc-
tion give rise to CIN [97].

Caretaker genes encode proteins that stabilize the genome, thus mutations in caretaker genes lead to genomic instability. 
The classical caretaker genes are majorly of two types: DNA-repair genes and mitotic checkpoint genes. It is important to note 
that although the TP53 gene can be considered as a caretaker gene, TP53 is subject to selective pressure for the inactivation 
in cancer, whereas other classical caretaker genes are not. Therefore, when we refer to caretaker genes, TP53 is not included.

The mutator model is generally considered as the major mechanism responsible for the presence of genomic instability 
in hereditary cancers. Attempts to identify mutations in caretaker genes in sporadic cancers were unsuccessful in the past 
few years [98]. For example, in 2004, Wang et al. analyzed the sequences of 100 cell-cycle checkpoint and DNA-repair 
genes in early passage human colon cancer cell lines, yet they identified very few mutations [99]. Furthermore, Cahill 
and his colleagues generated chromosome instability in the experimental model by mutating the mitotic checkpoint gene 
budding uninhibited by benzimidazoles 1 (BUB1). However, sequencing studies showed that BUB1 mutations were rare 
in human cancers [93]. To date, whole cancer genome sequencing has failed to identify putative caretaker genes that are 
frequently mutated in human cancer, and only 3–31% of sporadic cancers harbor at least one mutation of a caretaker gene 
[100]. These studies suggest that mutations in caretaker genes are not the cause, or at least a major cause, of genomic 
instability in sporadic cancers. Moreover, few studies convincingly support telomere erosion hypothesis. Therefore, an 
oncogene-induced DNA stress model is currently a generally accepted hypothesis to explain CIN in sporadic cancers, 
which we discuss further.

4.3  High-Throughput Sequencing Studies on CIN in Various Cancers

The development of high-throughput sequencing technologies enables researchers to investigate the genetic profiles of 
human cancers in a much more efficient manner. Here, we highlighted several important high-throughput sequencing stud-
ies that help us understand the molecular mechanism of CIN in several common types of human cancer such as breast, 
colorectal, lung cancers, and glioblastoma.

To determine the spectrum and extent of somatic mutations in human cancers, Kinzler and his colleagues sequenced 
18,191 genes in genomic DNA isolated from 11 breast and 11 colorectal tumors [101]. Mutations were found in 1137 genes 
from breast cancers, and 848 genes from colorectal cancers. But in the additional validation screening of 24 breast and 
24 colon cancers, only 167 of 1137 (14.69%) gene mutations and 183 of 848 (21.58%) gene mutations were detected. Then 
the same group of researchers analyzed sequences of 23,219 transcripts, representing 20,661 protein-coding genes in 
24 pancreatic cancers [102]. Of 20,661 genes analyzed by sequencing, 1327 were mutated in at least one sample, and 148 
were mutated more than twice among 24 cancers examined. In the subsequent validation screening, 39 genes that were 
mutated in more than one of the 24 cancers in the discovery set were sequenced in the additional 90 pancreatic cancers. The 
results of the analysis showed that 255 nonsilent somatic mutations occurred in 23 genes. Deletions and amplifications of 
these cancer genomes were also examined using SNP. The classical tumor-suppressor genes CDKN2A (encodes p16INK4A 
and p14ARF), SMAD4 and TP53, were found mutated, whereas the small GTPase KRAS was found to be one of the most 
frequently mutated oncogenes in pancreatic cancer.
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The same 20,661 protein-coding genes were also sequenced in 22 human glioblastomas [103]. The analysis results 
showed that 3.4% of the 20,661 genes (698 genes) were mutated at least once. Most of the mutations were single-
base substitutions (94%), whereas the others were small insertions, deletions, or duplications. A set of 21 mutated 
genes were selected and evaluated in a second screen comprising an additional 83 glioblastomas. Nonsilent somatic 
mutations were identified in 16 of 21 genes in the additional tumor samples, and the mutation rates were significantly 
increased from 1.5 mutations per Mb in the discovery screen to 23 mutations per Mb in the consequent validation 
screen. The most frequently changed genes were CDKN2A (altered in 50% of samples); TP53, EGFR, and PTEN 
(altered in 30–40% of samples); NF1, CDK4, and RB1 (altered in 12–15% of samples); and PIK3CA and PIK3R1 
(altered in 8–10% of samples).

Another unbiased genomic study on glioblastomas was conducted by The Cancer Genome Atlas Research Network 
[104]. A total of 91 matched tumor–normal pairs including 72 untreated and 19 treated cases were examined for mutations 
in 601 cancer-relevant genes. The results uncovered 453 validated nonsilent somatic mutations in 223 genes, and 79 of these 
genes were mutated twice or more. Interestingly, the frequency of mutations was remarkably different between untreated 
and treated tumors (98 events among 72 untreated cases versus 111 among 19 treated cases, P < 10−21). This difference 
was primarily driven by seven hypermutated samples, six of which harbored mutations in at least one of the MMR genes 
MLH1, MSH2, MSH6, or PMS2, suggesting that mutations in caretaker genes and a decreased DNA-repair activity may 
subsequently occur spontaneously during tumor progression or due to genotoxic therapeutic reagents, rather than primarily 
contribute to the initiation of the tumor.

Lung cancer was also studied by the Cancer Genome Atlas Research Network. DNA sequencing of 623 cancer-related 
genes in 188 human lung adenocarcinomas discovered more than 1000 somatic mutations across samples [105]. This 
study identified 26 frequently mutated genes that include tumor-suppressor genes NF1, APC, RB1, and ATM. Also, the 
NHEJ DNA-repair gene PRKDC and the MMR gene MSH6 were mutated in six and four cases, respectively. Mutations 
in homologous recombination-repair genes BRCA1, BRCA2, the BRCA1-associated RING domain 1 (BARD1), BAP1, the 
BER gene XRCC1, the NER gene XPD, and the mitotic checkpoint genes BUB1 and STK12 were also detected in lung 
adenocarcinomas.

A similar genome-wide study of the molecular basis of CIN was conducted in hematologic cancer. Whole-genomic 
sequencing of four representative chronic lymphocytic leukemia (CLL) cases identified 46 somatic mutations, and the 
further screening of 363 CLL patients found four recurrent mutations of notch1 (NOTCH1), exportin 1 (XPO1), myeloid 
differentiation primary response gene 88 (MYD88) and kelch-like 6 (KLHL6) [106]. The subsequent functional and clinical 
analyses indicated that recurrent mutations are oncogenic and associated with a poor clinical outcome.

In 2013, the mutation spectra of esophageal adenocarcinoma (EAC) have been investigated by both whole-exome 
(149 EAC tumor–normal pairs) and whole-genome sequencing (15 of 149 pairs) [107]. Chromatin-modifying factors and 
candidate contributors were found significantly mutated in EAC, including SPG20, TLR4, ELMO1, and DOCK2. A more 
comprehensive study on the genomic instability patterns in esophagus, stomach, and colon adenocarcinomas showed that 
a significant recurrent amplification and deletion of genes were distinct to various gut-derived adenocarcinomas [108].

High-throughput sequencing studies provided deeper insights on the molecular basis of CIN in human cancers. These 
unbiased genome-wide studies indicated that mutations in the caretaker genes were infrequent. The frequency of caretaker 
gene mutations ranged from 14 to 31%, depending on the tumor type [100]. Collectively, 69–97% of cancers did not have 
mutations in caretaker genes, suggesting that the inactivation of caretaker genes is not the major cause of genomic instabil-
ity in many sporadic cancers.

4.4  Oncogenes Induce CIN

The hypothesis that the most frequently mutated or deregulated oncogenes in response to DNA damage in sporadic can-
cers are responsible for CIN seems to be a favorable mechanism based on the high-throughput studies mentioned earlier. 
The frontier studies have provided evidence for this hypothesis. In 1996, Mai et al. increased the level of c-Myc protein in 
Rat1A–MycER cells and investigated chromosomal aberrations [109]. This early study indicated that the upregulation of 
the c-Myc protein which is an important cell-cycle regulator would lead to chromosome numerical changes, chromosome 
breakage, chromosome fusions, and other chromosomal abnormalities. In 1999, Charles et al. showed that the overexpres-
sion of cyclin E, another important positive cell-cycle regulator and oncogene, led to CIN in both rat embryo fibroblasts 
and human breast epithelial cells [110]. Later studies in 2000 have suggested that the disrupted expression of cyclin E in 
karyotypically stable colorectal cancer cells may lead to increased CIN and consequently a more malignant phenotype 
[111]. This phenotype attributed to a defect in the execution of metaphase and subsequent transmission of chromosomes 
caused by aberrant accumulation of cyclin E. In 2006, Di Micco et al. showed that the activation of oncogene H-RasV12 in 
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normal cells was able to trigger cell proliferation, DNA-damage response, and cancerous transformation, both in vitro and 
in vivo [112]. Mounting evidences are supportive to the hypothesis that oncogenes trigger CIN.

It is important to note that CIN and neoplastic formation induced by oncogenes requires inactivation of the p53 path-
way. Richard and Randy showed that oncogenic H-RasV12 was unable to induce CIN in the mouse embryonic fibroblasts 
(MEFs) with wild-type p53 (p53+/+), but was capable of inducing CIN in the p53−/− MEFs cultured in the same conditions 
[113]. Furthermore, using in vivo mouse models, this group of investigators also found that the loss of p53 function was 
critical for cells to create a permissive environment allowing cancerous transformation.

Oncogene-induced CIN hypothesis highlighted the importance of the p53 protein and distinguished this molecule from 
other tumor suppressors. As the product of TP53, p53 has been dubbed “the guardian of the genome,” and it controls cell 
fate after DNA damage such as DNA repair and survival or programmed death. Not surprisingly, TP53 is one of the most 
frequently mutated genes (>50%) in human cancer [114]. As TP53 is a DNA damage–checkpoint protein, its inactivation 
was expected to induce genomic instability. However, numerous studies have proved that the deletion of the TP53 gene in 
mouse model and human cell lines does not induce aneuploidy [115].

According to the oncogene-induced DNA replication stress model, CIN is mainly caused by DNA damage or other 
forms of DNA replication stress. Specific genomic loci called common fragile sites that preferentially exhibit gaps and 
breaks on metaphase chromosomes have been demonstrated to be more sensitive to the inhibition of DNA synthesis [116]. 
Previous CIN studies on human precancerous lesions and different experimental systems showed that these common fragile 
sites were prone to genomic instability induced by oncogenes [117].

4.5  Chromothripsis

Sporadic cancer is driven by gradually accumulated genomic alterations, such as somatic point mutations, chromosome 
rearrangements, and numerical and structural changes in chromosomes. Recent studies using next-generation DNA 
sequencing and SNP array analyses and bioinformatics methods have uncovered a new form of genomic chaos called 
chromothripsis (from Greek for “chromosome” (chromo) and “shattering into pieces” (thripsis)) [118]. Chromothripsis 
can be defined by three major features: remarkable chromosomal rearrangements in localized regions; a low degree of 
chromosomal gain or loss showing haploid (heterozygous deletion) or diploid across the rearranged region; and the 
preservation of heterozygosity.

Chromothripsis was first described by Stephens and his colleagues [119]. Using paired-end sequencing of the genome 
of a chronic lymphocytic leukemia (CLL) sample, they identified one patient who had 42 somatically acquired genomic 
rearrangements involving the long arm of chromosome 4. Although most of the rearrangements occurred in the region of 
chromosome 4, some of them also included segments from the regions of chromosome 1, 12, and 15. Further studies indi-
cated that the stamp of chromothripsis can be seen in at least 2–3% of diverse cancer cell types. Moreover, chromothripsis 
is more prevalent in bone cancers; about 25% of osteosarcoma and chordoma exhibit features of this phenomenon.

Rearrangements generated in a single genomic crisis have shown their effects on multiple cancer-related genes. Chro-
mothripsis in a chordoma patient showed the loss of tumor-suppressor genes CDKN2A (cyclin-dependent kinase inhibitor 2A), 
WRN (Werner syndrome ATP-dependent helicase), and FBXW7 (F-box and WD-40 domain containing 7), indicating that 
several tumor-promoting events might occur concurrently.

Although further work is needed to fully understand these mechanisms and the prevalence of chromothripsis, some cur-
rent studies have already shown the promise of its clinical implications. Studies on multiple myeloma and neuroblastoma 
patients have revealed the correlations of chromothripsis and a poor patient survival, suggesting that the examination of 
hallmarks of chromothripsis might be a novel way to identify high-risk cancer patients [120].

4.6  Microsatellite Instability in Sporadic Cancer

MSI is another form of genomic instability in sporadic cancer which is generally caused by deletions or random inser-
tions of microsatellites [121]. Microsatellites are repetitive DNA sequences ranging from 2 to 5 base pairs that occur at 
thousands of locations in the human genome [121]. Microsatellites are characterized by high mutation rates and diver-
sity in the population. MSI results from impaired MMR system, especially alterations of the MLH1, MSH2, MSH6, and 
PMS2 genes.

MSI has been reported in numerous types of cancers, including gastric, endometrial, ovarian, lung, and colorectal cancers 
(CRC) [122–125]. Colorectal cancer is the first cancer type where MSI has been described and extensively studied. MSI 
occurs in about 15% of CRC cases that show a poorer clinical outcome compared to MSI-negative CRCs [126]. MSI is present 
in both hereditary and sporadic CRCs through different mechanisms. Hereditary nonpolyposis colon cancer (HNPCC, also 
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known as Lynch syndrome) is characterized by inactivating germline mutations of MSH2, MSH6, PMS2, or MLH1, whereas 
sporadic CRCs with MSI are associated with hypermethylation (CpG island methylator phenotype referred to CIMP) and 
the loss of MLH1 expression [127]. CIMP is characterized by simultaneous methylation of multiple CpG islands of tumor-
suppressor genes, such as MLH1, CDKN2A, and THBS1 [127,128].

Genomic instability has been accepted as the major cause that plays a central role in sporadic cancer development, 
although our understanding of the molecular basis of genomic instability is very limited. It is contradictory about the pro-
cess, timing, and extent of genetic alterations that occur in cancer: tumorigenesis could be the result of the accumulation 
of several genetic errors; or it could be due to multiple genetic alterations in a single catastrophic event, chromothripsis. 
Compared to other forms of genetic alterations, CIN is the dominant phenotype that may result from the gain-of-function 
alteration, rather than the inactivation of caretaker genes. The importance of CIN in sporadic cancer should make it a top 
priority in cancer biology research that provides promise for the improved therapeutic strategies.

5.  TRIGGERING EXCESSIVE GENOMIC INSTABILITY BY TARGETING DNA-REPAIR 
PATHWAYS AS A STRATEGY FOR CANCER THERAPY

In the last three decades, one of the significant advances in our understanding of the mechanisms involved in the mainte-
nance of genome integrity is the discovery of members of the poly(ADP-ribose) polymerase (PARP) gene family, such as 
PARP1. Proteins encoded by PARP genes have been demonstrated to be crucial in the repair of DNA SSBs resulted from 
direct DNA oxidization, BER, or erroneous topoisomerase activity at a rate of three orders of magnitude more frequently 
than DSBs. PARP proteins exert their function by directly binding to SSBs and promoting a rapid access by, and the accu-
mulation of, downstream repair factors such as XRCC1 [129]. To date, as many as 17 mammalian PARP family members 
have been identified [130], while only a few, such as PARP1-4, TNKS (TRF1-interacting, ankyrin-related ADP-ribose 
polymerase), and TNKS2, display an enzymatic activity that catalyzes the poly(ADP-ribosyl)ation of nuclear proteins. The 
well-defined structure of PARP1 is primarily composed of three functional domains, including a DNA-binding domain 
(DBD), an automodification domain (AD), and a catalytic domain (CD) (Fig. 27.4A) [131].

Once activated by DNA damage, PARP1 forms a homodimer that can recognize a DNA lesion via its DBD domain 
(Fig. 27.4B). Using NAD+ as a substrate, PARP1 catalyzes the poly(ADP-ribosyl)ation on acceptor proteins, such as his-
tones and PARP1 itself. PARP1 loses its DNA-binding affinity due to the net negative charge of poly(ADP) ribose (pADPr, 
yellow beads); as a result, pADPr recruits other repair proteins to the site of the damaged DNA (blue and purple circles, 
Fig. 27.4B) [131], for instance, XRCC1, histone H1, Ku70, and Ku80, thus allowing them to repair the damaged DNA. 
The pADPr chain is then hydrolyzed into ADP-ribose units by poly(ADP-ribose) glycohydrolase (PARG) and/or ADP-
ribose hydrolase 3 (ARH3). The ADP-ribose is further converted into AMP by pyrophosphohydrolase NUDIX, increasing 
AMP:ATP ratios and consequently leading to the activation of AMP-activated protein kinase (AMPK) for further adaptive 
stress responses such as metabolic control and pro-survival autophagy [131].

In contrast to other components of the DNA-repair machinery, such as BRCA1/2 mediating the homology-directed 
DNA DSB repair, that are frequently inactivated during the initiation and progression of hereditary and sporadic cancers, 
PARP1, the key player in the BER pathway for repairing DNA SSBs has been demonstrated to be upregulated in various 
human malignancies, such as breast cancer [132]. PARP1 overexpression has been associated with a higher tumor grade, 
estrogen independence, and a worse metastasis-free survival, implicating an oncogenic role of PARP1 in breast cancer. The 
oncogenic characteristics of PARP1 may contribute primarily to cancer cell survival via DNA repair to maintain the cellular 
homeostasis by removing DNA lesions resulted from intrinsic replication errors, metabolic damage, and, more importantly, 
extrinsic stresses through genotoxic therapeutic reagents because excessive genomic instability is detrimental and can usu-
ally lead to cell death [133].

The development of therapeutic reagents that specifically target malignant cells has been proved difficult. However, 
the concept of synthetic lethality has begun to shed some light on targeting certain malignancies with defined genetic 
defects [134]. Synthetic lethality is known as a phenomenon upon which cell death can be induced by combined genomic 
abnormalities (either a gain of function or a loss of function) of two distinct pathways, whereas a dysfunction in either 
pathway alone has no significant effect on viability. One of the most studied models for synthetic lethality is the particular 
susceptibility to PARP inhibitors in cells lacking HDR-mediated DNA double-strand repair. Several independent studies 
have demonstrated that the deficiency of key HDR genes, such as BRCA1 and BRCA2, profoundly sensitizes tumor cells 
to PARP inhibitors [135], resulting in chromosomal instability, cell-cycle arrest, and apoptosis. The potential mechanism 
of the hypersensitivity to PARP inhibitors in HDR-deficient cells may be attributed to the persistence and accumulation 
of DNA DSBs derived from unrepaired SSBs during DNA replication (Fig. 27.5). Conversely, cells with functional HDR 
elicit a final safeguard to efficiently prevent the cytotoxic DSB accumulation when treated with PARP inhibitors, allowing 
damaged DNA to be replicated and repaired by error-prone DNA polymerases. Considering the prevalence of germline and 



FIGURE 27.4 Structural and functional features of poly(ADP-ribose) polymerase 1 (PARP1). (A) PARP1 structure. (B) Biological functions of 
PARP1. The asterisk indicates essential residuals for NAD+ binding (H, histone; Y, tyrosine) and polymerase activity (E, glutamic acid). Adapted from 
Rouleau M, et al. PARP inhibition: PARP1 and beyond. Nat Rev Cancer 2010;10(4):293–301. We thank Nature Publishing Group’s for permission, http://
www.nature.com/nrc/journal/v10/n4/full/nrc2812.html.

FIGURE 27.5 Synthetic lethality induced by PARP inhibitor. Adapted from Sonnenblick, A, et al. An update on PARP inhibitors—moving to the 
adjuvant setting. Nat Rev Clin Oncol 2015;12(1):27–41. We thank Nature Publishing Group’s for permission, http://www.nature.com/nrclinonc/journal/
v12/n1/full/nrclinonc.2014.163.html.
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sporadic mutations of HDR-related genes such as BRCA1 and FA pathway–related genes in various types of malignancies, 
the synthetic lethality may therefore represent a new direction in anticancer drug development [136].

Owing to the unique antitumor features, the development of selective and effective PARP inhibitors has become an 
active area in drug discovery. To date, more than 30 clinical trials have been reported to evaluate PARP inhibitors in differ-
ent phases in treatment of a variety of carcinomas [137,138]. PARP inhibitors have been used as either monotherapeutic 
agents to induce synthetic lethality in HDR-deficient cancers such as breast, ovarian, and prostate cancers, or they can be 
combined with other DSB-inducing chemo- and/or radio-therapies to potentiate the therapeutic efficacy in glioblastoma, 
melanoma, head and neck cancers [138].

However, it should be noted that in the majority of BRCA1-mutant cancers (>80%), p53 was also mutated [139]. The 
mutated p53 may nullify the apoptotic pathway mediated by p53 that could account for synthetic lethality of most BRCA1-
deficient carcinomas, unless the PARP inhibitors induce a p53-independent apoptosis. In addition, although PARP1 and 
PARP2 are primarily involved in SSB repair, diverse functions of the PARP family members have been demonstrated in 
a wide range of biological processes [137]. Further investigations are required for better understanding of the molecular 
mechanisms underlying PARP inhibition.

6.  CONCLUSION

Genomic instability has been accepted as the major cause that plays a central role in cancer progression, although our 
understanding of the molecular basis of genomic instability is very limited. DNA-repair pathways are pivotal processes 
in the maintenance of genomic stability. Thus, it comes as no surprise that any events leading to a deficiency in these 
pathways will increase susceptibility to cancer. Although the molecular basis of genomic instability is well defined in 
inherited cancers owing to the established relationship between mutations in DNA-repair genes and tumorigenesis, it is 
poorly understood in sporadic cancers. However, the importance of CIN in sporadic cancer should make it a top priority 
in cancer biology research and provide promise for the improved therapeutic strategies. The direct evidence showing that 
the genomic instability is the driving force for cancer development is scanty, which is partially due to the lethal effect of 
germline mutations, especially tumor suppressors, on the development of model animals before tumor formation. However, 
the recently developed conditional knockout technology may effectively overcome these challenges. Although targeting 
DNA-repair pathways has been shown as a novel and promising strategy for cancer therapy, further studies in different 
types of human cancer are required to better understand the underlying mechanisms of drug resistance and refractoriness, 
so that the therapeutic efficacy can be further potentiated.

GLOSSARY
BRCAness refers to germline or sporadic mutation of BRCA1, BRCA2, or other Fanconi anemia genes which results in deficiency in homology-

directed DNA repair and cancer susceptibility. Tumor cells with BRCAness are particularly sensitive to genotoxic anticancer reagent such as 
platinum and PARP inhibitors.

Haploinsufficiency refers to a situation in diploid organisms that a single copy of wild-type gene is by itself incapable to maintain normal function 
due to the reduced expression of corresponding transcripts. Haploinsufficiency is one of the major causes of certain dominant inherited diseases, 
as a heterozygosity or hemizygosity elicits significant phenotypic impacts.

Slippery DNA refers to certain DNA sequences rich in single-nucleotide repeats or tandem repeats (microsatellites) at which the replicating DNA 
polymerase is error prone to potentiate microsatellites instability if replicative errors are left unfixed by the DNA mismatch repair.

LIST OF ABBREVIATIONS
ACVR2 Activin Areceptor type 2A
AD Automodification domain
AML Acute myeloid leukemia
AMPK AMP-activated protein kinase
AP Apurinic/apyrimidinic
APAF1 Apoptotic protease activating factor 1
APC APC gene
APE1 AP endonuclease 1
APTX Aprataxin
ARH3 ADP-ribosyl hydrolase 3
ATM Ataxia-telangiectasia-mutated gene
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BAP1 BRCA1-associated protein 1
BARD1 BRCA1-associated ring domain 1
BAX BCL2-associated X protein
BCC Basal cell carcinoma
BCL10 B-cell CLL/lymphoma 10
BER Base excision repair
BLM BLM gene
BRCA1 Breast cancer 1 gene
BRCA2 BRCA2 gene
BRIP1 BRCA1-interacting protein 1
BUB1 Budding uninhibited by benzimidazoles 1
CAK CDK-activating kinase
CD Catalytic domain
CDK4 Cyclin-dependent kinase 4
CDKN2A Cyclin-dependent kinase inhibitor 2A
CETN2 Centrin, EF-hand protein 2
CHK1 Checkpoint, Schizosaccharomyces pombe, homolog of, 1
CIN Chromosomal instability
CLL Chronic lymphocytic leukemia
CMMR-D Constitutional mismatch repair deficiency
C-NHEJ Canonical NHEJ
CNVs Copy number variations
CPD Cyclobutane pyrimidine dimers
CRC Colorectal cancer
CSA Cockayne syndrome A
CSB Cockayne syndrome B
DBD DNA-binding domain
D-loop Displacement loop
DNA-PK DNA-dependent protein kinase
DNA-PKcs DNA-dependent protein kinase catalytic subunit
DOCK2 Dedicator of cytokinesis 2
dRP Deoxyribose phosphate
DSB Double-strand break
DSBR Double-strand break repair
EAC Esophageal adenocarcinoma
EGFR Epidermal growth factor receptor
ELMO1 Engulfment and cell motility gene 1
EPCAM Epithelial cellular adhesion molecule
EPHB2 Ephrin receptor EphB2
ER Estrogen receptor
ERCC1 Excision repair, complementing defective, in Chinese hamster, 1
EXO1 Exonuclease 1, Saccharomyces cerevisiae, homolog of
FA Fanconi anemia
FAAP100 Fanconi anemia–associated protein, 100-kD subunit
FAP Familial adenomatous polyposis
FAS FAS cell surface death receptor
FBXW7 F-box and WD-40 domain containing 7;
FEN1 Flap endonuclease 1
GG-NER Global genome NER
GRB1 Phosphatidylinositol 3-kinase-associated p85-alpha
HBOC Hereditary breast and ovarian cancer
HER2 Tyrosine kinase-type cell surface receptor HER2
HNPCC Hereditary nonpolyposis colon cancer
HNSCC Head and neck squamous cell carcinoma
HR Homologous recombination
IDLs Insertion/deletion loops
IR Irradiation
KLHL6 Kelch-like 6
KRAS V-Ki-ras2 Kirsten rat sarcoma viral oncogene homolog
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Ku70 Ku antigen, 70 kD subunit
Ku80 Ku antigen, 80 kD subunit
LFS Li–Fraumeni syndrome
LIG1 DNA ligase 1
LIG3 DNA ligase 3
LIG4 DNA ligase 4
LOH Loss of heterozygosity
MAD2 Mitotic arrest-deficient 2
MBD4 Methyl-CpG-binding domain protein 4
MDM2 Murine double minute 2
MEFs Embryonic fibroblasts
MLH1 MutL, Escherichia coli, homolog of, 1
MLH3 MutL, Escherichia coli, homolog of, 3
MMR Mismatch repair
MOS v-MOS Moloney murine sarcoma viral oncogene homolog
MRE11 Meiotic recombination 11, Saccharomyces cerevisiae, homolog of, A
MSH2 MutS, Escherichia coli, homolog of, 2
MSH3 MutS, Escherichia coli, homolog of, 3
MSH6 MutS, Escherichia coli, homolog of, 6
MSI Microsatellite instability
MSI-H High-frequency microsatellite instability
MutLα MLH1-PMS2 heterodimer
MutSα MSH2–MSH6 heteroduplex
MutSβ MSH2–MSH3 heteroduplex
MUTYH MutY, Escherichia coli, homolog of
MYD88 Myeloid differentiation primary response gene 88
NAD Nicotinamide adenine dinucleotide
Nbs1 Nibrin
NER Nucleotide excision repair
NF1 Neurofibromin 1
NHEJ Nonhomologous end joining
NOTCH1 NOTCH, Drosophila, homolog of, 1
OGG1 8-oxoguanine DNA glycosylase
8-oxoG 8-oxoguanine products
PADPr Poly(ADP) ribose
PALB2 Partner and localizer of BRCA2
PARG Poly(ADP-ribose) glycohydrolase
PARP1 Poly(ADP-ribose) polymerase 1
PARP2 Poly(ADP-ribose) polymerase 2
PCNA Proliferating-cell nuclear antigen
PIK3CA Phosphatidylinositol 3-kinase, catalytic, alpha
PIK3R1 Phosphatidylinositol 3-kinase, regulatory subunit 1
PMS1 Postmeiotic segregation increased, S. cerevisiae, 1
PMS2 Postmeiotic segregation increased, S. Cerevisiae, 2
PNKP Polynucleotide kinase 3′-phosphotase
Polβ DNA polymerase β
Polδ/ε DNA polymerase δ/ε
POLH Polymerase, DNA, eta
Polκ DNA polymerase κ
Polν DNA polymerase ν
6–4 PP 6–4 photoproducts
PR Progesterone receptor
PRKDC Protein kinase, DNA-activated, catalytic subunit
PTCH Patched, Drosophila, homolog of
PTEN Phosphatase and tensin homolog
RAD23B RAD23 homolog B
RAD50 RAD50, Saccharomyces cerevisiae, homolog of
RAD51 RAD51, S. cerevisiae, homolog of
RAD54 RAD54, S. cerevisiae, homolog of
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RAF Proto-oncogene RAF
RAS Oncogene RAS
RB1 RB1 gene
RFC Replication factor C
RNA PolII RNA polymerase II
ROS Reactive oxygen species
RPA Replication protein A
SAC Soluble adenylyl cyclase
SDSA Synthesis-dependent strand annealing
SHH Sonic hedgehog
SLX4 SLX4, Saccharomyces cerevisiae, homolog of
SMAD4 SMA- and MAD-related protein 4
SNP Single-nucleotide polymorphism
Sp1 Transcription factor Sp1
SPG20 SPG20 gene
SSB Single-strand break
SsDNA Single-stranded DNA
STAG2 Stromal antigen 2
STK12 Serine/threonine protein kinase 12
TCF4 Transcription factor 4
TC-NER Transcription-coupled NER
TFIIH Transcription initiation factor IIH
TGF-β Transforming growth factor, beta-1
TGFBR2 Transforming growth factor beta receptor 2
THBS1 Thrombospondin 1
TLR4 Toll-like receptor 4
TNKS TRF1-interacting, ankyrin-related ADP-ribose polymerase
TP53 Tumor protein p53
TRF1 Telomeric repeat-binding factor 1
USP7 Ubiquitin-specific processing protease 7
UV Ultraviolet
UV-DDB UV-damaged DNA-binding protein
UVSSA UV-stimulated scaffold protein A
WISP3 WNT1-inducible signaling pathway protein 3
WRN Werner syndrome ATP-dependent helicase
XLF XRCC4-like factor
XP Xeroderma pigmentosum
XPA XPA gene
XPB Xeroderma pigmentosum, complementation group B
XPC XPC gene
XPD XPD gene
XPE Xeroderma pigmentosum, complementation group E
XPF Xeroderma pigmentosum, complementation group F
XPG Xeroderma pigmentosum, complementation group G
XPO1 Exportin 1
XRCC1 X-ray repair, complementing defective, in Chinese hamster, 1
XRCC4 X-ray repair, complementing defective, in Chinese hamster, 4
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1.  INTRODUCTION

The DNA of eukaryotic organisms is bound and organized by numerous proteins. DNA and these proteins are collectively 
known as “chromatin.” Gaining access to damaged DNA in the context is necessary for repair. Protein complexes can 
modify the structure of chromatin to alter the geometry of DNA and allow repair of damaged regions [2,3]. The pathway 
utilized for repair depends on the type of DNA lesion, the cell-cycle stage, and the chromatin environment in which the 
damage is detected [4]. It is generally accepted that all in vivo DNA transactions, including repair occur within the context 
of chromatin and its remodelers.

Cellular processes that are critical to survival and division are evolutionarily conserved, and the diverse pathways that 
modulate chromatin, to alter protein–DNA interactions during repair can be found in organisms ranging from humans to the 
budding yeast Saccharomyces cerevisiae. Furthermore, the factors that modulate chromatin in the inherently different pro-
cesses of transcription, DNA replication, and repair have underlying similarities as each requires disruption of internucleoso-
mal interactions, nucleosome disassembly to enable the process, and reassembly after it is complete. In this chapter, we review 
the hierarchical pathways of chromatin modifications in DNA replication, and repair, with emphasis on DNA-repair processes, 
focusing on the replication associated DNA-damage tolerance (DDT) pathway in the model system, S. cerevisiae.

2.  INTERRELATIONSHIP OF DNA AND CHROMATIN

In eukaryotes, DNA is organized within the nucleus by octamers of histones that are assembled into nucleosomes, the 
basic units of chromatin [5]. Canonical nucleosomes contain two sets of core histones that preferentially form head-to-tail 
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heterodimers of H2A–H2B and H3–H4 when they are not part of a nucleosome. The process of nucleosome construction 
occurs by stepwise assembly of H3–H4 dimers into (H3–H4)2 tetramer. This half nucleosome is partially incorporated into 
DNA as two sets of H2A–H2B dimers are added to opposite sides of the tetramer (reviewed in Ref. [6]). Nucleosomes 
containing about 147 base pairs (bp) of DNA are spaced apart by between 10 and 70 bp of linker DNA [7]. The linker DNA 
can remain nucleosome free or become bound by the monomeric histone H1.

Normal expression of the core histones is highly regulated with respect to the DNA-replication cycle, and expression 
is maintained at stoichiometrically consistent levels for each dimer set, such that H2A and H2B are cotranscribed, and the 
same with H3 and H4 [6]. Misregulation causing an upset to the balance of histones can lead to cell-cycle arrest and cell 
death [8–10]. Histone chaperones are critical regulators of nucleosome-free histone pools, performing an essential role in 
nucleosome dynamics that permits transcription, replication, and repair, which require nucleosome disassembly, reassem-
bly, and eviction [6,11].

Histones are bound by the chaperones Nap1 and Asf1 immediately after translation and these proteins facilitate trans-
port into the nucleus. There are preferential associations of chaperones for different dimers: Nap1 binds H2A–H2B, while 
Asf1 binds H3–H4. After nuclear import, the chaperones may transfer the dimers to other chaperones. For example, H3–
H4 dimers are transferred from Asf1 to the replication and DNA damage–specific chaperone CAF-1 (chromatin assembly  
factor-1), which incorporates nucleosomes into newly synthesized DNA [12]. Similarly, histone chaperones Spt6 and FACT 
permit RNA polymerase II (Pol II) passage during transcription. Nucleosomes are disassembled by sequential H2A–H2B 
removal by FACT and H3–H4 interaction with Spt6 ahead of RNA polymerase II (RNA Pol II) progression. Following the 
polymerase passage, FACT is instrumental to the incorporation of recycled H3–H4 into DNA [13].

Histone chaperones are critical to the dynamic placement of nucleosomes in chromatin and facilitate the changes that 
coincide with replication, transcription, and repair.

3.  HISTONE MODIFICATIONS AND CHROMATIN REMODELERS

Some of the earliest biochemical characterizations of histones describe acetylation of H3 and H4 [14,15]. It was later found 
that histones are extensively modified, primarily by acetylation, methylation, citrullination, ubiquitination, sumoylation, 
and phosphorylation (reviewed in Refs. [16,17]) (Fig. 28.1). The posttranslational modifications (PTMs) serve several 
important functions. Many of the modifications occur on lysine (K) residues in the amino termini of histones, altering the 
net charge and topology, and changing the interactions of nucleosomes with each other. These modifications also serve as 
a signaling platform for chromatin modifiers, transcription factors, and polymerases. In addition to surface modification, 
nucleosomes can be translocated along the DNA by chromatin remodelers. For many DNA processes, the nucleosome pres-
ents a functional barrier that needs to be moved or evicted. In several cases, there are examples of hierarchical interactions, 
where a PTM facilitates a binding interaction with another complex leading to a downstream function [26,27]. Different 
combinations of posttranslational modifications can recruit downstream effectors that promote transcriptional activation or 
a type of DNA damage–repair pathway.

The combinatorial effect of histone PTMs on downstream function inspired the popular model known as the “histone 
code” [28]. Histone “code writers” add a modification to one or more histones of the complex and “code readers” recognize 
the PTM and initiate the subsequent signal propagation step or modification step. The enzymes that modify histones are 
usually components of multimeric protein complexes that are comprised of code readers, writers, and erasers [16]. As an 
example, the NuA3 complex has two methyl lysine recognizing subunits, Yng1 and Pdp3 [26,27], which allow the complex 
to recognize trimethylated H3–K4 and H3–K36 in promoter regions. Once bound, Sas3, another subunit and acetyltransfer-
ase, acetylates H3 at lysine 14. Additionally, there are cases where the same proteins can be found in complexes of different 
enzymatic function, such as Arp4 being a component of NuA4, SWR-C, and Ino80 [29].

Although there are several types of PTMs, not all histones are targeted equally for a type of modification, as shown in 
Fig. 28.1. For example, the majority of acetylations occur on histones H3 and H4. In S. cerevisiae, methylation is restricted 
to H3, and ubiquitination occurs on H2B. This may be a reflection of the asymmetry of histone placement within the 
nucleosome as well as binding constraints of the modifying complexes.

3.1  Histone Acetyltransferases and Deacetylases

Acetyltransferase proteins catalyze the addition of an acetyl group to the terminal amine of a lysine residue. This creates the 
effect of neutralizing the positively charged lysine (Fig. 28.2A), and has been proposed to weaken internucleosomal inter-
actions to create more flexibility and access to chromatin [30,31] (Fig. 28.2B). Support for this model is the observation 
of an abundance of acetylated histones in highly transcribed euchromatic regions of the genome, as well as in the region 
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directly adjacent to damaged DNA [32,33]. In addition to charge modulation, acetylation can also permit interactions with 
proteins that contain bromodomains. The RSC and SWR-C chromatin–remodeling complexes more strongly interact with 
acetylated histones through bromodomain-containing proteins [34–36].

Although there are many histone acetyltransferases (HATs) that redundantly acetylate histones, two stand out as being 
the most important to acetylating bulk chromatin proteins: Gcn5 and Esa1. Gcn5 is part of the Spt-Ada-Gcn5-acetytrans-
ferase (SAGA) complex, SAGA-like (SLIK) complex and the smaller subcomplex ADA, and it acetylates H2B and H3 
[37,38]. Similarly, Esa1 is a component of NuA4, the yeast homolog of Tip60, and the subcomplex piccolo NuA4. Esa1 
acetylates H2A, H2A.Z, and H4 [18,39,40]. HAT activity is not restricted to histones or even other nuclear proteins, with 
new targets continually being discovered [41–43].

FIGURE 28.1 Posttranslational modifications (PTMs) to histones in Saccharomyces cerevisiae. (A) Histones are extensively posttranslationally 
modified by acetylation, methylation, ubiquitination, and sumoylation on lysine (K), and phosphorylation on serine (S) or threonine (T) [2,18–23]. While 
some modifications can only be made by a single complex, others are redundantly modified by several complexes (depicted beneath). With other modi-
fications, such as sumoylation, all histones can be observed to be sumoylated at several K residues by Siz1 and Siz2 SUMO ligases [24]. There are many 
abundant PTMs observed in higher eukaryotes, which do not always occur on the exact residues that are observed with yeast. (B) PTMs often enable 
recognition by protein interaction motifs. The following are examples of common recognition motifs: bromodomains bind acetylated lysines; chromodo-
mains, Tudor domains, and PWWP domains bind methylated lysines; BRCT repeats and FHA domains mediate phospho-serine and threonine interactions 
[25]. In many processes, the application of PTMs allows the histone tails to serve as signaling platforms for downstream processes.
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Histone deacetylases (HDACs) catalyze the removal of the acetyl group from acetylated lysine residues and restore 
the lysine to its premodified state. There are four classes of HDACs, although the RPD3 and HDA complexes perform the 
vast majority of transcription-associated deacetylation [44–46]. An exception is Sir2 in budding yeast, together with Sir3 
and Sir4, having a specialized role in deacetylating H4–K16 to augment the spread of silent chromatin [47]. As with the 
acetyltransferases, HDACs have targets that extend beyond histones and chromatin into every cellular system [42]. Much of 
RPD3 and HDA targeting is mediated by other proteins in the complex, which stabilize its localization to specific genomic 
sites including intergenic regions and certain promoters [46]. It appears that with regard to catalyzing deacetylation, RPD3 
and HDA do not target specific lysines of histone tails but have a broad recognition of acetylated residues [44,47].

3.2  Histone Lysine Methyltransferases and Demethylases

Methylation of lysine residues differs from acetylation in that it functions primarily as a binding platform for signal trans-
duction [25] (Fig. 28.1). Histone lysine methyltransferases (HKMT) have relatively fewer targets compared to acetyltrans-
ferases. In S. cerevisiae, the most described and biologically relevant HKMTs are Set1, Set2, and Dot1, which catalyze 
trimethylation of H3–K4, H3–K36, and H3–K79, respectively [48]. Generally, methylated lysines are binding targets for 
proteins that contain chromodomains, plant homeodomains (PHD), PWWP, and Tudor domains [49]. Unlike acetylation, 
where a single acetyl group can be added, up to three methyl groups can be added to lysine. HKMTs can be very precise as 

FIGURE 28.2 Acetylation/deacetylation of lysine residues by histone acetyltransferase (HAT) and histone deacetylase (HDAC) complexes.  
(A) HAT complex catalyzes the addition of acetyl groups to lysine residues, while HDACs catalyze the reverse reaction (Adapted from Yang XJ, Seto E. 
The Rpd3/Hda1 family of lysine deacetylases: from bacteria and yeast to mice and men. Nat Rev Mol Cell Biol 2008;9:206–18.). Acetylation neutralizes 
the basicity of the lysine, which in the case of histones changes the chromatin environment, lessening the interactions of the nucleosomes with DNA. (B) 
Model depicting how abundant acetylation of histones creates more loosely associated nucleosomes. The “opening” of chromatin makes more down-
stream histone-modifying interactions more amenable.
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to what modification they catalyze. An enzyme that adds a single methylation mark often will not di- or trimethylate that 
residue (reviewed in Ref. [50]). This variation creates a level of plasticity in which reader complexes will target a specific 
methylation mark, as they have a preference for certain lysine-modification signatures. An example of this targeted interac-
tion is the H3–K4 trimethylation (H3–K4me3) mark, which recruits proteins with a PHD motif. Although these PHDs will 
bind dimethylated and monomethylated forms, it is to a much lesser degree than its preferential trimethyl target [26]. Down-
stream effects of methylation include: (1) regulating DNA repair, in the case of H3–K79me3; (2) distinguishing chromatin 
regions for transcriptional functions; and (3) marking boundaries between active chromatin and subtelomeric silent chro-
matin [51,52]. As with acetylation, methylation is a reversible modification, mediated by the Jumanji domain–containing  
histone lysine demethylases (HKDM).

3.3  Histone Ubiquitination and Sumoylation

Histone ubiquitinatination and sumoylation result from an enzymatic cascade where the small proteins ubiquitin or small 
ubiquitin-like modifier (SUMO) are covalently linked to a lysine residue [53]. Both ubiquitin and SUMO modifications 
produce bulkier alterations than acetylation or methylation, and may distort the nucleosomal conformation to make it more 
accessible for further modification [25], or compete with and block other modifications at the same, or nearby lysine resi-
dues. Ubiquitination of H2B at K123 is associated with the coding section of transcribed regions [19]. This modification 
plays a critical role in permitting downstream nucleosome methylation by Set1 (COMPASS complex) and Dot1 to methyl-
ate H3–K4 and K79, respectively [54,55]. Like acetylation and methylation, ubiquitin modifications can be removed by 
ubiquitin proteases [56].

Histone sumoylation is dependent on Siz1 and Siz2 E3 ligases, and generally corresponds to repression of transcription. 
Transcription induction produces a loss of SUMO and gain of acetylation. Therefore, sumoylation is proposed to compete 
with transcription-promoting modifications and help maintain transcriptional quiescence at inducible genes [24].

3.4  Histone Phosphorylation

Phosphorylation of histones is associated with signaling events that are extremely relevant to genome stability, such as 
chromatin condensation in mitosis and the response to DNA damage. Like acetylation, phosphorylation that is proximal 
to lysines can nullify the highly basic charge of histones. In damage and mitosis signaling, its primary function is to cre-
ate interaction sites for phosphorylation-binding motifs of downstream targets. As part of the DNA damage and signaling 
cascade, H2A is phosphorylated on S129 in yeast (abbreviated to γH2A) [20] (Fig. 28.1). In this circumstance, it is bound 
by BRCT repeat or forkhead-associated domain (FHA)-containing proteins that are part of the signal cascade leading to 
activation of cell-cycle checkpoint. Coordination of mitotic processes is strongly regulated by histone phosphorylation/
dephosphorylation events. Phosphorylation of H3–S10 by the kinase Ipl1 (homolog of Aurora B) [20] is important to estab-
lishment and maintenance of chromatin condensation. After mitosis, it is removed by PP1 phosphatase Glc7. Phosphoryla-
tion of H2A–S122 occurs as part of the spindle assembly checkpoint (SAC) in the event of DNA damage and misaligned 
spindles [57].

3.5  Nucleosome Exchangers and Remodelers

Histone modifiers often act cooperatively with histone exchangers and remodelers, to alter nucleosome composi-
tion, positioning, and occupancy. Chromatin remodelers can be grouped into six families: Snf2-like (Chd1, SWI/
SNF, RSC, ISWI); Swr1-like (SWR-C, INO80); SMARCAL1-like (Fun30); Rad54-like; Rad5/16-like; and ERCC6/
SSO1653-like [58–60]. Remodelers have different capabilities, some can slide histones relative to DNA and some 
can completely evict octamers; however, they all require ATP hydrolysis for functionality. Many remodelers contain 
histone code readers for targeting to the genomic regions that they alter. The Chd1 protein associates directly with 
the SAGA acetyltransferase complex, acting cooperatively with acetylation to promote transcription progression [61]. 
Additionally, Chd1 and other CHD family members contain tandem chromodomains at their N-termini that facilitate 
interaction with H3–K4 [62].

Remodelers can be grouped according to specific functional roles. Members of the Snf2-like and Swr1-like families 
tend to promote transcription and processes that open up the chromatin and make it more accessible, through both nucleo-
some movement, histone exchange, and eviction [63]. However, ISWI and CHD family members can behave in the opposite 
manner, altering internucleosomal spacing to remove nucleosome-free regions (NFRs) and shorten internucleosomal gaps 
to such a degree that further shortening is not possible [60,62,64].
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3.6  Histone Variants

Histone variants share many of the structural features of their canonical nucleosomal counterparts but have variation in 
sequence and transcriptional regulation that is independent of core histones. Variants also associate with chaperones; how-
ever, unlike “bulk histones” their incorporation into chromatin is replication independent. A variant that is essential and 
conserved in all eukaryotes is a version of H3 that designates the chromatin region of the centromere (CenH3). CenH3 (also 
CENP-A or Cse4) is incorporated by its chaperone Scm3, and is critical for stable formation of the kinetochore in mitosis 
(reviewed in Choy [65]; and Henikoff, & Furuyama [66]).

The variant H2A.Z (Htz1) functions in transcription, boundary formation between silenced DNA and active genes, 
and the response to DNA damage [67]. H2A.Z shares only 60% sequence homology with canonical H2A, varying most 
in the linker regions within the histone fold and C-terminus [68,69]. The unique C-terminal region is required to allow the 
SWR–C complex to interact with it and insert it into the DNA. The difference in linker regions alters the interaction of 
H2A.Z with H3–H4, and is predicted to create a less stable nucleosome [70].

Like H2A, H2A.Z-H2B dimers are bound and imported into the nucleus by the chaperone Nap1. When in the nucleus, 
the H2A.Z–H2B-specific chaperone, Chz1, participates in correctly targeting H2A.Z to promoters and telomeres [71–73]. 
The incorporation of H2A.Z is mediated by the Swi2/Snf2-related chromatin-remodeling complex SWR-C [74–76], which 
exchanges canonical H2A–H2B in chromatin for the variant dimer H2A.Z–H2B. Biochemical experiments indicate that 
H2A.Z nucleosomes may be heterotypic, where there is one H2A.Z and one H2A, or homotypic, where there are two H2A.
Zs [77]. Because of differences in linker region 1 (L1) length around the histone fold of the protein, it is predicted that a 
heterotypic H2A.Z nucleosome would be highly unstable [70]. This instability may account for observations of H2A.Z 
presence at transcription start sites reducing the barrier function that most nucleosomes present to RNA Pol II [78].

Although H2A.Z incorporation has diverse functions, this variant is often placed in regions that require dynamic regula-
tion, and are proximal to NFRs. At transcription start sites, a 70–120 bp NFR precedes the coding region of the gene. The 
NFR is followed by the so-called “+1 nucleosome,” which is the first nucleosome encountered by RNA Pol II. In most 
genes, regardless of activity, this region is bound by SWR-C and INO80, both of which are recruited by the NFR at that site 
(Swc2 of SWR-C and Nhp10, Arp8 and Ies5 of INO80) [79]. SWR-C localization is further augmented by NuA4-mediated 
acetylation of H4 nucleosomes (Bdf1 of SWR-C binds these) [36,79]. In a study measuring the processivity rate of RNA 
Pol II in transcription, it was observed that the nucleosomal barrier to transcription could be alleviated by H2A.Z occupy-
ing the +1 position [78,80]. The model of how the combined activity of these complexes cooperates with transcription is 
that SWR-C incorporates H2A.Z while INO80 removes it from the +1 nucleosome, in a dynamic fashion [79]. This disrup-
tion of the nucleosome eases progression of the polymerase. Along with affecting its incorporation, H2A.Z acetylation by 
NuA4 and Gcn5 is associated with both highly transcribed genes, and retention of the variant by inhibiting INO80-mediated 
H2A.Z to H2A exchange [81–83]. Additionally, Rtt109 enhances removal of H2A.Z through acetylation of H3–K56, per-
mitting SWR-C to catalyze the reverse exchange of incorporation: H2A for H2A.Z [84].

H2A.Z nucleosomes are also localized in proximity to replication origins [85], and sites of DNA damage [86], which are 
also surrounded by NFRs [87]. Therefore, a general mechanism of H2A.Z incorporation may be to relieve the nucleosomal 
barrier to polymerases at transcription start sites and to replisomes of newly fired replication origins.

4.  CHROMATIN MODIFIERS IN GENOME STABILITY

The activities of various chromatin modifiers and remodelers in the functions of replication and DNA-damage response are 
critical in the maintenance of genome stability. There are many instances of cooperative and antagonistic interactions that 
create or deny access to certain genomic regions.

4.1  DNA Replication

The process of DNA replication is a highly coordinated event where bidirectionally oriented replication complexes or 
replisomes unwind and duplicate DNA from several genomic loci (reviewed in Bell, & Dutta [88]). The intersection of 
unreplicated duplex DNA with a single replisome and the replicated daughter strands is referred to as the replication fork. 
The replication fork is comprised of a leading strand, which is polymerized continuously and the lagging strand, which is 
discontinuously synthesized as Okazaki fragments [88].

During S phase, chromatin is duplicated along with the DNA template and requires both histone recycling and the syn-
thesis of new histones to have enough octamers for both the newly generated strands. The assembly of nucleosomes after 
fork passage is rapid (30 s), and it was found that nucleosomes were present on the leading and lagging strands 125–300 bp 
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from the replication complex (reviewed in Annunziato [89]). Therefore, addition of nucleosomes from recycled parental 
and newly synthesized histone pools progresses with similar timing to the synthesis of DNA. However, the presence of 
nucleosomes on nascent DNA did not follow the same kinetics as restoring all chromatin marks (chromatin maturity), 
which took about 15 min following replication [89]. This “maturity” time could be increased by the addition of sodium 
butyrate, an HDAC inhibitor, which provided some of the first evidence that newly translated H4 is acetylated [89].

It has since been found that newly translated histones H3 and H4 are acetylated in the cytoplasm by chaperone- 
associated acetyltransferase complexes. NuB4, which is comprised of the Hat1/Kat1, Hat2, and the chaperone Hif1, acety-
lates newly synthesized cytoplasmic H4 on K5, and K12 [90–92]. In a similar fashion, Rtt109 acetylates newly synthesized 
H3 on K9 and K56, associating with the chaperone Asf1 for H3–K56 and both Vps75 and Asf1 for H3–K9 [93]. Prior to 
nuclear import, H3 and H4 form dimers and are imported by Asf1 [92]. Experimental evidence suggests that H4 acetylation 
is important for nuclear import of these dimers, because this process is compromised in an H4–K5,12R allele, producing 
a defect of prolonged S phase [94]. Asf1 then transfers the H3–H4 dimers to the replication associated chaperones: CAF-1 
and Rtt106. Although both are associated with the complex, CAF-1 incorporates the newly synthesized H3–H4, and this 
selectivity may be due to preferential association with the acetylated forms of the proteins [95,96]. CAF-1 and Rtt106 
accept H3–H4 dimers from Asf-1 to form tetramers and place them into nascent DNA, while H2A–H2B dimers are added 
afterward.

The acetylation of newly translated histones is transient, and removal of these marks is evident in late S phase to G2 of 
the cell cycle [97]. As early studies of nascent chromatin indicate, this deacetylation event coincides with the appearance 
of compacted, nuclease-resistant chromatin [89]. Compaction is largely mediated by the remodeler Iswi2, which is associ-
ated with nucleosome assembly after replication [98]. Iswi2 preferentially interacts with unmodified H4 [99–101] and the 
Rpd3L HDAC complex [102] and is important for establishing correct spacing and nucleosome density after replication 
and transcription [64].

In replication, acetylation of nascent nucleosomes also provides continued access to underlying, newly replicated DNA. 
Open chromatin is more permissive to DNA-repair proteins, permitting access to damaged DNA and stalled replication 
forks. In support of this theory, H3–K56ac is associated with regions of DNA-damage and -replication stress that subsides 
only after repair has occurred [103]. This mark is positioned at the entry/exit point where DNA wraps around the nucleo-
some [104], and is proposed to create a loose interaction that inhibits compaction of nucleosome arrays and facilitates 
unwrapping. Therefore, the requirement of open chromatin may be the reason for H3–K56ac association with newly incor-
porated nucleosomes, highly transcribed genes, and sites of damage.

4.2  DNA-Damage Response and Repair

When studying DNA-damage processes, chromatin is typically viewed as an obstruction to repair. In the “access, repair, 
and restore” model [105], chromatin modifiers clear the way for repair processes and restore chromatin to the predamage 
state following repair completion. This model has evolved to acknowledge that the predamage chromatin state and chro-
matin modifiers that participate in the repair process can exert some control over the repair outcome [3]. Although there 
are many sources of DNA damage, the types of damage they create can be grouped into categories of DNA base lesions, 
mismatches, and breaks in the DNA backbone leading to single-strand breaks (SSBs) and double-strand breaks (DSBs) 
(Fig. 28.3). Base excision repair (BER) and nucleotide excision repair (NER) resolve base lesions, while mismatch repair 
(MMR) resolves incorrect base pairs. DNA DSBs are repaired by homologous recombination (HR) and nonhomologous 
end joining (NHEJ). These types of damage create a different type of lesion when encountered by replication complexes. 
Base lesions obstruct replication polymerases because they cannot incorporate bases across from damaged DNA. The DDT 
pathway permits replication to continue in spite of damage. In addition to pathways that mediate repair and damage toler-
ance during replication, checkpoint pathways coordinate repair with cell-cycle stage and prevent transitions until repair 
is complete. In this section we review how the chromatin environment and modifiers participate in these pathways with 
emphasis on replication and DDT.

4.2.1  Repair of DNA Base Damage

Chemical and environmental agents, including ultraviolet radiation (UV), reactive oxygen species (ROS), and chemothera-
peutic agents such as alkylating agents cause base lesions. Repair of these requires excision of the damaged nucleotide, or 
a patch surrounding it, and use of the unaffected strand as a template to synthesize DNA to fill in the space [1] (Fig. 28.3). 
In the BER pathway, proteins that detect a lesion also initiate the repair process. DNA N-glycosylases translocate through-
out the genome, providing a general surveillance of base damage. When a base lesion is recognized, the DNA glycosylase 
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releases the damaged base from the deoxyribose sugar. This is followed by binding of an AP-endonuclease/lyase, which 
nicks the DNA backbone at the apyrimidinic/apurinic (AP) site. The nicked, AP deoxyribose is then recognized by a 3′- or 
5′-phosophodiesterase, which removes the sugar leaving an empty space where the damage was. This gap is then filled by a 
DNA polymerase and the nick is sealed by DNA ligase I (reviewed in Boiteux, & Jinks-Robertson [4]). There is evidence, 
however, that BER can be inhibited at intermediate repair stages, after the DNA backbone is nicked, if the original DNA 
lesion resides is within a nucleosome. In an in vitro study of BER processes, it was found that repair of lesions near the 
center of the nucleosome was not completed because DNA Polβ could not access the abasic site [106]. Retention of repair 
intermediates at abasic sites can lead to genome instability as replication forks encountering nicked DNA can lead to DSBs 
in the DNA backbone [107]. Both in vitro and in vivo studies have identified a role for the RSC complex in supporting BER 
completion by moving the lesion to more accessible sites [108,109].

The NER pathway primarily repairs damage from UV and reactive oxygen-induced lesions. There are two types of 
NER: global genomic (GG-NER) and transcription coupled (TC-NER). GG-NER detects structural aberrations of the 
DNA helix resulting from a lesion that is often in untranscribed regions of the genome. Chromatin-modifying events in 
GG-NER are important to form the recognition platform and excision complex. The earliest steps in the pathway involve 
lesion recognition and localization of the heterodimers Rad4–Rad23 and Rad16–Rad7. Nucleosomes adjacent to the dam-
age are repositioned by Rad4–Rad23-dependent recruitment of the chromatin remodeler SWI/SNF [110], and Rad16–Rad7 
facilitates the recruitment of SAGA [111].

Histone acetylation by SAGA/Gcn5 and the recruitment of additional factors, Rad14 and Rad1–Rad10 (structure- 
specific endonuclease), assist in the subsequent incorporation of H2A.Z [112]. The initial GG-NER recognition factors 
eventually become targeted for Ub-mediated proteasomal degradation, while the NER pre-incision complex is formed. 

FIGURE 28.3 DNA-damage repair and damage bypass pathways in different phases of the cell cycle. The repair pathways that are utilized for 
different types of damage depend on the agent that caused the damage and the stage of the cell cycle [1,2,4]. Endogenous base lesions may be caused by 
reactive oxygen species (ROS) or reactive nitrogen species (RNS). Cosmic radiation or UV light cause base lesions and, more severely, DSBs. In G1, base 
lesions are repaired by BER and NER, while a DSB is repaired by NHEJ. In S phase, bypass of base lesions occurs via the DDT pathway, resulting in TLS 
or template switch. BIR occurs if the replisome encounters a nick in the DNA backbone or the replisome collapses. HR is the preferred repair pathway 
of DSBs during S and G2 of the cell cycle. Lastly, following replication, the newly replicated DNA is scanned for mismatches by the MMR pathway.
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This complex, which includes the essential RNA-Pol II–associated TFIIH, aggregates around the lesion and opens up the 
DNA, allowing binding of RPA to stabilize the undamaged ssDNA strand [4]. Following this, endonucleases are recruited 
to nick the DNA backbone 5′ and 3′ to the damaged region. The patch with the damage is then removed from the DNA and 
the gap is filled in by a DNA polymerase, Polε or Polδ, with DNA ligase I sealing the nick. TC-NER-damage removal from 
the pre-incision complex to completion of the repair is the same as with GG-NER, but the detection mechanism is differ-
ent. The damage sensor is RNA-Pol II, which activates TC-NER when a lesion is encountered on the DNA template during 
transcription [4]. The chromatin remodeler RSC is required for efficient repair for both TC and GG-NER [113]. Although it 
is somewhat counterintuitive, there are some genes associated with TC-NER that are not a part of GG-NER. For example, 
Rad26 (ortholog of CSB), an Snf2-related DNA/RNA helicase, is proposed to function exclusively with TC-NER because 
it associates with RNA Pol II when it stalls during transcription elongation [114].

4.2.2  Repair of DNA Double-Stranded Breaks

DNA DSBs result from a variety of endogenous and exogenous sources. Hydroxyl radical attack and ionizing radiation can 
break the phosphodiester bond of the DNA backbone, replication stress can lead to fork collapse, and chemotherapeutic 
agents that poison topoisomerase II, can cause DSBs. DNA DSBs are considered to be the most dangerous DNA lesions, 
because they are the most likely to result in mutation or caused unresolvable lesions that may lead to cell death [115]. 
Repair of DSBs can be through two mechanisms: HR, in which newly replicated DNA serves as the template of repair, and 
NHEJ, in which broken DNA ends are directly annealed to each other (Fig. 28.3). It is generally felt that NHEJ is more 
error prone as it does not follow a template, and in the process of DSB formation and processing, some sequence between 
broken strands may be lost. Of these two repair pathways, HR is only selected between S phase and mitosis of the cell 
cycle, when there is a sister chromatid available to repair from. Because NHEJ does not use a template, it occurs during all 
cell-cycle phases though its function is most critical for cell survival in G1 and in mammalian cells, and G0 as well. As with 
base lesions, repair of DSBs involves several chromatin-modifying complexes, some of which are outlined in Fig. 28.4.

4.2.2.1  Nonhomologous End Joining

One of the most important factors for the initiation of NHEJ is the stable association of DNA ends with the damage- 
recognition heterodimer yKu70/yKu80 [119]. These proteins serve two important functions: inhibiting 3′ to 5′ resection 
of DNA ends, and serving as the recruiting platform for downstream factors that will stabilize and form a protein bridge 
between broken DNA ends. In yeast cells, the MRX complex serves the cross-bridging function between ends, while 
the phosphatidyl inositol kinase-like kinase (PIKK) family member DNA-dependent protein kinase (DNA-PK) [120], is 
instrumental for this in mammalian cells. MRX is a highly conserved heterotrimeric complex comprised of the Mre11 exo-
nuclease, the SMC family member Rad50 and scaffold protein Xrs2. Although it is not an essential complex in yeast, DNA-
damage signaling and repair are severely compromised in MRX mutants [121]. In addition to cross-bridging, the ends need 
to be processed to become completely blunt ended, either through removal of overhangs or utilizing a polymerase, Pol4, to 
fill in the space. Ligation of the DNA ends in yeast is performed by Dnl4 ligase with the help of Nej1 and Lif1 (reviewed in 
Daley [119] and Mathiasen & Lisby [122]). In addition to the canonical NHEJ pathway, alternative NHEJ pathways, such 
as microhomology-mediated end joining (MMEJ), can anneal regions with short sections of conserved sequence; however, 
MMEJ is highly error prone [123–125].

4.2.2.2  Checkpoint Activation and DNA Resection at a DSB

There are extensive chromatin modifications in the region of a DSB and the phosphorylation of H2A at S129 is central 
for many downstream events. The cell-cycle checkpoint is a protein kinase-mediated signal transduction cascade, which is 
initiated in response to DNA damage, preventing transition to the next stage of the cell cycle until repair is completed. The 
damage checkpoint and the DSB-repair pathways are activated primarily through signal amplification from the binding of 
the MRX complex to DNA ends (Fig. 28.4). MRX binds at the DSB and acts as a recruiting platform and activator of the 
damage signal transduction PIKK kinase Tel1. PIKKs (reviewed in Jackson [126]) are central to the DNA-damage response 
in all eukaryotic organisms. Two proteins of this family that are critical to damage signal transduction in S. cerevisiae are 
Tel1 and Mec1, the orthologs of ATM and ATR, respectively. They are considered the main transducers of a damage signal 
because their activation is between proteins that directly sense damage and the amplification of kinase cascades to activate 
cell cycle–checkpoint proteins Chk1 and Rad53 and phosphorylate other targets proximal to the break.

During S and G2 of the cell cycle, when HR can occur, MRX recruits the Sae2 exonuclease to initiate resection of 
DNA from the break, creating a 3′ ssDNA overhang [127,128]. Resection is initiated by Sae2 (mammalian CtIP), and 
continued by the unwinding activities of the RecQ helicase, Sgs1, and the exonucleases, Exo1 and Dna2, which catalyze 
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further resection. As the exonucleases resect DNA, the ssDNA-binding protein RPA accumulates and creates a platform for 
Mec1–Ddc2(ATRIP) binding. Mec1 kinase activity can be stimulated by interactions with Ddc1 (9-1-1 complex) and RPA 
interactions with both Ddc2 and Ddc1 function to tether Mec1–Ddc2 and 9-1-1 to the RPA-ssDNA [129], coupling Mec1 
to its activator, the 9-1-1 complex.

Maintenance and amplification of checkpoint signaling is driven by a chromatin-based signaling platform that is initi-
ated by Mec1- and Tel1-dependent γH2A formation. γH2A recruits Rad9 (homolog of 53BP1), a BRCT-containing scaf-
fold protein that also binds the effector kinases Rad53 and Chk1 [122]. Once proximal to the break, Mec1/Tel1-dependent 
phosphorylation of Rad9 promotes its oligomerization via its BRCT repeats [130], and the further binding of Mec1 kinase–
activating proteins, Ddc1 and Dpb11 [131]. Binding all of these proteins close to breaks serves to colocalize Mec1 with 

FIGURE 28.4 Activity of chromatin modifiers and remodelers at a DSB. An early event after damage induction is acetylation of histones H4 and H3 
by NuA4 and SAGA, respectively [116,117]. Chromatin remodelers SWI/SNF and RSC recruit to the site of DSB, to slide nucleosomes and evict them 
from the region of the DSB [63]. SWR-C localizes to a DSB and incorporates H2A.Z into nucleosomes proximal to the break [86]. INO80 also recruits 
to a DSB, and is important in mediating downstream functions of break movement within the nucleus [118].
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its activators, amplifying the signal by recruiting more Mec1–Ddc2, and activating its effector kinases, Rad53 and Chk1. 
Once activated, effector kinases are then able to perform their functions, which include preventing cell-cycle progression 
and inducing transcription of repair factors.

4.2.2.3  Homology Search and Repair

Following resection, the ssDNA-binding protein Rad51 displaces RPA on the 3′ overhang, to align with regions of the 
sister-chromatid template in the search for a homologous region to copy for repair (Fig. 28.3). Sequence search and veri-
fication is mediated partially by the activities of Rad52, and other members of the HR complementation group (Rad54, 
Rad55, and the Shu complex) [132]. When a complementary region is found, the 3′ resected strand invades the undamaged 
duplex, displacing the other strand of the donor sequence. The donor sequence strand that is displaced is then used as a 
template for filling in the gap from the other strand of the break to form the Holliday junction. After the DNA polymerase 
has passed the region of the break, the junction is resolved by nucleases that separate the connections between the donor 
and invading strands [133].

4.2.2.4  Histone Modifications and Remodelers Associated With DSBs

Along with phosphorylation of histones [21], histone acetylation at H4 by NuA4, and H3 by SAGA occur as an early event 
in the DNA damage response [32,33,41] (Fig. 28.4). This initiating event is important to opening chromatin to facilitate 
remodeling [2,134]. Additionally, the acetylation marks are recognized by the bromodomain-containing chromatin remod-
eler SWI/SNF [116], which enhances γH2A signaling at the break [86]. The remodelers SWR-C, INO80, and RSC also 
recruit to the DSB [117], and H2A.Z has been reported to be incorporated in nucleosomes for several kilobases flanking 
the break. The localization of H2A.Z and remodelers at a DSB is associated with extensive resection at the break [86]. 
However, the trend of extensive processing of a DSB does not agree with events that would promote NHEJ. Therefore, it 
is unlikely that the very different repair processes of HR and NHEJ would utilize all the same mechanisms in nucleosome 
restructuring. HR would require extensive reorganization to facilitate DNA resection, while NHEJ would require inhibition 
of those modifications to prevent it.

A caveat to many of the studies that have characterized histone modifications and remodelers at a DSB is that they did 
not restrict their observations to discrete cell-cycle phases [135]. A 2013 study sought to observe if there were differences 
in levels of chromatin modifications and remodelers between G1 and G2/M of the cell cycle, which they were able to do 
by using mating pheromone to synchronize cells in G1. Their findings revealed that within a chromatin context, there are 
mechanisms in place to influence repair choice between NHEJ and HR [117].

There are discrete differences among cell-cycle phases in recruitment of NuA4, INO80, SWR-C, SWI/SNF, and RSC. 
Generally, all of these complexes abundantly localized to a DSB in G2/M, in support of previous publications (reviewed 
in Papamichos-Chronakis & Peterson [2]; Price & D’Andrea [134]), but were not present at a DSB in G1, in which γH2A 
and yKu70/yKu80 were strongly enriched [117]. This result strongly differed from previous publications where γH2A was 
previously identified as being a recruiting mark for complexes containing Arp4, which includes NuA4, SWR-C, and INO80 
[32]. Furthermore, mutation of H2A, so that it cannot be phosphorylated at S129, had no negative influence on recruitment 
of NuA4, INO80, SWR-C, SWI/SNF, and RSC to a DSB.

Subsequent exploration of the inverse relationship between γH2A and chromatin-modifier recruitment revealed that 
inhibiting DNA resection and HR strongly reduced recruitment of NuA4, INO80, SWR-C, SWI/SNF, RSC, and RPD3L to 
DSBs, while it increased γH2A levels [117]. Therefore, end processing and resection of DNA at a break is required to initi-
ate remodeler activity and inhibit γH2A. At the same time, they observed that yKu70/80 strongly influenced remodeler and 
γH2A enrichment. NuA4, INO80, SWR-C, SWI/SNF, and RSC localized to a DSB in an yku70Δ in G1, and additionally, 
γH2A signaling was lost [117]. This supports that extensive modifications and remodeling are required to create access to 
the damage to facilitate early HR steps of resection.

This study raises many questions about the regulation of factors that promotes or inhibits resection at the break. As 
previously mentioned, Rad9 interacts with H3–K79me3 and γH2A to provide a binding site for this scaffold at sites of dam-
age in G1 and G2 [136,137]. Rad9 forms oligomers via its BRCT repeats interactions with phosphorylated residues from 
Mec1/Tel1, and that this ability is important for damage-signal propagation and checkpoint signaling [130]. However, there 
is a model that suggests that Rad9 and associated proteins form an obstacle to nucleases, helicases, and chromatin modi-
fiers that is proposed to inhibit resection [138,139]. To circumvent this obstacle, the SMARCAL1-like family chromatin 
remodeler, Fun30, is necessary to promote resection in the presence of Rad9 [138]. Fun30 localization at a DSB depends 
on proteins that facilitate resection (Sgs1, Exo1, and MRX). Additionally, Fun30 coimmunoprecipitates with RPA, Exo1, 
and Dna2 in damaged cells.
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The Rad9 obstacle is likely to vary with the cell cycle, as it forms a complex at damage with Dpb11, 9-1-1, and Mec1 
that is CDK dependent and uniquely occurring in G2 of the cell cycle [131]. CDK activity also has an impact on the capac-
ity of Rad9 to regulate resection in G2 [140]. Therefore, the dynamic assembly of Rad9 at damage likely creates a different 
kind of relationship to downstream factors that promote resection and modify chromatin such as Fun30, causing Rad9 to be 
a barrier to resection that is dependent on the cell-cycle phase.

Another set of papers that supports different chromatin events happening in HR vs. NHEJ are from studies in Schizosac-
caromyes pombe (fission yeast) and human cells [141,142]. In these studies, an intriguing relationship was identified where 
acetylation and methylation at H3–K36 compete to either enable or block resection of a DSB. Methylation of H3–K36 by 
Set2 occurs primarily in G1, in association with transcription, preventing resection and thus HR. However, acetylation of 
H3–K36 by Gcn5 in S and G2 allows HR to occur.

The observation that different chromatin modifiers and remodelers are present for G1 and S/G2 phases are intuitive 
for what would be expected at a DSB, based on the extreme difference in HR- and NHEJ-pathway mechanisms that are 
required for repair.

5.  REPLICATION STRESS, ACTIVATION OF THE S-PHASE CHECKPOINT AND DNA-
DAMAGE TOLERANCE

The S-phase checkpoint integrates the DNA-damage response with the replication process, enabling the cell to proceed 
through replication in the presence of damage and replication fork obstruction. Obstruction to replisome progression causes 
RPA-ssDNA accumulation, which results in a stressful configuration that can cause the replisome to disassemble, the rep-
lication fork to collapse, and the formation of a DSB (reviewed in Friedel et al. [143]; Yekezare et al. [144]; Yoshida et al. 
[145]). As with activation of checkpoint due to a DSB, RPA-ssDNA is again the recruiting platform for proteins that sense 
replication stress, most critical of which are Ddc2 (Mec1–Ddc2) and Ddc1 (9-1-1 complex). Binding of Ddc1 and Dpb11 
to Mec1 activates Mec1 kinase activity, leading to phosphorylation of many components of the replisome to slow fork pro-
gression in a controlled manner and directly recruit and activate the checkpoint-kinase Rad53 [143].

The main repair pathways active during replication are MMR, when a base is misincorporated in the daughter 
strand, DDT pathway, when replication past a damaged lesion must occur, and HR when there is a DNA-DSB [4]. 
MMR is similar to BER and NER in that one half of the helix is the repair template for the mismatched base. MMR 
occurs only after DNA replication, proofreading the newly synthesized DNA for mismatches, insertions, and dele-
tions using the MutS homologs (MSHs). When MSH proteins identify mismatches, the MutL homologs (MLH) pro-
teins interact and begin to mediate the excision of the misincorporated daughter nucleotide and replacement with a 
correct one [4]. Much of what is known about MMR was derived from in vitro studies with “naked” DNA. Purified 
MMR proteins, however, are unable to perform the repair in nucleosome-DNA arrays, implying that like BER and 
NER, access to the lesion is important.

A current model is that MMR complex components are recruited to nascent DNA by association to modified histones, 
either by localizing to marks that are placed prior to replication and nucleosome disassembly, or to newly incorporated 
nucleosomes following the replication fork [146,147]. There is evidence in S. cerevisiae that H3–K56Ac plays a role in 
MMR [148]. As previously mentioned, H3–K56Ac is a mark of newly synthesized H3 and replication associated incorpo-
ration of new nucleosomes [93]. Association with H3–K56Ac would also localize MMR proteins to nascent DNA and the 
replication fork. Additionally, H3–K56Ac creates more flexibility in nucleosome/DNA interactions because the modifica-
tion is at the entry/exit point of where DNA interacts with the nucleosome [104]. Association with modifications that are 
indicative of immature chromatin may indicate that MMR proteins interact with DNA while nucleosomal positioning is 
flexible, creating the ability to scan newly synthesized DNA for mismatches.

5.1  DNA-Damage Tolerance

The base lesion repair pathways of BER and NER are not usually sufficient to repair all damage while DNA is being 
replicated in S phase [4]. A replication fork will stall at a base lesion because it is unable to incorporate a base opposite 
the one that is damaged [149]. In this instance, the replication bypass pathway known as DDT or post-replication repair 
(PRR) is utilized (Fig. 28.5). This allows DNA replication to occur through the damage and permit NER or BER to do 
the actual repair after replication has occurred. DDT occurs by two mechanisms considered error free (EF) and transle-
sion synthesis (TLS). When EF is selected, the replication template is switched to the undamaged strand in a process 
that utilizes many of the proteins and mechanisms of HR [150,151]. The template is switched back once replication has 
bypassed the region that was damaged. In TLS, the high fidelity–replication polymerase is switched to a lower-fidelity 
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polymerase that is able to incorporate a base across from the damage, though it may be mutagenic. Once damage is 
bypassed, the high fidelity–replication polymerase continues DNA replication (reviewed in Sale et al. [149]; Moldovan, 
et al. [152]; Fu et al. [153]).

5.2  PCNA Modification and DNA-Damage Tolerance

The upstream mechanism that initiates utilization of EF vs. TLS bypass is through the posttranslational modification of the 
replication sliding–clamp PCNA [154,155] (Fig. 28.5). PCNA is a homotrimeric complex that encircles the DNA duplex 
and is essential to the function of DNA polymerases. Replication stalling occurs when the polymerase encounters a base 
lesion, resulting in an accumulation of ssDNA. Rad18, an E3 ubiquitin ligase, is recruited to ssDNA and sumoylated PCNA 
[156,157], and together with the E2 ubiquitin ligase Rad6, can ubiquitinate PCNA at K164 [154,155,158,159]. If PCNA 
remains monoubiquitinated, then bypass will proceed by the TLS pathway. However, if PCNA is polyubiquitinated on 
K164, then the EF pathway will be selected.

FIGURE 28.5 Activation of the DNA-damage tolerance (DDT) pathway. DDT is a means of bypassing base damage that is encountered by a repli-
some [4]. When a progressing replisome encounters base damage, the complex stalls because the high-fidelity polymerase cannot incorporate a nucleotide 
across from a damaged base. PCNA becomes ubiquitinated on K164 by Rad6–Rad18. If PCNA remains monoubiquitinated, bypass will proceed by TLS, 
where a low-fidelity polymerase (Polζ: Rev1, Rev3, and Rev7) replicates past the damaged base. If PCNA is polyubiquitinated by Mms2–Ubc13 and 
Rad5, bypass will be mediated by EF-DDT.
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5.3  EF-Damage Tolerance

EF-DDT is selected by polyubiquitination of PCNA on K164 [160]. A K63 polyubiquitination linkage is added to PCNA 
by the E2 ligases Mms2–Ubc13, and E3 ligase Rad5 [158,161–164] (Fig. 28.5). Because of the similarity between EF-
DDT and HR, many of the proteins utilized in homology search and replication using the sister template are also critical 
for template switch. Among the proteins needed for both pathways are Rad51, Rad52, Exo1, the Shu complex, Sgs1, and 
the 9-1-1 complex [151,165–167].

5.4  Translesion Synthesis–Damage Tolerance

TLS is selected when PCNA remains monoubiquitinated on K164 (Fig. 28.5) [155]. An error-prone polymerase assumes 
replication for sufficient number of bases to permit the damage to be bypassed and is then displaced by the higher fidelity–
replication polymerase (reviewed in Makarova & Burgers [168]). Rev3 is from the same protein family as Pol3 of the Polδ 
lagging–strand polymerase, and like Pol3, Rev3–Rev7 interacts with the accessory subunits Pol31 and Pol32 [169,170]. 
The in vivo complex of Polζ also includes Rev1 [171]. Rev1’s function when associated with Polζ is independent of its 
catalytic function, and it appears that acting as a scaffold via association with PCNA and DNA is the critical function of the 
protein for TLS [172–174]. Because it operates as a trimer with Rev1, Polζ is sometimes dubbed “the mutasome” [168]. 
Mutasome activity is generally restricted to G2 of the cell cycle, with Rev1 levels being regulated by proteolytic targeting 
[173,175]. Additionally, the activity of Rev1 has been shown to be regulated by Mec1 phosphorylation [176].

5.5  Checkpoint Signaling, Chromatin, and DDT

Mec1 and Rad53 function in the DDT pathway by different mechanisms, in that Mec1 promotes the TLS pathway, while 
Rad53 promotes template switch [177,178]. A potential mechanism for this is that Mec1 modifies targets that are distinct 
from the Rad53 checkpoint kinase that is downstream of it. To differentiate the function of Mec1 and one of its most 
important kinase targets, Rad53, it is intuitive that Mec1 is affecting processes that are independent of checkpoint activa-
tion. This has been demonstrated in its role in the localization and activity of Rev1 in DDT, at a DSB and potentially also 
with NER [176,179–181]. Genetic analysis of the interaction of the Mec1 target γH2A with the DDT pathway suggests 
that γH2A also supports TLS [182]. Also, given that Rad9 association with chromatin functions to activate the checkpoint 
and influence resection, it is possible that a role for Mec1 and Rad9, independent of Rad53 activity, is to restrict resection 
and favor TLS over EF [136,140]. In budding yeast, EF is preferentially used during S phase of the cell cycle [183]. The 
mechanisms mediating this bias appear to be chromatin based and could be dependent on the DNA damage–associated 
scaffold protein Rad9.

The signaling cascade involving ubiquitination of H2B–K123 and methylation of H3–K79 biases DDT away from TLS 
[184,185]. Histone H2B is ubiquitinated by the E2 and E3 ligases Rad6 and Bre1, respectively. If H2B–K123ub is present 
on nucleosomes bound by Dot1, its methyltransferase activity is directed toward H3–K79 [186,187]. Genetic interactions 
of DOT1 support a role for it as promoting template switch DDT [184,185]. Consistent with a function in EF-DDT, loss 
of DOT1 produces an increase in the rate of spontaneous mutagenesis, which is used as an indirect measurement of TLS 
polymerase activity. H3–K79me3 may be bound by Rad9 in the event of DNA damage via its Tudor domains [188] (Fig. 
28.6). The interaction of DOT1 with RAD9 is dependent on the type of DNA damage, in that they are additively sensitive 
when treated with IR, but epistatic when treated with the base lesion causing agent methyl methanesulfonate (MMS). This  
indicates that Rad9 is associated with H3–K79me3 to mediate the survival promoting response to base lesion–induced 
damage. Support for Rad9 cooperating with EF is that a deletion mutant has a high rate of spontaneous mutagenesis which 
is dependent on functional TLS polymerases [189]. Therefore, a model for H3–K79me3 promoting EF could be that 
dot1Δ mutants combined with repair defects do not accumulate damage intermediates due to their mutated repair path-
ways because they undergo unregulated TLS bypass of the damage due to the inability of Rad9 to block TLS (Fig. 28.6). 
Dot1/H3–K79me3-mediated recruitment of Rad9 is an important activator of Rad53, and initiation of resection, which, by 
genetic interactions, is shown to support EF-DDT. Mec1 and γH2A promote TLS. It may be that Mec1 and the γH2A alter 
the chromatin platform of DDR to create an environment more conducive to TLS by inhibition of Rad9.

Other chromatin components have been found to have a role in DDT using the trinucleotide repeat screen. The DDT 
pathway is important for accurate replication of genomic regions that are difficult to replicate due to repeats of CAG/CTG 
sequences. Trinucleotide repeats are fragile sites within the genome that are vulnerable to expansion and contraction due to 
their tendency to spontaneously form DNA hairpins when unwound [190]. Errors in DNA repair, namely BER [191–194], 
lead to replication fork stalling at repeat expansions [195]. Defects in genes associated with HR and EF have a higher level 
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of repeat instability [195]. Contrary to EF-associated genes, TLS genes can lead to a greater rate of errors when other genes 
important for repeat stability are mutated, such as the MPH1 helicase [196] or the replicative polymerases, Pol2 (ε) and 
Pol3 (δ) [197]. Additionally, TLS polymerases and template switch genes may cooperatively introduce repeat expansions 
at stalled replication structures [198].

Hmo1 (high mobility group protein 1) localizes to repeat tracts and reduces instability [199], a function consistent with 
its endogenous role of binding to the gene bodies of rDNA to prevent DNA-hairpin formation during transcription [200]. 
It was later shown that Hmo1 binding with DNA predisposes the pathway choice toward the EF pathway with a predicted 
model in which Hmo1 bends ssDNA to favor the initiation of strand invasion into the duplicated sister strand for template 
switch [201].

The acetyltransferase Rtt109, which acetylates H3K56 and strongly contributes to nucleosome–DNA interaction flex-
ibility has been shown to have a role in suppressing repeat contractions [202]. In a synthetic genetic analysis screen, Rtt109 
has been shown to favor TLS DDT [203]. A 2014 publication demonstrates that the acetyltransferase complex NuA4 and 
chromatin remodeler RSC suppress Rad5-dependent trinucleotide repeat expansions [204]. Without NuA4-acetylating his-
tones which then recruit RSC to the region, EF bypass is highly error prone. Together, these reports indicate the need for 
manipulation of nucleosome–DNA interactions to either prevent hairpins from forming or cooperatively resolve them when 
they do occur.

A study that more comprehensively explored the role of NuA4 in DDT revealed that the primary role of the complex 
was toward the process of TLS [205]. Mutants of NuA4 reduced the rate of spontaneous mutagenesis in addition to increas-
ing the sensitivity of mutants of EF to MMS. In addition to NuA4, its downstream effectors H4 and H2A.Z demonstrated 

FIGURE 28.6 The histone H3–K79me3 modification biases DDT toward EF-mediated bypass. Rad9 is able to interact with the H3–K79me3 chro-
matin modification via its Tudor domains [186,187] (A). This signal cascade biases DDT toward the EF pathway by unknown mechanisms (as of 2016). 
Loss of DOT1 rescues mutants of the EF pathway and other damage-repair pathways by permitting unregulated TLS to occur [184,185] (B).
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genetic interactions with the DDT pathway. An interpretation of this is that complexes that control H2A.Z incorporation 
and removal perform a function that is important to allow TLS (Fig. 28.7). NuA4 acetylates H4 to create binding sites for 
the bromodomains of SWR-C. NuA4 further stabilizes H2A.Z at specific loci by acetylation. Rtt109 facilitates removal of 
H2A.Z by acetylation of H3–K56, permitting SWR-C to remove this variant.

A function for H2A.Z may be to keep the chromatin environment accessible until replication over the damaged region 
has occurred. H2A.Z nucleosomes are considered to be less stable than canonical nucleosomes where a dynamic instability 
exists at transcription start sites, yet they can form stable barriers to the spread of heterochromatin. Perhaps the most critical 
function of H2A.Z behind the fork is to maintain a flexible chromatin environment that is accessible to TLS polymerases. 
When damage is present, NuA4 mediated acetylation of the N-terminus of H2A.Z may be needed to protect it from removal 
by INO80 and following TLS, H2A.Z would be deacetylated, allowing its removal by INO80 or SWR-C.

6.  OVERVIEW: THE RELATIONSHIP BETWEEN CHROMATIN AND REPAIR CHOICE

The modification of chromatin is essential for optimal transcription, replication, and DNA repair. In spite of the inherent 
differences in these DNA processes, there are consistent steps in histone-modification pathways to enable these functions.

Chromatin opening is facilitated by posttranslational modifications of nucleosomes. Acetylation is often the first modi-
fication step to create open chromatin at transcription start sites, newly translated nucleosomes, and regions of damage. 
The hierarchical modifications of acetylation are often followed by the activity of remodelers such as SWR-C, RSC, SWI/
SNF, and INO80, many of which have bromodomains that allow interactions with acetylated nucleosomes. NuA4- and 

FIGURE 28.7 Model of NuA4 and other regulators of H2A.Z in promoting function of TLS polymerases. Regulators of H2A.Z function to pro-
mote TLS. TLS preferentially occurs in G2 after the bulk of replication completion, where remaining lesions in the genome are gaps of ssDNA [183]. 
NuA4 acetylates H4 proximal to damaged DNA, stabilizing SWR-C at the region, and leading to H2A.Z incorporation at regions proximal to damage. 
Acetylation of H2A.Z may stabilize its retention further by protecting it from INO80-mediated removal [83]. The presence of H2A.Z creates a boundary to 
an NFR surrounding the lesion and ssDNA gap [79,206]. Following TLS of the lesion, INO80 as well as SWR-C and Rtt109 facilitate removal of H2A.Z 
from the damage site to restore the chromatin environment after damage [84].
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SAGA-mediated nucleosome acetylation followed by SWR-C-mediated histone exchange of H2A for H2A.Z, is associated 
with transcriptional start sites, heterochromatin boundaries, and TLS-DDT. Common pathways are also involved in chro-
matin condensation following replication, transcription, and repair. HDAC complexes such as RPD3 deacetylate histones 
and ISWI alters spacing between nucleosomes.

The hierarchy of interactions is also dependent on what the process requires and the phase of the cell cycle. Throughout 
the cell cycle, histone modifiers and remodelers participate in repair processes of BER and NER to shift nucleosomes and 
allow repair machinery to access DNA. In the case of the DSB-repair processes of NHEJ and HR, very different modifica-
tions around the break occur, in a cell cycle–dependent manner. In the case of HR, which occurs in S and G2, and requires 
resection to create access to large tracts of DNA, the acetyltransferases SAGA and NuA4, as well as the chromatin remod-
elers RSC, SWI/SNF, SWR-C, and INO80 localize to DSBs. However, for NHEJ which is restricted mostly to G1, resec-
tion is inhibited, and therefore there is a low level of recruitment of HATs and remodelers, but an abundance of γH2A and 
yKu70/yK80 [117]. The differences in chromatin modifications required for these two processes strongly illustrates the 
interplay between chromatin-modification complexes and repair pathways.

The use of the budding yeast model has been critical in gaining understanding of the involvement of chromatin modi-
fications in processes associated with DNA transcription, replication, and repair. The goal of this chapter was to highlight 
the consistencies of chromatin-modifying activities in these processes, so as to illustrate cooperative behaviors among 
complexes and enable a better understanding of how they function in repair and genome stability. Indeed, some chromatin 
modifications play a role in repair that is so extensive as to determine repair-pathway outcome, such as with the replication-
damage pathway of DDT. A full understanding of the many chromatin modifications needed for efficient DNA repair are 
clearly relevant to understanding human disease. This is particularly evident given that many human cancers likely originate 
from errors in DNA replication accumulated during the many cycles that stem cells need to undergo throughout the lifetime, 
explaining, in part, the strong linkage between age and the incidence of all forms of cancer [207].

GLOSSARY
Mutasome Protein complex allowing error-prone translesion synthesis.

LIST OF ABBREVIATIONS
BER Base excision repair
DDT DNA-damage tolerance
DSB Double-strand break
EF Error free
FHA Forkhead-associated domain
GG Global genome
HDAC Histone deacetylase
HKDM Histone lysine demethylases
HKMT Histone lysine methyltransferases
HR Homologous recombination
MMEJ Microhomology-mediated end joining
MMR Mismatch repair
NER Nucleotide excision repair
NHEJ nonhomologous end joining
NRFs Nucleosome-free regions
PHD Plant homeodomains
PRR Postreplication repair
TC Transcription coupled
TLS Translesion synthesis
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1.  INTRODUCTION

Aging is associated with the progressive functional decline of the body’s tissues and organs, resulting in an increasing 
chance of death at any time point. As such it is a major risk factor for developing age-related pathologies including can-
cer, cardiovascular diseases, autoimmune diseases, and neurodegenerative diseases. The increasing fraction of the elderly 
within human populations has made aging a primary health concern. Studies on aging in various model systems, from 
unicellular organisms (such as yeast) to mammals (such as mice) have revealed several common molecular traits that are 
associated with aging. These include altered epigenetic profile, mitochondrial dysfunction, altered protein homeostasis, cel-
lular senescence, reduced stem cell function, changes in inter- and intracellular signaling, genomic instability, and telomere 
shortening [1].

While there is evidence that supports roles for all of these in aging, there is also extensive interplay between the different 
processes. For instance, mitochondrial dysfunction is characterized by reduced mitochondrial biogenesis, increased respira-
tory rates, or dysfunction of the electron transport chain, resulting in increased generation of mitochondrial reactive oxygen 
species (ROS) with age. ROS can in turn cause oxidative damage to the macromolecules within the cell [2].

The “somatic mutation accumulation theory of aging” postulates that accumulation of mutations with age results in 
functional decline and ultimately leads to an increasing chance of death at any given time point [3,4], and was later modified 
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into the “DNA-damage accumulation theory of aging.” As mentioned previously, organismal aging is caused by a complex 
interplay of different molecular changes affecting the various tissues within the organism and resulting in their functional 
deterioration. While keeping this in mind, there is extensive evidence that indicates a central role of DNA-damage accumu-
lation and resulting genomic instability in aging.

2.  AGE-RELATED ACCUMULATION OF DNA DAMAGE AND GENOMIC INSTABILITY

The “somatic mutation accumulation theory of aging” was originally put forward by Failla to explain the increasing 
death rate within the male population of New York with increasing age [3], and by Szilard as a testable theory to 
explain why organisms age [4]. The central idea of these theories is that the genetic material acquires mutations at a 
steady rate. While these mutations are random, the risk to accumulate an amount of mutations that is no longer com-
patible with survival increases with age. According to this theory, aging would result in increased cell death due to 
mutation accumulation and would thereby promote functional decline. As the role of DNA as genetic material became 
better understood, this theory evolved into the “DNA-damage theory of aging,” which considers the role of DNA 
damage and its molecular and cellular consequences in the process of aging. In agreement with this theory, different 
types of DNA damage including DNA double-strand breaks (DSBs) and oxidative DNA damage accumulate with age 
in various model organisms [5].

When considering the amount of DNA lesions that are detected in a cell at a given time point, it is important to keep in 
mind that this represents a reflection of the steady state. While DNA damage is reversible, products of faulty DNA repair 
and replication are irreversible and promote genomic instability. Genomic instability is commonly triggered at sites of 
single-stranded DNA gaps and DSBs and frequently results in point mutations, microsatellite contractions or expansions, 
copy number variation, loss of heterozygosity, or large genome rearrangements. However, their detection in the context of 
a whole genome is not entirely straightforward, as these events are rare at the scale of a whole tissue.

2.1  Accumulation of Point Mutations, Insertions, and Deletions

Most of the evidence for the accumulation of smaller somatic mutations, such as point mutations, small insertions, and 
deletions, was obtained by using reporter assays. These are commonly based on altered phenotypes caused by mutation of 
either an endogenous gene (such as the hypoxanthine phosphoribosyl transferase (HPRT) locus [6]) or a transgene (such 
as a lacZ reporter [7]). While scoring mutation frequencies using an endogenous reporter system relies on the suitability 
of the cells under study for cultivation, transgene-based scoring of mutation frequencies can be performed by excising the 
transgene and determining the mutation frequency in Escherichia coli. Results from such studies have provided evidence 
for increasing mutation rates with age [8].

2.2  Accumulation of Large Chromosomal Aberrations

Due to their easier detection, large chromosomal abnormalities have been observed in aging cells quite early on. Large 
chromosomal abnormalities accumulate in proliferating as well as in postmitotic cells with increasing age [9]. For instance, 
human brain cells accumulate high levels of aneuploidy with increasing age [10].

3.  CAUSES OF AGE-DEPENDENT ACCUMULATION OF GENOMIC INSTABILITY

The accumulation of mutations with age is the result of a balance between lifelong exposure to DNA-damaging agents 
and subsequent repair of the lesions. DNA is exposed to various intrinsic and extrinsic sources of DNA damage, including 
chemicals, radiation, pathogens, ROS, hydrolysis, and DNA replication and repair errors. The predictability of patterns of 
aging symptoms points to a central role of intrinsic factors in the process. Therefore, intrinsic factors that affect the level 
of genomic instability in a cell will be discussed in the following sections, while keeping in mind that extrinsic damaging 
factors may accelerate the accumulation of DNA damage additionally.

3.1  Oxidative Stress

Among the intrinsic damaging agents, ROS are considered central contributors to human aging as formulated in the “free 
radical theory of aging” [11]. This theory is based on the observation that metabolic activity negatively correlates with life 
span, which may be mediated by increased ROS production and consequent oxidative damage.
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The most prominent ROS are superoxide, hydrogen peroxide, hydroxyl radicals, and singlet oxygen, which are mainly 
produced during oxidative phosphorylation in the inner mitochondrial membrane.

Exposure of DNA to ROS can result in the oxidation of bases, and formation of abasic sites, DNA single-strand breaks 
(SSBs), and DSBs. Unlike damaged proteins or lipids, damaged DNA cannot simply be replaced. Therefore, the cell needs 
efficient repair mechanisms; otherwise, these lesions can cause replication stress or result in point mutations through repair 
errors. For instance, 8-oxo-guanine, which is one of the most frequent types of oxidative damage, can result in GC→TA 
transversions through mispairing during DNA replication [12].

Under normal physiological conditions, cells employ various strategies for detoxification of ROS, including enzymes, 
such as catalases, glutathione peroxidases, and sodium dismutases, and molecules with antioxidant properties, such as 
vitamins and glutathione.

Nonetheless, several lines of evidence support a role of oxidative damage in the aging process. First, several studies 
reported an accumulation of oxidative DNA damage with age [5]. Second, mitochondrial ROS generation increases with 
age, due to increased respiratory rates or dysfunction of the electron transport chain [2]. On the other hand, studies on the 
effects of mutations affecting antioxidant enzymes on life span have yielded contradictory results.

As previously mentioned, many tissues in different species have been shown to accumulate oxidative DNA damage 
with increasing age. An analysis of urinary excretion rates of oxidized nucleotides has shown decreasing rates of excretion 
with increasing age, suggesting that the rate of oxidation decreases with the decreasing metabolic rate during aging [13]. 
However, cells in the aging organism still accumulate oxidative DNA damage at steady rates, indicating reduced capacity 
for repair of oxidative damage with increasing age. In line with this, the repair of oxidative damage is more efficient in cells 
from young when compared to aged subjects [14] (see Section 3.4).

Although the exact role of oxidative damage in aging is not completely clear, it is unarguably an important internal 
source of DNA damage contributing to the age-associated accumulation of DNA damage and genomic instability.

3.2  Depurination, Depyrimidination, and Deamination

In addition to ROS, DNA is abundantly exposed to water, which can induce spontaneous hydrolysis of the glycosylic bond, 
resulting in abasic sites. This occurs at up to 10,000 sites per cell per day [15]. If not repaired before DNA replication, these 
sites can be subject to mispairing and are therefore potentially mutagenic. However, whether this contributes significantly 
to age-associated genomic instability remains to be tested.

While not that frequent, deamination also contributes to the accumulation of point mutations. In particular, deamination 
of 5-methylcytosine to thymine creates potentially mutagenic G-T base pairs. Since deamination of 5-methylcytosine cre-
ates thymine, which is a normal nucleotide, it is not as easily detected as damage. Therefore, 5-methylcytosine deamination 
constitutes a significant source of mutation [16]. Due to the important role of CpG methylation in epigenetic regulation, 
such deamination may not only affect the DNA sequence per se, but also its regulation. While a role of this mutagenicity in 
cancer is well established, no significant accumulation of C→T transitions has been detected in mouse livers with increasing 
age [17]. This is likely due to the activity of a thymine glycosylase (MBD4) that specifically recognizes and repairs G-T 
mispairs that are preferably located in a CpG sequence context [18].

Thus, while both spontaneous hydrolysis of glycosylic bonds and deamination of bases are internal sources of DNA 
damage, their role in human aging is unclear.

3.3  Replication Errors and Replication Stress

In general, genomic DNA is most vulnerable during DNA replication and is subject to replication errors and replication 
stress that can cause secondary damage.

While DNA polymerases replicate DNA with very high fidelity, faulty incorporation of nucleotides occurs in about 1 
in 100,000 bases, of which 99% are fixed by proofreading. The remaining mismatches rely on repair by mismatch repair 
(MMR) [19]. In addition to mismatches, replication slippage contributes to length variations of repetitive sequences, which 
is a result of misalignment of the template and the newly synthesized DNA strand, thus introducing either small insertions 
or deletions [20].

While the fidelity of DNA replication seems to be unaltered with age [21], changes in the activity of MMR may poten-
tially contribute to the accumulation of mutations caused by replication errors (see Section 3.4).

In addition, several conditions can result in slowing or stalling of replication forks, which is termed replication stress. 
These include reduced nucleotide pool, unrepaired DNA damage, frequency of initiation of DNA replication, impaired 
de novo nucleosome assembly, and mutations in genes required for replication [22]. Upon prolonged fork stalling, the 
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replication fork can collapse or regress, resulting in the formation of mutagenic Holliday junctions [23], and can induce 
several types of genomic instability, including SSBs and DSBs. The major repair mechanism to process DSBs generated at 
stalled replication forks is homologous recombination (HR), but in the absence of HR, nonhomologous end joining (NHEJ) 
can repair the lesion, potentially resulting in genomic instability in the form of large genome rearrangements [24]. Process-
ing of breaks generated at stalled replication forks can further result in sister chromatid exchange, and chromosome loss or 
fragility. Thus, this process is very tightly coordinated with cell cycle regulation and damage checkpoints.

Mice with defects in Mcm2 exhibit reduced licensing of DNA-replication origins, severe problems in proliferative cells, 
such as stem cells, and have a drastically reduced life span [25]. In addition, several human premature aging syndromes, 
including Werner syndrome (WS), Bloom syndrome (BS), and Rothmund–Thomson syndrome (RTS), are caused by muta-
tions in DNA helicases of the RECQ family, which play a role in stabilizing stalled replication forks, checkpoint activation, 
and preventing and resolving mutagenic intermediate structures at stalled replication forks [26]. Taken together, this indicates 
that DNA-replication stress may contribute to aging by contributing to genomic instability, particularly in proliferating cells.

3.3.1  Werner Syndrome

WS is the human premature aging syndrome that recapitulates the most traits that are also associated with normal human 
aging, including increased risk for age-related diseases, such as atherosclerosis, osteoporosis, diabetes, and cancer, as well 
as other symptoms of aging, such as hair loss and cataracts [27] (Table 29.1). It is caused by a mutation in RECQ-like 
DNA helicase and exonuclease, which is involved in various processes including DNA replication and recombination, with 
a major role in the reinitiation of stalled replication forks [28]. In line with this, cells from WS patients accumulate DNA 

TABLE 29.1 Human Premature Aging Syndromes and Associated Impairments in Genome Maintenance

Syndrome Mutation
Role in Genome 
Maintenance Traits of Aging References

Trichothiodystrophy 
(TTD)

TFIIH, XPB, 
XPD

TC-NER,  
transcription

Neurologic and skeletal degeneration,  
osteoporosis, ichthyosis, early graying of hair,  
infertility, and brittle hair and nails

[46]

Cockayne syndrome 
(CS)

CSA or CSB TC-NER Cachexia, neuronal degeneration, loss of retinal 
cells, poor growth, cataracts, photosensitivity,  
atherosclerosis, diabetes, hypertension

[46]

Xeroderma  
pigmentosum (XP)

XPA-XPG NER CS symptoms and in addition: hypersensitivity to UV 
exposure, pigment alterations, and high  
incidence of skin cancer

[46]

Ataxia  
telangiectasia (AT)

ATM DDR Progressive cerebellar degeneration, severe ataxia, 
growth retardation, dilated blood  
vessels, immunologic defects, and cancer

[51]

Rothmund– 
Thomson syndrome 
(RTS)

RECQL4 DNA repair Growth deficiency, gray hair, cataracts,  
poikiloderma, osteosarcomas, and skin cancers

[28]

Werner syndrome 
(WS)

WRN Telomere  
maintenance, DNA 
recombination and 
repair

Atrophic skin, thin gray hair, osteoporosis, type II  
diabetes, autoimmunity, skin and muscle atrophy, 
poor wound healing, cataracts, atherosclerosis,  
hypogonadism, and cancer

[27,28]

Bloom syndrome 
(BS)

BLM Mitotic  
recombination

Growth retardation, sun sensitivity, immune  
deficiency, genomic instability, cancer, and diabetes

[28]

Hutchinson–Gilford  
progeria syndrome 
(HGPS)

LMNA Nuclear lamina 
function

Alopecia, sarcopenia, atherosclerosis, osteolysis, 
prominent scalp veins, loss of subcutaneous fat, 
vascular problems, limited sexual development, and 
high-pitched voice

[59]

Dyskeratosis  
congenita (DC)

DKC1 Telomere mainte-
nance

Growth retardation, microcephaly, cerebellar  
hypoplasia, mental retardation, progressive  
combined immune deficiency, and aplastic anemia

[72]
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damage, such as DSBs, and genomic instability in the form of instability of repetitive loci, chromosomal aberrations and 
mutations, and telomere instability [29].

3.3.2  Bloom Syndrome

BS is caused by mutations in BLM, which also belongs to the family of RECQ helicases (Table 29.1). BLM helicase resolves 
Holliday junction-like recombination intermediates, blunt-ended DNA duplexes with internal bubbles, and G-quadruplexes 
that are prevalent within telomeric DNA [28]. BS cells are characterized by the accumulation of chromosomal aberrations, 
including sister chromatid exchanges, polycentric chromosomes, breaks, and translocations [30].

3.3.3  Rothmund–Thomson Syndrome

RTS is triggered by a mutation in a RecQ-like helicase RECQL4 [31]. The molecular functions of RECQL4 are less under-
stood, but it has been associated with function in DSB repair, DNA replication, and telomere maintenance [28]. Further, 
RTS cells also exhibit chromosomal aberrations that mainly include large chromosomal rearrangements and isochromo-
some formation [32]. However, although patients present with signs of premature aging, most patients seem to have a 
normal life span (Table 29.1).

3.4  Deterioration of Genome-Maintenance Mechanisms

In addition to mechanisms that generate DNA damage, there is evidence that DNA-repair pathways deteriorate with increas-
ing age, mainly due to the reduced expression and/or activity of several key enzymes. However, the role of deteriorating 
genome-maintenance mechanisms in aging is still controversial. The observation that polymorphisms in DNA-repair genes, 
such as ATM and XPD, are associated with longevity in human populations [33,34] supports a role for genome maintenance 
in preventing functional deterioration.

On the other hand, experimental reduction of DNA damage does not consistently result in life span extension. There-
fore, defects in single DNA-repair pathways may have tissue-specific effects rather than affecting organismal aging.

3.4.1  Mismatch Repair

MMR mainly repairs DNA lesions caused by faulty DNA replication or repair, resulting in mismatches or small inser-
tion and deletion loops, or deamination of 5-methylcytosine. Failure of MMR is often associated with point mutations or 
microsatellite instability (Fig. 29.1). Both elevated rates of microsatellite instability with increasing age [35,36], and the 
reduced capacity of cell extracts from old donors to repair induced mismatches [37], indicate an age-dependent decline in 
MMR activity.

FIGURE 29.1 DNA damage and age-related 
changes in DNA repair. Different DNA-damaging 
agents that cause different types of DNA damage 
are listed on top, the repair pathways responsible to 
fix them in the middle and possible consequences of 
their dysfunction on the bottom. Arrows next to the 
repair pathways indicate functional decline with age. 
The gray circle indicates DNA damage in the form 
of bulky adducts. Modified from Hoeijmakers JH. 
Genome maintenance mechanisms for preventing 
cancer. Nature 2001;411(6835):366–74.
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Further, mutations in MMR genes in humans are associated with cancer susceptibility [38]. This may indicate a role for 
age-dependent decline in MMR in the increasing cancer susceptibility with increasing age.

3.4.2  Base Excision Repair

Base excision repair (BER) is responsible for fixing damaged DNA bases, such as products of oxidative damage, deamina-
tion, and SSBs. Failure to repair these types of lesions can result in point mutations (Fig. 29.1). BER activity decreases 
with age in several organs, including the brain, likely due to the reduced activity of several DNA glycosylases and DNA 
polymerase β [39].

Assessing the effect of mutations in BER genes on life span in mammalian model organisms is difficult, since most 
of them are embryonic lethal. Milder defects in BER genes, on the other hand, result in elevated cancer incidence—for 
instance, in mice with haploinsufficiency of DNA polymerase β [40]. Although, when tested in yeast, mutations in BER 
genes result in life span shortening and this effect is cumulative [41], suggesting that functional BER is required to prevent 
aging.

Since BER is an important repair pathway to repair oxidative damage, cells with high metabolic activity and ROS gen-
eration may be particularly sensitive to declining BER activity with age. In line with this, BER deficiency has been detected 
in brains of Alzheimer’s disease (AD) patients [42], and mutations in AP endonucleases were associated with amyotrophic 
lateral sclerosis (ALS) [43]. Thus, increased oxidative stress paralleled with impaired repair of oxidative damage seems to 
contribute to age-related neurodegeneration and neurodegenerative disorders.

3.4.3  Nucleotide Excision Repair

Nucleotide excision repair (NER) excises and repairs nucleotides that are modified by bulkier adducts, including oxidative 
damage and cyclobutane pyrimidine dimers caused by UV exposure. Defective NER contributes to the accumulation of 
point mutations (Fig. 29.1).

There is evidence that NER activity decreases with age, based on the observation that the repair of UV-induced damage 
in normal skin fibroblasts declines and becomes more mutagenic with increasing donor age [44]. A possible reason may be 
the reduced expression of NER genes in older individuals [45].

Mutations in several NER genes cause premature aging syndromes in humans, indicating an important role of NER in 
preventing age-dependent functional decline. These include trichothiodystrophy (TTD), which is caused by a mutation in 
the TFIIH helicase that is involved in NER, Cockayne syndrome (CS), which is caused by mutations in the CSA or CSB 
genes that function in the transcription-coupled NER pathway, and xeroderma pigmentosum (XP), which is caused by 
mutations in the XPA-G genes that are also involved in the NER pathway (Table 29.1) (Chapter 25) (for review see Ref. 
[46]). CS cells exhibit extensive chromosomal instability, however this does not make patients more prone to developing 
cancer, possibly due to their higher propensity to undergo apoptosis in response to UV damage [47]. In contrast, XP cells 
also exhibit defects in global genome NER, thus resulting in the accumulation of genome-wide mutations. XP patients 
show dramatically increased the rate of skin cancer and accelerated aging limited to areas of the body that are exposed to the 
sun [48]. Further, the effect of mutations in NER genes on aging is cumulative, indicating that functional NER is required 
to prevent functional decline.

3.4.4  Double-Strand Break Repair

DSBs are particularly toxic lesions that can be generated as a result of exposure to ionizing radiation, oxidative damage, or 
during replication, and if left unrepaired, they may result in loss of chromosomal segments. Errors in repair of DSBs can 
also be detrimental as they can result in translocations, ring chromosomes, and end fusions.

There are two major pathways involved in DSB repair: homologous recombination (HR) and NHEJ. HR uses stretches 
of extensive sequence homology as templates for repair and is therefore considered a precise repair mechanism. NHEJ, on 
contrary, rejoins the ends at a DSB with little or no consideration for homology and is therefore considered error prone.

Relative pathway usage depends on cell-cycle stage and sequence context. HR is mostly limited to S and G2 phases 
of the cell cycle; therefore, NHEJ is the main pathway for DSB repair during G1 phase including in nonproliferating and 
senescent cells. HR frequency increases if DSBs occur in close proximity to repetitive sequences [49]. Overall, the use of 
NHEJ exceeds the use of HR by orders of magnitude.

The initial step in both mechanisms involves DNA-damage signaling and rapid recruitment of ataxia telangiectasia 
mutated (ATM) [50], which induces downstream repair. The importance of this in maintaining genome integrity and 
preventing aging is accentuated by the fact that loss of function of ATM causes ataxia telangiectasia (AT), which shares 
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several features of normal aging. For instance, cells from AT patients have unstable telomeres and enter premature cel-
lular senescence. This may be due to the function of ATM in the formation of the telomeric T-loop that protects chromo-
some ends [51].

In addition to the DNA-damage response, the repair mechanisms that repair DSBs are also affected by aging, as is dis-
cussed in the following sections.

3.4.4.1  Nonhomologous End Joining

NHEJ ligates two broken ends together, thereby frequently resulting in small insertions and deletions. However, postmitotic 
cells rely on NHEJ for repairing DSBs. Failure to faithfully repair DSBs can result in point mutations, deletions, and large 
genome rearrangements (Fig. 29.1). However, NHEJ activity and fidelity decline with age [52], which may be in part due to 
altered expression levels, activity, and distribution of key repair enzymes [53]. Further, mutations in NHEJ genes including 
Ku70 and Ku80 have been associated with shortened life spans in mice [54]. In addition, defects in DNA-PKcs resulted in 
impaired telomere maintenance and shortened life span in mice [55]. Taken together, these lines of evidence suggest that 
NHEJ plays an important role in preventing age-related increase in genomic instability and functional decline.

3.4.4.2  Homologous Recombination

HR is a precise mechanism of DSB repair that makes use of homologous sequences to repair the lesion. However, the 
recombination of misaligned sequences can result in chromosome rearrangement and copy number variants. In fact, the 
frequency of such nonallelic recombination resulting in increasing frequency of genomic rearrangements increases with 
age [56]. This increase in HR seemed to be tissue specific, due to limited capacity of cells that underwent rearrangements 
to clonally expand, for instance, in skin [57].

In summary, most genome-maintenance mechanisms have been shown to become less active and/or less precise with 
increasing age, contributing to age-associated genomic instability. Moreover, genetic impairments in DNA-repair pathways 
are often associated with shortened life span and increased cancer susceptibility, further indicating that faithful and efficient 
DNA repair is crucial in preventing age-related disease and functional decline.

3.5  Altered Nuclear Architecture

The role of the nuclear architecture and organization in aging has only become appreciated in recent years. By segregat-
ing genomic DNA into regions of euchromatin and heterochromatin, active transcription and repression, and sites of 
active DNA repair, the overall nuclear organization has profound effects on gene expression patterns, but also on DNA 
stability.

Perturbation of the nuclear architecture caused by a mutation in the lamin A (LMNA) gene is a hallmark of the Hutchinson– 
Gilford progeria syndrome (HGPS). The most common LMNA mutation results in missplicing of the LMNA transcript,  
resulting in the accumulation of a truncated protein, which is called progerin [58]. Nuclei from HGPS patients are charac-
terized by the loss of interaction of heterochromatin with the nuclear lamina as well as general perturbation of heterochro-
matin, which results in induction of transcription of pericentric satellites III. HGPS cells further exhibit impairments in the 
DNA-damage response, recruitment of repair proteins to DNA-damage sites, and DNA repair, which is reflected in elevated 
genomic instability. The LMNA splicing defect also leads to inappropriate localization of telomeres within the nucleus, 
resulting in a loss of heterochromatin at telomeres, telomere shortening and genomic instability, thereby contributing to the 
establishment of premature cellular senescence (for review see Ref. [59]). Taken together these observations indicate that 
the integrity of the nuclear membrane and its role in nuclear organization are crucial to maintaining genome integrity and 
preventing aging.

Changes in nuclear architecture have also been observed during normal human aging. For instance, progerin also accu-
mulates in human cells during normal ageing [60] and is associated with similar changes to nuclear organization as in HGPS 
cells. In addition, senescing cells accumulate senescence-associated heterochromatin foci (SAHF), which are formed de 
novo for instance at E2F-target promoters and silence proliferative genes, thereby promoting cell-cycle exit [61]. SAHF 
formation is promoted by senescence-dependent reorganization of the nuclear lamina and associated chromatin [62]. This 
is paralleled with heterochromatin relaxation at perinuclear repetitive DNA sequences, which may promote instability of 
these regions.

Further, since the DNA-damage response promotes alterations in chromatin that can extend up to megabases around 
the break site [63], the accumulation of unrepaired DNA damage during aging may also contribute to age-related changes 
in chromatin structure. This can affect expression patterns of genes around the damaged site. For instance, persistent 
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oxidative damage in promoter regions is associated with gene repression in the cortex of the human brain [64], suggesting 
that break-induced changes in gene expression may contribute to age-related alterations of the gene-expression profile and 
thus contribute to functional changes in cells and tissues.

In summary, it seems that altered nuclear organization and chromatin structure play a crucial role in maintaining genome 
integrity and preventing age-associated changes, while, on the other hand, accumulation of DNA damage affects chromatin 
structure, potentially resulting in age-associated changes in gene-expression profiles. A better mechanistic understanding 
of the establishment and role of altered nuclear organization in aging will clarify the significance of epigenetic changes in 
genomic instability during the aging process.

3.6  Selection

Evidence presented in the previous paragraphs indicates that the accumulation of unrepaired and misrepaired DNA dam-
age and resulting genomic instability is promoted by several active mechanisms that either generate or fail to repair DNA 
lesions. In addition, passive accumulation through a shift in selection that limits survival of cells in the presence of DNA 
damage may occur as well.

Selection requires a quality check system, which in the case of proliferating cells is given by cell-cycle regulation and 
checkpoints that monitor genomic stability and ensure that a cell only propagates in the absence of DNA damage.

Early in life, when a large amount of cell divisions is required to form tissues and organs of the growing organism, DNA 
damage also accumulates [65]. Unrepaired DNA damage leads to checkpoint activation and cells with erroneous genomes 
either repair the damage or get eliminated, which can be detrimental to organismal survival. This is evidenced by the obser-
vation that the majority of spontaneously aborted embryos carry chromosomal abnormalities [66]. On the other hand, in 
the older organism many tissues contain large number of postmitotic cells that do not undergo the same quality control any 
longer and therefore passively accumulate unrepaired damage and genomic instability [67]. Thus, while the accumulation 
of DNA damage early in life can be detrimental, the accumulation later in life is more tolerated and interferes with tissue 
function rather than with organismal survival.

In summary, numerous internal sources of DNA damage, in particular oxidative damage, along with lifelong expo-
sure to external sources of DNA damage, contribute to the accumulation of DNA damage throughout life. While several 
genome-maintenance mechanisms are in place to cope with the damage, these deteriorate with increasing age. In addi-
tion, alterations in nuclear architecture affect chromatin organization, which in turn influences the appropriate local-
ization, stability, and regulation of genome regions. Lastly, nonproliferative cells with unrepaired DNA damage may 
accumulate in tissues of older organisms due to the lack of selective mechanisms that eliminate them. Taken together, 
this can explain the observed accumulation of point mutations and larger chromosomal abnormalities observed in tissues 
of aging organisms.

4.  GENOMIC REGIONS WITH VARIOUS SUSCEPTIBILITY TO GENOMIC INSTABILITY

When considering the consequences such accumulation of DNA damage and resulting genomic instability may have, this 
depends on the affected sequence and the type of instability. In addition to protein-coding sequences, the genome consists 
of a large fraction of repetitive sequences, which are inherently more difficult to replicate and repair, and are therefore com-
mon targets for genomic instability.

Moreover, genomic DNA consists of nuclear DNA, which encodes the large majority of all protein-coding genes and 
exists in one diploid copy per cell, and mitochondrial DNA (mtDNA), which encodes 37 genes that mostly encode mito-
chondrial components and exists as two to five copies of circular, supercoiled DNA in hundreds to thousands of mitochon-
dria per cell. The unique challenges these different sequence contexts present to the maintenance of genome integrity and 
their consequences for the aging process are discussed in the following sections.

4.1  Nuclear DNA

Nuclear DNA encodes the majority of genes that are required for life. The nuclear DNA consists of protein-coding 
sequences, which account for 2% of the total DNA, and noncoding sequences that include RNA-coding sequences, 
structural components, regulatory sequences, but also extensive repetitive DNA sequences. While a point mutation 
affecting a protein-coding gene or its regulatory elements may affect the function of this particular protein and the 
molecular network it plays a role in, larger aberrations like rearrangements may affect the functionality of a larger 
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number of genes and thereby have further reaching physiological consequences. If a mutation is introduced at a 
specific locus in a specific cell within a tissue, this may not have a significant effect on the tissue. However, clonal 
expansion of cells that carry mutations can lead to an amplification of the phenotypic outcome and affect tissue func-
tion to a greater extent [68].

On the other hand, about 30% of the nuclear DNA consists of highly repetitive sequences, such as telomeres, ribosomal 
DNA (rDNA), microsatellites, and minisatellites that are difficult to replicate and repair. Thus, they are more susceptible 
to the accumulation of genomic instability and seem to play more specific roles in cellular senescence and aging, as will 
be discussed in the following sections.

4.1.1  Telomeric DNA

Human telomeres consist of TTAGGG repeats that can extend more than 10 kilobases at the linear ends of DNA. 
Telomeric DNA is protected by the shelterin complex to prevent nucleolytic degradation, constant activation of DNA-
damage signaling, and unscheduled DNA repair at the unprotected ends, which could otherwise result in end-to-end 
fusions [69].

However, during the replication of linear DNA, 50 to 200 base pairs are lost from the ends in each cycle. Thus, in the 
absence of mechanisms that resynthesize them, telomeres shorten with every cell division. When telomeres become criti-
cally short and exposed, DNA-damage signaling is activated and triggers growth arrest [70].

In addition, due to their G-rich sequence, telomeres form G-quadruplex structures, which can interfere with normal 
DNA-replication fork progression [71] and contribute to replication stress and genomic instability.

While a role of telomere shortening in cellular senescence is widely accepted, there is also ample support for a role of 
telomere shortening in organismal aging. For instance, mutations that result in compromised telomere maintenance are 
associated with human premature aging syndromes, such as WS, HGPS, and dyskeratosis congenita (DC). DC patients 
carry mutations in DKC1, which is a structural part of RNP complexes including telomerase [72] (Table 29.1).

Further, telomere shortening also occurs during normal aging. For instance, leukocyte telomere length decreases over 
time in most people [73] and reduced telomere length correlates with the development of several age-related deficiencies, 
such as atherosclerosis and risk for development of cardiovascular disease [74].

As telomeres shorten with each cell division, cells that are highly proliferative cells, such as stem cells and immune 
cells, are particularly sensitive to telomere shortening [75]. Thus, telomere shortening may play a role in age-associated 
functional decline through inducing senescence in highly proliferative tissues.

4.1.2  Ribosomal DNA

rDNA constitutes another large region of repetitive DNA sequence within nuclear DNA. Due to its repetitive nature, 
rDNA is susceptible to recombination and as a consequence to deletion/insertions, which makes rDNA one of the 
largest fragile sites of the genome. In addition, rDNA constitutes a common site for replication fork arrest due to the 
presence of multiple replication fork barriers [76], which serve to prevent collisions between DNA replication and 
transcription.

The role of rDNA instability in aging is well characterized in yeast (for review see Ref. [77]). Yeast senescence is asso-
ciated with increased recombination within rDNA, resulting in rDNA circle excision, which is likely caused by the relax-
ation of heterochromatin in this region. However, mutant yeast that exhibit rDNA instability without accumulating rDNA 
circles have a shorter life span than wildtype, suggesting that rDNA instability is sufficient to promote aging. In line with 
this, rDNA instability was identified as one of the major reasons that affected life span in genetically diverse yeast strains. 
Based on this, Kobayashi has put forward the “rDNA theory of aging,” which postulates that rDNA is the region within 
the genome that is most sensitive to age-dependent accumulation of DNA damage and thereby may act as a DNA-damage 
sensor within the genome [78].

In contrast to yeast cells, human somatic cells do not express telomerase for the maintenance of telomeres. Therefore, 
telomere instability seems to play a more prominent role in human cellular senescence and aging than rDNA instability. 
However, some evidence for increased rDNA instability with age in humans exists. For instance, nondividing cells such as 
nerve, heart, and skeletal muscle tissues exhibit extensive loss of rDNA with increasing age [79]. Similarly, the accumula-
tion of extrachromosomal rDNA with age has also been described in normal human cells [80]. In addition, cells from BS 
patients show extensive rDNA instability due to aberrant recombination [81], which may contribute to the increased cancer 
susceptibility. However, while rDNA also exhibits instability during human aging and in cells from patients with premature 
aging disorders, its role in human aging is still unclear.
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4.1.3  DNA Repeats

Other DNA repeats, such as retrotransposons, micro- and minisatellites, are also prone to genomic instability. Such repeti-
tive sequences are prone to random expansions and deletions due to faulty replication or repair, or in the case of retrotrans-
posons to mutagenesis by excision and integration.

Transposable elements make a considerable fraction of the total genomic DNA sequence of humans. There are three 
major families of retrotransposons—L1, Alu, and SVA, and they make up for about 50% of the human genome. These 
sequences are usually silenced by heterochromatin; however, it was shown that, for instance, during differentiation of brain 
cells, retrotransposons can be activated and integrate into protein-coding genes, thereby modulating their expression [82]. 
Further, as cells become senescent, heterochromatin in regions of constitutive heterochromatin is increasingly reduced and 
results in the expression of transposable elements and ultimately in retrotransposition [83]. In addition to modifying expres-
sion levels, retrotransposons have also been shown to contribute to genomic instability by causing the DSBs [84], and due to 
their high frequency within the genome, they can also provide substrates for unequal recombination, resulting in sequence 
loss, inversions, or duplication [85].

Although less abundant, micro- and minisatellites and satellite DNA sequences constitute about 3% of the genomic 
DNA sequence in humans. Microsatellites are tandemly repeated sequences, which consist of units that are 1–6 base pairs 
long. Repeats of longer units are classified as microsatellites or satellites, such as centromeric tandem repeats. It was shown 
that the mutation rate within microsatellite regions increases with age in humans [86]. Mutation of microsatellite sequences 
is often in the form of small expansions or deletions, which are the result of DNA-replication slippage. Increased micro-
satellite instability was also detected in hematopoietic stem and progenitor cells and T-cell clones from human subjects 
with increasing age and correlated with reduced expression of MMR gene MLH1 [36], and may contribute to replicative 
senescence and tumorigenesis.

4.2  Mitochondrial DNA

In contrast to nuclear DNA, mtDNA is not associated with histones and is therefore much more accessible to DNA damage. 
Due to the close proximity to the respiratory chain, mtDNA is also highly exposed to oxidative damage. This is countered 
by a much less efficient repair system than that in place at the nuclear DNA, as mtDNA repair is limited to BER [87] and 
MMR [88]. Similar to nuclear BER, mitochondrial BER activity also declines with age [89], and mtDNA has also been 
shown to accumulate small deletions with increasing age. In addition, replication errors have also been determined as a sig-
nificant source of point mutations in mtDNA, and mitochondrial deletions are thought to occur in a replication-dependent 
manner through mispairing between direct repeats within mtDNA. However, DSBs may also promote mtDNA deletions by 
unknown molecular mechanisms (for review see Ref. [90]).

On the other hand, every cell contains several hundreds to thousands of mitochondrial genomes, possibly allowing for 
complementation [91]. Also, every single mitochondrial genome can tolerate a certain extent of mutations and deletions 
before inducing mitochondrial dysfunction. Thus, while being more prone to the accumulation of genomic instability, mito-
chondrial genomes also seem to be very resistant to its consequences.

However, several specific point mutations reach very high copy numbers in individuals of increasing age. Clonally expanded 
mitochondrial mutations of the COX gene accumulate in single muscle fibers with age, leading to functional deterioration, 
and in neurons within the substantia nigra, resulting in impaired respiration within the affected neurons [90]. The absence of a 
human progeroid syndrome that is characterized by mtDNA instability suggests that mtDNA instability is not a central cause 
of human aging. However, since clonally expanded mtDNA mutations affect cells within tissues with high respiratory require-
ments by resulting in respiratory impairments, they may contribute to the functional decline of these tissues.

5.  ROLE OF GENOMIC INSTABILITY IN AGING?

As discussed thus far, there is ample evidence for DNA-damage accumulation with increasing age, which is a result of 
lifelong exposure to DNA-damaging agents, including intrinsic exposure to oxidative stress, and deteriorating genome-
maintenance mechanisms coupled with altered selection. If this constitutes a driving force to human aging, this must trans-
late into functional deterioration of tissues and organs in a somewhat predictable way.

Since the function of cells, tissues, organs, and organisms relies on complex regulatory networks, mutations that affect 
any point of these networks are expected to impede the appropriate function of the entire network. Therefore, many dif-
ferent mutations may result in a similar phenotype. Such mutations occurring in highly differentiated postmitotic tissues 
are very likely to negatively affect cell function and thereby contribute to the functional decline of the tissue. On the other 
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hand, genomic instability also interferes with cell physiology; for instance, the accumulation of unrepaired DNA damage 
can result in cell death or cellular senescence and interfere with tissue homeostasis.

5.1  Effect of Genomic Instability on the Gene Expression Profile

Aging is characterized by extensive changes to the gene expression profile. Some of these changes have been linked to 
oxidative damage–induced repression of affected promoters. For instance, DNA damage–induced epigenetic silencing of 
promoters of genes required for cognitive function may play a role in cognitive decline associated with aging [64]. Such 
DNA damage–induced silencing is usually reversed upon faithful repair of the lesion; however, in a fraction of cells the 
lesion remains unrepaired resulting in permanent silencing of the locus [92].

5.2  Physiological Consequences

Further, in cells that divide actively, unrepaired DNA damage or telomere dysfunction triggers DNA-damage signaling and 
activation of DNA-damage checkpoints. Depending on the severity of the damage, cells can enter a terminal cell–cycle 
arrest or undergo apoptosis, both of which can interfere with tissue homeostasis and contribute to the functional decline.

While apoptosis contributes to the loss of functional cells, the consequences of cells entering senescence likely depend 
on the cells or cell types undergoing senescence. While senescence is a feature of the differentiated cells in most organs, 
senescence of the stem cells that are responsible for tissue renewal and repair is likely detrimental to the function of the 
tissue. In line with this, hematopoietic stem cells were shown to accumulate DNA damage with increasing age, which con-
tributes to dysfunction of stem cells and the functional decline of the hematopoietic tissue [93]. However, while a decreas-
ing functionality of stem cells with age is observed, it is still unclear whether this is due to stem cell aging or whether it is 
a result of the changing environment for stem cells within the aging tissue. A 2014 study supports an active role of stem 
cell aging in the age-dependent functional decline, by showing that adult quiescent muscle stem cells switch to irreversible 
senescence in muscles of geriatric mice [94].

The accumulation of senescent cells in tissues can result in altered microenvironment through altered secretion profiles 
[95], which can also disrupt tissue homeostasis and even stimulate proliferation of premalignant cells [96], or interfere with 
tissue regeneration [97]. Thus, the altered microenvironment within aging tissues may contribute both to the functional 
decline of the tissue as well as to the increased cancer incidence with increasing age.

On the other hand, immune cells are differentiated cells that rely on proliferation in order to perform their function. 
After several rounds of clonal selection, T-cells can become replicatively senescent in vitro, and T-cells with senescence-
like features are also found in vivo [98]. This is thought to contribute to immunosenescence—the age-related deterioration 
of the immune system.

6.  CONCLUSION

Genomic instability has long been considered to be a central driving force in aging, and extensive evidence has accumulated 
over the years supporting DNA-damage accumulation with age and its role in genomic instability. The findings that com-
promised genome-maintenance results in shortened life spans of model organisms or in human premature-aging syndromes 
suggest that genome maintenance is indeed a central antiaging mechanism.

However, aging of an organism is a very complex process, during which different tissues gradually functionally deterio-
rate. Since each tissue has its own characteristics and challenges, it is likely that their functional deterioration also follows 
individual patterns. Vijg and Dolle have put forward a model, according to which aging is not a clonal phenomenon, but 
rather arises from increasing heterogeneity of the cells in a tissue [99]. At the level of cells, accumulation of random muta-
tions can contribute to this heterogeneity. At the level of tissues, different challenges to genomic integrity may promote 
aging. For instance, neural cells, which have high respiratory requirements, may be more susceptible to the accumulation of 
oxidative damage and cell death, whereas T cells that rely on continued proliferation may be more susceptible to senescence 
caused by telomere shortening.

If genomic instability is considered as a mechanism driving this age-associated mosaicism by contributing accumula-
tion of mutations and promoting downstream outcomes such as altered gene expression, cell-cycle arrest, or cell death  
(Fig. 29.2), a better mechanistic understanding of what triggers age-related deterioration of genome-maintenance mecha-
nisms or changes in nuclear architecture may provide valuable insights into the role of genomic instability in aging. In 
addition, a better understanding of interactions between cells and tissues in the aging organism will help in determining a 
hierarchy of age-related changes.
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GLOSSARY
Cellular senescence Terminal cell–cycle arrest of normal diploid cells.
Chromosomal abnormalities Missing, additional, or irregular DNA sequence within chromosomes, including aberrations in chromosome number.
G-quadruplex Four-stranded structure in DNA or RNA formed through hydrogen bonds between four guanines.
Haploinsufficiency The presence of only one functional copy of a gene is not sufficient to produce the wild-type phenotype.
Isochromosome Chromosome with two identical arms, either two short arms or two long arms.
Large chromosomal rearrangements Large structural changes to chromosomes including duplications, deletions, inversions, and translocations.
Microsatellites Short sequence of tandem repeats of a 2–5 base pair–long motif.
Minisatellites Repetitive sequence consisting of repeats of a 10–60 base pair–long motif.
Replication origin licensing Assembly of required factors that allows replication origin to start DNA replication.
Replication stress Slowing or stalling of replication forks caused by several conditions including unrepaired DNA damage.
T-loop Structure formed at the telomere ends by looping back of single-stranded overhangs and annealing with double-stranded telomeric sequence.

LIST OF ABBREVIATIONS
AD Alzheimer’s disease
ALS Amyotrophic lateral sclerosis
AT Ataxia telangiectasia
ATM Ataxia telangiectasia mutated
BER Base excision repair
BS Bloom syndrome
CS Cockayne syndrome
DKC Dyskeratosis congenita
DSB Double-strand break
HGPS Hutchinson–Gilford progeria syndrome
HR Homologous recombination
MMR Mismatch repair
nDNA Nuclear DNA
NER Nucleotide excision repair
NHEJ Nonhomologous end joining
PD Parkinson’s disease
rDNA Ribosomal DNA
ROS Reactive oxygen species
RTS Rothmund–Thomson syndrome

FIGURE 29.2 Mechanisms contributing to genomic instability and their role during aging. Gray bubbles represent DNA lesions, arrows indicate 
contributions of processes to the given outcomes, and two-directional arrows indicate interplay between two processes.
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SAHF Senescence-associated heterochromatin foci
SSB Single-strand break
TTD Trichothiodystrophy
WS Werner syndrome
XP Xeroderma pigmentosum
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1.  INTRODUCTION

While cancer is recognized as a genomic instability disease, neurodegenerative disorders may also involve disturbed main-
tenance of the genome. For instance, DNA damage is extensively documented in various neurodegenerative conditions 
including Alzheimer’s disease [1]. Moreover, mutations in various components of DNA-repair machinery produce neuro-
degenerative phenotypes in animals and humans [2,3]. In addition, despite being postmitotic cells, neurons are highly sensi-
tive to various DNA-damaging agents [4]. Lastly, genomic instability may produce disease-causing mutations of specific 
loci triggering neurodegeneration [5]. Except these latter cases, role of DNA damage/genomic instability in neurodegenera-
tion is not clear. In particular, neurotoxic mechanisms of DNA damage that are relevant for degeneration of mature neurons 
are poorly understood.

In proliferating cells, the nucleolus is a prominent subnuclear structure whose best recognized role is ribosomal biogen-
esis [6]. The nucleolus is not limited by a membrane but, instead, is formed around transcribed genes for nucleolar rRNA 
(47S rRNA in humans, rDNA). The rDNA is organized as clusters of repeated genes which in a human haploid genome 
include about 300 copies in 5 clusters that are located on acrocentric chromosomes. RNA-polymerase-1 (Pol1) transcribes 
rDNA initiating ribosomal biogenesis. The nucleolus is also a site of further steps of this critical process including rRNA 
processing and assembly of ribosomes. Inhibition of Pol1 disrupts ribosomal biogenesis and nucleolar localization of many 
proteins [7]. Such a nucleolar stress also leads to activation of the stress-activated transcription factor p53 [8]. Hence, 
the nucleolus may serve as a sensor for such stressors that inhibit Pol1. In addition, nucleolar accumulation of various 
components of ribonucleoprotein biogenesis machinery underlies its involvement in such nonribosomal roles as splico-
some assembly or generation of the signal recognition particle (SRP) [9]. By regulated sequestration of various important 
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regulatory proteins of the cell cycle and/or differentiation programs, nucleolus affects these processes [9]. Finally, the 
nucleolus appears to play a structural role in genome organization [10–12].

In this review, the literature is discussed that suggests a role for the nucleolus in DNA-damage response (DDR) and 
genome maintenance in the brain. In the first part, nucleolar involvement in sensing DNA damage is presented. In the sec-
ond part, the case for the nucleolus as a site of neurodegeneration-associated genomic instability is laid out.

2.  NUCLEOLUS AS A SENSOR OF NEURONAL DNA DAMAGE

2.1  Effects of DNA Damage on the Nucleolus

The stress-sensing function of the nucleolus relies on the requirement of Pol1 activity for the maintenance of the nucleolar 
structure [8]. The Pol1-dependent nucleolar compartmentalization of various proteins provides a number of potential stress 
mediators which can be released upon Pol1 inhibition [8]. Importantly, the stress-sensing function of the nucleolus is able 
to operate in a wide range of cells provided that they contain an active nucleolus. Of note, many types of mature neurons 
including those highly prone to neurodegeneration (motoneurons, dopaminergic neurons of the substantia nigra, cerebellar 
Purkinje neurons) contain prominent nucleoli. Hence, the nucleolus-based stress-sensing mechanism could remain active 
in many types of differentiated cells including postmitotic neurons in the adult brain.

Consistent with such a concept, the structure of the neuronal nucleolus is sensitive to various types of injuries includ-
ing DNA-damaging anticancer drugs, ionizing irradiation, hypoxia, and oxidants [13–18]. In many of these instances, it is 
likely that nucleolar disruption is a consequence of DNA lesions that directly interfere with rDNA transcription [4]. Alter-
natively, stress-activated signaling cascades including hydrogen peroxide-activated JNK2 or DNA double-strand break 
(DSB)-activated ATM may inhibit Pol1-driven transcription to induce the nucleolar stress [19–21].

2.2  Nucleolar Stress-Mediated Responses to Neuronal DNA Damage

A DNA damage–sensing role of Pol1 inhibition and the subsequent nucleolar stress have been proposed in developing neu-
rons that are challenged with the DNA-damaging anticancer drug camptothecin (CPT) [22]. Camptothecin inhibits DNA 
topoisomerase-1 (Topo1) and induces DNA single-strand breaks (SSBs) as well as DNA-Topo1 adducts [23]. In cultured 
rat cortical neurons that were isolated from newborn animals, CPT blocked Pol1 activity and triggered nucleoplasmic 
translocation of the nucleolar marker protein nucleophosmin/B23 (Npm) [22]. Nmp translocation is a convenient marker of 
Pol1 inhibition in many cell types including proliferating cancer cell lines, cultured primary neurons and mature neurons in 
whole animal brain [17,24,25]. The CPT-induced nucleolar stress was followed by activation of the DNA damage–regulated 
pro-apoptotic transcription factor p53 and the p53-dependent apoptosis. Importantly, nucleoplasmic Npm translocation that 
indicates nucleolar stress also occurred if p53 and/or apoptosis were blocked [22]. Inhibition of Pol1 by knockdown of 
the specific Pol1 coactivator TIF1A was sufficient to induce p53-dependent neuronal apoptosis. Such a response required 
protein synthesis suggesting that the p53-mediated transcription of protein-coding genes was involved. This conclusion is 
also supported by observations that neuronal apoptosis was induced by the transcriptional inhibitor actinomycin D if it were 
applied at low concentrations which were relatively selective against Pol1 than the mRNA-transcribing RNA-polymerase-2 
(Pol2). Of note, conditional knockout of TIF1A that was limited to the neuroprogenitor cells of the developing mouse brain 
was also followed by p53-dependent apoptosis [26]. Therefore, in immature neurons that are challenged with DNA damage 
that blocks Pol1-driven transcription, the p53-dependent apoptosis seems to be a direct response to the nucleolar stress.

One should emphasize the apparent specificity of the nucleolar stress response to only certain types of DNA damage. 
For instance, in cultured rat cortical neurons etoposide that blocks DNA toposisomerase-2 (Topo2) and produces SSBs, 
DSBs, and, Topo2-DNA adducts triggers nucleolar stress only at high concentrations that exceed 10 μM [25]. Conversely, 
the low concentration of 1 μM that is sufficient to induce strong DSB response does not induce nucleolar stress [25]. In 
addition, induction of DSBs within the 28S rRNA-coding region of rDNA using the Physarum endonuclease I–Ppo1 was 
insufficient to induce Pol1 inhibition and disrupt the nucleolus [25]. Such findings could be interpreted as evidence that in 
neurons, nucleolar stress is not a consequence of DSBs. Instead, SSBs and/or Topo–DNA adducts that accumulate in suf-
ficient amounts after CPT and/or high concentration etoposide treatments are capable of triggering nucleolar stress, most 
likely by direct damage to rDNA and the subsequent interference with Pol1-driven transcription.

Interestingly, unlike neurons, proliferating cells were reported to show signs of nucleolar stress after DSB induction 
[20,21]. Such a response appeared to be caused by inhibition of Pol1 and required the DSB-activated DNA damage-
signaling kinase ATM. Insensitivity of the neuronal nucleolus to DSBs may be part of the mechanism that underlies the 
well-established tolerance of such lesions by mature neurons [27]. Conversely, single-strand breaks and DNA adducts 
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that interfere with Pol1 activity and trigger nucleolar stress appear to be highly neurotoxic (for review see Ref. [4]). For 
instance, a 2014 study has documented the role of unrepaired Topo–DNA adducts as a likely trigger for neurodegeneration 
that is a major phenotypic manifestation of ATM deficiency in humans [28]. Moreover, it has been proposed that such a 
phenotype is directly related to transcriptional inhibition. Likewise, accumulation of DNA adducts was proposed as a trig-
ger for neurodegeneration that is associated with deficiencies in nucleotide excision repair including Cockayne syndrome 
or xeroderma pigmentosum [3]. Finally, SSBs and various forms of oxidative adducts are present in the degenerating brain 
[1]. Therefore, these transcription-interfering lesions may trigger a nucleolar stress response in brain cells.

2.3  DNA Damage–Induced Nucleolar Stress in Intact Brain

Some forms of the DDR are developmentally restricted. For instance, DNA damage–induced apoptosis occurs in neuro-
blasts and early postmitotic neurons but not in mature neurons [25,29]. However, no developmental restriction was observed 
for nucleolar stress as it was present in brain neurons of either neonate or adult rats that received intracerebroventricular- or 
intracarotid etoposide injections, respectively [25]. Therefore, the nucleolus may participate in sensing at least some forms 
of DNA damage in both developing and mature neurons. Such a role is supported by observations of dispersed NPM in 
dopaminergic neurons of substantia nigra of adult mice that received the pro-oxidant neurotoxin MPTP [17]. Likewise, in 
human postmortem samples from that region, NPM dispersion was associated with Parkinson’s diseases in which oxidative 
DNA damage is also documented [17,30].

2.4  Mediators of the Nucleolar Stress Response

The p53-mediated neuronal apoptosis is among consequences of DNA damage–induced nucleolar stress [22] (Fig. 30.1). 
Hence, the key question is that of the identity of the nucleolar stress–specific activators of the p53 pathway that trigger this 
response. While there are no published reports on such mediators in neurons, there is abundant literature on the mechanisms 
linking nucleolar stress and the p53 pathway in proliferating cells. Most attention in this respect was focused on regulation 
of the p53 ubiquitin ligase MDM2 (as reviewed in Ref. [31]). Under basal conditions, this protein promotes degradation of 
p53 preventing its accumulation and the p53-dependent responses including apoptosis (Fig. 30.1). Nucleolar stress triggers 
nucleoplasmic release of several proteins that may bind to MDM2 inhibiting its negative effects on p53. As a result, p53 
becomes stabilized and capable of activating apoptosis and/or cell cycle arrest. Various nucleolar proteins were demon-
strated to bind and inhibit MDM2 including Npm, nucleolin, and several ribosomal proteins (RPs). RPs are highly abundant 
components of the ribosomes. However, they also occur in relatively smaller quantities as free proteins. Such a free pool of 

FIGURE 30.1 A hypothetical model illustrating role of the nucleolar stress in neuronal DNA–damage response. (A) Under normal conditions, 
nucleolus is maintained by ongoing transcription of the active copies of rDNA (white boxes) that initiates ribosomal biogenesis. Ribosomal proteins (RPSs 
and RPLs) as well as 5SrRNA are used for that process; under such conditions, MDM2 suppresses the p53 pathway including apoptosis. In addition, 
sufficient supply of ribosomes supports translation-mediated maintenance of neuronal structure and function. (B) Damage of rDNA inhibits its transcrip-
tion disrupting ribosomal biogenesis. Ribosomal components including the 5S ribonucleoprotein (5S RNP) that is composed of 5S rRNA, RPL5, and 
RPL11 are no longer used for ribosome assembly. Thus, the 5S RNP inhibits MDM2 producing activation of p53. In immature neurons, that leads to the 
p53-mediated apoptosis. In the absence of apoptosis, chronic nucleolar stress may compromise neuronal translation and negatively affect structural as 
well as functional integrity of the neuron.
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RPs is concentrated in the nucleolus and may be released when ribosomal biogenesis is blocked. It appears that L5 and L11 
are two RPs playing a central role in p53 activation [31] (Fig. 30.1).

Together with 5S rRNA, these RPLs form the 5S ribonucleoprotein complex (5S RNP) that may inhibit MDM2. The 
MDM2 region that binds RPL11 has been identified and MDM2 knock-in mice were generated with a MDM2 point muta-
tion (C305F) that selectively disrupts the RPL11 interaction [32]. In these mice, MDM2 ability to sense blockage of ribo-
somal biogenesis is impaired [32]. At least proliferating fibroblasts as well splenocytes and thymocytes from such animals 
did not appear to have any issues with activating p53 in response to various DNA-damaging agents including the Topo-1 
inhibitor doxorubicin or SSB/DSB-inducing γ-irradiation. However, their p53 response to inhibition of ribosomal biogen-
esis was impaired. As neurons are postmitotic cells, their ability to engage the cell cycle–checkpoint-based sensing of DNA 
damage may be reduced. Therefore, it is tempting to speculate in these cells, relative contribution of the nucleolar stress to 
DNA damage–mediated activation of p53 may be greater than in fibroblasts. Indeed, preliminary observations suggest that 
L11 knockdown reduces neuronal apoptosis in response to not only TIF1A knockdown, but also to the Topo1 inhibitor CPT 
(M. Hetman and J. Hallgren, unpublished observations). Clearly, future studies are needed to determine which components 
of the nucleolus including specific RPs are involved in the neuronal responses to the DNA damage–induced nucleolar stress 
and whether p53 activation in such cells involves inhibition of MDM2.

Beyond p53, nucleolar stress may also engage other effector mechanisms to modulate neuronal survival. For 
instance, Npm has been shown to act as a chaperone for the pro-apoptotic protein Bax [33]. Moreover, in an experi-
mental model of stroke, mitochondrial translocation of Npm has been proposed to increase Bax abundance/activity 
at this critical location for its death-promoting effects. Of note, in 2013, beneficial effects of a peptide that blocks 
Npm/Bax interactions was demonstrated using renal ischemia model [34]. PARP is another nucleolar protein which 
is released after nucleolar stress [35]. Also, in nonneuronal cells, PARP release from the nucleolus, sensitized cells to 
DNA damage [35]. It is tempting to speculate that a similar PARP-mediated sensitization may occur in neurons that 
are challenged with DNA damage that induces nucleolar stress. Lastly, Npm was shown to limit pro-excitotoxic activ-
ity of the GAPDH–SIAH1 complex in NMDA-treated cortical neurons [36]. Hence, one can consider a possibility that 
nucleolar stress may also promote neuronal survival.

In this context, one should note that the p53-dependent apoptosis is a consequence of nucleolar stress that is restricted 
to developing neurons [22,25,26]. Moreover, adult mouse neurons with conditional deletion of TIF1A survive for months 
despite absence of Pol1 activity, inhibition of mTOR signaling, mitochondrial impairment, and presence of oxidative 
stress [17,26,37]. Likewise, no apoptosis was found after transient disruption of neuronal nucleoli in adult rats that were 
treated with etoposide [25]. Hence, nucleolar stress may also activate a survival program that allows mature neurons to 
cope with unfavorable conditions. Finally, under hypoxia and/or oxidative damage, a transient inhibition of Pol1 may 
support survival by conserving energy [38]. Taken together, nucleolar stress may mediate neuronal responses to DNA 
damage that are not limited to cell death. In particular, one can consider a possibility that the nucleolar stress helps neu-
rons to survive DNA damage.

2.5  Ribosomal Deficiency and Neurodegeneration as Consequences of Persistent Nucleolar 
Stress

While the DNA damage–induced nucleolar stress may activate stress-signaling response, it is also tempting to consider a 
possibility that if unrepaired, DNA damage may chronically impair ribosomal biogenesis compromising neuronal trans-
lation (Fig. 30.1). Since many critical processes including synaptic plasticity and synapse maintenance require transla-
tion, chronic ribosomal deficits could have profound negative effects on neuronal structure and function [39,40]. Thus, 
an interesting possibility emerges that neurodegeneration-associated accumulation of DNA damage induces neuronal 
atrophy and impairs neuronal function by inducing chronic deficiency of ribosomal biogenesis (Fig. 30.1). Indeed, con-
ditional deletions of TIF1A in various populations of mature neurons produced chronic neurodegeneration [17,26,37]. 
Moreover, dendritic atrophy was observed after inhibition of ribosomal biogenesis in cultured hippocampal neurons 
with established dendritic trees [40a]. In that case, dendritic degeneration was accompanied by appearance of RNA 
stress granules which mark translational inhibition and are often found in various neurodegenerative diseases including 
AD [41]. Likewise, a causative connection has been proposed between oxidative DNA damage, nucleolar disruption, 
ribosomal deficits, and neurodegeneration that have been documented in cerebellar Purkinje neurons of the pcd-mutant 
mice [18].

Interestingly, reduced nucleolar size indicative of Pol1 inhibition has been reported in neurons from brain regions that 
are affected by AD [42,43]. Conversely, in PD, reduced nucleolar size and nucleolar stress have been observed in the sub-
stantia nigra [17,44].
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Importantly, analysis of postmortem samples of AD brain revealed reduced numbers of ribosomes and/or extensive 
oxidation of rRNA in the AD-affected regions including in hippocampus and the parietal cortex [45,46]. Such deficits were 
associated with decreased protein synthesis [45,46]. Oxidation of rRNA as well as ribosomal defects have been found in 
mild cognitive impairment (MCI) which often represents an early stage AD [46]. AD-associated hypermethylation of the 
rDNA promoter was also observed [47]. Such epigenetic silencing of the nucleolar rRNA genes was most pronounced at 
the early stages of AD.

However, causative relationship between DNA damage, nucleolar deficits, and neurodegeneration remains to be estab-
lished. Although, currently, such a relationship is not certain, one can consider an interesting possibility that rescue of 
nucleolar defects can improve structural integrity and function of the brain regions that are challenged with neurodegen-
erative pathologies such as AD. Indeed, nucleolar hypertrophy has been found in cortical and hippocampal neurons from 
asymptomatic patients with AD pathology [43].

3.  NEURODEGENERATION-ASSOCIATED INSTABILITY OF rDNA

Various consequences of aging including proliferative senescence, cancer, and neurodegeneration have been proposed to 
be caused by accumulation of DNA damage and subsequent genomic instability [27,48]. For instance, loss of telomeres as 
well as de-regulated homologous recombination (HR) have been associated with aging-related disorders [48,49]. In AD, 
telomere shortening that in proliferating cells triggers DDR and cell cycle arrest may have complex effects including neu-
roprotective reduction of inflammation but also increased neuronal dysfunction [50]. The nucleolar rDNA is another site 
of genomic instability whose consequences started to emerge only recently. In addition, instability of rDNA has also been 
documented in human neurodegeneration [47,51]. Here, potential mechanisms and consequences of rDNA instability in the 
degenerating brain will be presented.

3.1  Consequences of rDNA Instability in Nonneuronal Systems

In early 1970s, it has been proposed that in nondividing mammalian cells including neurons, aging is associated with 
reduced number of rDNA copies [52]. It has been further hypothesized that such a reduction may underlie aging-associated 
decline in protein synthesis by reducing ribosomal biogenesis due to insufficient number of rRNA genes. However, other 
studies revealed no aging-associated changes in rDNA copy number in mouse or human brain [53,54]. Moreover, in chick-
ens, fruit flies, and yeast, it was demonstrated that relatively few rRNA genes are fully sufficient to meet all the ribosomal 
biogenesis needs including periods of rapid proliferative growth which requires high rates of ribosomal generation [55–57].

In 1990s, the concept of rDNA instability as a component of aging got new support from work in a yeast model of 
replicative senescence. In that model, a correlation has been established between excessive rDNA recombination and the 
senescence-associated inability by the mother cell to produce offspring [58]. Moreover, accumulation of extrachromosomal 
rDNA circles (ERCs) rather than deficient ribosomal biogenesis has been proposed as a toxic mechanism underlying such 
a phenotype [58].

Subsequent studies confirmed that instability of rDNA contributes to yeast replicative aging (for review see Ref. [12]). 
However, such an effect appeared to be a direct consequence of rDNA loss rather than the secondary accumulation of ERCs 
[59]. While deficient ribosomal biogenesis prolongs replicative life span of yeast [60], a hypothesis has been proposed that 
loss of rDNA induces aging not by impairment of ribosome generation but by activation of the DDR [61]. According to this 
hypothesis, DDR activation would be a consequence of insufficient buffering capacity of DDR mediators that is provided 
by rDNA and would be similar to the DDR activation following loss of telomeres. In addition, structural role of rDNA in 
stabilization of yeast genome has been also proposed. Such an effect could be mediated by promoting chromatid cohesion 
to enable recombination-mediated amplification countering rDNA loss. Thus, DDR but not ribosomal insufficiency would 
lead to growth arrest and cell senescence. In support of such a possibility, yeast strains with decreasing content of rDNA 
were shown to have increased sensitivity to DNA damage [57]. Interestingly, such sensitivity was dependent on increased 
transcription of the few remaining rDNA genes as the high rate of transcription interfered with rDNA repair.

These and other yeast studies prompted a proposal of the rDNA hypothesis of aging [12]. This hypothesis claims that 
due to its high transcriptional activity, rDNA is hypersensitive to aging-associated DNA damage which in turn triggers its 
instability due to activation of DNA repair. Then, the rDNA instability becomes a direct cause for the aging-associated DDR 
and the replicative senescence.

Fruit fly is another experimental system in which consequences of rDNA instability have been directly investigated. By 
stimulating rDNA recombination with the rDNA-specific endonuclease I-CreI, a series of fly strains was generated with 
a defined content of rDNA [56]. While ribosomal supply defects were obvious when rDNA copy number was below the 
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minimally required threshold for appropriate levels of ribosomal biogenesis, additional nonribosomal effects were also 
identified in those strains with adequate number of ribosomes. For instance, changes in rDNA copy number affected the 
general content of heterochromatin [10]. Specifically, high or low rDNA content was associated with high or low levels of 
heterochromatin markers, respectively. Likewise, the strength of heterochromatin-mediated regulation of gene expression 
was directly correlated with the amount of rDNA.

Effects of variation in rDNA copy number were also observed in the euchromatin [62]. For instance, relatively small 
but widespread changes of gene expression were observed in fly strains with different rDNA content. Similar effects were 
observed not only in the engineered mutants of rDNA, but also strains with natural variation in rDNA copy number. The 
strongest influence of rDNA copy number was noted on genes involved in mitochondrial function and lipid metabolism.

Finally, there are some correlative data that suggest role of rDNA in heterochromatin maintenance in mammals. Thus, 
in a mouse cell line, loss of heterochromatin coincided with loss of rDNA [63]. Such effects were observed after perturbing 
rDNA silencing by knocking down the critical component of the nucleolar repressive complex (NoRC), Tip5/Baz2b [63]. 
Interestingly, loss of constitutive heterochromatin including that at centromere and telomere regions was also observed in 
human cell lines with knock down of NoRC [11]. Growth arrest, defects in chromosome segregation, and genomic instabil-
ity were among outcomes of such a deficiency. In addition, in human cancer cell line HeLa, analysis of nucleolus-associated 
chromatin revealed enrichment for repetitive elements as well as gene families with monoallelic expression limited to 
highly specialized cells including immunoglobulin receptors, T-cell antigen receptors, and odorant receptors [64]. Genes 
that are expressed during brief periods of embryonic development were also overrepresented suggesting that nucleolar 
association characterizes silent chromatin. Indeed, this nucleolus-associated domain (NAD) was enriched in repressive 
histone marks suggesting its heterochromatic nature [64]. Of note, differences have been observed between NAD and 
another well-established heterochromatin region, the lamina-associated domain (LAD). For instance, NAD also contained 
transcriptionally active RNA genes that are transcribed by RNA-Polymerase-3 (Pol3) including tRNA and 5S RNA. Hence, 
in mammals, rDNA may be of particular importance for maintenance of specific domain of heterochromatin that combines 
silenced and active genes. It remains to be determined whether such role of rDNA is by providing a nearby source of NoRC 
activity for the maintenance of this domain, or by supplying noncoding RNAs that are required for heterochromatin forma-
tion or by structural effects including interactions with cohesins.

3.2  Mechanisms of rDNA Instability in Nonneuronal Systems

In yeast, instability of rDNA is mediated by HR [65]. These mechanisms operate during DNA replication and involve 
unequal sister chromatid exchange leading to rDNA loss or rDNA expansion. The rDNA loss and expansion appear to bal-
ance each other in nonsenescent yeast cells [61].

The key determinants of rDNA instability include DNA sequences in the noncoding portion of the yeast rDNA unit (the 
intergenic spacer, IGS) (for review see Refs. [12,61]). First, the replication fork block (RFB) site binds the nuclease Fob1 
that induces a recombinogenic DSB to stimulate HR. Second, RNA-Polymerase-2-mediated transcription from the E-Pro 
promoter displaces cohesins. It has been proposed that such events lead to unequal sister chromatid recombination leading 
to expansion of rDNA. In addition, the noncoding IGS transcript appears to promote unequal sister chromatid recombina-
tion by forming the recombinogenic RNA:DNA hybrid (R loop) which may collide with the replication fork [66]. Stability 
of rDNA is, therefore, regulated by the activity of another IGS site with the replication origin activity [12]. Its strength 
is closely correlated with rDNA stability and lifespan of yeast strains. In addition, Sir2 stabilizes rDNA by silencing the 
E-Pro-driven transcription. Likewise, the yeast ataxin-2 Pbp-1 prevents R-loop formation stabilizing rDNA [66]. Thus, loss 
of Fob1 or Sir2 and Pbp1 extends or shortens yeast life span, respectively [12,66]. In addition, deletions of HR components 
counteract increased DNA damage sensitivity in yeast strains with low copy number of rDNA copies [57]. Noncoding anti-
sense transcription of rRNA has been also shown to be a source unequal sister chromatid recombination within rDNA [67]. 
Such a recombinogenic activity was inhibited by Dicer [67]. Finally, rDNA stabilizing role of the yeast chromatin structure 
is illustrated by instability of rDNA after disruption of its tethering to the nuclear membrane [68].

Critical role of HR control within rDNA is further illustrated by compartmentalization of HR machinery. Thus, its 
critical component, Rad52 is generally excluded from the nucleolus where the rDNA is located [69]. Rad52 interacts with 
rDNA DSBs only after a transient exit of the affected rDNA region from the nucleolus. Such a compartmentalization is at 
least in part due to sumoylation of Rad52. Conversely, anti-recombinogenic regulators including DNA helicase Srs2 have 
been found in proximity of rDNA [69].

Mechanisms of rDNA instability in higher eukaryotes are not clear. However, RFB activity was demonstrated in human 
rDNA IGS [70]. As in yeast, loss of HR control appears to destabilize human rDNA as its remarkable instability has been 
reported in cell lines from patients with the defective human DNA helicase BLM [71]. Like Srs2, BLM inhibits HR. 
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Moderate instability of human rDNA that was present in ATM-deficient cells may be also a result of increased HR as unre-
paired DSBs may provide an additional stimulus for that process [71]. Finally, a study conducted in 2015 using targeted 
DSBs inside rDNA revealed similar HR-based repair compartmentalization as that observed in yeast [21]. Therefore, HR-
based instability of mammalian rDNA appears to be suppressed by anti-recombinogenic activity, efficient DSB repair, and 
restricted access of HR to transcriptionally active regions of the nucleolus. Last but not least, epigenetic silencing and the 
resulting changes in chromatin structure appear as important factors promoting stability of mammalian rDNA.

Interestingly, nutrient availability affects rDNA stability of the Y-chromosome-linked rDNA cluster of fruit flies [72]. 
Thus, diet enriched in yeast extract has been shown to induce rDNA instability resulting in rDNA loss. Such changes were 
persistent and occurred both in germ line and in somatic cells. Interestingly, mTOR was required for this effect. Increased 
insulin receptor signaling mimicked effect of enriched diet on rDNA stability. Lastly, inhibition of rDNA transcription with 
actinomycin D improved rDNA stability. Such observations suggest that HR-based destabilization of rDNA is promoted 
when high nutrient supply increases Pol1 activity. In addition, it has been proposed that rDNA stabilization may at least 
partially contribute to antiaging effects of caloric restriction.

3.3  Evidence of rDNA Instability in the Brain

Early evidence that suggested rDNA loss in the brains of aged dogs, mice, and people has not been confirmed by follow-
up studies [53,54]. Moreover, in 2014 a study using quantitative real-time PCR methodology revealed no apparent loss 
of rDNA in human parietal cortex [51]. Therefore, unlike in yeast, brain rDNA seems to be stable during normal aging. 
There are, however, some limitations to this conclusion. First, the number of individuals that were included in this study 
was relatively low including 14 young and 9 old individuals. While such sample size allows excluding big effects of aging 
on rDNA content, smaller changes may require greater number of cases to reach statistical significance. Indeed, far larger 
group (n = 120) was investigated to demonstrate modest age-associated declines in rDNA content of human adipose tissue 
[73]. In addition, age-associated rDNA loss may be limited to only some cell types such as neurons. In such a case, tissue 
homogenate-based assay would miss and/or underestimate rDNA loss as in mature human brain neurons are outnumbered 
by glia. Future studies using DNA from selectively dissected neurons and glia could unequivocally solve the issue of aging-
associated rDNA instability in these cells.

However, the qPCR-based analysis of total genomic DNA from cerebrocortical tissue revealed instability of rDNA in 
two different forms of age-associated neurodegeneration. AD is the most common form of dementia [74,75]. Alzheimer’s 
disease (AD) is associated with excessive production of amyloid-β leading to tau pathology, synapse loss, neuronal atrophy, 
and subsequent neuronal death. Such changes occur throughout the forebrain including the hippocampus and the cortex. 
AD pathology appears to develop first in the temporal lobe, then in the parieto-occipital cortex and finally in other cortical 
areas including the prefrontal cortex. In postmortem cerebrocortical samples from AD patients, increased genomic content 
of the rDNA 18S-coding region was observed in both the parietal and the prefrontal cortex [47]. In addition, similar expan-
sion of rDNA was also found in parietal cortex samples from patients with mild cognitive impairment (MCI), which, in 
most cases, represents early stages of AD. The relative increase of rDNA ranged between 1.5- and 2.4-fold of age-matched 
controls as compared to the genomic content of the tRNA-K (CTT anticodon) gene whose 17 copies are dispersed through-
out several human chromosomes (http://gtrnadb.ucsc.edu/).

To determine whether such a change may be unique for AD, rDNA content was analyzed in dementia with 
Lewy bodies (DLB) [51]. DLB is the second most common type of dementia after AD [76] (http://www.omim.org/
entry/127750). It is associated with intraneuronal accumulation of α-synuclein-containing inclusions, the Lewy bod-
ies. In DLB, Lewy bodies accumulate in the cerebral cortex including parietal cortex. Progressive neurodegeneration 
appears to be a consequence of such a cortical synucleinopathy as α- or β-synuclein mutations have been associated 
with rare familial cases of DLB. As the causative relationship between the synuclein pathology and neurodegenera-
tion is also present in Parkinson’s disease (PD), DLB and PD may represent the same neurodegenerative process that 
affects different regions of the brain. Interestingly, PD and DLB may also coincide with pathology found in both the 
nigral and cortical neurons. Therefore, although DLB affects similar brain areas as AD, the underlying pathologies of 
these two forms of dementia are different.

In postmortem parietal cortex samples of DLB patients, increased genomic content of rDNA was observed using three 
different rDNA amplicons that probed 18S-, 5.8S-, or 28S-coding regions of rDNA [51]. Importantly, similar results were 
obtained when a multiplied- or a single locus gene was used as a total genomic DNA normalizer ( tRNA-Kctt or ALB, respec-
tively). The magnitude of rDNA amplification was estimated between 1.5 and 2.3-fold of age-matched controls. Surpris-
ingly, when the DLB pathology-free cerebellum was analyzed, nearly 50% reduction of rDNA content was found in DLB 
patients using 5.8S and 28S amplicons. Therefore, similarly to AD, DLB appears to be associated with rDNA instability. 

http://gtrnadb.ucsc.edu/
http://www.omim.org/entry/127750
http://www.omim.org/entry/127750
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As in AD, rDNA expanded in the pathology-affected cerebral cortex. In contrast, rDNA loss was found in the pathology-
free cerebellum. These findings suggest that at least in DLB, rDNA becomes unstable in neurodegeneration-affected and 
unaffected brain regions. In the degenerating areas, the rDNA expansions would be the predominant product of such a 
destabilization; in the nondegenerating areas, rDNA instability would result in rDNA loss. Similar divergence has been 
reported for another unstable region of the genome, the telomere. Telomere contraction has been found in the peripheral 
blood leukocytes in AD, and DLB [77–79]. However, at least in AD, telomere expansion has been observed in the hippo-
campus that is affected by AD pathology at the early stages of this disease [78].

Although somatic rDNA instability appears to be the most probable source of the observed differences between the DLB 
and the control group, one cannot formally exclude a possibility that in addition to rDNA instability, the observed effects of 
neurodegeneration on brain rDNA content are also affected by germ line-derived rDNA copy number polymorphisms that 
are associated with an increased risk of AD or DLB. Thus, expanding the sample sizes and including material from other 
nonbrain tissues could help to examine such a possibility. However, at least for DLB, the demonstrated divergence between 
the cerebral cortex and the cerebellum argues for somatic instability as a major source of the observed variation. Indeed, 
mitotic recombination of human rDNA has been previously reported in normal individuals [80]. Interestingly, mitotic insta-
bility of rDNA has been also found in at least 50% of human colon and lung cancer samples [81].

3.4  Potential Mechanisms and Significance of Neurodegeneration-Associated Instability of 
rDNA

Because HR has been identified as a major mechanism of rDNA recombination [61,65], findings of neurodegeneration-
associated instability in this region suggest that HR becomes activated in the brain. HR is thought to occur during or after 
DNA replication peaking in the S phase of the cell cycle [82]. Hence, the observed rDNA instability may be localized to 
reactive glia that underwent divisions in response to neuronal loss [83]. At least in AD-affected brain regions, neuronal 
cell–cycle reentry has been also documented including DNA synthesis [84]. Therefore, neurons that reenter the cell cycle 
could also activate the HR.

As human rDNA is present in five clusters on five distinct chromosomes that all reside in close physical proximity 
within the nucleolus and the perinucleolar heterochromatin, rDNA may also undergo HR in the absence of the replication-
generated sister chromatids. Such a “nonreplicative” recombination could engage homologous rDNA units within the 
same chromatid or from different chromosomes [49]. Years 2012 and 2013 reports have documented HR-like activity of 
nonmitotic human somatic cells in G0 [85,86]. Because such activity required the recombining DNA to be transcribed, this 
noncanonical HR may be possible at the active rDNA units. In addition, in G1 HeLa cells, rDNA DSBs can trigger activa-
tion of HR and unscheduled DNA synthesis in the perinucleolar region where such lesions are translocated [21]. Therefore, 
HR of rDNA may also occur in cells with unreplicated genomes including most neurons.

Although major components of the HR machinery are not expressed in normal mature mammalian brain (http://www.
brain-map.org/), there are no data on their expression/activity in the degenerating brain. Moreover, the reported expansion 
of telomeres in the AD hippocampus suggests HR is active in that tissue as HR is presumed to be a major positive regulator 
of telomere length in most somatic cells in which telomerase is not expressed [78,82].

While rDNA instability is a direct result of rDNA damage, recombinogenic potential of this region may be regulated by 
changes in chromatin structure, Pol1 activity, and noncoding RNAs as discussed in Section 3.2. Thus, in the neurodegener-
ation-affected human brain tissue, altered epigenetic status of rDNA and/or changes to Pol1 activity and/or altered ncRNA 
expression/processing may co-operate with DNA damage to destabilize rDNA.

Loss of heterochromatin was reported in AD and proposed to drive neurodegeneration in a fruit fly tauopathy model 
[87]. However, rDNA methylation analysis revealed increased presence of this repressive chromatin mark in rDNA from 
AD brains and no changes in DLB [47,51]. Thus, it remains to be tested whether neurodegeneration-associated instabil-
ity of rDNA is due to loss of perinucleolar heterochromatin. At least in AD, increased rDNA promoter methylation and 
ribosomal deficits could suggest transcriptional insufficiency of Pol1 as a possible trigger of instability of rDNA [45–47]. 
Conversely, nucleolar hypertrophy that was observed in some cells of AD brain suggests that in some cells Pol1 activ-
ity increases [43]. Such an increase could also promote rDNA instability. Finally, as RNA metabolism changes are well 
documented in various neurodegenerative diseases including AD, excessive R-loop formation in rDNA could contribute to 
rDNA instability in the degenerating brain [41].

Recombination of rDNA is initiated by DNA damage [65,82]. DSBs that are the major recombinogenic form of 
DNA damage have been reported in normal mouse forebrain neurons following periods of increased physiological 
neuronal activity [88]. Moreover, DSB repair appeared to be impaired in a mouse model of AD-like amyloidosis. In 
addition, bulky DNA adducts and single-strand DNA gaps that are generated by the adduct removal via the nucleotide 

http://www.brain-map.org/
http://www.brain-map.org/
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excision repair may also activate the HR pathway [82,89]. Therefore, in the degenerating brain, instability of rDNA 
may be initiated by excessive DNA damage (Fig. 30.2).

What may be possible consequences of rDNA destabilization in human brain? The reported changes in rDNA content 
are unlikely to affect ribosomal biogenesis as only a fraction of rDNA units is required for efficient ribosome supply even 
during accelerated growth in development [55,56]. Thus, one can consider the ribosome-unrelated effects of altered rDNA 
content as discussed in Section 3.1. For instance, rDNA amplification may increase structural support for cohesion- and/
or NoRC-mediated stabilization of the genome (Fig. 30.2). Indeed, the recently suggested AD-associated loss of hetero-
chromatin could promote defense mechanisms supporting its expansion (Fig. 30.2). Effects of rDNA content on euchro-
matin gene expression are another interesting possibility of rDNA interaction with the neurodegenerative pathology [62]. 
Enrichment of rDNA-regulated genes that affect mitochondrial function and lipid metabolism fit well with the AD- and 
DLB-associated dysfunction of the mitochondria and/or dysregulation of brain lipid homeostasis [90–93]. Last but not 
least, yeast studies led to a proposition that the inactive copies of rDNA sequester mediators of the cytotoxic DDR pathway 
[57,61]. Of note, in mammalian cells, stress-induced sequestration of various proteins has been demonstrated by the rRNA 
noncoding regions of rDNA [94]. Therefore, changes in rDNA copy number may affect cellular stress response including 
that to DNA damage.

A working model may be proposed that increasing content of rDNA would be beneficial for the brain cells by promot-
ing heterochromatin formation, tighter regulation of euchromatic genes and stronger capacity to regulate the DDR. The 
opposite may be true if rDNA content declines. Therefore, increases of rDNA in the degenerating cerebral cortex may 
support cell survival. Such an effect could explain the apparent discrepancy between the cerebellar- and the cerebrocorti-
cal rDNA content in DLB. As in DLB, the cerebellum is not confronted with the pathology/cell loss, there is no selection 
factor against suboptimal genomic arrangements resulting in overall reduction of rDNA content. In the cortex, cell death 
would produce enrichment of most resistant cells with expanded rDNA. One could speculate that similar mechanisms may 
promote rDNA copy number variability in cancer cells helping them to adapt to changes in cellular environment including 
therapy resistance.

4.  CONCLUDING REMARKS

The nucleolus-based process of ribosomal biogenesis emerges as an important participant in the neuronal DDR acting both 
as a sensor and a source of transducers for various DNA damage signals. In addition, changes of rDNA content my further 
modulate brain tissue response to stress including DNA damage and neurodegeneration. Thus, the nucleolus may exert 
multilayer influence on the nervous system that is coping with an injury. Such an influence may involve its most canoni-
cal function of making ribosomes and its core structure of rDNA. The key challenge for the future research is to directly 
evaluate contributions of the nucleolar stress pathway as well as rDNA instability to the nervous system maintenance in 
physiological and pathological conditions. Thus, identification of nucleolar stress mediators could set a stage for experi-
ments to directly evaluate role of nucleolar stress in animal models of neurodegenerative diseases. Moreover, transgenic 
technologies could be harnessed to determine how changes in rDNA content determine outcome of neurodegeneration. As 
such studies address the fundamental question of the mechanisms that underlie age-associated neurodegenerative diseases, 
they deserve significant attention of the research community.

FIGURE 30.2 A hypothetical model presenting potential mechanisms and 
consequences of the neurodegeneration-associated rDNA expansion. The rDNA 
expansion that occurs in Alzheimer’s diseases (AD) and in dementia with Lewy bod-
ies (DLB) may be a consequence of increased DNA damage that activates the DNA-
damage response (DDR) including rDNA repair via homologous recombination (HR). 
Additional copies of rDNA may provide stronger structural support for the chromatin. 
Such a support could include cohesion-mediated inter- and intrachromosomal interac-
tions and/or increased supply of silencing complexes such as the NoRC. As in yeast, 
structural role of rDNA may be fulfilled by the inactive copies of rDNA (black). Thus, 
expanded rDNA would promote genomic stability and heterochromatin maintenance 
counteracting cytotoxic consequences of the neurodegenerative pathologies.
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GLOSSARY
Extrachromosomal rDNA circles This is a form of extrachromosomal DNA that is observed in yeast. It is made of circular rDNA fragments that 

are generated by homologous recombination and which replicate during cell divisions.
Mild cognitive impairment (MCI) A brain function disorder involving cognitive impairments beyond those expected based on the age of the 

individual, but which are not severe enough to interfere with daily activities. It often represents a transitional stage between normal aging and 
dementia.

rDNA Ribosomal DNA, rRNA genes.

LIST OF ABBREVIATIONS
5S RNP 5S ribonucleoprotein
AD Alzheimer’s disease
CPT Camptothecin
DDR DNA-damage response
DLB Dementia with Lewy bodies
DSB Double-strand break
HR Homologous recombination
mTOR Mammalian target of rapamycin
NoRC Nucleolar-repressive complex
Npm Nucleophosmin
PD Parkinson’s disease
Pol1 RNA polymerase-1
Pol2 RNA polymerase-2
rDNA Ribosomal DNA
RP Ribosomal protein
SSB Single-strand break
TIF1A Transcription initiation factor-1A
Topo1 DNA topoisomerase-1
Topo2 DNA topoisomerase-2
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1.  INTRODUCTION

While much media publicity points to exogenous causes of cancer such as cigarette smoking or occupational hazards, 
the evidence may be somewhat weaker as to the role of diet and nutrition. The monographs of the International Agency 
for Research on Cancer (IARC) provide excellent summaries, provided by international working groups, definitively 
showing that tobacco exposure [1], certain office working environments, and various other occupational exposures  
are unequivocally associated with human cancer risk [2]. DNA damage can occur through unintentional exposure to 
genotoxic chemicals in the diet, which may induce oxidation, DNA alkylation, cross-linking, dimerization, and strand 
breaks. As such, repair of this DNA damage (or protection against its formation) is essential to preserving genome sta-
bility.

Dietary factors play a well-established role in increasing cancer risk, through enhancing genomic instability. Vrom-
man et al. ranked food components and environmental contaminants of food in terms of their potential hazard [3]. They 
considered arsenic and lead to be of high concern, while cadmium, methylmercury, dioxins, polychlorinated biphenyls, and 
toxaphene were ranked as medium priority. Although posing some risk at high levels, polybrominated biphenyls, chlordane, 
heptachlor, dichlorodiphenyl-trichloroethane, hexachlorocyclohexane, polychlorophenols, and their salts were classed as 
lower priority. Many of the reported exposures to such compounds may be inadvertent, through environmental pollutants 
that are accumulated by plants and animals eaten by humans [4], through mycotoxin formation on badly stored foods [5], 
or exposure to various cooked food mutagens/carcinogens [6,7]. However, because we eat a mixed diet, definitive human 
proof of many of these effects may not be as easily obtained. Furthermore, it is unethical to continue exposure to a puta-
tive mutagen/carcinogen in the expectation of providing definitive evidence of human harm. Thus, molecular evidence of 
genomic instability as a biomarker of cancer risk or likely cancer protection may be both more desirable and more readily 
obtained [8].

Dietary factors also play an essential role in protection against genomic instability, and there is increasing evi-
dence for this [9]. In the long term, exploiting such beneficial dietary items and encouraging their increase in the 
diet may be the most constructive approach to protecting against human genomic instability and cancer initiation and 
progression.
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2.  DIETARY CAUSES OF GENOMIC INSTABILITY

2.1  Dietary Excess (Obesity)

Obesity results from excess weight accumulation, generally considered to be caused by an excess of caloric energy intake 
in comparison with the amounts used in metabolism or consumed through exercise (Fig. 31.1). Increased oxidative stress is 
distinctive of obesity [10]. This condition occurs where there is an excessive production of reactive oxygen species (ROS), 
in comparison with the level of natural antioxidants. Enhanced ROS production is associated with a mitochondrial dysfunc-
tion in these individuals [11], and may affect the regulation of DNA methylation [12]. Global hypomethylation in repetitive 
sequences of the genome provides an important mechanism by which cells develop genomic instability [13]. Hypomethyl-
ation may be especially important where it occurs on the promoter of oncogenes. Delgado-Cruzata and coworkers studied the 
effects of weight loss on global DNA methylation in Hispanic, African-American, and Afro-Caribbean breast cancer survivors 
[14]. They found that DNA methylation of long interspersed nucleotide element 1 (LINE-1) was statistically significantly 
elevated after the intervention. Conversely, excess weight accumulation is associated with lower DNA-methylation levels.

Various posttranslational modifications alter the function of histones [15]. For example, acetylation of the lysine residues 
at the N-terminus of histone proteins leads to a reduction in the affinity between histones and DNA, enabling the access of 
RNA polymerase and transcription factors to gene-promoter regions [16]. In general, transcription is enhanced by histone 
acetylation and repressed by histone deacetylation. Histone ubiquitination modifies DNA-repair capacity, leading to chromatin 
structures conducive to the assembly of nucleotide excision repair (NER) complexes on damaged DNA [17]. Histone phos-
phorylation is required for efficient DNA repair. The net impact of perturbation of epigenetic mechanisms contributes signifi-
cantly to genomic instability. Obesity has been found to have significant (adverse) effects on the function of histones [18,19].

Mitochondrial (mt) DNA alterations lead to oxidative phosphorylation and the generation of adenosine triphosphate 
(ATP) and ROS. Not only somatic mtDNA mutations, but also changes in mtDNA copy number have been shown to lead to 
mitochondrial dysfunction and increased genomic instability [20,21]. Mitochondrial dysfunctions have often been related 
to obesity and/or lipid imbalances in the diet, since mitochondrial membranes are lipid based and their maintenance is 
essential to the effective functioning of the mitochondria [22,23].

2.2  Alcohol

High alcohol consumption has been associated with increased carcinogenicity of the upper gastrointestinal tract. The pri-
mary mechanism of this has been suggested as through the formation of acetaldehyde, a metabolite of ethanol which can 
form DNA adducts [24].

2.3  Red Meats

Red meats include beef, veal, pork, lamb, mutton, horse, or goat meat. High red meat intake has been related to an increased 
risk of cancer, and this appears at least partly to associate with cooking processes (Fig. 31.2). Heterocyclic amines (HCAs) 

FIGURE 31.1 The significance of obesity in decreasing genomic stability, and of adequate diet and exercise in preventing this development.
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formed by high-temperature cooking can generate reactive oxygen species. Carvalho and coworkers [25] correlated high 
temperature–cooking processes of such meats with cancer risk, and by measuring oxidative stress as malondialdehyde 
concentration in the plasma found suggestive evidence of a causal relationship in their Sao Paulo population. DNA-reactive 
polycyclic aromatic hydrocarbons (PAHs) are also formed during cooking of such meats, especially following direct heat 
exposure [6,26]. A 2015 IARC evaluation has concluded that well done cooked red meats enhance oxidative stress and 
other measures of genomic instability, at least in model systems, and are possible human carcinogens [27,28].

Advanced glycation end products such as N(E)-(carboxymethyl)lysine are present in both cooked and uncooked foods, 
leading to oxidative stress, aberrant cell signaling, and genomic instability, and have been associated with at least one type 
of cancer [29]. These reactive metabolites are produced as a byproduct of sugar metabolism [30], and appear to be related to 
various socioeconomic and risk factors linked to cancer susceptibility. While these are present at low levels in unprocessed 
red meats, they increase significantly upon cooking, but this process is reduced by previous marination of the meat [29,30].

2.4  Mutagens Formed During Food Processing

The 2015 IARC evaluation concluded that the evidence for carcinogenesis by processed meat was significantly stronger 
than for unprocessed meats, and the former should be considered as human carcinogens [27,28]. Processed meats are those 
which have been modified by salting, curing, fermentation, or other processes to enhance flavor or preservation. N-nitroso 
compounds in particular are DNA reactive, and are often formed during processing of red meats [31,32]. Smoking of 
salmon was shown to lead to the formation of various types of PAHs [33]. In a study from Taiyuan, China, PAHs were also 
shown to be formed during the cooking of vegetables, wheat flour, and fruits [8].

2.5  Mutagens Formed During Storage of Foods

Styrene has been widely used in food storage and also food preparation, as well as being released in various industrial set-
tings. In workers exposed to this chemical, there is evidence of genotoxicity in the form of DNA adducts and strand breaks 
[34]. Styrene intake from various sources has also been associated with increased risk of invasive breast cancer in a popula-
tion study in Texas [35]. Inappropriate storage containers of various food and drinks may themselves create a hazard. For 
example, an alcoholic beverage (cachaça) was found to be contaminated with PAHs when stored in a polyethylene tank, but 
this contamination was much less of a problem when storage was in a glass container [36]. Refrigeration has been found to 
be an important factor in food storage that helps to protect against the formation of various fungal toxins [37,38]. Various 
aflatoxins including aflatoxin B1 and aflatoxin M1, as well as ochratoxin A and fumonisin B1, are examples of important 
fungal secondary metabolites on badly stored nuts, grains, and other plant foods that cause DNA damage and promote 
genomic instability [37,39–41].

FIGURE 31.2 Some of the various ways in which red meats can enhance genomic instability. Heterocyclic amines are common in well-cooked meats, 
and polycyclic aromatic hydrocarbons in charred meats, both leading to DNA damage including the formation of DNA adducts. Advanced glycation 
end products are present in low concentrations in uncooked meats, but increase upon cooking, which process may be reduced by marinating the meats. 
Processing of meats to various products including sausages increases the concentration of mutagenic N-nitroso compounds.
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2.6  Accumulation of Environmental Pollutants in Animal Flesh

Various chemical toxins may accumulate in the flesh of grazing animals or fish in polluted estuarine regions [42,43]. These 
may include pesticides [3,44] and heavy metals such as mercury, cadmium, or lead [45,46]. The latter have been found at 
high levels in the flesh of slaughter-house animals, and have recognized genotoxic effects [43].

2.7  Natural Pesticides in Food Plants

While much publicity focuses around red meat and adverse effects associated with cooked or processed animal flesh, it is 
also important to record that many food plants contain natural pesticides, or are able to release such products under some 
conditions. An apparently enigmatic example is provided by broccoli (Fig. 31.3). While this contains a number of important 
and generally beneficial phytochemicals, as will be discussed in the next section, it is also able to release toxins in response 
to tissue damage caused by insect or other pests [47]. For example, 1-methoxy-3-indoylmethyl (1-MIM) glucosinate is 
found at high levels in cruciferous vegetables such as broccoli and cabbage. This forms DNA adducts in vitro, and is 
mutagenic following activation by the myrosinase enzyme [48]. It is noteworthy that these two plant components (1-MIM 
glucosinate and myrosinase) are typically found in separate cells. But after pest-induced cell damage, the two components 
can combine to form a DNA-reactive end product, in vitro and in vivo [48].

3.  DIETARY PROTECTION AGAINST GENOMIC INSTABILITY

3.1  Classic Nutrients

Biomarkers relevant to genomic stability, including telomere length and mtDNA deletions, have been utilized in establish-
ing recommended daily intakes for nutrients [49,50]. Accumulating evidence shows that genome integrity is highly sensi-
tive to nutrient status, and that optimal levels may differ among individuals. Many investigations to date are limited by 
considering only the effects of single nutrients, without looking at the potential interactions among these, and of nutrients 
with toxicants in the diet. For example, Fenech has suggested that it is inappropriate to consider single nutrients, but we 
should be looking at nutrient combinations, using what he describes as a nutriome [51]. Nevertheless, it is clear that differ-
ent nutrients and classes of nutrients have some important functional differences in the maintenance of genomic stability. 
Examples of some important nutrients and bioactives are given in Table 31.1.

3.1.1  Lipids

As described earlier, high intakes of saturated fats from animal products have been associated with obesity, and conse-
quently detrimental effects on genomic stability [52]. Obesity and/or higher caloric intake also had a marked effect in 
promoting telomere shortening. While too high a fat intake overall may be detrimental, some fats may play an important 

FIGURE 31.3 The way in which certain food plants such as broccoli may function to either increase or reduce genomic instability. Glucosinolates such 
as 1-MIM glucosinate are innocuous unless activated by the release of myrosinase enzymes, usually contained in separate cells, when they release a DNA-
reactive component. In contrast, various phytochemicals from broccoli, including sulforaphane, act to protect the integrity of DNA.
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protective role in the maintenance of genomic stability. Those for which the most information is available are the omega-3 
and 6 (n-3 and n-6) polyunsaturated fatty acids (PUFAs). Within the n-3 PUFA family, the two long-chain PUFA eicosapen-
tanoic acid (EPA) and docosahexaenoic acid (DHA) have been demonstrated to affect various key events that may protect 
against DNA oxidation and leukocyte telomere shortening, while promoting apoptosis and reduction of damaged cells  
[53–57]. These two PUFA also play key roles in protection against inflammation, reducing the possibility that an overreac-
tion to immune stimulation may lead to DNA damage and genomic instability [22,58–61]. What may be almost as impor-
tant as the individual PUFA here are the ratios between n-6 PUFA (which may promote inflammation) and long-chain n-3 
PUFA.

There is considerable interest in mechanisms associated with the loss of function of the phosphatase and tensin homo-
log deleted on chromosome 10 (PTEN) tumor-suppressor gene in cancer [62–65]. The PTEN gene has lipid phosphatase 
activity and acts in the nucleus to promote genomic stability and DNA repair. Consequently, loss of this function leads to 
increased genomic instability [62]. In a PTEN-null mouse model, it was possible to demonstrate the importance of lipid-
modifying enzymes in converting saturated fatty acids to monosaturated fatty acids, and also the negative implications of 
an increased ratio of long-chain omega-6 PUFA to omega-3 PUFA in genomic stability and cancer risk [65].

3.1.2  Vitamins

3.1.2.1  Carotenoids

Peto et al. [66] originally suggested a cancer-preventive role for β-carotene, based on a number of cross-sectional or case–
control studies. Most such studies showed a negative correlation between blood carotenoid levels and various biomarkers 
of DNA damage. However, some placebo-controlled carotenoid intervention trials using disease and mortality as outcomes 
have suggested a significant increase rather than decrease in mortality associated with vitamin A, β-carotene, or vitamin 
E supplements [67]. It is possible that this depends upon the concentration used in the supplement, and also the popula-
tion tested. Pro-vitamin A carotenoids include α- and β-carotene, β-cryptoxanthin, retinoic acid, retinal, and retinol, while 
non-vitamin A carotenoids include lycopene, lutein, astaxanthin, and zeaxanthin. A number of tissue culture studies have 
involved cotreatment with a DNA-damaging agent and various carotenoids [5,68–77]. While the non-vitamin A carotenoids 
usually decreased the DNA damage, thereby promoting genomic stability, the pro-vitamin A carotenoids had little or no 
effect at low concentrations but increased genomic instability at higher concentrations.

3.1.2.2  Other Vitamins

Various B vitamins have beneficial effects on the stability of both nuclear and mitochondrial genomes. These include niacin 
(vitamin B3), folate (vitamin B9), and vitamin B12. Folate is an essential factor in one-carbon metabolism, acting to supply 
the methyl units for DNA methylation. Folate deficiency, especially in the presence of suboptimal levels of vitamin B6 and 
vitamin B12, may have significant effects on chromosomal fragility, resulting in chromosome breaks and mtDNA deletions, 
as well as reduced telomere length [78,79]. Folate is a key component of a number of root vegetables, including pulses such as 
red kidney beans, chickpeas, and lentils [79]. The B vitamin class also includes choline, which also interacts with folate bio-
synthesis [80,81]. A deficiency of this nutrient can lead to DNA hypomethylation and an accumulation of strand breaks [80].

TABLE 31.1 Important Nutrients and Phytochemicals in the Maintenance of Genomic Stability

Processes Affected Nutrients or Bioactive Substances

DNA oxidation Vitamins (C, D, and E), Se, DHA, EPA, genistein, curcumin, RSV

DNA synthesis Folate, vitamin B12, zinc, magnesium

DNA repair Niacin, zinc, folate

DNA methylation Vitamins A and D, folate

Other epigenetic effects Vitamin D, RSV, EGCG, sulforaphane

Necrosis/apoptosis Vitamins A, C, D, K12, niacin, zinc, DHA, EPA, curcumin

Chromosome segregation Vitamin A, folate, magnesium

Telomere length Vitamin D, niacin, folate, Se, DHA, EPA, curcumin, RSV

Data from references identified in the text.
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Vitamin C has been considered to be an antioxidant. In human studies, the effects of vitamin C supplementation on 
various markers of genome stability depend on individual responses to vitamin C levels in the diet, and on concomitant 
exposure to oxidative stresses [82]. Vitamin C also protects against DNA damage, DNA strand breakage, and chromosomal 
aberrations [69,82].

Vitamin D is also critical in the maintenance of genome stability, preventing oxidative stress, chromosomal aberrations, 
telomere shortening, and inhibition of telomerase activity [83–86]. There is reason to believe that a primary function of 
vitamin D is in preventing DNA damage, while a secondary effect is in the regulation of cellular growth [83].

Other vitamins such as biotin (or vitamin H) and the vitamin-like co-enzyme Q10 are also important in the maintenance 
of genomic stability [87,88]. It is important to recognize that there are considerable interindividual differences in the ability 
to absorb and metabolize all of these vitamins [89]. Recognizing the optimal amount is of considerable importance.

3.1.3  Minerals

While a number of minerals are typically considered as toxicants, some of these are essential micronutrients, albeit usu-
ally with a narrow window of efficacy as compared with toxicity. These include iron [90], selenium (Se) [91], and zinc 
[92]. Se provides a useful illustration of these complexities, since the population generally shows a “U”-shaped response 
curve, with both low and high selenium levels increasing genomic instability. The optimal form of Se at the optimal level 
may protect against DNA or chromosome breakage, chromosome gain or loss, damage to mtDNA, and detrimental effects 
on telomere length and function [93]. However, the optimal level of Se differs among individuals, and also with the form 
incorporated into the diet [91,94]. Various genetic polymorphisms may affect both the uptake and utilization of selenium 
among individuals [94].

3.2  Bioactive Food Components

Bioactives, sometimes called phytochemicals, have been defined as “constituents in foods or dietary supplements, other 
than those needed to meet human nutritional needs, which are responsible for changes in health status” [95]. This group 
includes various polyphenols, defined as having several hydroxyl groups on one or more aromatic rings, and divided into 
various groups according to chemical structure [96]. There is compelling evidence that a considerable range of polyphenols 
may stabilize genomic DNA, through various processes, including effects on DNA methylation [96].

Both genistein and dadzein are soy-derived phytoestrogens that bind to estrogen receptors and have both weak estro-
genic and weak antiestrogenic effects [75,97,98]. Genistein has been shown to have antioxidant effects and may act in 
concert with other nutrients such as β-carotene in beneficially affecting genomic stability [75]. Genistein also showed ben-
eficial effects in combination with the DNA-damaging agent, bisphenol A [99]. However, in common with other such com-
pounds, genistein has been found to have adverse effects in combination with such compounds as diethylstilbestrol [100].

Curcumin is a polyphenol that is also the active ingredient in the spice, turmeric. In a rodent model of colorectal cancer, 
curcumin treatment led to downregulation of telomerase activity, and this effect was associated with cell-cycle arrest and 
induction of apoptosis [101]. Protection against genomic instability has also been shown by curcumin in combination with 
certain genotoxic agents. For example, in human hepatocyte LO2 cells, curcumin was able to protect against the genotox-
icity of quinocetone (QCT), a controversial compound which has been used as an antimicrobial feed additive in China. 
Curcumin pretreatment significantly attenuated the formation of ROS, DNA fragmentation, and micronucleus formation 
[102]. However, in a different tissue culture model using Raji cells, curcumin increased ROS and cell-cycle arrest, leading 
to structural chromosome abnormalities [103].

Resveratrol (RSV) is another polyphenol which is considered to be the beneficial component in red wine. High intakes 
of RSV have usually been considered beneficial to human health, including cancer-protective and antiaging effects. For 
example, it is generally considered to be an antioxidant, and has shown a chemopreventive effect in different mouse can-
cer models [97,104,105]. In HeLa S3 mammalian cells, RSV has effects on gene expression leading to the induction of 
telomere-maintenance factors, without effects on cell proliferation. That is, it can protect against changes in telomere length 
[106]. However, in the HeLa colon cancer cell model, RSV has also induced DNA damage through pro-oxidant effects, 
leading to apoptosis [105].

Indole-3-carbinol and epigallocatechin–3-gallate (EGCG) from green tea are both examples of polyphenols that show 
strong evidence of modulating genomic stability through various epigenetic mechanisms [9,95].

Some phytochemicals may have complementary activities in protection against genomic stability. For example,  
in broccoli (Fig. 31.3), the isothiocyanate, sulforaphane, and the polyphenol, quercetin, may complement one another in 
their epigenetic actions [107]. Duthie [108] suggested that the evidence is particularly strong for berry phytochemicals, 
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specifically anthocyanins (a class of flavonoids), which modulate various biomarkers of DNA damage and carcinogenesis, 
in both in vitro and in vivo animal studies. However, evidence for cancer-preventive effects of any of these phytochemicals 
in human studies is currently weak.

Tumor-promoting inflammation is inhibited by all of the compounds except vitamin B [79,93,109–121], while only 
vitamin D, carotenoids, and RSV prevent tumor cells from evading the immune system [122–124].

4.  THE SIGNIFICANCE OF GENETIC POLYMORPHISMS

There is no question but that genetic polymorphisms in various genes such as breast cancer 1 early onset (BRCA1) and 
breast cancer 2 early onset (BRCA2) affect cancer susceptibility, independent of nutrition [125]. However, it is also increas-
ingly clear that the risk of developing cancer depends upon a complex interplay among genetic susceptibility, lifestyle, and 
diet, and that a number of the important genes are associated with nutrient uptake, transport, metabolism, and excretion 
[9]. While general population recommendations for nutrients are clearly of benefit, these do not necessarily indicate the 
optimal diet for an individual [50,51,89,126]. Folate provides an excellent example of a vitamin for which there is strong 
influence of the interplay between the nutrient intake, and also certain genetic polymorphisms [51]. There is also consider-
able interest in vitamin D, where there have been several hundred genes reported, which may affect uptake and function of 
the nutrient in various ways [84]. The minerals Se, zinc, and iron are also required at different concentrations according to 
genotype [90,92,94].

5.  CONCLUSIONS

Genomic instability plays a critical role in cancer initiation and progression. The fidelity of the genome is protected at 
every stage of the cell cycle. In cancer, the presence of aneuploid or tetraploid cells indicates the failure of one or many of 
these safety nets. The resultant genomic heterogeneity may offer the cancer cells a selection advantage against the selective 
nature of emerging therapies. Understanding these protective mechanisms, and how they are bypassed in cancer cells, may 
highlight new and more specific mechanisms for therapeutic attack and/or cancer prevention.

While much work has focused on the development of new cancer drugs, this review makes it clear that focusing on 
nutrition, both in terms of preventing cancer development and also its progression, may be more fruitful. Vitamins (such 
as B, C, and D), minerals (such as Se), and phytochemicals (such as RSV, sulforaphane, and EGCG) have shown remark-
able potential for diminishing tumor risk and tumor progression. In addition to their protective properties against genomic 
instability, these compounds are known to inhibit proliferative signaling [119,127,128], attenuate oncogenic metabolism 
[126,129–134], and block inflammation [79,93,109–121].

Despite progress in antitumor therapies, the death rates from cancer remain alarming [135,136]. However, diet and 
lifestyle are increasingly being shown for their potential in reducing cancer risks and/or slowing tumor progression. In 
particular, antioxidants are critical for the prevention of DNA damage that enables cancer initiation and growth. Growing 
evidence shows that vitamins, minerals, and other dietary factors have profound and protective effects against cancer cells, 
whether they are grown in the laboratory, in animals, or studied in human populations. A better understanding of the effects 
and synergy of these dietary factors in the prevention and treatment of genomic instability is critical to the future reduction 
of mortality associated with cancer.

GLOSSARY
Anthocyanins Water-soluble vacuolar pigments that may appear red, purple, or blue depending on the pH, belonging to a parent class of molecules 

called flavonoids.
Bioactives Constituents in foods or dietary substances, other than those required to meet nutritional needs, which are responsible for health status.
Nutriome The combination of nutrients and their doses that optimizes genomic stability for an individual.
Polyphenols A structural class of mainly natural, but also synthetic or semisynthetic, organic chemicals characterized by the presence of large 

multiples of phenol structural units.
Phytoestrogen Plant-derived xenoestrogens not generated within the endocrine system but consumed by eating phytoestrogenic plants.

LIST OF ABBREVIATIONS
1-MIM 1-Methoxy-3-indoylmethyl
ATP Adenosine triphosphate
BRCA1 Breast cancer 1 early onset
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BRCA2 Breast cancer 2 early onset
DHA Docosahexaenoic acid
EGCGE Pigallocatechin gallate
EPA Eicosapentaenoic acid
HCA Heterocyclic amine
IARC International Agency for Research on Cancer
LINE-1 Long interspersed nucleotide element 1
mtDNA Mitochondrial DNA
n-3 Omega-3
n-6 Omega-6
NER Nucleotide excision repair
PAH Polycyclic aromatic hydrocarbon
PTEN Phosphatase and tensin homolog
PUFA Polyunsaturated fatty acid
QCT Quinocetone
ROS Reactive oxygen species
RSV Resveratrol
Se Selenium
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1.  INTRODUCTION

Cancer is a disease that is characterized by the uncontrolled growth, proliferation, and spread of cells. This deadly disease is 
projected to affect one in four Americans and Canadians. Development of cancer (the process of carcinogenesis) is a long, 
multistep transformation of normal cells into malignant cells, which includes initiation, promotion, and progression stages 
from single initiated cells to carcinoma in situ and further to large-scale carcinoma and metastasis [1–3]. For a long time, 
cancer was thought to be a genetic disease, whereby pathological changes were caused by a progressive accumulation of a 
multitude of genetic and cytogenetic alterations. Since the first cancer-promoting mutation in a human RAS oncogene was 
reported in 1983, a large body of evidence has accumulated on various polymorphisms, point mutations, deletions, inser-
tions, and translocations associated with cancer development [2].

Induction and development of some cancers can be genetically predetermined via inherited mutations that are passed 
from generation to generation, such as those in BRCA1, MSH2, MLH1, and other genes, albeit those direct gene defects 
account only for 5–10% of cases.

A large proportion of cancers is induced by the harmful influence of deleterious cancer-causing factors—carcinogens 
that can cause mutations or alter the proper function and stability of the cellular genome, leading to a loss of cellular growth 
controls. Carcinogens can be of a chemical, physical (UV radiation, X-rays, and magnetic fields), or biological (bacterial, 
viral, or altered metabolism) nature. Chemical carcinogens account for a lion’s share of all induced cancers and can be 
divided into genotoxic and non-genotoxic ones based on their mechanisms of action and, especially, based on their capabil-
ity to alter the DNA sequence [4]. Historically, the term genotoxic carcinogen has been used to define a chemical that is 
“capable of producing cancer by directly altering the genetic material of target cells.” A non-genotoxic carcinogen refers to 
“a chemical capable of producing cancer by some secondary mechanism not related to direct gene damage” [5].

As such, most genotoxic carcinogens interact with DNA or produce metabolites that can react with DNA, and these 
direct reactions with DNA alter DNA and the chromosome structure or chromosome number. Some genotoxic carcinogens 
(eg, ethyl methane sulfate) act directly, while others require metabolic activation (2-acetylaminofluorene). Genotoxic car-
cinogens cause various types of DNA damage, including base alkylation, oxidation, base loss, formation of DNA adducts, 
interstrand cross-links, DNA–protein cross-links, and breaks in DNA. As a main repository of genetic information, DNA is 
the only cellular molecule that is repaired; the rest of them are simply replaced.
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To combat these attacks on the genome, cells have evolved a response system that induces cell-cycle arrest, allow-
ing sufficient time for specialized groups of proteins to repair the incurred damage. To protect themselves, cells 
harbor elaborate and highly effective DNA-repair machinery that includes more than 100 proteins and a precise cell 
cycle–control system that induces cell-cycle arrest to allow time for repairs. Consequently, in the vast majority of 
cases, DNA damage is repaired. Moreover, in the case of irreparable damage, the cellular DNA damage–response 
system induces apoptosis. If the damage is unrepaired or misrepaired, this can lead to mutation and result in the 
phenomenon of genome instability that manifests as an elevated accumulation of mutations that are persistent in the 
cellular lineage. Genomic instability can facilitate the process of cancer initiation and/or progression [6], and indeed, 
the loss of genomic stability is believed to be a hallmark of many cancers, as well as an important prerequisite for 
cancer formation [7–9].

Non-genotoxic carcinogens do not affect DNA directly, but rather cause epigenetic changes, affect gene expression, 
and thus cause metabolic changes, increase peroxisome proliferation, disrupt cellular structures, change the rate of cell 
proliferation, or foster other processes that are responsible for cellular homeostasis. Disruption of those processes may in 
turn predispose cells to indirect DNA damage and can lead to carcinogenesis.

Yet, even though numerous spontaneous and carcinogen-induced cancer-causing mutations have been identified and 
cataloged, they cannot explain, by far, a wide variety of different malignant tumors (cancers and soft tissue tumors) and 
their relationship with environmental factors or some of the puzzling patterns of tumor predisposition and inheritance. 
Additionally, numerous lines of evidence have suggested that cancer can arise due to aberrant gene expression and regula-
tion [2]. As such, it is now well accepted that cancer is both a genetic and an epigenetic disease [1,2]. Additionally, research 
conducted in 2009 indicates that genetic and epigenetic mechanisms can mediate the toxicity of various environmental 
chemicals, both genotoxic and non-genotoxic ones [4].

2.  EPIGENETIC REGULATORS

Modern science defines epigenetics as mechanisms that establish and maintain mitotically and meiotically stable and heri-
table patterns of gene expression and regulation and occur without changes in DNA sequence. Epigenetic processes impact 
gene expression and chromatin structure and include DNA methylation, histone modifications, chromatin remodeling, and 
noncoding RNAs [2,10].

2.1  DNA Methylation

Among epigenetic regulators, cytosine DNA methylation was the first epigenetic mark identified, and it is one of the most 
widely studied epigenetic phenomena. DNA methylation is a covalent modification of DNA, in which a methyl group from 
S-adenosyl-l-methionine is added to the carbon 5 position of cytosine, yielding 5-methylcytosine (5 mC) in DNA. Genomic 
DNA methylation refers to the overall content of methylated cytosine (5 mC) in the genome [2,11].

DNA methylation is a key regulator of gene expression and genome stability. It is crucial for the proper functioning 
of normal cells and tissues. In normal cells, it governs the regulation of cell-type and tissue-specific gene expression, the 
silencing of parasitic and highly repetitive sequences, X-chromosome inactivation, the correct organization of active and 
inactive chromatin, and genomic imprinting [10,12] (Fig 32.1). In mammals, including humans, DNA methylation occurs 
mainly in the context of CpG dinucleotides that are methylated to 70–90% [11]. The highest frequency of CpGs is in the 
CpG island areas, which are often located in the 5′-end control regions of genes [11,12].

DNA methylation is accomplished by DNA methyltransferase enzymes [11]. In mammals, three DNA methyltrans-
ferases (DNMT1, DNMT3a, and DNMT3b) are responsible for establishing and maintaining DNA-methylation patterns 
at CpG sites [10]. DNMT1 is the major enzyme involved in the maintenance of DNA-methylation patterns after DNA 
replication. It is localized at replication forks where, in collaboration with de novo methyltransferases and methyl-binding 
proteins, it directly modifies nascent DNA strands after replication and thereby maintains DNA-methylation patterns. 
DNMT3a and DNMT3b are de novo methyltransferases that target unmethylated and hemimethylated sites and that initiate 
and establish DNA methylation. Deregulation of methyltransferases may lead to altered methylation patterns [11]. DNA 
methylation is known to be associated with the inactive chromatin state and, in most cases, with repressed gene expression 
activity, while the loss of DNA methylation oftentimes correlates with elevated gene expression.

The altered patterns of genomic DNA methylation constitute a well-known characteristic of cancer cells [1,2,11]. Both 
hypermethylation and hypomethylation alterations occur in cancer (Fig. 32.1). The DNA-methylation profile of cancer cells 
is characterized by global genome DNA hypomethylation, cancer-associated gene-specific hypomethylation, and concur-
rent hypermethylation of CpG islands within the gene promoters of tumor suppressors [1,2,11,12].
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The global loss of genomic DNA methylation has been linked to the activation of transposable elements, such as long 
and short interspersed nucleotide elements (LINEs and SINEs), retroviral intracisternal (A) particles (IAPs), and other 
elements located in the centromeric, pericentromeric, and subtelomeric chromosomal regions. It is also associated with 
elevated levels of chromosome breakage, aneuploidy, and increased mutation rates. All of these are signs of global genomic 
instability and the hallmarks of carcinogenesis [11].

Alongside global genomic DNA hypomethylation, cancer cells exhibit gene-specific hypomethylation. This is one of 
the prominent and potent mechanisms for the reactivation of oncogenes. Up to now, several hypomethylated tumor-promot-
ing genes have been identified in major cancers. These include proto-oncogenes, plasminogen activators, urokinase (UPA), 
heparanase (HPA), and many others [1,2,11,12].

Hypermethylation, the gain of methylation at sites that are normally undermethylated, is another characteristic feature 
of cancer cells. Hypermethylation is the most extensively studied epigenetic change in cancer. Aberrant promoter meth-
ylation leads to silencing of a large number of protein-coding genes as well as genes coding for small RNAs [11]. Genes 
affected by DNA hypermethylation include crucial tumor-suppressor genes, such as the key gatekeeper p53 and retinoblas-
toma, cyclin-dependent kinase inhibitor 2A (p16INK4A), adenomatous polyposis coli (APC) gene, and Ras association 
(RalGDS/AF-6) domain family member 1 (RASSF1A), just to name a few. Hypermethylation may also affect DNA-repair 
genes, such as breast cancer 1 and 2 genes (BRCA1 and BRCA2), MutL homolog 1 (MLH1), and genes involved in apop-
tosis control [2,11].

In sum, in cancer, aberrant DNA methylation causes altered gene expression and regulation and leads to the deregula-
tion of key processes that are critical for tumor initiation and progression, such as cell growth and persistent proliferative 
signaling, replicative immortality, resistance to apoptosis, signal transduction, inflammation, angiogenesis, and invasion 
[1,2,11,12] (Fig. 32.1).

2.2  Histone Modifications

The basic structure that comprises the chromatin is the nucleosome or beads on a string. It is essentially comprised of a 
strand of DNA being wrapped around an octamer of histone proteins containing a tetramer of H3–H4 histone proteins with 
an H2A–H2B dimer situated on either side. These four proteins are classified as core histones. A fifth histone, H1 (or linker 
histone), secures this structure and is involved in higher-order chromatin packing. These proteins are made up of a high 
proportion of positively charged amino acids, such as lysine and arginine, which allows them to interact electrostatically 
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with net negatively charged DNA. The interactions between the nucleic acids and histone proteins in this structure function 
to organize and pack DNA and can have important implications for gene expression. Furthermore, histone proteins are often 
subjected to modifications, particularly on their N-terminal tails, which may alter their interactions with the associated 
DNA strand and contribute to the differential regulation of gene expression. Included in these alterations are acetylation, 
deacetylation, methylation, phosphorylation, and ubiquitination [13,14].

2.3  RNA-Induced Effects

This field was first initiated in the 1990s with the discovery of transgene silencing, first observed in Petunia hybrida in 
1990 [15]. At first, the mechanism behind this phenomenon was unknown, but it was determined upon a later study that it 
was actually the transgene-derived RNA mediating the sequence-specific silencing. RNA-induced silencing was first seen 
in animals by Fire and Mello (1998) using Caenorhabditis elegans. Since these initial findings, the knowledge base sur-
rounding RNA-mediated regulation of gene expression has expanded to include several groups of small RNA, including 
microRNA (miRNA), small interfering RNA (siRNA), and piwi-interacting RNA (piRNA) [16]. All are distinguished by 
their small size (ranging from 20 to 30 nucleotides), their role as a guiding agent for members of the Argonaute (Ago) fam-
ily of proteins, and their involvement in reducing the expression of target genes [16]. Among those, miRNAs are key major 
negative regulators of expression of the vast majority of mammalian protein-coding genes [17]. miRNAs are key players in 
carcinogenesis and important biomarkers of cancer predisposition, development, and treatment outcomes [18–21].

Numerous environmental factors have been linked to aberrant changes in epigenetic pathways, both in experimental and 
epidemiological studies. In addition, epigenetic mechanisms may mediate specific mechanisms of toxicity and responses 
to certain chemicals [4].

3.  EFFECTS OF METALS

Several studies have established an association between DNA methylation, and environmental metals and metalloids, 
including nickel, chromium, lead, cadmium, and particularly arsenic. Metals can cause oxidative stress because of the 
elevated production of reactive oxygen species (ROS) via redox signaling. Oxidative DNA damage has been shown to 
alter the activity of DNA methyltransferases and to affect their ability to interact with DNA, thus leading to aberrant DNA-
methylation patterns.

Among toxic metals, cadmium is associated with several cancers, such as lung, kidney, uterine, and ovarian cancer 
[22–25], albeit it has very low direct mutagenic potential [26]. Cadmium exposure stems from tobacco smoke, air pollution, 
and diet, as well as from some occupational exposures [27]. Mechanistically, cadmium exposure has been shown to cause 
elevated ROS and reduced global genome DNA methylation via the noncompetitive inhibition of DNA methyltransferases 
[4,28,29]. Along with decreased global DNA methylation, cadmium also leads to hypomethylation and the aberrant expres-
sion of proto-oncogenes, thus inducing cellular proliferation and transformation [29]. Cadmium exposure has been shown 
to cause hypermethylation and decreased expression of the tumor-suppressor genes RASSF1A and P16, along with the over-
expression and increased activity of DNMT activity [30,31]. Cadmium exposures cause aneuploidy that may be mediated 
by global DNA hypermethylation, which may be one of the mechanisms of cadmium-induced carcinogenesis [32]. Along 
with hypermethylation, cadmium can cause DNA hypomethylation of LINE1-transposable elements. Loss of LINE1 meth-
ylation is a common epigenetic event in malignancies and may also be important for cadmium-induced carcinogenesis [33].

Nickel, one of the most abundant metals, is found in coins, jewelry, stainless steel, batteries, and medical devices. 
Occupational nickel exposures occur during refinery, plating, and welding operations, and have been significantly associ-
ated with liver, lung, nasal, and pharyngeal cancers [34], although the precise mechanisms of nickel carcinogenicity are 
largely unknown [25]. Nickel exposures induce DNA damage, oxidative stress, and epigenetic alterations [35,36]. Studies 
during 1995 and 1998 showed that nickel exposure leads to promoter hypermethylation and increased global DNA meth-
ylation [37,38]. Nickel also causes significant posttranslational histone modification effects [27,39,40]. Nickel exposures 
has also been shown to cause hypermethylation and repression of several tumor-suppressor and DNA-repair genes, such as 
O6-methylguanine DNA methyltransferase, MGMT, RARβ2, RASSF1A, and the P16 promoter [41,42].

Over the past few decades, environmental lead exposures have significantly decreased due to regulations banning or 
decreasing the use of lead in gasoline and paint [27,43], although the general population is still exposed due to tobacco 
smoke [44]. Lead exposures increase the risk of cardiovascular, kidney, and neurocognitive diseases and cancer [27]. 
Lead exposure has been reported to cause changes in DNA methylation and global gene expression, specifically, global 
hypomethylation [45–47], but the precise mechanisms of lead-induced changes in DNA methylation need to be further 
delineated.
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Hexavalent chromium (Cr (VI)) is another well-known human and animal carcinogen [48]. People are environmentally 
exposed to chromium by drinking chromium-contaminated water or by using chromium-containing products, such as dyes, 
paints, inks, and plastics. Occupational chromium exposure has been associated with the elevated incidence of lung, stom-
ach, liver, and kidney cancer [49–52]. Even though Cr (VI) is a known mutagen, it exerts its carcinogenicity largely through 
epigenetic mechanisms [25]. Several previous studies have highlighted the potential epigenetic effects of chromium (Cr(VI)), 
especially DNA-methylation effects [53]. Chromate Cr (VI) exposure has been associated with the hypermethylation of certain 
genes involved in the cell cycle control and DNA repair, such as MLH1, p16, and APC genes [54–56].

Arsenic is a common metalloid element and a human carcinogen [25]. Arsenic exposure exerts acute and chronic toxic-
ity and has been associated with skin, lung, liver, and bladder cancers, as well as cardiovascular and neurological diseases 
[57–59]. Altered DNA methylation is a known sign of arsenic-induced carcinogenesis, and arsenic has been shown to cause 
both DNA hypermethylation and hypomethylation. Several studies have associated arsenic with gene-specific hypermeth-
ylation, whereby arsenic causes hypermethylation of the P53 and P16 genes, as well as the death-associated protein kinase 
(DAPK) gene. Additionally, arsenic causes an increase in global 5mC, indicative of global DNA hypermethylation [60]. 
Along with hypermethylation, global DNA hypomethylation is an early event in some cancers and occurs in response to 
arsenic exposure [61]. Moreover, arsenic exposures also affect other epigenetic mechanisms, such as histone modifications.

Overall, epigenetic changes play intricate roles in the regulation of gene expression upon metal exposures. The unique 
methylome alterations have been displayed in cancer cells after exposure to carcinogenic metals, such as nickel, lead, 
arsenic, cadmium, and chromium (VI). The metal-stimulated deviations to the methylome are possible mechanisms for 
metal-induced carcinogenesis and may provide potential biomarkers for cancer detection. These mechanisms are discussed 
in depth in an elegant review by Brocato and Costa (2013) [25].

Moreover, in-depth systematic analyses carried out in 2015 established that miRNA changes are caused by exposures 
to toxic chemicals and may be sensitive biomarkers of toxicant exposure [62,63]. Also, miRNAs are important players 
in arsenic-induced carcinogenesis. Luo et al., in 2014, demonstrated that arsenic-induced malignant transformation of 
lung HBE cells is associated with an increased expression of oncogenic miR-21 [64]. This miRNA has been found to be 
overexpressed in virtually all human cancers and is implicated in the carcinogenic process through the regulation of cell 
proliferation, genome instability, inflammation, evading apoptosis, invasion and metastasis, and angiogenesis [63]. Arsenic 
exposure can lead to upregulated miR-190 and result in downregulation of the PH domain leucine-rich repeat protein phos-
phatase (PHLPP) through the direct interaction of miR-190 with the 3′-UTR of the PHLPP mRNA, leading to activation of 
the AKT-signaling pathway [65].

Similarly to HBE cells, miR-21 can be upregulated by arsenic in immortalized human keratinocytes [66]. Additionally, 
arsenic exposure can lead to the reduction of let-7a, let-7b, let7c, and miR-34a during malignant transformation [63,67]. 
In arsenic-induced bladder carcinogenesis, arsenic treatment has resulted in the downregulation of the anti-EMT miRNAs, 
miR-200a, miR-200b, and miR-200c. In transformed human prostate epithelial cells, arsenic exposure has been shown 
to cause the downregulation of miR-134, miR-138, miR-155, miR-181c, miR-181d, miR-205, miR-373, and let-7 [68]. 
Decreased expression of the aforementioned miRNAs has been associated with the overexpression of target genes, RAN, 
RAB22A, RAB27A, and KRAS, which are key regulators of carcinogenesis. Additionally, arsenic exposure can cause the 
pronounced upregulation of miR-9, a small RNA that targets the miRNA-processing enzyme DICER1 [69].

Nickel exposure causes dose-dependent elevated miRNA-21 expression and promotes lung tumorigenesis [70]. Further-
more, the level of miR-152 can be significantly downregulated in nickel-transformed cells compared to passage-matched 
control cells. Additionally, in experimental nickel-induced carcinogenesis, miR-222 was upregulated, and miR-203 was 
downregulated [71–73].

Chromium exposure causes decreased levels of miR-143. He and colleagues suggested that the downregulation of miR-
143 promotes chromium-induced cell transformation through increasing the expression of the insulin-like growth factor-1 
receptor and the insulin receptor substrate-1 and through further activation of the ERK/hypoxia-induced factor 1α/NF-κB-
signaling pathway [74].

In comparison to arsenic, little is known about the role of miRNA deregulation in cadmium-induced carcinogenesis. An 
analysis made in 2015 and 2016 showed that cadmium exposure results in the significant deregulation of multiple miRNAs 
that are predicted to target cell-cycle regulation, p53-signaling, and Wnt-signaling pathways [75,76].

4.  TAMOXIFEN EFFECTS

Tamoxifen is a selective nonsteroidal anti-estrogen that has been used in the treatment of breast cancer since mid-1980s. It 
has been used lately as an effective chemopreventive agent for breast cancer in women who have a high risk of developing 
breast cancer [77,78]. While tamoxifen has proven to be beneficial for preventing the occurrence or recurrence of breast 
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cancer [79], the IARC has classified it as a known human carcinogen, since it has been shown to increase the incidence of 
endometrial cancer [80,81]. Additionally, tamoxifen is a potent hepatocarcinogen in rodents, where it exhibits both cancer-
initiating and cancer-promoting properties [82–85].

Mechanistically, tamoxifen-induced hepatic tumors in rats occur, at least in part, due to a genotoxic mechanism result-
ing from the formation of tamoxifen–DNA adducts [86–90]. Along with genotoxic mechanisms, tamoxifen causes pro-
found gene expression and epigenetic changes [91–94].

High-throughput microarray technology has allowed researchers to establish the gene expression profiles in liver tissues 
during the early stages of tamoxifen-induced rat hepatocarcinogenesis. Global gene expression profiling of the liver tissues 
of rats treated with tamoxifen for 12 or 24 weeks indicated that the early stages of tamoxifen-induced liver carcinogen-
esis are characterized by alterations in several major cellular pathways, such as those involved in drug metabolism, lipid 
metabolism, cell cycle, apoptosis, and cell-proliferation control. Tamoxifen exposure can cause significant, progressive, 
and sustained increases in expression of the Pdgfc, Calb3, Ets1, and Ccnd1 genes, accompanied by an elevated level of the 
PI3K, p-PI3K, Akt1/2, Akt3, and cyclin B, D1, and D3 proteins [93].

An analysis of tamoxifen-induced epigenetic changes revealed pronounced global genomic DNA demethylation and 
altered activity and expression maintenance DNA methyltransferase (DNMT1) and de novo (DNMT3a and DNMT3b) 
DNA methyltransferases. Tamoxifen-induced DNA hypomethylation was paralleled by the progressive loss of histone 
H4K20me3 in liver tissues of tamoxifen-treated animals [92] and the loss of global histone H4 lysine 20 trimethylation 
[92]. Tamoxifen exposure also caused accumulation of DNA lesions in the liver tissues of tamoxifen-treated female F344 
rats. Moreover, long-term exposure of female F344 rats to tamoxifen led to a substantial and progressive loss of CpG 
methylation in the regulatory sequences of LINE-1 and a subsequent pronounced increase in the levels of expression of 
LINE-1 elements and the c-myc proto-oncogene, that are known manifestations of genome instability. The accumulation of 
tamoxifen-induced changes was accompanied by the decreased level of key DNA-repair proteins, Rad51, Ku70, and DNA 
polymerase beta, which are very important for the maintenance of genome stability. Molecular and epigenetic changes 
were paralleled by increased regenerative cell proliferation, and taken together, the data showed that exposure of animals to 
tamoxifen led to the emergence of cancer-related epigenetic phenotypes prior to tumor formation [91].

In another study, the treatment of Fisher 344 rats to tamoxifen for 24 weeks caused substantial changes in the expres-
sion of miRNA genes in the liver. In this study, tamoxifen exposure caused a significant upregulation of known oncogenic 
miRNAs, such as the 17–92 cluster, miR-106a, and miR-34, and miRNA changes resulted in corresponding changes in the 
expression of proteins targeted by these miRNAs, including cell-cycle regulators, chromatin modifiers, and the expression 
regulators implicated in the regulation of genome stability and carcinogenesis. Moreover, the observed tamoxifen-induced 
miRNA changes occur prior to tumor formation and are not merely a consequence of a transformed state [94].

5.  EFFECTS OF 1,3-BUTADIENE

Environmental contamination by numerous industrial chemicals is becoming a serious global problem. The gaseous ole-
fin 1,3-butadiene is one such industrial chemical that is widely used in the production of plastic, rubber, and resins. This 
highly volatile chemical constitutes a key component of industrial and automobile exhaust and is also found in cigarette 
smoke. Furthermore, it is commonly found in urban ambient air and industrial complexes [95]. The International Agency 
for Research on Cancer (IARC) has classified 1,3-butadiene as a known human and rodent carcinogen that is associated 
with lung, liver, and hematopoietic system cancers [95–97].

1,3-Butadiene is a well-known genotoxic carcinogen, and the main mechanism of tumor induction by 1,3-butadiene 
exposure is the formation of its highly reactive metabolic epoxides (1,2-epoxy-3-butene, 1,2:3,4-diepoxybutane, and 
3,4-epoxy-1,2-butanediol), which cause the formation of DNA adducts [96]. While its genotoxic potential has been estab-
lished, this potential does not fully explain all of the carcinogenic mechanisms of 1,3-butadiene effects. Studies during 2011 
and 2014 by the Pogribny and Rusyn laboratories have established that 1,3-butadiene profoundly alters gene expression and 
epigenetic processes in the affected cells and tissues [98–100].

In 2011, in a series of elegant studies, murine exposure to 1,3-butadiene also resulted in profound changes in global gene 
expression patterns, causing altered expression of Hmox1, Nqo1, Car3, Srebf1, and Lgr5, all of which are indicative of liver 
injury. The short-term inhalation of 1,3-butadiene in C57BL/6J mice caused, along with DNA adduct formation, extensive 
epigenetic changes such as a significant decrease in global DNA methylation, marked hypomethylation of repetitive ele-
ments, and a pronounced loss of histone H3K9, H3K27, and H4K20 trimethylation that are signs of genome instability in 
the liver tissue [99].

The methylation of lysine residues 9 and 27 at histone H3 and lysine 20 at histone H4 is crucially important for het-
erochromatin formation and maintenance as well as for transcriptional repression and general stability of the genome. 
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Therefore, the observed 1,3-butadiene exposure-induced loss of H3K9 and H4K20 trimethylation may in turn contribute to 
chromatin relaxation and overall genome instability. Indeed, a 2011 report further proved the decondensation of chromatin 
and activation of repetitive elements in the livers of 1,3-butadiene-exposed C57BL/6J mice [98,99].

Such an open chromatin structure may in turn increase the vulnerability of DNA to the influence of genotoxic DNA-
reactive metabolites of 1,3-butadiene and contribute to adduct formation. Analysis also revealed significant interstrain 
differences in genetic and epigenetic responses to the inhalational of 1,3-butadiene in murine liver tissues, and these strain 
differences are associated with differences in histone H3K9, H3K27, and H4K20 methylation levels and alterations in 
chromatin structure [98].

Furthermore, epigenetic changes may underlie the tissue specificity of 1,3-butadiene-induced genome instability and 
tumorigeneses. A 2014 study by the Rusyn Laboratory analyzed 1,3-butadiene-induced changes in the kidney, liver, and 
lung tissues of mice that had had inhalational exposure. They noted that while 1,3-butadiene exposure caused DNA damage 
in all three tissues, epigenetic changes varied between the kidney, liver, and lung tissues of the exposed animals. 1,3-Buta-
diene-induced epigenetic changes indicative of genome instability included demethylation of repetitive DNA sequences 
and alterations in histone–lysine acetylation levels observed in the liver and lung tissues of the exposed mice. On the 
other hand, no DNA-methylation changes were seen in the kidneys of the exposed mice. Moreover, the histone marks of 
condensed heterochromatin and transcriptional silencing (histone–lysine trimethylation) were increased in kidney tissue, 
suggesting genome-stabilization effects. Therefore, epigenetic in-tissue differences may help to explain the differences in 
cancer predisposition. These modifications may represent a potential mechanistic explanation for the tissue specificity of 
cancer predisposition upon exposure to 1,3-butadiene [100]. As of 2016, no studies have analyzed the effects of 1,3-butadi-
ene exposure on tissue microRNAome, and such analysis may provide more insight into the mechanisms of 1,3-butadiene-
induced carcinogenesis.

6.  INFLUENCE OF POLYCYCLIC AROMATIC HYDROCARBONS

Polycyclic aromatic hydrocarbons (PAHs) are the most widespread organic pollutants found in the environment. They are 
extensively present in crude oil, coal, and tar deposits and originate from the burning of fossil fuels and forest fires. Other 
significant PAH exposures stem from automobile exhaust, cigarette smoke, industrial exposure at coal-tar production plants, 
and municipal trash incinerators [101]. PAHs also come from dietary fats and overused cooking oils [102,103]. Human 
exposure to PAHs is associated with a wide array of diseases and conditions such as asthma, obstructive lung disease, heart 
disease, as well as lung, bladder, and other cancers [101,103]. PAH exposure significantly affects the in utero development 
of children, having been associated with cognitive defects and fetal growth impairment. One of the most sensitive periods 
for PAH exposure is during early-embryonic development. A large-scale longitudinal cohort study involving 700 children 
revealed significant epigenetic effects from transplacental PAH exposure [104]. Further studies have shown that maternal 
PAH exposure leads to aberrant global DNA methylation and gene-specific methylation, as well as the accumulation of 
DNA adducts in cord blood [103,105].

PAH exposures reportedly cause formation of DNA adducts, and they have also been associated with increased meth-
ylation levels of Alu and LINE-1 and abnormal DNA-methylation patterns at specific sequences of the p53 gene promoter, 
which correlate with the levels of PAH exposure seen in chronically exposed industrial coke–oven workers [106]. In occu-
pationally exposed firefighters, PAH exposure has led to a higher level of DUSP22 promoter hypomethylation in blood 
DNA, when compared with unexposed controls [107].

The carcinogenic activity of PAHs has often been associated with the induction of genotoxic and non-genotoxic altera-
tions that both lead to genome instability [63]. Among those, exposure to the PAH benzo[a]pyrene has led to very pro-
nounced formation of anti-7β, 8α-dihydroxy-9α, 10α-epoxy-7, 8, 9,10-tetrahydrobenzo[a]pyrene adducts. Interestingly, 
these occurred at the major hot-spot mutation codons 157, 248, and 273 of the P53 gene and at codon 14 in the human 
KRAS gene—key genes implicated in a wide array of cancers [108,109]. Along with adducts, PAH benzo[a]pyrene expo-
sures have also been shown to cause alterations in global and gene-specific DNA-methylation status and to affect genome 
stability in cancer-targeted tissues and lines [103,110].

PAHs, and especially PAH benzo[a]pyrene (BP) exposure, have been shown to cause changes in the expression of 
several miRNAs that may contribute to genome instability and malignant cell transformation. To this effect, a study 
by Shen and colleagues showed that benzo[a]pyrene exposure caused neoplastic transformation of normal human 
bronchial epithelial cells, which they associated with the profound upregulation of 45 and the downregulation of 
nine miRNAs [111]. Also upregulated were oncogenic miRNAs such as miR-17-5p, miR-20a, miR-92, miR-106a, 
miR-129, miR-320, miR-494, and miR498. Conversely, miR-10a, miR-363*, and miR-493-5p were significantly 
downregulated [111].
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BP-induced upregulation of miR-17-92 and miR-106a was important in the BP-induced malignant transformation of 
HBE cells. Increasing miR-106a levels in the transformed cells caused increased proliferation and inhibited apoptosis. 
Contrarily, inhibition of oncogenic miR-106a in the BP-transformed cells inhibited cell proliferation, induced cell arrest 
and apoptosis, and also inhibited growth of tumor xenografts in nude mice [112].

Several other studies reported BP-induced upregulation of miR-22, miR-494, and miR-638 and downregulation of miR-
10a, miR-34c, and miR-506 during BP-induced carcinogenesis.

MicroRNAs were also deregulated in peripheral lymphocytes of PAH-exposed workers; among those, upregulation 
occurred in miR-638 [113] and other miRNAs that target tumor-suppressor proteins such as miR-20a, miR-17-5p, miR-
106a, miR-494, miR-22, and miR-34c.

Several miRNAs were downregulated by BP exposure; among those, miR-10a was one of the most downregulated miR-
NAs in BP-transformed human 16HBE cells and in the lungs of rats exposed to BP-containing tobacco smoke [111,114].

7.  CONCLUSIONS

Numerous environmental toxicants and chemicals have been reported to cause both genetic and epigenetic effects that play 
a key role in chemical-induced genome instability and carcinogenesis. These include endocrine disruptors—important 
environmental xenobiotics that interfere with the normal development and functioning of male and female reproductive 
systems and cause numerous health effects. The most studied endocrine disruptors include vinclozolin, methoxychlor, 
and other pesticides, as well as plasticiser bisphenol A, all of which act at different levels of epigenetic control and cause 
transgenerational effects [115–119].

Mycotoxins are toxic compounds of fungal origin that are common contaminants in human and animal food prod-
ucts. Among these, aflatoxin B1, fumonisin B1, and ochratoxin are known to be possible human carcinogens [120,121]. 
While they are genotoxic carcinogens, they have also been reported to cause a complex network of epigenetic alterations 
[122–124]. Both genetic and epigenetic mechanisms of toxicity and carcinogenicity were described for alcohol exposure, 
cigarette smoke, chemotherapy agents, and many other toxicants. Many of these were described in several elegant review 
articles published in 2015 [63,125–131].

In sum, epigenetic modifications are influenced by the environment and environmental toxicants, including chemical 
carcinogens. The majority of genotoxic and non-genotoxic carcinogens affect genome stability and cause cancer by per-
turbing epigenetic processes in the cells (Fig. 32.2). These carcinogen-induced epigenetic changes are stable and can be 
used as important exposure biomarkers. On the other hand, epigenetic changes are pliable and reversible, and, therefore, 
analysis of chemical carcinogens-induced epigenetic alterations may uncover novel mechanism-based approaches for can-
cer treatment and cancer prevention. Furthermore, in the future, the incorporation of epigenetic technologies in carcinogen-
esis analysis and cancer-risk assessment will enhance the efficiency of carcinogenicity testing.

FIGURE 32.2 Genetic and epigenetic effects 
of carcinogens on genome stability. Exposure 
to genotoxic chemical carcinogens causes direct 
or indirect DNA damage, as well as effects on 
methylome, and subsequent aberrant global gene 
expression. Additionally, genotoxic effects on the 
methylome can lead to the increased levels of car-
cinogen–DNA-adduct formation at methylated 
CpG sites. Unrepaired or misrepaired damage can 
lead to genome instability. Non-genotoxic carcino-
gens affect methylome, cause oxidative stress, and 
cause global loss of DNA methylation, gene-specific 
hypermethylation, and gene-specific hypomethyl-
ation. Moreover, DNA hypomethylation can also 
lead to elevated mutation rates and genome insta-
bility. Modified after Pogribny IP, Beland FA. DNA 
methylome alterations in chemical carcinogenesis. 
Cancer Lett 2013;334(1):39–45.
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GLOSSARY
Genotoxic carcinogen A chemical that is capable of producing cancer by directly altering the genetic material of target cells.
Non-genotoxic carcinogen A chemical capable of producing cancer by some secondary mechanism not related to direct gene damage.

LIST OF ABBREVIATIONS
IAPs Intracisternal (A) particles
LINEs Long interspersed nucleotide elements
miRNA MicroRNA
PAHs Polycyclic aromatic hydrocarbons
piRNA piwi-interacting RNA
SINEs Short interspersed nucleotide elements
siRNA Small interfering RNA
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1.  INTRODUCTION

As unstable atoms decay over time, they release radiation in the form of electromagnetic waves and subatomic particles. 
Some forms of radiation have sufficient energy to detach electrons (ie, ionize the atomic structure of the substances they 
pass through), and are thus called ionizing radiation (IR). Common types of IR include alpha particles, beta particles, 
neutrons, X-rays, and gamma rays (Table 33.1). The molecular, cellular, and physiological effects of IR on human 
beings are myriad, and depend on the source, quality, and dose of IR, the mode of exposure and the genetic background 
of the individual in question. The two main physical outcomes of IR exposure are stochastic effects, representing 
genome instability and consequent cancers (whose likelihood increases with IR dose but is not guaranteed), and deter-
ministic effects, encompassing immediate and predictable effects with severity relating to the dose. The sources of IR 
exposure that are to be discussed in this chapter include, from the rarest to most commonly documented types: nuclear 
attack or disaster, space and aeronautical high-altitude exposure, radiotherapy, diagnostic medical imaging, and radon 
gas inhalation (Fig. 33.1).

2.  THE MOLECULAR EFFECTS OF IR IN CELLS

IR exposure inflicts various types of damage to genomic DNA, including (but not limited to) single-strand breaks (SSBs), 
double-strand breaks (DSBs), base and sugar–backbone damage and DNA:DNA or DNA:protein cross-linkages. Such 
damage occurs either via the direct ionization of the DNA molecule or through the production of reactive oxygen species 
(ROS) via the ionization of intracellular water, which in turn react with the DNA (Fig. 33.2). A DSB forms when two SSBs 
on opposing strands of the DNA double helix occur in close enough proximity for the base pairing of intervening sequence 
to fail. DSBs are among the most serious of IR-induced lesions as, if unrepaired, they will lead to chromosomal fragmen-
tation and potentially premature cell aging or death. IR can also induce intra- and interstrand DNA cross-links (ICLs), 
severe lesions that can distort DNA helices or block strand separation [1]. For IR to trigger the formation of an ICL, there 
is a requirement of three to five mismatched bases at the site of ionization [2], increasing the likelihood of these lesions 
in regions of non-hybridized DNA such as telomere D-loops, DNA-replication forks, and transcription bubbles, as well as 
in other non-β DNA structures such as slipped DNA, hairpins, and tetrahelical structures [3]. Even though ICLs will most 



FIGURE 33.1 A historical timeline of human exposure to sources of ionizing radiation.

FIGURE 33.2 The impact of high- versus low-LET ionizing radiation exposure on DNA. Left panel: The direct effect of gamma rays, a type of 
low-LET IR that produces widely spaced DNA-damaged sites, both by direct ionization and indirect damage to the phosphodiester backbone by reactive 
oxygen species (ROS). Right panel: The direct effect of alpha particles, a form of high-LET IR whose high proximity ionization events produces clustered 
DNA-damage sites, defined as multiple lesions within few nanometers in a DNA molecule.

TABLE 33.1 The Types of Ionizing Radiation (IR), Their Source, and Common Use

Name Type of Ionizing Radiation (IR) Source of IR

Gamma rays High-energy photons with low linear energy transfer (LET) through 
matter and great penetrance

Cancer therapeutics optimizing gamma 
rays to shrink tumor size

X-rays Charged photons with low-LET IR Diagnostic imaging

Alpha radiation Heavy particle with high-LET through matter and poor penetrance Byproduct of uranium decay and its progeny

Beta radiation Light-charged particles high-LET IR 90Strontium industrial usage

Neutrons High-LET IR particles with no charge but strong penetrance ability Cancer therapy, for example, boron  
capture therapy
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likely occur at a lower frequency than DSBs following IR, on a per lesion basis they are probably as or even more toxic due 
to the fact they occur commonly in regions of DNA-regulating key cellular processes [2].

In response to IR-induced DNA damage, life has evolved highly effective DNA-repair mechanisms [4]. IR induces 
SSBs more abundantly than any other type of lesion, although DSBs are considered to be the major factor responsible for 
cell death post exposure. If DSBs go unrepaired or are improperly repaired, there is a high chance of chromosomal loss, 
gain, or translocation events leading to a plethora of human diseases, including cancer [5]. In mammalian cells, formation 
of a DSB triggers a global cellular DNA-damage response (DDR) [6]. One of the earliest events to occur locally at the DSB 
site is phosphorylation of histone H2AX (at S139, to form “γH2AX foci”), which may be monitored by immunofluores-
cence microscopy and is often used as a tool to measure DSB induction and repair and diagnose radiation sensitivity [6,7]. 
The steady-state amount of DSBs observed by γH2AX foci enumeration will reflect a combination of IR exposure dosage 
and a cell’s innate DSB-repair capacity, which can differ considerably between persons and tissues. DSBs are repaired 
generally by homologous recombination (HR) or nonhomologous end joining (NHEJ), depending on the cell-cycle stage of 
a cell when damage has occurred (HR, requiring an undamaged, copied sister chromatid for the repair process, is restricted 
to S and G2 phases). In cases where both NHEJ and HR fail or are unavailable, seen often in cancer cells, the so-called 
“alternative NHEJ” (alt-NHEJ) pathway can take place, although this generally produces large genomic alterations exac-
erbating genomic instability [8]. The choice between these pathways is a topic of intense research focus, at present, and is 
influenced not only by cell-cycle phase, but also the chromatin context within which the DNA damage occurs and the type 
of radiation from which the damage originates [8].

3.  RADIATION DOSAGE AND LINEAR ENERGY TRANSFER

The emission of IR from a source is measured in becquerels (Bq), equating with one radioactive disintegration per second. 
The absorption of IR by a living cell is measured in gray (Gy), equating to 1 J of energy per kilogram of cells. One gray 
of IR is considered to produce about 20 DSBs per G0/G1 phase human cell [9], increasing (through S phase) toward 40 
DSBs/Gy IR in the case of a G2 phase (which has twice as much DNA) [10]. The Sievert (Sv) is often equivalent to Gy, 
and represents the dose of IR absorbed by a cell/tissue/body that also has a measurable biological effect. When examining 
the impact of IR on cells and DNA, an important property to take into account is its linear energy transfer (LET) [11]. LET 
describes the rate at which energy is released by a radioactive source over a fixed distance. High-LET IR (such as alpha 
particles) emits more energy over the same relative distance compared to low-LET IR sources (such as gamma and X-rays) 
[12], and actually encompasses the majority of annual human IR exposure (see Section VI). Dose for dose, high-LET IR is 
much more lethal (at a cellular level) and carcinogenic than low-LET IR [13,14]. This is largely because high-LET IR pro-
duces DSBs and other lesions in very close proximity, which are both harder for the DNA-repair machinery to fix and have 
a greater chance of causing detrimental mutations, chromosomal translocations, cell death, or cancer [15]. Such clustered 
DNA damage, or multiple damaged sites (MDS), are specific types of DNA lesions generated by a single track of IR [16], 
including more than two individual lesions within one or two helical turns of DNA. The lesion found within clustered dam-
age sites can be of several types: base modifications, abasic or apurinic/apyrimidinic sites, and oxidized purines or pyrimi-
dines or SSBs in very close proximity to each other, as well as DSBs and ICLs. The complexity of IR-induced clustered 
damage correlates directly to ionization density; in fact, it is believed that clustered damage containing DSBs is mainly 
due to energy depositions of at least two to three ionization events localized within a 1–4 nm range [17]. Ninety percent of 
DSBs induced by high-LET IR is considered clustered, and it has been demonstrated experimentally that this is much more 
problematic for the cellular DDR to repair efficiently or accurately [18]. By contrast, the majority (99.9%) of DNA damage 
caused by low-LET IR is believed to occur indirectly via the formation of localized ROS, such as hydroxyl radical (·OH) 
from (relatively) isolated ionization events [19]. Consequently, they produce much more sporadic DSBs which are spread 
out across the nucleus and are repaired with faster kinetics compared to lesions formed by high-LET IR [9] (Fig. 33.2).

High-LET alpha particles, depositing energy at 100–150 keV/μm, produce highly linear tracks when traversing through 
a human cell. The microscopic pattern of energy deposition by high-LET IR represents complexity in terms of the nature 
of the radiation field, and the concepts of core and penumbra are important for understanding the physical characteristics of 
a charged particle track [20]. The core region is based on the Bohr adiabatic principle with a radius of around 0.0015 μm; 
within the core, excitation of all medium molecules occurs. In addition, some energy is deposited by extremely low-energy 
secondary electrons (δ-rays) that cannot successfully exit the core, and this defines the penumbra region. High-LET IR 
sources deposit their energy in two ways: 50% comes from within the core region from direct ionization and excitation of 
medium molecules, while δ-rays (the other 50%) are emitted from any collisions and extend for hundreds of microns out-
ward [20]. A high-LET alpha particle passing through DNA will deposit large amounts of energy (300–500 eV) with a high 
probability of causing clustered lesions: about 20 DSBs per 10 μm track, with very few DSBs forming outside the track. 
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For high-LET IR delivered at the same dose as low-LET IR, there are also about three additional SSBs and three damaged 
bases produced near each DSB [20,21].

4.  NUCLEAR MILITARY ATTACKS AND CIVILIAN NUCLEAR DISASTERS

While thankfully rare, nuclear attacks and disasters have provided a great deal of information on the effects of IR on human 
populations. These dramatic events, while undeniably tragic cases of mass, often whole-body irradiation of thousands of 
individuals, represent ideal scientific conditions for studying large populations with strong statistical significance. One of 
the largest studies of this kind is the Life Span Study (LSS) of Japanese survivors of the atomic bombing events in Hiro-
shima and Nagasaki towards the end of World War II [22]. The LLS examined 120,000 irradiated survivors and nonirradi-
ated individuals, and was one of the first large studies to conclude the linkages between solid cancer incidence and IR dose. 
Additionally, nuclear power plant meltdowns, such as the 1986 meltdown of the Chernobyl nuclear reactor in the former 
USSR, provided data on initial high-dose irradiation as well as continual irradiation due to nuclear fallout. By examining 
the results of these studies, the initial and long-term health consequences of mass irradiation can be compared.

Irradiation from an explosive nuclear event may be broken up into two parts, the initial burst of neutrons, alpha particles, 
gamma- and X-rays, followed by the slower release of radioactive elements (fallout). The initial, high-dose IR bursts leads 
to strong deterministic effects such as acute radiation sickness (ARS). Using data obtained from the Chernobyl disaster, a 
correlation between the increasing severity of ARS to the increasing IR dose was observed, with the most severe ARS seen 
at estimated radiation doses between 6.5 and 16 Gy [23]. About 600 workers were at the Chernobyl nuclear plant imme-
diately after the explosion, of which 237 were detectably symptomatic, 134 were officially diagnosed with ARS and 28 
died [23,24]. ARS symptoms include a compromised immune system, vomiting, nausea, and diarrhea, and are associated 
with an overwhelming number of DNA-damaging events that kill cells outright and result in acute tissue damage [25], with 
proliferating cells being the most affected (particularly bone marrow and gastrointestinal cells). At exceptionally high IR 
doses, cerebrovascular and pulmonary dysfunction syndromes are noted, as even nonproliferating cells are affected [26,27]. 
Unfortunately, for those individuals close enough to the atomic event to receive massive doses, most die shortly thereafter 
due to bone marrow aplasia [28].

As distance from the disaster hypocenter (“ground zero”) increases, estimated IR doses decrease significantly, following 
an inverse squared relation of dose to distance. For example, individuals within the 2 km radius of the Hiroshima/Naga-
saki atomic bomb detonations received >0.5 Gy, whereas those 2–4 km from the hypocenter received acute doses of about 
50 mGy [22,29]. At these doses, cases of ARS are rarer and individuals manifest stochastic effects such as cancer, with solid 
malignancies increasing at a rate of 26/10,000 cases per Gy IR [22], and deterministic effects such as fetal developmental 
abnormalities (including growth and mental retardation) [30]. Following initial high-dose irradiation, the resulting fallout of 
radioactive elements leads to continual low-dose irradiation over a much greater area than the initial blast radius. This gener-
ally represents the deposition of radioactive elements such as Iodine 131 and Cesium 137, which have half-lives of 8 days 
and 30 years, respectively, and can contaminate an area making it unsuitable for human population for decades [31]. In the 
case of Chernobyl, an estimated quintillion Bq (>1 EBq) of radioisotopes were released, with the initial evacuation zone 
being 3 km2 but later expanded to 30 km2 to account for spreading nuclear fallout [23], with evidence of contamination found 
over 100 km away from the Chernobyl hypocenter [32]. The Fukushima Daiichi Power Plant meltdown on March 11, 2011 
in Japan released an estimated 100–500 PBq (1 PBq = a quadrillion Bq) of 131 Iodine and 6–20 PBq of 137 Cesium [33].

With extensive fallout, the documented incidences of thyroid, stomach, lung, liver, and blood cancers rise consider-
ably following nuclear disaster with studies determining an inverse correlation of age at exposure to that of lifetime risk of 
cancer [22]. Indeed, the LSS (described earlier) demonstrated a 29% increase in the likelihood of solid cancers per decade 
decrease in age of exposure—meaning, the younger an individual is at the time of irradiation, the greater their likelihood of 
developing a tumor [22]. This fits with our understanding of IR-induced DNA damage, where genomic instability triggered 
by elevated DNA damage increases the chances of a mutagenic event that either ablates a tumor-suppressor gene or modi-
fies and activates an oncogene. The longer the irradiated individual has left on their “natural life span,” the more likely such 
mutations will occur within the same cell to trigger tumorigenesis. In addition, the highly proliferative tissue of younger 
humans is more susceptible to potentially cancer-causing mutations due to the vulnerability of DNA-replication processes 
to IR-induced DNA damage [34].

Radioactive fallout–induced cancers occur frequently in the thyroid gland due to its iodine-sequestering ability, wherein 
ingested Iodine 131 is progressively concentrated and increases the effective radiation dose by 1000–2000 times [24]. Les-
sons learned from the Chernobyl disaster have mitigated the uptake of nuclear fallout in Japan where, 6 months after the 
March 2011 nuclear meltdown, only 3286 of 9498 residents of the Fukushima prefecture had detectable radioisotope levels 
at an average of 11.4 Bq/kg, compared to Chernobyl’s 49 Bq/kg still seen up to a decade afterward [35]. The Chernobyl 
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incident marked a 30-fold increase in childhood thyroid cancers, with 98% of these tumors derived from the papillary cells 
versus the 67% commonly seen in thyroid tumors in nonirradiated populations [36,37]. This bias suggested a pathology 
specific for IR damage, which when further investigated revealed that 50–90% of the papillary cancers had a RET rear-
rangement leading to a replacement of the RET tyrosine kinase ligand-binding domain with a coiled-coil region, stimu-
lating uncontrolled papillary cell growth [38,39]. Interestingly, the RET rearrangement alone was insufficient to induce 
tumorigenesis, an additional point mutation was required and, the earlier the individual was exposed to radiation, the higher 
was the likelihood of inducing cancer [40]. Follow-up animal studies have suggested that other IR-induced thyroid cell 
cancers are possible, such as medullary carcinomas, indicating that IR damage does not have a specific pathology per se, 
only that there may yet be an influx of other thyroid cancers from nuclear fallout victims [24,41]. In addition to thyroid can-
cer [37,38,42], the other highest incidence form of radiation-induced malignancy is leukemia [43–45]. Indeed, data from 
nuclear industry workers indicate that the excess relative risk (ERR), which compares the level of risk for an exposed person 
to that of the risk in a nonexposed person, is 2.18/Sv for all types of leukemia (except chronic lymphocytic leukemia) [43]. 
Mechanistically, the mutations accrued in radiation-induced leukemias do not share as striking a homology as the papillary 
thyroid cancers, but show random chromosomal aberrations in hemopoietic stem cells, ultimately leading to a higher likeli-
hood of cancer [25,28]. Indeed, these rearrangements have shown to inactivate key proteins such as p53 and ATM, whose 
inactivation have been linked to several cancers [46–48].

Other than cancers, nuclear disasters have been implicated in acute or systemic health conditions of the blood, heart, 
brain, and circulatory and respiratory systems, as well as psychological disorders [22,49,50]. Although the direct mecha-
nism of action is unknown, evidence has indicated that cellular death, endothelial changes, or microvascular damage may 
contribute to the occurrence of heart disease and stroke [50]. High-dose irradiation can also leave survivors in an immune-
compromised state with bone marrow ablation, T-cell apoptosis, and a host of other immune system effects, increasing 
their susceptibility to infections such as pneumonia and influenza [26,27,49,51]. In the case of the civilian nuclear melt-
downs, the permanent physical evacuation of individuals from contaminated areas has resulted in obesity, hypertension, 
and polycythemia due to the psychological stress of being displaced from their lives [49,52]. Taking all these factors into 
consideration, the health effects of a nuclear disaster are serious but, in large population health terms, thankfully rare [53].

5.  AEROSPACE TRAVEL

Removed from the full protection of Earth’s atmosphere and magnetosphere, astronauts experience greater doses of high-
LET radiation from high atomic number and energy (HZE) particles, and cosmic radiation [54]. Even airplane flight staff, 
who spend significant amounts of time closer to space versus the general population, experience significantly elevated 
HZE bombardment over their careers [55]. HZE ions are a component of galactic cosmic rays (GCR) and are also emitted 
by individual solar proton events, particle storms of massively accelerated protons that are emitted by Earth’s Sun during 
solar flares or during coronal mass ejection shock waves. HZE particles are a significant health concern for astronauts and 
individuals who spend a great deal of time traveling by air [56,57]. In outer space, the effects of HZE particles are so pro-
nounced that for the Apollo space crew members, who left Earth’s protective magnetosphere between 1968 and 1972, HZE 
particles and proton interactions with the retina were perceived as flashes of light [58]. Not only do HZE particles induce 
DNA damage in a similar manner to alpha particles, more importantly, HZE particles can ionize other atoms inside the 
body to become sources of DNA damage, effectively multiplying their deleterious effects [59]. It is well established that 
HZE atoms and alpha particles have greater overall relative biological effectiveness (RBE) than either X- or gamma rays, 
with the complexity of induced DNA damage being directly related to the total energy of the radiation source [21]. RBE is 
a term referring to the ratio of biological effectiveness of one IR type in comparison to another, given the same quantity of 
absorbed energy. Current animal studies demonstrate that HZE nuclei have a greater carcinogenic effect compared to low-
LET gamma radiation. The values of RBE measured in rodents for multiple tumors such as those of the skin and mammary 
gland are as high as 24–40, even with low doses of HZE ions [60].

The frequency of HZE radiation and our current inability to effectively shield astronauts from these types of radia-
tion is what makes space travel implicitly dangerous. Space missions venturing outside Earth’s protective magnetic field 
for significant periods of time, such as manned missions to Mars, which could last for decades, would place astronauts 
at significant risk. One of the most immediate health concerns is the increased susceptibility to infection [61], with HZE 
particle irradiation–associated decreases in B-cell and T-cell counts, and IL-2 secretion of the spleen [62]. Immune-
suppression in outer space is so significant that about 50% of Apollo mission astronauts contracted either bacterial, viral, 
or fungal infections [61]. Even latent viral infections, such as herpes and Epstein–Barr, have been observed to reemerge 
in space crews [62,63]. One method to mitigate immune-suppression is to provide preemptive broad-spectrum antibiotics; 
however, this strategy is flawed as it enables the development of antibiotic-resistant bacteria and does not address viral 
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or fungal infections [61]. Of course a major risk of long-term exposure to HZE particles is cancer [56]. The likelihood of 
death at age 40 years due to cancer from a deep space mission (eg, Mars), calculated for lung, colon, stomach, bladder, 
bone marrow, breast, and ovarian malignancies, is estimated to be 4.2% for men and 5.1% for women [56]. For conven-
tional airline pilots and cabin crew, a meta-analysis of 266,431 individuals conducted in 2015 determined crew to have 
about doubled rates of skin melanoma compared to the general population [64]. One likely contributing factor to all these 
cancers is that HZE particles have a 30-fold greater efficacy in causing interchromosomal exchanges compared to low-
LET IR [56]. This suggests the HZE particles are able to elicit greater genome instability, as indicated by the presence of 
increased chromosomal truncations in cells exposed to HZE particles [65]. Increased cancer risk within this population 
would also be exacerbated by immune-suppression, as the destruction of nascent cancer cells by the immune system would 
be impaired [66].

Another consequence of continual exposure to low doses of high-LET radiation is reduced cognitive abilities associ-
ated with lowered neural plasticity [67–69]. Animal studies demonstrate that low IR doses alter neuronal gene regulation 
by suppressing five distinct genes: GNAS (a G-protein), GRIA3 (an AMPA glutamate receptor), SLC1A1 (a glutamate 
transporter), PRKCB1 (protein kinase C), and MEF2C (a transcription factor) [67]. These genes are also downregulated 
in aging and Alzheimer’s disease, possibly indicative of the accelerated neuronal aging impact of irradiation. Learning, 
memory, and cognition capacity would certainly all be lowered, increasingly disabling spacecraft crews required to func-
tion at a high level to maintain their environment [69]. Fortunately, preliminary work has shown that antioxidants, such as 
α-lipoic acid reduce, albeit not completely, the effects of IR on cognition [68]. Long-term HZE particle exposure is also 
linked to cataracts [70–72], with several studies indicating that space and airline flight crews have a higher incidence than 
the general population [71–73]. The most likely causes have been associated with the production of hydroxykynurenine 
from the interaction of tryptophan residues with UV light, loss of antioxidant capabilities due to accelerated aging, and 
lenticular cell changes [71]. There also appears to be a distinction in the spatial localization of IR-induced cataracts versus 
age-related cataracts, with the majority of the former appearing in the posterior capsule of the lens and the latter dominating 
the lens nucleus [71,72]. For airline flight crews, cataracts may be mitigated through surgery; however, they pose a problem 
for deep space missions where optical surgery may not be possible.

6.  MEDICAL RADIATION (RADIOTHERAPY AND MEDICAL IMAGING)

Each year, about 64,000 Canadian and nearly 1,000,000 American cancer patients undergo radiotherapy (RT), because 
this is considered one of the most effective antitumor treatments [74]. Delivered in targeted, short-spaced, very high-dose 
fractions, RT is very effective at killing cancer cells; however, it can also elicit tissue damage to normal cells resulting in 
deterministic effects (such as cataracts, heart disease, stroke, erythema, ulcers, telangiectasia, dermal atrophy, or cognitive 
dysfunction) or stochastic effects like secondary cancers [75–78]. As mentioned earlier, rapidly proliferating cells are par-
ticularly sensitive to the killing effects of IR, explaining the efficacy of RT as an antitumor agent and underlying the off-tar-
get side effects such as hair-loss, nausea, anemia, and delayed wound healing. Additionally, at sublethal doses, IR-induced 
DNA damage increases the likelihood of carcinogenesis [79]. Hence, normal cells not killed but damaged sufficiently by 
RT to alter their DNA can transform and become a secondary cancer years later [78]. On top of this, mild-to-severe over-
responses to RT (mostly manifesting as grade 2–4 toxicity) are noted in 1–3% of adult cases (ie, >30,000 cancer patients in 
North America per year), likely due to undiagnosed radiosensitivity, multiplying the deleterious effects of radiation.

Children who undergo RT are thought to be especially at risk of adverse health effects due to their added life span and 
the elevated proliferation status of their normal tissue. Along with increased secondary cancers, it has been well docu-
mented that radiation has a profound effect on the developing cognitive abilities of children [76,80–82]. From a study of 
pediatric patients with acute lymphocytic leukemia (ALL) or medulloblastoma/posterior fossa primitive neural ectodermal 
tumor (PNET), a direct relation between cranial radiation dose and IQ lose was seen. Here, patients were given IQ tests 
before and after treatment and for those who received a total of 18 Gy, their scores were an average of 12.3 IQ points higher 
in follow-up compared to those who received 36 Gy [80]. Additionally, age was a large factor in the observed IQ decline, 
where patients <3 years old were predicted to lose an average of 11.9 more IQ points than for those 3–10 years old [80]. In 
fact, the cognitive effects are so prominent that those affected by radiation have ended up in special education or institu-
tionalized [81]. Mechanistically, this cognitive decline results from decreased neurogenesis, where rat models have shown 
a 62% reduction in hippocampal neural stem/precursor cell proliferation as well as near ablation of differentiation into 
neurons or glia [81]. It is suggested that radiation induces mitotic stress, preventing in vitro cells from proliferating after 
2–3 divisions, and the increased inflammation response alters the differentiation pathway choice [76,81]. Notably, there 
has been some work demonstrating reduced memory loss and increased neurogenesis with the use of nonsteroidal anti-
inflammatory drugs (NSAIDs) [77].
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The effects of medical radiation are exaggerated in utero, where time of exposure and dose will alter the effects of radia-
tion in the developing fetus, causing congenital malformations, growth retardation, cancer, or death [30,83]. It is known 
that if doses of about 100 mGy are received during the 8–15-week gestation period, then subsequent IQ is lowered, while 
about 1000 mGy will cause severe mental retardation [30,83]. Indeed, the relative risk of developing cancers when exposed 
in utero is 1.4 times higher than nonexposed with a dose of only 10 mGy [30]. Although RT has proved effective in many 
cases, the side effects of treatment are numerous and have dictated the path of many treatment regimes.

The most common man-made source of IR exposure, by a large margin, is modern medical imaging with a mean effec-
tive dose estimated to be 1–3 mSv per person per year [75]. To put medical imaging into perspective, close to 100 million 
CT examinations are performed in Canada and the United States annually, with diagnosed and potential cancer patients 
representing a huge part of this population. Each whole-body CT scan represents exposure to about 10 mGy IR, a significant 
dose equating with one DSB for every five cells or, when considered on a whole-body level, a staggering 7.44 trillion DSBs 
per person [84,85]. Although widely prescribed, given these doses, it is not surprising that CT scanning is recognized as 
significantly increasing cancer risk, with the NCI estimating that 29,000 new US cancer cases were caused directly by the 
72 million CT scans that took place in 2007 alone [86]. It should be noted that there is some dispute over the risks associated 
with medical imaging, as the precedence for relative risk of cancers is based upon the LSS of Hiroshima and Nagasaki. As 
mentioned previously, the LSS indicated a 26/10,000 increase in solid cancers per Gy of exposure; however, this trend is 
only seen for doses >100 mSv [22,87]. Based on this data, a linear through zero model was created where low doses also 
induce an observable increase in cancers, yet the evidence for this is minimal [87]. Due to the limited evidence, it has been 
suggested that the lower doses of radiation may not increase the likelihood of carcinogenesis [87]; however, what has not 
been taken into account in these suggestions is the stochastic nature of induced mutations. Although a direct correlation is 
difficult to draw with low-dose exposure, the fact remains that IR induces DNA damage which can lead to tumorigenesis 
[88]. A higher dose simply leads to a greater number of DSBs, which would increase the chances of activating an oncogene 
or deactivating a tumor suppressor. Given the latency period associated with IR-induced cancers (from causative event to 
diagnosis), and since the overwhelming majority of CT scans have taken place only since the late 1990s [89], it is possible 
(even likely) that most cancers resulting from CT scan usage have yet to be documented.

7.  RADON GAS

The largest natural causes of IR-induced genetic damage are radioisotopes of the odorless and colorless noble gas radon, 
which is highly enriched within soil gases of uranium-rich geologies and can accumulate in homes via basements. In 1904, 
while at McGill University in Canada and based on landmark experiments conducted two years earlier by Elster and Geitel 
[90], Ernest Rutherford wrote [91]:

There can thus be little doubt that the abnormal activity observed in caves and cellars is due to a radioactive emanation, present 
within the earth, which gradually diffuses to the surface and collects in places where the air is not disturbed … [this activity] decays to 
half value in about 3.3 days, while the activity of the radium emanation decays to half value in an interval of 3.7 to 4 days. Considering 
the difficulty of making accurate determinations of these quantities, the rates of decay of the activity of the emanations from the earth 
and from radium agree within the limits of experimental error.

Of course, Rutherford, while not fully knowing it at the time, was talking about radon gas—the “radium emanation.” 
Radon is now recognized as second only to tobacco smoking as a direct cause of lung cancer, with over 10% of all cases 
worldwide attributed to its exposure [92,93]. The most common isotope of radon, 222Rn, has a short half-life of 3.8 days, and 
will emit high-LET alpha particles before decaying rapidly to isotopes of polonium, bismuth, and lead. Radon’s carcino-
genic properties are attributed to the fact that every decaying atom of 222Rn will emit four high-LET IR alpha particles, the 
first emission resulting in a transition from the gaseous state to a precipitated solid which becomes irreversibly embedded 
within lung tissue. These radon “daughter” radioisotopes will continue to emit alpha radiation within the lungs, with a cumu-
lative half-life of just over 22 years before eventually decaying into solid lead. It is unsurprising, given this series of events, 
that radon is classified by the United Nations (UN) World Health Organization (WHO) as a Class I carcinogen in the same 
hazard category as benzene, mustard gas, and asbestos [94]. For most healthy individuals not involved in IR-prone occupa-
tions, radon inhalation represents the largest single source (37%) of annual radiation exposure throughout their lives [95].

Initial evidence for the significance of radon as a carcinogen came from observations of uranium mine workers who, 
after being exposed to high levels of radon progeny as a byproduct of 238Uranium decay, developed lung cancer at sub-
stantially higher rates relative to equivalent professions [96]. Between the 1950s and 1970s, Ontario uranium miners in 
Canada were exposed to extraordinarily high levels of radon gas in poorly ventilated mines. By the mid-1970s miners were 
being diagnosed with lung cancer at twice the expected rates, such that by 1984 a total of 285 miners had already died of 
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lung cancer [97]. Thankfully, this eventually led to fundamental changes within the mining industry and, through adequate 
ventilation, such mines were rendered safe for workers [98]. In the decades that followed, radon accumulation in residential 
homes and workplaces was additionally recognized as a means of cancer-causing exposure and, in 2009, following several 
decades of research within the medical and scientific community, the UN WHO released a “Handbook on Indoor Radon,” 
declaring radon to be “a major contributor to the ionizing radiation dose received by the general population” and “that the 
lung cancer risk increases proportionally with increasing radon exposure.” The consolidated studies summarized by the 
WHO indicated that lifetime risk of lung cancer increases 16% for every 100 Bq/m3 of radon inhaled within the domestic 
or workplace environment over the long term, and recommended this level as the maximum acceptable limit for human 
environments, with the ideal levels being as low as achievable.

Since radon is odorless, colorless, and has no immediate, detectable impact on human respiration (unlike carbon mon-
oxide), it usually goes unnoticed and becomes a problem when it is concentrated within well-insulated homes and offices. 
Actual residential levels of radon will vary between buildings due to the amount of radon produced in the underlying geo-
logical substrate and factors such as the presence or absence of ventilation, insulation, or heating systems. Heating a poorly 
ventilated (eg, a home sealed during cold winter months) but highly insulated (eg, energy efficient) home will hypercon-
centrate radon in dwellings over certain geology, as the thermal stack effect (hot air rising, creating a pressure differential) 
actively draws radon-laden gases up through the foundations into the structure. This may easily be countered, thankfully, 
through relatively straightforward and moderately inexpensive radon testing and mitigation technologies that can accu-
rately measure ambient levels of radon gas over the long term, and prevent accumulation permanently (often via sub-slab 
depressurization or increased ventilation) [99]. Unsurprisingly, exposure to the high-LET IR from radon during childhood 
increases significantly the risk of developing lung cancer later in life. Indeed, childhood (ages 0–17 years) exposure to even 
moderately high radon concentrations (400 Bq/m3) is equivalent to a lifetime exposure at 100 Bq/m3 radon concentration; 
less than 2 years in a home with 4000 Bq/m3 is sufficient to achieve the same level of risk [100]. Thus, while it is advisable 
for anyone to test their homes and workplaces for radon (and mitigate if a problem is detected), any homes, schools, and 
daycares where small children and young adults spend a great deal of time should become a priority for radon elimination.

Curiously, perhaps alarmingly, radon inhalation has been and is commercially advertised to provide beneficial health 
effects in some locations. For example, there are so-called “radon spas” in Austria and the United States where people pay 
to be exposed up to 80,000 Bq/m3 to provide relief from chronic pain, inflammatory diseases, and dermatological condi-
tions, ostensibly by modulating the immune system and the DNA-repair machinery [101]. While the occasional visitor to 
such spas might experience no significant long-term health effects (from a probably short exposure window, few days per 
year), permanent employees in these facilities would be expected to experience the same increase in lung cancer risk as 
has been documented extensively for uranium miners prior to adequate mine ventilation; hence, we would advise that these 
facilities should be approached with some informed caution.

Considering that radon inhalation and subsequent high-LET alpha particle irradiation of lung tissue is, overwhelmingly, 
the most common mode of radiation exposure encountered by humanity, we know surprisingly little about genetic risk fac-
tors for radon-induced cancer. Genetic polymorphisms of factors participating in the detoxifying (often antioxidant) pro-
cess of environmental carcinogens can modulate the risk of lung cancer dramatically, but few studies have investigated the 
association between residential radon exposure and different cancer-susceptibility genes [102]. In 2014, studies on animals 
indicated that lung cancer risk from radon is higher in mice lacking genes encoding microsomal glutathione S-transferase 
proteins mu GSTM1 and theta GSTT1; this is likely because alpha particles, like all IR, will generate ROS that damages 
DNA within lung epithelia and GST proteins scavenge ROS [102]. Interestingly, studies carried out in mice exposed to 
high-LET IR 56Fe (iron ions), showed no overall differential expression in liver-metabolizing genes; however, looking at 
the lung epithelium revealed a reduction in the expression of O6-methylguanine-DNA-methyl transferase (MGMT), which 
is crucial in maintaining genomic instability by reversing mutagenic O6-methylguanine back to guanine, which otherwise 
could trigger mismatch error and ultimately contribute to carcinogenesis [103]. Further studies exposing mice to radon gas 
showed differential expression of genes involved in carcinogenesis: an upregulation of E-cadherin mRNA (involved in both 
carcinogenesis and metastasis), downregulation of protein A1 (associated with chromosomal rearrangements), and casein 
kinase delta (involved in apoptosis as well as chromosomal segregation) [104].

Logically, the mutation of most factors involved in the IR-induced DNA-damage response would also be a risk factor 
for radon-induced lung cancer, and further work is required to confirm whether this is the case. An important consider-
ation is that gene–environment interactions would have the greatest impact at relatively low indoor radon concentrations 
(50–200 Bq/m3) most commonly observed in homes. Although some countries and agencies have started to become proac-
tive in mitigating radon levels >300 Bq/m3, relatively little attention has been paid to the effects of low radon concentrations 
<200 Bq/m3, which is what the bulk of the population are exposed to and are responsible for the majority of radon-related 
deaths. Chronic, low-dose irradiation has qualitatively distinct biological consequences to acute irradiation and often fails 
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to trigger cell-cycle checkpoints [25]. Under these conditions, difficult-to-repair DNA damage (as would be caused by 
high-LET IR) would persist and be more likely to enter into DNA replication or cell division, where risks of chromosomal 
fragmentation or mutation would increase dramatically [92]. Any genetic polymorphisms associated with even mild DNA-
repair delay would exacerbate this effect, and potentially render such individuals particularly at risk of radon-induced 
genetic mutation and thus cancer risk.

8.  CONCLUSION

Although varied in source, features, and consequences, DNA damage underlies nearly all IR-induced human diseases. Whether 
from acute, high-dose exposure, chronic low-dose exposure, or IR of varying LET, it is the extent of damage and the type of 
cells impacted that dictates the outcome on health. At lethal doses, necrosis or apoptosis occurs and the immediate effects 
are seen in ARS due to tissue failure. By contrast, if a cell can survive IR-induced DNA damage, the chances of mutation are 
increased since repair mechanisms may erroneously repair DSBs, enabling chromosome translocations, rearrangements, and/
or point mutations; however, carcinogenesis is not guaranteed. Through several studies of IR exposure survivors, a correlation 
for the stochastic effects of radiation has been made where the higher the IR dose at the younger the age of exposure, the more 
likely a cancer is to develop. This also holds true for deterministic effects of radiation, with ARS increasing in severity as the 
IR dose increases. Based on all of this, a simple conclusion can be drawn, radiation is a health concern whose exposure needs 
to be minimized and its resulting effects need to be mitigated through continued study and further understanding.

GLOSSARY
Alpha particle A helium nucleus (two protons and two neutrons).
Becquerel (Bq) One radioactive disintegration per second.
Beta particles A high-speed and energy electron or position.
Clustered damage Results from high-LET ionizing radiation, with large amounts of damage accrued over a defined distance.
Core (relating to high LET) High-LET radiation track structure consisting of energy deposited close to the high-LET particle trajectory. This arises 

from the excitation and collective oscillations of atoms very close to the track.
Daughter radioisotopes Radioactive elements decay to form progeny products.
Deterministic effects The immediate and predictable effects of ionizing radiation with severity relating to the dose received.
Excess relative risk This is the measure for the relative chance of developing a disorder (largely used for cancer risk assessment) for an exposed 

person, compared to the risk in a nonexposed person—that is, a person is 2 times as likely to develop a certain cancer per Sv of radiation received 
compared to a person who has not been exposed to radiation.

Fallout The radioactive elements released into an environment due to a nuclear incident.
Gamma rays Photons that have energies that can overlap with X-rays and range between 100 keV and 10 MeV, but are primarily defined as originat-

ing from atomic nuclear decay.
Gray (Gy) One Joule of ionizing radiation energy per kilogram of cells.
H2AX Histone 2A variant X (encompassing about 10% of the total histone 2A population).
γH2AX H2AX phosphorylated at serine 139 in response to DNA double-strand breaks.
Homologous recombination The error-free repair of damaged DNA double-strand breaks using template DNA (such as a sister chromatid).
LET The rate at which energy is released by a radioactive source over a fixed distance.
Neutrons Noncharged subatomic particle.
Nonhomologous end joining The error-prone repair of DNA double-strand break, not relying on template DNA.
Pneumbra (relating to high LET) Refers to high-LET radiation track structure when energy is deposited away from the trajectory of the high-LET 

particle—that is, scatter deposition of energy at some distance adjacent from the particle trajectory.
Relative biological effectiveness Is a term referring to the ratio of biological effectiveness of one IR type in comparison to another, given the same 

quantity of absorbed energy.
Sievert (Sv) Often equivalent to gray, and represents the dose of ionizing radiation absorbed by a cell/tissue/body that also has a measurable biologi-

cal effect.
Stochastic effects The nonpredictable effects of ionizing radiation on health, such as genomic instability and cancer.
X-rays Photons with an energy of 100 eV–300 keV.

LIST OF ABBREVIATIONS
Alt-NHEJ Alternative NHEJ
ALL Acute lymphocytic leukemia
ARS Acute radiation sickness
ATM Ataxia telangiectasia mutated
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CT Computed tomography
DDR DNA-damage response
DNA Deoxyribonucleic acid
DSBs DNA double-stranded breaks
ERR Excess relative risk
GCR Galactic cosmic rays
HR Homologous recombination
HZE High atomic number and energy
ICL Interstrand cross-link
IR Ionizing radiation
LET Linear energy transfer
LSS Life span study
MDS Multiple-damage sites
MGMT Methylguanine-DNA-methyl transferase
NHEJ Nonhomologous end joining
NSAIDs Nonsteroidal anti-inflammatory drugs
·OH Hydroxyl radical
SSBs DNA single-stranded breaks
RBE Relative biological effectiveness
ROS Reactive oxygen species
RT Radiotherapy
UN United Nations
UV Ultraviolet
WHO World Health Organization
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1.  INTRODUCTION

“Like mother-like daughter,” “like father-like son”—these and other idioms signify a long-standing fascination of humans 
with similarities between parents and offspring. From ancient times, numerous theories have been proposed to explain 
trends and mechanisms of the inheritance of phenotypic traits. Hippocrates suggested that the parent–offspring similarity 
and sharing of certain phenotypic characteristics may occur due to an enigmatic blending of particles or fluids of parents. 
The pioneering works of Gregor Mendel established the precise rules of inheritance whereby heritable factors the nature of 
which was unknown at his time duplicate in parents and precisely segregate to progeny. Later on, Thomas Morgan deter-
mined that chromosomes may in turns serve as vehicles of Mendelian inheritance. Finally, upon the discovery of DNA and 
unraveling of its structure, DNA was unequivocally recognized as a fundamental agent of inheritance. As such, the key 
concept of medical genetics that seeks to link genotypes to phenotypes lies in the ability to establish links between indi-
vidual genetic differences and individual phenotypic differences. For decades and until the mid-2010s, this perspective has 
dominated our understanding of genotypic and phenotypic variation and disease risk analysis, and thus has led to several 
important breakthroughs in the identification of numerous genetic underpinnings of heritable diseases. It has shaped many 
aspects of medicine, including those of organismal biology and evolutionary biology. Genetic components of heritable can-
cer syndromes and other diseases have been identified, and the presence of a genetic mutation, a polymorphism or chromo-
somal abnormality that promote disease form the current paradigm for disease etiology. Nevertheless, heritable components 
of heart disease, neuro-inflammatory and neurodegenerative disorders, diabetes, obesity, cancers, autoimmune, and other 
conditions remain remarkably elusive and lack the defined genetic components. This apparent “missing heritability” has 
sparked a lot of interest and research and has led researchers to revisit concepts of gene–gene (and more importantly gene–
environment) interactions. Indeed, genome–environment interactions are equally important factors in disease etiology.

Even though the mammalian genome is rather stable because cells harbor numerous elaborate and highly efficient 
mechanisms that repair DNA, environmental factors have the ability to damage DNA directly by inducing genome-destabi-
lizing mutations without altering DNA sequence, thus promoting disease via mechanisms that do not always involve direct 
DNA-damage or -sequence changes.
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Furthermore, as it has recently been established, environmental influences on disease etiology depend upon a develop-
mental stage of an organism upon exposure to stress. Exposures during critical periods of time of organism development 
can alter genome activity associated with the differentiation program of cells or organ systems.

Genome stability and the ability to have healthy offspring is of an utmost importance for each individual organism and 
for entire populations. Understanding the rules of inheritance and the ability of the environment to influence inheritance 
and affect disease predisposition have been a central focus of research for many decades. Most recently, parental exposure 
and origins of disease have gained a lot of attention.

The analysis of genome–environment interactions has brought forth the concept of genome instability. A phenomenon 
of genomic or genome instability is used to describe an increased rate of acquired alterations in the genome of an organism 
or its offspring; the latter is referred to as transgenerational genome instability. The field of genome instability, and espe-
cially transgenerational instability, has emerged from studies that attempted to explain an unexpectedly high frequency of 
mutations and chromosomal damage in the progeny of irradiated somatic and germline cells.

2.  RADIATION-INDUCED GENOME INSTABILITY

It has long been thought that the main factor contributing to the negative biological effects of ionizing radiation (IR) in 
mammalian cells, such as chromosomal aberrations, mutations, and cell death, is the result of DNA damage in directly 
exposed cells; that is, residual damage that has not been eradicated by DNA-repair systems in the exposed cell [1]. This 
paradigm has widely been challenged since 2000, mostly originating from the results of numerous in vitro studies that dem-
onstrated the existence of delayed effects of IR exposure [2]. These delayed effects can manifest in the unexposed progeny 
of irradiated cells for many cell divisions (and up to 4 years) after the initial exposure [2]. The all-encompassing term given 
to this phenomenon is “radiation-induced genomic instability,” which is used to describe the increased rate of the acquisi-
tion of alterations in the genome. Experimentally, genomic instability is observed when a cell is irradiated, then clonally 
expanded, and the progeny is examined genetically. As mentioned, radiation-induced genomic instability is observed gen-
erations after the initial exposure, and a number of studies have shown that this often occurs at a high frequency [3,4].

Multiple genetic end points have been utilized to evaluate radiation-induced genomic instability in a number of in vitro 
systems, which include, but are not limited to, chromosomal aberrations, ploidy changes, micronucleus formation, gene 
mutations, and amplifications, as well as increased microsatellite/ESTR (expanded simple tandem repeat) mutation rates 
and delayed cell death [2,5,6]. There are a number of pathways that are implicated in the initiation and perpetuation of 
radiation-induced genomic instability [7]. The relative contribution of the different pathways primarily depends upon the 
genetic background of the irradiated cell or organism [8,9], as well as the type of radiation [4].

Various in vitro systems have demonstrated a high frequency of IR-induced genomic instability by means of examin-
ing the various end points (as described earlier) that are associated with IR-induced genomic instability [2]. As of 2016, a 
prevailing hypothesis is that IR exposure destabilizes the genome, thus initiating a cascade of genomic events that increases 
the rate of point mutations, small deletions/insertions, and large rearrangements in the progeny of irradiated cells [2].

It has long been speculated that the development of genomic instability can facilitate the process of cancer initiation 
and/or progression [10], and indeed the loss of genomic stability is believed to be a hallmark of many cancers, as well as an 
important prerequisite for cancer formation [11–13]. Therefore, the general assumption is that there is a link between the 
induction of IR-induced genomic instability and cancer due to an increase in the accumulation of multiple genetic events 
within a cell that ultimately enhances radiation-induced carcinogenesis. This assumption is also supported by the findings 
of epidemiological studies which suggest that some types of radiation-induced cancers may follow a relative risk model in 
which IR exposure enhances the rate at which cancers develop, instead of inducing a specific cohort of new tumors [14]. 
The demonstration of IR-induced genomic instability in somatic cell–culture systems has greatly increased interest in 
research on the potential long-term effects of exposure. The research area that has likely benefited the most is the potential 
long-term effects associated with germline exposure to IR and the transmission of adverse effects (eg, genomic instability) 
to future generations.

2.1  Transgenerational Effects and Transgenerational Genome Instability

Initially, in vitro data have provided overwhelming evidence for the delayed effects of IR exposure manifested in the 
progeny of irradiated cells (ie, genomic instability) for many cell divisions, which may ultimately enhance the carcino-
genic potential of these cells. Moreover, these data suggest that genomic instability can also be induced in the irradiated 
germline and, therefore, may be transmitted to future generations. If this is the case, the offspring of irradiated parents 
become genetically unstable, which results in a plethora of transgenerational effects such as the elevated mutation rates and 
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a predisposition to cancer. Many publications have indeed characterized a wide variety of phenotypic traits observed in the 
offspring of irradiated parents, implicating the elevated mutation rates [15–19]. Such studies have been reinforced through 
various molecular techniques used to assess transgenerational genomic instability.

The first evidence for a transgenerational effect associated with IR exposure was demonstrated by Luning and col-
leagues, where the elevated rates of dominant lethal mutations (early and late embryonic death) were observed upon the 
intraperitonial injection of a plutonium salt solution to male mice [20]. Accordingly, an increase in dominant lethality was 
not only found in the germline of directly irradiated male mice, but also in the germline of their nonexposed first-generation 
progeny (F1). The offspring of irradiated male mice have also been shown to be reproductively challenged, exhibiting the 
reduced fertilization rates of both in vivo and in vitro fertilization [16,21] as well as the increased levels of prenatal mortal-
ity in the F2 generation [22]. An increase in teratogenic effects was also shown, since the number of malformed F2 fetuses 
was significantly higher in the paternally exposed group compared to a control one [22].

The elegant studies by Nomura have not only demonstrated that paternal irradiation leads to an increase in malforma-
tions in the progeny of irradiated parents, but they have also shown a significant increase in the incidence of cancer in 
the offspring [23,24]. Several additional transgenerational studies have also found a significant increase in cancer inci-
dence among the offspring of paternally irradiated mice after the secondary exposure to known carcinogens [23,25,26]. 
The predisposition of the offspring of IR-exposed fathers to cancer has been investigated in human populations, where 
the data obtained have mainly been inconclusive [27,28]; however, two independent studies have shown a clustering of 
extremely high leukemia rates in children whose fathers had been exposed to radiation after working at a nuclear pro-
cessing plant in the town of Sellafield [29,30].

Adding to the classical evidence of transgenerational impacts, the majority of data since 2000 have arisen from the 
application of an array of molecular techniques used to characterize genotypic alterations in unexposed offspring. Mainly, 
genotypic alterations found in the progeny of irradiated parents have included chromosomal aberrations, micronuclei 
formation, increased microsatellite/ESTR mutations, and altered gene-expression patterns, which are all key hallmarks 
of genomic instability seen in somatic cells [2,31,32]. Therefore, the manifestation of such alterations has collectively 
been termed transgenerational genome instability. Dubrova and colleagues have made a significant contribution to our 
current understanding of radiation-induced transgenerational genome instability by pioneering the investigation of trans-
generational mutation rates within repetitive sequences of the genome [18,33]. These repetitive sequences were initially 
termed minisatellites, but now they are known as expanded simple tandem repeat (ESTR) loci because they are extended 
(500–16, 000 bp) stretches of relatively short (4–6 bp) repeats that are less stable than true minisatellites which generally 
consist of longer (6–100 bp) repeats [18]. Barber and colleagues studied mutation rates of two ESTR loci in the germline 
of F1 and F2 offspring of male mice exposed at either the premeiotic or postmeiotic stages of spermatogenesis [34]. They 
found an increased mutation rate in the germline of F1 offspring, which was similarly maintained in the germline of the 
F2 offspring in both pre/postmeiotic germ cell exposure groups. Furthermore, the elevated mutation rates were seen in 
all three of the mouse strains studied, and within each strain, male and female offspring (both F1 and F2) of irradiated 
fathers equally demonstrated the elevated mutation rates [34]. Further analysis of the unexposed F1 progeny showed 
that high ESTR mutation rates were observed along with the elevated levels of mutations in protein-coding genes in the 
germline as well as in somatic tissues such as spleen and bone marrow [35]. The observed transgenerational instability 
is not specific to one particular strain of mice; in fact, it has been observed in the F1 and F2 offspring of irradiated males 
from four different inbred strains of mice [32,34,36].

Furthermore, Barber and colleagues have also shown that spontaneous levels of SSBs and DSBs are significantly 
higher in the unexposed F1 offspring; however, the efficiency of DNA repair was not compromised [35]. Likewise, 
Koturbash and colleagues found that DNA DSBs were higher in the thymus of offspring of irradiated fathers [37]. 
They also analyzed Rad51 and Ku70 protein levels as indicators of homologous recombination (HR) and nonhomolo-
gous end joining (NHEJ) repair pathways, respectively. In contrast to the results of Barber and colleagues, they found 
evidence of a compromised HR-repair pathway indicated by downregulation of Rad51, while NHEJ was unaffected 
[37]. This may not necessarily result in a decrease in DNA-repair efficiency but may impact the accuracy and qual-
ity of DNA repair. Furthermore, changes in expression levels of Rad51, be it up or down, have been associated with 
genome instability and cancer [38–40].

In their study, Baulch and colleagues analyzed the F3 offspring of males irradiated at the B-type spermatogonial stage 
and found altered protein kinase activities and protein levels of p53 and p21 [36,41]. p21 is a target of p53 that arrests or 
slows cell-cycle progression [42]. Further investigation including the fourth-generation offspring revealed similar changes 
in the kinase signaling activity and protein levels of p53 and p21, although the magnitude and direction of changes in each 
end point differed between generations and within generations [43]. This finding alone highlights the phenotypic variability 
observed in the offspring of exposed males.
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Filkowski and colleagues reported the existence of genome instability in the germline of male mice subjected to whole-
body irradiation and their progeny, whereby parental irradiation led to the reactivation of long interspersed nuclear elements 
1 (LINE1) and short interspersed nuclear elements B2 (SINE B2) [44].

Transgenerational radiation-induced effects seem to be paternal in nature, and up to now, the long-term genetic effects 
of maternal irradiation remain under-investigated. Dubrova and colleagues undertook an in-depth study to establish the 
effects of radiation exposure on mutation induction in the germline of radiation-exposed females and the potential of 
induction of radiation-induced transgenerational effects in their nonexposed offspring [45]. To address this question, adult 
female BALB/c and CBA/Ca mice were given 1 Gy of acute X-rays and mated with unexposed males, and the frequency of 
mutations at ESTR loci in the germline of directly exposed females and somatic tissues of the progeny was analyzed. Sur-
prisingly, irradiation did not affect the frequency of ESTR mutations in the germline of exposed females and their progeny. 
Thus, in sharp contrast to the effect of paternal irradiation that resulted in an increase in the ESTR mutation frequency in 
the offspring of irradiated males, maternal irradiation did not impact genome stability of their F(1) offspring. Therefore, the 
transgenerational effects of maternal high-dose acute irradiation are likely to be negligible [45].

Interestingly, the study of the effects of in utero irradiation also revealed sex-based differences in the induction of trans-
generational genome instability. In a large-scale study, Barber and colleagues studied the effects of in utero irradiation on 
mutation rates at the ESTR DNA loci in directly exposed mice and their first-generation (F(1)) offspring [46]. The analysis 
revealed that the ESTR mutation frequencies in the germline and somatic tissues of male and female mice irradiated at 
12 days of gestation remained highly elevated during adulthood, especially due to the high frequency of singleton muta-
tions, suggesting that fetal irradiation leads to genomic instability both in utero and during adulthood. Furthermore, the 
ESTR mutation frequency was significantly increased in the F(1) offspring of prenatally irradiated male mice as compared 
to controls, proving that fetal exposure leads to transgenerational genomic instability. Contrarily, female in utero exposure 
did not affect genome stability in the F(1) offspring [46]. Even though radiation-induced transgenerational instability is pre-
dominantly paternal in nature, some effects appear to be synergistic when both male and female parents are exposed [37].

Transgenerational radiation-induced effects were also observed in rainbow trout. In trout, unlike in mammals, maternal 
and paternal irradiation may be equally important in causing transgenerational effects [47]. Additionally, the IR-induced 
transgenerational effects were reported to occur in Caenorhabditis elegans [48], Daphnia [49], medaka fish [50], and other 
organisms.

Most importantly, the transgenerational effects were seen in human populations exposed to the environmental or medi-
cal irradiation, albeit data from human populations are much less clear and somewhat ambiguous. As such, the analysis of 
mutation rates in genomic repeat elements has also been applied to study the transgenerational IR effects in human popula-
tions, namely in individuals living in the vicinity of the Chernobyl reactor accident and nuclear test sites (Semipalatinsk, 
Kazakhstan) [51–53]. In all of these studies, they found an increase in mutation rates among the progeny of exposed par-
ents. Taken together, these data support the hypothesis that exposure to IR can induce germline genomic instability that may 
predispose future generations to an increased risk of genetic diseases, infertility, and even cancer.

2.2  Bystander Effects

Adding to the complexity of radiation responses, several studies determined that radiation effects can be seen not only in 
the irradiated cells and their progeny but also in the distal naive “bystander cells” that received distress signals from the 
exposed cells as well as in the progeny of naive bystanders. Some initial evidence of a bystander effect has been obtained 
from studies performed at the beginning of the 20th century. Murphy and Morton, whose research interests were devoted 
to the study of lymphoid cells, showed altered morphological changes in lymphoid cells after culturing them with serum 
from radiation-exposed animals [54]. Additionally, in 1954, Parsons and colleagues reported the presence of soluble “clas-
togenic” factors in the circulating blood of patients who underwent radiotherapy [55]. These factors were found to be able 
to induce damage in the unexposed cultured cells [56–59]. Such clastogenic activity has also been demonstrated in the 
plasma from patients who received high-dose radiotherapy and from individuals accidentally exposed to radiation from 
the Chernobyl accident. Similar to genomic instability, bystander effects manifest themselves as the induction of gross 
chromosomal rearrangements, chromosome aberrations, sister chromatid exchanges, deletions, duplications, mutations, 
amplifications, and cell death [60]. Bystander effects occur in the whole organisms in vivo; and 2008 studies showed that 
localized cranial exposure causes an in vivo bystander response not only in somatic tissues but in the male germline as well 
[61]. Bystander damage to the germline caused by localized cranial radiation has transgenerational consequences causing 
profound effects in the unexposed progeny [61].

Therefore, environmental as well as diagnostic and therapeutic radiation exposures can lead to a wide array of effects 
in the unexposed progeny.
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3.  MECHANISMS OF TRANSGENERATIONAL EFFECTS: EPIGENETIC CHANGES

The aforementioned radiation-induced effects did not segregate in a Mendelian manner, and therefore they were proposed 
to be epigenetic in nature. Epigenetic alterations are meiotically heritable and mitotically stable alterations in gene expres-
sion that occur without changes in DNA sequence; they include DNA methylation, histone modifications, and the ncRNA-
mediated regulation of gene expression [62].

3.1  DNA Methylation

DNA methylation was the first epigenetic alteration identified, and it is the most widely studied epigenetic mechanism. In 
mammals, DNA is methylated at the carbon 5 of cytosine residues to form 5-methyl-cytosines (5meC) which is established 
by de novo DNA methyltransferases (DNMT3a, DNMT3b, and DNMT3L), and is subsequently maintained by DNMT1 
[63–65]. The de novo DNA methylation of transposons in the germline is dependent on DNMT3L, an isoform of DNMT3a 
and DNMT3b that lacks the methylation activity [66]. DNA methylation is known to be associated with inactive chroma-
tin states and in most cases, with the repression of gene expression [67–69]. A proper regulation of DNA methylation is 
critically important for the normal development, cell proliferation, and the maintenance of genomic stability [62,70,71]. 
The global loss of DNA methylation has been linked to the activation of transposable elements, the elevated chromosome 
breakage, aneuploidy, the increased mutation rates, and therefore to the phenomenon of genomic instability [69,71,72]. In 
addition, the altered global DNA-methylation pattern is a well-known characteristic of cancer cells, and the global loss of 
cytosine methylation was the first epigenetic abnormality discovered in cancer cells [73–75]. The DNA methylation profile 
of cancer cells is frequently characterized by the global genome hypomethylation as well as by the concurrent hypermeth-
ylation of selected CpG islands within gene promoters (eg, tumor suppressors) [62,72,76,77].

Direct IR exposure has been reported to affect DNA-methylation patterns. Acute exposures to low-LET radiation, such 
as X-rays and/or γ-rays, have been noted to result in the global genomic DNA hypomethylation [78]. Since the early 2000s, 
IR exposure has been found to lead to the profound dose-dependent and sex- and tissue-specific global hypomethylation 
[79–82]. The loss of methylation was also associated with radiation-induced alterations in the expression of DNA meth-
yltransferases, especially de novo methyltransferases DNMT3a and DNMT3b [80,83]. Most importantly, the radiation-
induced global genomic DNA-hypomethylation patterns appear to be linked to genomic instability in exposed animals 
[79,80,82,83].

DNA methylation also plays a role in radiation-induced bystander effects. Kaup and colleagues lead the way in showing 
the importance of DNA methylation in the maintenance of radiation-induced bystander effects [84]. They have demon-
strated that dysregulation of DNA-methylation patterns occurs in nonirradiated cells and can persist for 20 passages when 
they are treated with the medium from irradiated cells [84]. These bystander cells marked with aberrant methylation pat-
terns exhibited numerous end points characteristic of genome instability [84]. The same pattern of genomic instability and 
a significant loss of nuclear DNA methylation was also observed in 3D human tissue models [85].

Much insight into the role of such epigenetic changes in bystander effects and transgenerational effects in vivo has 
come from the pioneering work of the Kovalchuk’s and Engelward’s laboratories. By demonstrating that radiation expo-
sure limited to half of the body leads to the elevated levels of DNA strand breaks and the altered levels of key proteins 
involved in establishing and maintaining methylation marks in lead-shielded tissues at least 0.7 cm from the irradiated tis-
sue, they produced the first data to clearly demonstrate that epigenetically regulated bystander effects occur in vivo [86]. 
Using localized cranial X-irradiation in a rat model, it was also shown that IR exposure can induce the profound global 
DNA hypomethylation in distant bystander tissues (the spleen) 24 h after exposure [87]. Importantly, these changes were 
still observed 7 months after exposure [87]. This is relevant to carcinogenesis due to the fact that epigenetic manifestations 
of bystander effects persisted over a long period of time (in humans, it was roughly equal to 10 years). Again, a profound 
and persistent reduction of methylation in the bystander spleen was paralleled by a decrease in the levels of key proteins 
involved in the establishment and maintenance of methylation patterns (eg, DNMT3a, DNMT1, and the methyl-binding 
protein 2 (MeCP2)). This was believed to contribute to the reactivation of the LINE1 retrotransposon observed in the 
bystander spleen [87]. Such hypomethylation was also manifested in the bystander germline of cranially exposed mice [61].

Consequently, the involvement of the same type of epigenetic effectors (the global DNA methylation and associated 
proteins) in transgenerational effects induced from the paternal whole body and localized exposure to IR has also been stud-
ied [37,44,61]. The paternal whole-body and cranial IR exposure were shown to result in a significant global loss of DNA 
methylation in the thymus, bone marrow, and the spleen of F1 offspring [37,44,61]. Whole-body exposure also resulted in 
a specific hypomethylation of LINE1 and SINE B2 in the germline of exposed males, which was further observed in the 
thymus of unexposed offspring [44]. The thymus of the progeny of paternal whole-body exposures to IR and bone marrow 
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of the offspring of fathers exposed to cranial IR, in which the most pronounced decrease in DNA methylation was observed, 
also exhibited a significant decrease in the expression of DNMT1, DNMT3a, DNMT3b, and the methyl-binding protein 
MeCP2 [37,44,61]. The global loss of DNA methylation and the altered levels of methyltransferases and methyl-binding 
proteins can lead to the activation of transposable elements, contributing to genomic instability [88–90]. Accordingly, it 
can also be suggested that the global loss of DNA methylation observed in the progeny of irradiated fathers may influence 
retrotransposons and satellite DNA, thus underlying transgenerational genome instability. If such hypothesis is corrobo-
rated, it may help elucidate the increased mutation rates in satellite DNA and ESTR loci observed in the progeny of exposed 
parents [32]. Even though these epigenetic alterations are the well-characterized consequences of radiation exposure, the 
underlying molecular mechanism that drives these alterations, especially the site-specific changes in DNA-methylation 
patterns, remain elusive. Such molecular mechanisms may very likely be the main contributors to IR-induced epigenetic 
alterations associated with germline genomic instability, and therefore they would be strongly implicated in facilitating the 
epigenetic inheritance of transgenerational IR effects.

3.2  Histone Modifications

Changes in DNA methylation do not occur as isolated events because they are closely connected to other components of 
chromatin structure, such as histones, histone variants, and histone modifications [62,72]. The main histone modifications 
include acetylation, methylation, phosphorylation, and ubiquitination [91]. There is a vast complexity of epigenetic control 
that can be exhibited from such modifications since each of these modifications has the differing transcriptional conse-
quences compounded by further control that depends on the type of residue to be modified and the extent of modification 
(eg, mono-, di-, and trimethylated) [72,92,93]. Studies in 2005 indicated that the IR-induced global loss of DNA methyla-
tion may correlate with changes in histone methylation, specifically with the loss of histone H4 lysine trimethylation [83].

One of the best studied histone modifications following IR exposure is the phosphorylation of histone H2AX at serine 
139 (γH2AX). γH2AX is possibly one of the earliest cellular responses to DSB and IR exposure. The formation of γH2AX 
is crucial for the repair of DSBs and for the maintenance of genome stability [94–96]. The involvement of H2AX phos-
phorylation in bystander and transgenerational IR effects has also been suggested. The elevated levels of γH2AX have been 
reported in somatic and notably germline bystander tissues in vivo, and this elevation has subsequently been observed in 
the offspring of exposed fathers [35,37,61,86,87].

3.3  Small RNA-Mediated Events

Epigenetic mechanisms also include small noncoding RNAs [97]. Among those, two types are of a particular inter-
est: microRNAs (miRNAs) and Piwi-interacting RNAs (piRNAs). MicroRNAs are abundant, small (∼21-25 nt) single-
stranded noncoding RNAs that regulate gene expression primarily at the posttranscriptional level (eg, posttranscriptional 
gene silencing, PTGS). Initially, miRNAs are endogenously transcribed as a part of a primary transcript (pri-miRNA) 
that is able to form one or more hairpin structures (miRNA stem loops) formed by complementary sequences within 
the transcript. miRNA genes can be transcribed independently or clustered with others and transcribed as a polycistron 
[98]. There is also a large number of intragenic miRNAs transcribed from within introns or exons of protein-coding and 
noncoding genes [99]. These primary transcripts are then processed by the RNase III enzyme Drosha in the nucleus into 
stem-loop-structured miRNA precursors (pre-miRNA) that are about 70 nt long. They are then exported to the cytoplasm 
where Dicer (the RNase III enzyme) generates a characteristic dsRNA (21–25 nt in length) that is separated into two 
strands, one of which is incorporated into a member of the Argonaute protein family (AGO2), a central component of 
the microRNA ribonucleoprotein complex (miRNP) commonly known as the RNA-induced silencing complex (RISC) 
[100]. To control the translation of specific mRNAs, the miRNA-guided RISC complex binds to the 3′-UTR (untrans-
lated region) of target mRNAs with a similar sequence structure, thus serving as a translational repressor that regulates 
protein synthesis by targeting specific mRNAs [101]. As of 2016, it is believed that miRNAs exhibiting a high degree of 
complementarity to their target mRNAs are able to repress translation through mRNA cleavage. However, most miRNAs 
have imperfections between the complementary sequences, and therefore repress translation without mRNA cleavage 
[102,103]. Although the precise nature of such regulation remains unclear, it is suggested that the main mechanisms 
include alterations of poly(A) tail length and the binding of regulatory proteins to the UTRs of target mRNAs [97,104]. 
One or many miRNAs can coordinate the expression of single/multiple genes, resulting in a complex mechanism for 
posttranscriptional gene regulation. Consequently, miRNAs can play a key role in numerous biological contexts, includ-
ing cellular differentiation, proliferation, apoptosis, and even a predisposition to cancer [105–107]. The altered levels of 
miRNAs have been reported in a variety of cancers [108,109].
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Not unexpectedly, miRNAs are also involved in IR-induced responses in vivo [44,87,110–119] and in radiation-induced 
germline and transgenerational effects [44,117]. Tamminga and colleagues reported that radiation exposure significantly 
affected miRNA expression in testes [117]. Radiation exposure caused DNA damage and led to the ATR/Rfx1-mediated 
increase in miR-709 expression in exposed testes. This miRNA targeted the Brother of the Regulator of Imprinted Sites 
(BORIS), an important regulator of DNA methylation and imprinting.

Filkowski and colleagues showed that irradiation led to the upregulation of the miR-29 family in the exposed male 
germline, which caused a decrease in the expression of de novo methyltransferase, DNMT3a, and a profound hypometh-
ylation of LINE1 and SINE B2 [44]. Epigenetic changes in the male germline led to deleterious effects in the somatic 
thymus tissue of the progeny of exposed animals, including hypomethylation of LINE1 and SINE B2 associated with a 
significant decrease in the levels of lymphoid-specific helicase (LSH) that is crucial for the maintenance of methylation and 
the silencing of repetitive elements. Moreover, the thymus tissue of the progeny of exposed parents exhibited a significant 
upregulation of miR-468 that targeted LSH and led to its decreased expression in the thymus. The study suggested that 
miR-468-mediated suppression of LSH led to an aberrant methylation of LINE1 and SINE B2 [44].

Recently, a novel small RNA pathway has been characterized, providing evidence for yet another small RNA-mediated 
epigenetic effector. Known as the Piwi/piRNA pathway, it has several unique features that make it quite suitable as a 
mediator of epigenetic memory in germ cells. Here, key features of the piRNA pathway is introduced, followed by a further 
discussion in the context of spermatogenesis in the rodent germline.

3.3.1  piRNA Biogenesis and Role in Maintaining Genome Stability

Being initially characterized in Drosophila [120], the central component of the pathway is a large class of short, single-
stranded, noncoding RNAs (∼26–31 nt) and their Piwi protein partners, a subclass of the Argonaute protein family. Both 
Piwi-interacting RNAs (piRNAs) and Piwi proteins have expression patterns that are largely restricted to germ cells in 
nearly all multicellular animals studied [121]. Piwi proteins are required for the production of their piRNA partners and are 
essential for various stages of spermatogenesis, the self-renewal of germ stem cells, and transposon silencing [121,122]. 
The best studied function of the piRNA pathway is to maintain genomic integrity by the suppression of transposable ele-
ments (TEs) via transcriptional gene silencing (TGS) [121]. TGS occurs through piRNA-mediated de novo methylation 
of regulatory regions of retrotransposons in embryonic germ cells; methylation is believed to be subsequently maintained 
in germ and somatic cells throughout the life of an organism [123,124]. While mutations in the DNMT family members 
affected cytosine methylation, the piRNA pathway remained largely unaffected [123]. In contrast, the loss of the piRNA 
pathway prevents the recognition and silencing of TE by DNMT3L, thus supporting a model in which the piRNA path-
way acts upstream of DNMT3L, DNMT3a, and DNMT3b to establish patterns of DNA methylation on TEs [123]. PTGS 
also contributes to this process because the piRNA-guided Piwi proteins also mediate the cleavage of active transposon 
mRNAs from which primary piRNAs are likely to be derived through a process known as the “ping-pong” amplification 
cycle [125,126]. However, it is important to note that the majority of mouse and rat piRNAs are not enriched in sequences 
derived from transposons and repeats. In mice and rats, repeats are underrepresented because only about 17% of all piRNAs 
map to repetitive elements, while a random distribution should yield close to 40%, which is the proportion of repetitive 
sequences in the genome [127,128]. In mammals, piRNAs tend to cluster within certain regions of the genome, and a large 
number of piRNAs are derived from intergenic regions, but are also distributed among exonic, intronic, and intergenic 
repeat sequences [104]. The distinguishing feature of these clusters of uniquely mapping piRNAs is the pronounced strand 
bias, which leads to the suggestion that the biogenesis of piRNAs involves a long, single-stranded precursor [129]. Since 
piRNA sequences correspond to a variety of genomic regions, the piRNA pathway may be involved in a more complex 
system regulating the expression of a plethora of genes other than repetitive elements.

Indeed, several studies in the mid-2000s suggest that the piRNA pathway is not limited to the repression of transpos-
able and repetitive elements, and it plays the diverse and complex roles in regulating gene expression at all known levels of 
epigenetic control. Piwi proteins and piRNAs together have been associated with mRNA and mRNA cap-binding proteins 
in polysomes and ribonucleoproteins (RNP) which play a central role in translational control. However, the molecular 
mechanisms that achieve this translational regulation and the resulting outcomes remain largely unclear [104,122,130]. The 
biochemically purified endogenous rat piRNA complex has been shown to exhibit the RNA cleavage activity, presumably 
facilitated by the rat Piwi protein, Riwi [131]. On the other hand, mouse Piwi proteins may actually be responsible for the 
stability of a subset of mRNAs, and the positive regulation of translation [130,132]. In addition, the Piwi protein in mice 
(Miwi) is required not only for piRNA but also for a particular subset of miRNAs [104]. Thus, the piRNA pathway may 
be involved in miRNA-mediated translational control. One common feature of Piwi gene mutations in mice is an increase 
in DNA damage marked by γH2AX foci, thus suggesting a possible link to DNA-damage repair/checkpoints [133,134]. 
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It has been proposed that such dsDNA breaks are a result of overactive transposons; however, this relationship is not fully 
understood as dsDNA breaks could also be the cause of transposon activity rather than a result of it [135]. The presence of 
RecQ1 in the rat Piwi protein complexes is consistent with a possible role of mammalian Piwi-type proteins in DNA-repair 
processes [131].

RecQ is a family of helicase enzymes that have highly conserved roles in dsDNA-break repair through recombination 
[136]. The ability of the piRNA pathway to mediate epigenetic control of gene expression at the level of histone modifica-
tions has also been described. Human cells have been transiently transfected with a human Piwi (Piwi-like4/Hiwi2) gene 
containing a vector construct which induces histone H3K9 methylation at the p16Ink41 locus, resulting in a significant 
downregulation of p16 gene expression [137]. A 2009 study has provided some intriguing evidence for the production and 
function of a particular subset of abundant piRNAs which are depleted in the TE content and do not engage in the ping-pong 
cycle [138]. They reported a substantial population of piRNAs derived from UTR of protein-coding genes. These genic 
piRNAs arise preferentially from 3′-UTRs produced by a piRNA biogenesis pathway that does not require the ping-pong 
components and are conserved across Drosophila, mice, and Xenopus [138]. This breakthrough finding and the previously 
discussed studies provide overwhelming evidence for an additional and much larger breadth of piRNA-mediated gene 
regulation, although the role of piRNAs in TGS of TEs still remains unexplained.

3.3.2  piRNAs as Mediators of the Epigenetic Memory

The piRNA/Piwi pathway has several features that make it suitable as a mediator of the epigenetic memory in germ cells. 
Being mainly characterized by its ability to exert TGS by driving methylation of TE, it clearly has the ability to affect 
genome stability in future generations. Moreover, even though this novel small RNA pathway has been shown to play a role 
in many epigenetic alterations observed in response to IR, no experiments have been conducted to examine a possible role 
and response of this pathway to IR exposure. Because this pathway is mainly restricted to the male germline in mammals, 
it provides a novel mechanism to facilitate the paternal epigenetic inheritance of IR-induced genomic instability. It can also 
provide some insight into the observed loss of LINE1 and global DNA methylation not only in the germline of exposed 
males, but more importantly, in the next generation [37,44,61]. The understanding of and how the piRNA pathway responds 
to IR exposure can also potentially corroborate and help elucidate the increased mutation rates observed in satellite DNA 
and ESTR loci in the somatic and germline tissue of the progeny of exposed parents [32].

Very little is known about the role of the piRNA pathway in the production/inheritance of IR-induced genomic insta-
bility. Unpublished data from our laboratory show that radiation exposure causes profound alterations in piRNA profiles, 
affecting several piRNA clusters. Changes in piRNA levels are associated with the altered levels of DNA methylation of the 
corresponding piRNA loci in the exposed germline and in the progeny of exposed animals. Therefore, piRNAs may hold 
the key to understanding epigenetic mechanisms of germline and radiation-induced transgenerational genomic instability.

4.  TRANSGENERATIONAL EFFECTS CAUSED BY OTHER MUTAGENS

While transgenerational effects and genome instability upon IR exposure have been mostly studied, since the mid-2000s, 
numerous studies appeared that showed the induction of transgenerational effects by a wide array of other chemical 
mutagens.

Parental exposure to urethane, 4-nitroquinoline 1-oxide and 7,12-dimethylbenz(a)anthracene led to an elevated cancer 
risk and mutations in the offspring [139,140]. Transgenerational effects were also reported upon exposure to anticancer 
drugs. The F2 offspring of males exposed to cyclophosphamide were reported to exhibit genome instability and an increase 
in postimplantation loss and congenital malformations [141]. Cyclophosphamide or a combination of cyclophosphamide 
and vinblastine caused behavioral alterations in the first- and second-generation offspring of male rats [15,45]. Paternal 
exposure to anticancer chemotherapy altered the quality of germ cells and profoundly affected embryo development, thus 
causing transgenerational effects [142]. Embryos born upon paternal cyclophosphamide exposure exhibited the elevated 
levels of DNA damage and dramatic alterations in the levels of DNA repair and homologous recombination genes [143]. 
Furthermore, our unpublished data show that paternal exposure to mitomycin C and cyclophosphamide alter gene and pro-
tein expression in the frontal cortex and the whole brain of unexposed progeny.

A large number of extensive studies have focused on transgenerational effects of environmental teratogenic agents 
such as endocrine disruptors. Seminal studies were conducted by Skinner and colleagues. They have shown that in utero 
exposure of rats to vinclozolin or methoxychlor during the period of gonadal sex determination leads to an increased 
infertility rate and a decreased spermatogenic capacity in the F1 male progeny. Moreover, this altered reproductive capac-
ity was transmitted via the male germline to a majority of male offspring up to the F4 generation [144], and manifested 
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as transgenerational (F1–F4) spermatogenic cell apoptosis and subfertility [145]. Moreover, Skinner and colleagues have 
established that exposure to endocrine disruptors leads to transgenerational reprogramming of the testis transcriptome and 
the development of transgenerational diseases such as spermatogenic defects, prostate disease, kidney disease, and cancer 
[146,147]. Transgenerational effects caused by toxicants are epigenetic in nature. Exposure to pesticides dichlorodiphenyl-
trichloroethane (DDT) and methoxychlor (MXC) leads to the occurrence of transgenerational sperm epimutation signatures 
[148] that may in turn promote genome instability [149] (also reviewed in Refs. [150–152]).

Transgenerational transmission of the effects of gestational alcohol exposure has been reported. Prenatal alcohol expo-
sure increases the risk for alcoholism by increasing the propensity to consume alcohol and by altering a neurophysiological 
response to alcohol [153]. Alcohol consumption modifies the sperm epigenome and thus leads to instability and behavioral 
effects in the progeny [154]. In 2015, deleterious transgenerational effects were reported for alcohol, opiates, cocaine, 
marijuana, and nicotine [155]. Exposure to these agents causes epigenetic changes in the genome that are transmitted to the 
next generation [155–158]. A wide array of other life-style factors such as diet, obesity, nutritional deficiencies, and stress 
make their mark on the germline and cause deleterious effects in the progeny [159–163].

5.  CONCLUSIONS AND OUTLOOK

In sum, parental exposure to a wide array of environmental agents affects the germline and, therefore, cause transgenerational 
effects in unexposed progeny. Transgenerational effects can span numerous generations and transgenerational genome insta-
bility is a key mechanism underlying transgenerational effects. Studies have reported the causes, existence, and molecular 
processes affected in the germline and in the progeny of exposed parents. Environmental agents were shown to cause DNA 
damage, altered DNA-methylation levels and deregulated gene and small RNA expression in the germline of exposed parents. 
In the progeny, these cause the aberrant setting of DNA-methylation marks, altered gene expression and genome instability, 
which result in a wide array of downstream “snowball effects,” such as the accumulation of mutations, genomic rearrange-
ments, and further genome destabilization (Fig. 34.1). While numerous studies have proposed that transgenerational effects 
are epigenetic in nature, the precise mechanisms of transgenerational genome instability remain to be fully elucidated. Future 
research in this area must rely on the use of microarray technology, next-generation sequencing, and bioinformatic approaches 
in order to extract the functionally relevant, causal changes influencing genetic and epigenetic reprogramming and genomic 
stability across generations. Such research has both practical and fundamental value, as it may offer an understating of how 
genotoxic factors contribute to complex diseases by altering our epigenome across generations.

Parental germline

DNA damage

Altered DNA methylation

Altered miRNAome

Loss of piRNAome/
rasiRNAome

Progeny

Aberrant gene (including small RNAs) 
gene expression

Downstream “snowball’ effects?

Aberrant setting of methylation marks

? ??

?

FIGURE 34.1 Transmission of stress exposure effects from the germline to progeny—potential mechanisms of transgenerational genome instability.
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While this review was being written, several breakthrough articles have emerged that suggest the novel roles of small 
RNAs, especially TRNAs and tRNA fragments, in the germline and potentially in the transgenerational effects induced by 
diet deficiencies. Sperm tRNAs might mediate the transcriptional cascade effect and influence metabolic gene expression 
through the embryo to adulthood [164,165]. Further studies are needed to dissect the roles of small RNAs and small RNA 
fragments in transgenerational effects.

GLOSSARY
F1 generation The generation resulting from a cross of parental generation (the first set of parents).
Ping-pong cycle Cycle of piRNA production first identified from studies in Drosophila.
Transgenerational inheritance The transmittance of genetic and epigenetic information from one generation of an organism to the next ones.
Transgenerational effects A wide array of health effects that occur when environmental exposures or toxicants pass from parent to offspring.
Transgenerational genome instability Elevated frequency of mutations and genomic rearrangements transmitted from the germline of exposed 

parents to the progeny.

LIST OF ABBREVIATIONS
DDT Dichlorodiphenyltrichloroethane
DNMT DNA methyltransferases (3a, DNMT3b, and DNMT3L)
ESTR Expanded simple tandem repeat
LET Linear energy transfer
LINEs Long interspersed nuclear elements
miRNAs microRNAs
miRNP microRNA ribonucleoprotein complex
MIWI Mouse PIWI protein
MXC Methoxychlor
piRNA Piwi-interacting RNA
pri-miRNA Primary transcript miRNA
PTGS Posttranscriptional gene silencing
RISC RNA-induced silencing complex
RIWI Rat PIWI protein
RNP Ribonucleoproteins
SINEs Short interspersed nuclear elements
TEs Transposable elements
TGS Transcriptional gene silencing
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1.  INTRODUCTION TO LOW RADIATION–DOSE EFFECTS

1.1  Background to the Controversy

Few scientific fields are as divisive as the area of low radiation–dose effects. In 2005, two groups even analyzed the same 
data sets and came to opposite conclusions [1,2]. Accusations of “cherry-picking” to support a viewpoint abound, and 
sometimes it would appear that belief systems take the place of science. The purpose of this chapter is to question why 
this should be so? Why have we no definite answers about radiation health risks after low-dose/dose-rate exposure? Why 
are beliefs so entrenched? Most importantly, how can we remove the rhetoric from both sides and replace it with rational 
argument and scientific fact?

1.2  Epidemiology Is a Blunt Tool

Key to understanding the issue is to understand how we estimate risk at present and what might be wrong with this system. 
The perception that the system itself is wrong has led to much of the polarization, with some groups arguing that the risks 
are grossly overestimated and others arguing they are underestimated [3,4,5]. The first problem is that all our risk estimates 
use the epidemiological data from Hiroshima/Nagasaki cohorts as the “gold standard” and use cancer as the end point. The 
relationship is usually considered to “fit” the linear nonthreshold (LNT) relationship between dose, which is estimated 
and weighted using factors to correct for relative biological effectiveness (RBE) and dose rate, and effect (cancer) [6]. The 
A-bomb cohorts however do not give much information below 100 mGy and the exposure was acute. The dose rate and 
RBE correction factors are themselves highly controversial having been estimated using inbred mice or cultured cells [7,8] 
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which may not represent human response or the induction of effects in genetically diverse populations in the environment 
[9]. There is also a huge disagreement about the doses actually received by the Japanese victims, the contribution of neu-
trons, the impact of genetics, war and malnutrition, and so on [10–13]. There is also a controversy about the reliability of 
the underlying radiobiological studies which purport to give the mechanistic support to LNT—for example, the work of 
Calabrese [4] suggests that there was a very big political component to enshrining and defending LNT as the way dose and 
effect are related. The usual representation of this relationship is shown in Fig. 35.1 where the low-dose region is depicted 
as having multiple possible dose–response relationships. The purpose of this chapter is not to try to resolve this debate, but 
rather to suggest a totally new way of looking at low-dose risk, which focuses on response rather than dose. Central to this 
concept is the acceptance of the paradigm shift which has occurred in low-dose radiobiology since 1990 [14,15]. While this 
shift is recognized in radiobiology, it has yet to be accepted as having any relevance to radiation protection [16,17].

1.3  Targeted and Nontargeted Effects

The key new research which is driving the paradigm shift is the recognition that in addition to targeted (direct) effects of 
radiation, there is a totally different set of mechanisms operating in cells which are not the result of direct damage result-
ing from ionizing energy deposition in DNA in targeted cells, but rather occur as a result of signaling or other mechanisms 
operating at the system level [18]. These so-called nontargeted effects (NTEs) occur in cells, organs, or organisms which 
have not received a direct deposition of ionizing radiation energy (see Fig. 35.2). NTEs have been extensively reviewed by 
these authors and many others [14,15]. They can broadly be divided into genomic instability (GI) and bystander effects with 
subcategories of adaptive/hormetic-type responses, generally seen as beneficial, and stress responses leading to damaging 
effects such as increases in mutation, related to reactive oxygen species (ROS) generally seen as adverse [18]. Fig. 35.3 
represents a possible way to visualize these multiple effects.

FIGURE 35.1 The concept of a wide spectrum of possible outcomes in the low-dose region. These may be positive or negative. The possibilities 
decrease as the dose increases until death is the only possible outcome.

FIGURE 35.2 Nontargeted and nonclonal effects transmitted horizontally (bystander effects) or vertically (genomic instability effects in prog-
eny). Light gray depicts adaptive responses and dark gray depicts stress responses.
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1.4  Genomic Instability

GI is a concept that describes delayed genetic alterations observed in the progeny of the exposed cells many generations 
after the initial radiation insult [15,19,20]. The importance of the discovery of GI lies in the recognition that cell populations 
surviving radiation exposure and their progeny which show no evidence of mutations or altered fitness will not necessar-
ily behave normally. Up to the 1980s, the central dogma in radiobiology was that all the damage was put into the cell by 
the ionizing radiation. If the cell was able to repair the damage and undergo successful mitosis—at least five times—then 
it (and its progeny) carried no residual damage and the population was as fit as if never irradiated [21]. The key paradigm 
changing finding which came from several independent studies was that the progeny of irradiated cells which have survived 
according to the earlier criteria show evidence of de novo, nonclonal effects, meaning that the damage was not induced by 
the initial energy deposition from radiation.

One of the first publications suggesting that the progeny of apparently recovered irradiated cells might also be at risk 
was published by Seymour et al. [19]. The team observed lethal mutations in the distant progeny of cells exposed to photons 
from a Cobalt-60 source. They suggested that the appearance of lethal mutations might require many successful genera-
tions to be expressed. Those investigations were reinforced by reports from Streffer and colleagues, who showed chromo-
somal aberrations at the second mitosis after X-irradiating a two-cell mouse embryo [22]. The Streffer group subsequently 
showed that 29% of the aberrations were carried from the first to the second mitosis [23]. Similar data to those presented 
by the Seymour group and the Streffer group were published by Mendonca and colleagues [24] where delayed cell death 
started after 10 successful divisions; and by Kadhim and colleagues [20], who compared the effect of X-rays against alpha 
particles. These studies were performed in bone marrow stem cells—which meant that clonal lineages could be followed—
and revealed that alpha particles were more effective at inducing nonclonal aberrations than X-rays. Later studies revealed 
persistent levels of ROS in cells showing GI, suggesting that oxidative stress plays a role in perpetuating the insult [25,26].

Although GI occurs as a consequence of direct radiation exposure, it occurs in distant progeny and represents what is 
now referred to as the vertical transmission of radiation effects. There are several reports indicating it might also involve 
bystander effects (described later) because the damage in the progeny is nonclonal and therefore cannot be attributed to 
DNA mutations only [20,27,28]. This damage can also be induced using bystander protocols such as medium transfer, 
meaning no direct energy deposition is needed to trigger GI [29,30].

1.5  Bystander Effects

Another broad category of NTEs is bystander effects [31,32]. They can occur in vivo and in vitro, and refer to the horizon-
tal transmission of radiation damage—as opposed to the vertical transmission seen in GI experiments. Bystander effects 
refer to effects seen in cells, tissues, or organisms which receive some type of a signal from an irradiated cell, tissue, or 
organism. Various protocols, possible mechanisms, and models have been extensively reviewed and readers are referred to 
[15,18,33,34] for both the history and mechanisms under consideration. The fundamental point of interest in this chapter is 

FIGURE 35.3 Possible outcomes in the 
low-dose region, where nontargeted effects 
may or may not occur. Numbers 1–4 indi-
cate points where it might be possible to 
modulate the outcome.
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that these effects occur in the absence of a dose of radiation to the cell, tissue, or organism being examined and dominate 
the dose–response in the low-dose region [35,36]. What does this mean for radiation protection? How can we estimate low-
dose radiation risk if unirradiated organisms merely living in a proximity to irradiated organisms [37,38,39] display the 
same type of effect as the directly irradiated organisms? In particular, if bystander mechanisms underlie low-dose effects 
and can trigger GI, does this lend support to the contention that we are underestimating low-dose risk? This position has 
been put forward by several authors (reviewed in [40]). However, others have found evidence for adaptive and hormetic 
responses [41,42,43], suggesting bystander effects could be a form of a homeostatic mechanism. Table 35.1 lists effects 
documented immediately after direct irradiation, in distant progeny (GI) and in bystander populations.

1.6  Adaptive/Hormetic Effects

As suggested before and in Table 35.1, the literature on NTEs documents what might be classed as desirable effects as 
well as adverse effects. GI is generally regarded as an undesirable effect because it involves genetic alterations [44,45]. 
Bystander effects were initially observed as an increase in genetic damage [46] or a decrease in cell clonogenicity [47,48]; 
however, several reports indicate that bystander responses may not always be harmful. Early reports of protective bystander 
effects in vitro include the work by Azzam and colleagues [49,50] where they showed that bystander signals induced the 
reduction of neoplastic transformations. There is also evidence of bystander effects inducing adaptive responses which 
are discussed by some authors [51]. These include the protection afforded by exposure to irradiated medium against radi-
ation-induced cell death, GI, and micronucleus formation. Other studies looking at the bystander proteome indicated that 
bystander signals may confer beneficial effects by upregulating protective proteins in both rainbow trout and medaka 
fish exposed to bystander signals [38,52]. In mammals, similar protective effects were seen in the unirradiated left brain 
hemisphere of healthy Wistar rats [53]. Many authors have suggested that low doses of radiation are actually protective 
[49,50] and bystander mechanisms are suggested as underlying factors in radiation hormesis [54,55]. It is important at this 
point to distinguish between adaptive responses, hormesis, and adaptation at the individual and population levels. Adaptive 
responses generally refer to individuals and the responses mounted by their body systems in response to encountering a new 
and hazardous threat. Adaptive responses can include behavioral or physiological changes which make the individual better 
able to survive a future or ongoing encounter with the hazard [56]. Hormesis, on the other hand, is already there as part of 
the dose response [57,58]. The hormetic dose range is the range where the substance or physical agent is not a hazard but 
is present at optimal levels which if exceeded can become hazardous [59]. Examples are trace metals, which are essential 
for health but toxic in high amounts. Adaptation is used more as a term to describe the evolution of populations, which 
come to live with a hazard due to the natural selection of those genotypes or phenotypes that are most able to cope with 

TABLE 35.1 List of End points Which Have Been Shown to Change in Directly Irradiated Cells, in 
Bystander Cells, and in Distant Progeny

Endpoint Changes Directly Irradiated Bystander Distant Progeny

Reproductive death X X X

Chromosomal aberration X X X

Mutation X X X

Mini/microsatellite X X

Micronucleus frequency X X X

Gene expression X X X

Protein expression X X

Apoptosis X X X

Transformation X X X

Mitochondrial function X X X

Calcium X X

ROS X X X
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the altered environment. Using the example of radiation exposure, low doses may be within a natural hormesis zone and 
therefore be beneficial, or they may be in the adaptive zone and lead to mechanisms being induced which protect against 
subsequent exposures. They may also result in adaptations at the population level when radiation exposure is chronic 
[60,61]. Of course, a confounding factor leading to much confusion is that the dose range for different zones and transition 
points may be different for different species and different individuals of the same species. A key issue here is that human 
radiation protection seeks to protect every individual from any adverse consequence and currently does not recognize the 
hormesis zone, while environmental radiation protection seeks to protect populations and ecosystem structure [62] and 
does acknowledge at least that there are thresholds for harm if not actually beneficial doses. This leads to widely different 
concepts and perceptions of risk and of strategies for protection.

1.7  Generic Stress Responses

GI is often regarded as resulting from a “generic stress response” [63,64]. However, what exactly this means is not very clear. 
Stress is defined by Selye [65] as “the nonspecific response of the body to any demand for change.” Stress is considered by 
Selye and many others to be necessary to trigger appropriate responses to the stressor. Calabrese et al. [66] sought to clarify 
the generic stress response by pointing out that there are many terms across many disciplines for what is a common occurrence 
in biology, that is, a small dose of a stressor can induce an adaptive response to a large dose of the same or in some cases a 
different stressor. The chapter went further to show that opposite effects can occur after low-dose exposures compared to high-
dose exposures leading to “U”- or “J”-shaped nonlinear dose–response relationships. In radiobiology, we recognize “oxidative 
stress” as a generic stress resulting from excess ROS and leading to DNA, mitochondrial, and cell membrane damage [67,68]. 
Oxidative stress is often cited as a mechanism for deleterious low-dose effects [69]. However, others argue that the amount 
of ROS generated by low doses is so small in relation to that generated by oxidative metabolism, that it could not account for 
low-dose damage and that anyway it all gets repaired [70]. What is not considered here is again the concept of individual varia-
tion in the ability to tolerate and repair oxidative stress–induced DNA or membrane damage. Also not considered is the energy 
cost of repair and the dependence of repair on nutritional factors, time, age, and metabolic rate [71,72]. Other forms of stress 
that are thought to be associated with radiation include immune system stress and the mounting of an inflammatory response 
[73,74]. Both are thought to result from GI-induced changes in the bone marrow stem cells [75]. While direct doses needed 
to generate bone marrow stem cell damage are relatively high, bystander effects can occur at very low doses of the order of 
few milligray and appear to be either fully expressed or not expressed at all in the area affected by the signal, saturating at 
extremely low doses to the signal-generating cells [36,76,77]. This means that in theory at least, a very low dose of radiation 
could turn on a bystander effect in the tissue, which in certain phenotypes could lead to immune compromise and inflamma-
tory responses. Such a mechanism has been proposed to explain the ill health seen in atomic test veterans, people who suffer 
from CFIDS (chronic fatigue and immune deficiency syndrome), people exposed to depleted uranium, and victims of radiation 
accidents, where the calculated doses are considered much too low to account for the observed level and variety of illnesses 
[78]. In the environment, similar mechanisms might also help to explain the reported high level of mutations in butterflies 
and birds from Chernobyl and Fukushima [79,80], where again, doses and dose rates are considered much too low to cause 
biological effects [81,82], and radiation as a cause of these phenomena is vehemently denied.

2.  CONCEPT OF UNCERTAINTY

This chapter does not seek to suggest that low doses are universally “bad” or universally “good.” Rather, we seek to suggest 
that both response extremes and everything in between can occur. What actually happens will depend on the context at the 
individual and population levels. Indeed, it is possible that an adverse outcome studied at one organization level (eg, cell 
death) could be beneficial if considered at a higher level of organization. This type of thinking, while obvious and accepted 
generally in scientific theory, does not help to resolve the debate about risk and leads to people on both sides citing papers 
which present sound science as “evidence” in support of their belief. Our conclusion after many years of study is that every-
thing is true and nothing is true. In other words, the only thing to do is to accept uncertainty after low-dose exposure and 
move on to see where this acceptance will take us in trying to address the issues surrounding low-dose exposures to ionizing 
radiation. Fig. 35.4 is an attempt to convey this idea.

2.1  Spectrum of Effects

The key point is to recognize that there is a spectrum of low-dose effects and that we currently do not know the drivers that 
determine which ultimate outcome prevails. This is not the same as saying that the probability of random damage exists 
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because that type of statistical analysis is concerned with estimating the chance of a mutation leading to cancer occurring 
and becoming fixed in DNA [83]—that is, it is a target theory-driven and dose-driven hypothesis. It is, however, what we 
use in radiation protection [84]. The suggestion that we are presenting is rather that a spectrum of effects ranging from truly 
beneficial to truly harmful can occur and could occur in the same biological system depending on factors including dose 
selection that impact the outcome.

2.2  Spectrum of Responses

Similarly, a spectrum of responses to the outcome(s) also can occur. These may enhance or reduce the impact, whether 
positive or negative, of that outcome. Examples could include a nutritional status or smoking that could impact energy 
delivery for repair or could compromise checkpoint proteins such as p53 [85]. Early research into factors associated 
with the generation of GI did identify several scenarios which favored the turning on of the phenotype in the progeny of 
irradiated cells. These included background genetics, time post exposure, the presence of other stressors, the availability 
of glucose or lactate, the point in the cell cycle of initial irradiation to progenitor cells, and the number of progenitor cells 
that were irradiated [86,87]. However, there were also sudden failures of hitherto reliable protocols for measuring GI that 
were never resolved. There was also a considerable interlaboratory variation where a protocol could not be transferred 
or replicated in another laboratory even by the same individual. With hindsight, these difficulties, many of which were 
never recorded and remain anecdotal, strongly suggest that there was an underlying randomness in the system or that we 
did not appreciate all the factors which determined which response prevailed. Either way, it suggests that in addition to a 
spectrum of effects of radiation exposure, there is also a spectrum of responses. Responses to bystander signals are also 
determined by genetic, epigenetic, environmental, and unknown factors [88], making it very complicated and beyond the 
ability of most modeling approaches to resolve [89]. In the paragraphs that follow, some of the literature which has been 
produced in support of what are considered to be key factors for predicting likelihood of beneficial or adverse outcomes 
following low-dose exposures is reviewed.

2.3  Individual Variation

The individual variation in radiosensitivity has been recognized for many years in radiotherapy and many suscepti-
bility genes mainly associated with faulty DNA repair are known. In low-dose radiobiology, susceptibility genes are 
associated with extreme reactions to UV or ionizing radiation, these again mostly involve DNA repair. In the field 
of NTE, genetics is also known to play a role with susceptible and resistant strains of mice, cell lines, and human 
explants, all documented [90,91,92]. System-level variability is harder to study but bacterial populations have been 
shown to demonstrate cross-resistance to multiple stressors including heat and radiation [93]. Species-sensitivity 
distributions (SSDs) discussed later are also an ecological approach being used to determine action levels for the 
protection of ecosystems. However, just because the individual variation and underlying genetics have been identified 
as important, they do not address the problem of the extent to which genetics contributes to the outcome, or whether 
it is a determining factor always, sometimes, or ever.

FIGURE 35.4 The concept of an unpredictable “zone” in the dose–effect 
relationship where factors in addition to dose determine the response. With 
an increasing dose, the unpredictable zone gives way to a series of emergent 
responses which optimize the outcome.
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2.4  The Role of Genetic Background

Proponents of the “old radiobiology” which holds that energy deposited in DNA causes strand breaks and represents the key 
way radiation causes damage obviously extend this theory to then suggest that damage to critical targets in DNA underlies 
the harm caused by ionizing radiation, and that individuals with compromised genetics are therefore most at risk because 
they cannot repair or detect or otherwise deal with the damage [21]. There is no doubt that at high doses of radiation, this 
rationale is sound and well proven but after low-dose exposure, it is likely to be far less important due to the myriad other 
mechanisms such as homeostasis, hormesis, adaptive mechanisms, and system-level responses. While there is probably a 
spectrum of gene strengths or gene dosages [94,95], it is more likely that protein-level changes induced by the radiation 
stress predominate meaning that enzyme kinetics, energy budgets, cofactors, and the presence or absence of activators and 
inhibitors are more likely to determine the outcome [96,97].

2.5  The Role of Other Stressors

One of the key issues of concern in radiation protection, particularly of non-human biota, is the problem of multiple 
stressors [98]. Currently, radiation is regulated as a stand-alone agent, but it is well recognized that in reality, humans and 
nonhumans are exposed to many stressors such as heavy metals PCBs, heat, and drought. It is one thing to realize this is an 
issue but quite another one to find a way of regulating in a multiple stressor environment. When DNA was the key target 
and double-strand breaks—the key damaging lesion, it made sense to regulate radiation separately, but now that NTEs are 
recognized as key low-dose effects, we have to understand how GI and bystander effects might be modulated by the pres-
ence of other stressors. Given the complexity of the issue and the few studies which address it [99,100], it is likely that a 
move to response- rather than dose-driven protection strategies is necessary to move forward on this issue.

2.6  The Role of Lifestyle Factors

A major gap in our knowledge concerning NTEs is the lack of information about these effects in humans. In vivo studies 
so far are limited to a few mouse strains, fish, and tadpoles [38,39,101]. There is research using human cell lines [102], 
explants [103], and bone marrow cultures [104], and some work have been done on patients with metal implants [105]. 
However, none of these studies were conducted with a view to looking at lifestyle factors. The explant studies of normal 
human bladder done by this group [106] did suggest that smoking could impact bystander effects (reducing the strength of 
the signal), but the numbers were very small. It appears logical though that factors leading to an increased cancer risk such 
as smoking might act to increase radiation-induced GI, and this is an area needing investigation. Epidemiological-type stud-
ies recording lifestyle information but monitoring GI or bystander effects as well as cancer incidence are needed.

2.7  Species-Sensitivity Distribution

This was previously referred to in the context of individual variation in radiation response. SSD is a method being devel-
oped to try to get a picture of ecosystem sensitivity to radiation. According to the US Environmental Protection Authority, 
“Species-sensitivity distributions (SSDs) are cumulative probability distributions of toxicity values for multiple species.” 
For the environmental risk assessment, the chemical concentration that may be used as a hazard level can be extrapolated 
from SSD using a specified percentile of the distribution (http://www.epa.gov). Basically for radiation studies, SSD is cal-
culated using the data in the literature contained in the FREDERICA database concerning radiation dose response for non-
human species and builds a graph of the species present in a habitat and plots their radiosensitivity using EDR10 (effective 
dose rate causing effects in 10% of the population) or HDR5 (hazardous dose rate affecting 5% of species at the 10% level) 
[107]. Most effects in radioecology concern mortality or reproductive endpoints of the effects but there is no reason that this 
approach could not be used to “rank” human cells/cell lines, tissues, or individuals using NTE end points. A key benefit is 
that this approach is effect rather than dose driven, and thus could pull out system-level effects.

3.  SEARCH FOR DETERMINATORS

Much of the preceding discussion depends on being able to measure NTE reliably in a wide variety of systems at multiple 
levels of organization. In the next part of this chapter, the broad categories of approaches to this are discussed. Fig. 35.5 
summarizes key things we know about GI and bystander effect mechanisms. From these data, attempts have been made to 
develop reliable determinants of response, both in the directly hit cell/tissue/organism, its progeny, and in bystanders. There 
are several types of determinants which is now considered.

http://www.epa.gov
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3.1  Bioindicators

Bioindicator is a term taken from environmental toxicology and is defined as “an organism or biological response that 
reveals the presence of the pollutants by the occurrence of typical symptoms or measurable responses. These organisms (or 
communities of organisms) deliver information on alterations in the environment or the quantity of environmental pollut-
ants by changing in one of the following ways: physiologically, chemically or behaviourally” [108].

A very simple bioindicator in radiobiology could be reproductive death measured using clonogenic assays [109] which 
can be applied to assess the level of GI in progeny or the strength of bystander signals. Population-level bioindicators could 
include ion fluxes through membrane channels, the integrity of gap junctions in cell membranes, or the coordinated behav-
ior and function of mitochondria in cell populations, all of which have been documented in the literature.

3.2  Biomarkers

A biomarker is defined as “a characteristic that is objectively measured and evaluated as an indicator of normal biologic 
processes, pathogenic processes, or pharmacologic responses to a therapeutic intervention.”

This means that the biomarker is a surrogate or marker for dose or exposure. In radiobiology, γH2AX is often referred to 
as a surrogate for radiation dose because it reflects the level of DNA breaks [110]. Dicentric chromosomes are also used as 
surrogates for dose but do not report reliably below 2 Gy [111]. Thus, biomarkers are more removed from the actual effect 
on a system, especially if it is complex and not linearly related to dose. This is the situation with NTE.

3.3  Biosensors

A Biosensor is defined as an analytical device, used for the detection of an analyte, that combines a biological component 
with a physicochemical detector. Generally, it is used to describe assays such as ELISA which use enzymes to cause reac-
tions that make it easy to measure color change. However, the reporter assay developed to detect the strength of bystander 
signal could qualify as a biosensor assay [90] as could the use of fin clips, blood cells, or samples of embryos or sperm that 
can be incubated to allow the release of bystander signals into medium which is then assayed to determine signal strength. 
When used with populations of cells, sperm, or embryos, the biosensor approach can provide information about population-
level responses to an insult, and thus is a useful response-driven approach for the use in nonlinear dose–response situations 
such as the detection of GI induction or bystander effects [112].

3.4  Signals

The ideal way to measure bystander NTE would be to know what the signal is that goes from an exposed cell or organism 
to another nonirradiated cell or organism. However, despite almost 20 years of looking, the actual signal or signals remain 
elusive. Fig. 35.5 referred to earlier shows what we know about the nature of the signal, and clearly, exosomes (possibly 
containing miRNA), UV or visible light, calcium, serotonin, TGFβ, p53, ROS, and NOS are all reported to be involved, 
but what transmits the information is unclear, and while events involved in signal production are well understood, and the 

FIGURE 35.5 Key factors involved in the mechanisms of the bystander 
effect grouped into signal production in the directly irradiated cell; com-
munication of information between the targeted cell and bystanders; 
response transduction in bystander cells.
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response in the recipient cell is also well documented, we know little about the processes of signal transmission. It is also 
controversial whether there are multiple signals. The works carried out in 2007, 2012, and 2015 from our laboratory suggest 
that contrary to a popular belief, the signal(s) may be physical rather than chemical [113,114,115]. This work suggests that 
UVA is emitted by irradiated cells and that if the signal is not emitted, the bystander effect does not occur. The UVA signal 
is emitted from all cell types, but not all cells respond to the UVA signal. Other evidences supporting physical emissions 
from cells include the work by Papineni and colleagues who measure bioluminescence coming from irradiated cells [116]. 
However, the evidence supporting a role for exosomes or larger vesicles is equally compelling [117,118,119]. This leads us 
to believe that multiple mechanisms may exist.

3.5  System-Level Responses

In ecology, it has been known for many years that ecosystems work as a result of complex interactions between elements of 
the system. Surprisingly, in radiobiology, while this concept is well known to physiologists, radiation action was thought to 
involve stand-alone actions on individual cells with no communication [21]. Independent survival was a concept enshrined 
in target theory and its main tool of analysis—the clonogenic survival curve [21]. This all changed in the mid-1990s with 
several demonstrations of interdependent death and survival of irradiated cells [30]. Of course, as with most “discoveries,” 
there was a body of research that was ignored or forgotten because it did not fit. Chief among this was the work using spher-
oids where cooperative repair could be demonstrated [120]. Mole [121] also suggested using modeling approaches that the 
proximity of at least two cells was necessary for carcinogenesis to occur. This ran contrary to the conventional wisdom that 
cancer originated in a single damaged cell—the clonal origin of cancer theory [122]. The application of system biology 
tools in radiobiology started with the realization that the microenvironment was important and that bystander effects existed 
[123]. Signaling is now recognized as a major factor determining the coordinated response of system elements, especially 
after low doses. This hierarchical theory holds that system-level signaling optimizes the system-level response to a chal-
lenge affecting lower levels of organization.

3.6  Emergent Effects

Emergence is defined as a process whereby larger entities, patterns, and regularities arise through interactions among 
smaller or simpler entities that themselves do not exhibit such properties. Emergence is central in theories of integrative 
levels and of complex systems. In system radiobiology, it refers to responses to radiation in tissues, organs, individuals, 
and populations that are not predictable from the behavior of individual irradiated cells [124]. Integrating complexity 
theory into radiobiology and radiation protection is one of the most exciting challenges in the field. Since the discovery of 
GI and bystander effects, it has become apparent that not only do cells not act alone but that outcomes considered at the 
cellular level such as death of the cell may lead to radically different consequences at higher levels of organization and if 
time is factored in to the experiments. New mechanisms and new responses may emerge which are not measurable at the 
level of the individual cell. In radioecology, the recognition of this phenomenon of emergence has led to a search for so-
called “system-level biomarkers” to try to quantify impacts in complex systems. Perhaps, the act of mounting a bystander 
response could be considered such a biomarker?

4.  CONCLUSIONS

The aim of this chapter is to consider critically what impact NTEs have on our understanding of radiation risk and what 
might be a way forward to reconcile the fiercely opposing views about the benefits and hazards associated with low-dose 
exposure. We suggest that we need to accept that a spectrum of effects occurs after low-dose exposure which cannot be 
predicted in relation to dose. We suggest that a response-driven approach should be considered and a search for a reliable 
system and individual-level determinants of response is necessary.

GLOSSARY
Adaptive response A less-damaging effect of a large dose of radiation if a small dose is administered some hours before.
Bystander effect The occurrence of radiation-type effects or responses in cells, tissues, organs, or organisms which were not irradiated but received 

signals from irradiated entities.
Hormesis A phenomenon where low doses of physical and chemical agents which are toxic at higher doses can be protective or “good for you.”
Nontargeted effects Effects occurring in the absence of direct energy deposition in DNA.
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LIST OF ACRONYMS AND ABBREVIATIONS
DNA Deoxyribonucleic acid
EDR Effective dose rate
ELISA Enzyme-linked immunosorbent assay
GI Genomic instability
γH2AX H2A histone family, member X serine phosphorylated
HDR Hazardous dose rate
LNT Linear nonthreshold
miRNA Micro-ribonucleic acid
NTE Nontargeted effects
PCB Polychlorinated biphenyl
RBE Relative biological effectiveness
ROS Reactive oxygen species
SSD Species-sensitivity distribution
TGFβ Transforming growth factor beta
UV Ultraviolet light
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1.  INTRODUCTION

It is commonly accepted that cell division and organism reproduction are characterized by the faithful replication of the 
genetic material, DNA. The DNA sequence represents a master key that is used to reproduce cells and organisms with the 
identical genetic makeup. In contrast, the regulation at the epigenetic level, including epigenetic inheritance, represents a 
more versatile and flexible mechanism controlling gene expression and inheritance of old traits as well as the appearance of 
new traits. Why would it then be so important to preserve the integrity of DNA if downstream mechanisms are able to alter 
outcomes in terms of proteins produced, metabolites, and phenotype appearance? Epigenetic mechanisms are frequently 
reversible because they do not represent permanent chemical changes. In contrast, changes in nucleotide sequences such as 
base substitutions, deletions, and mutations are irreversible, unless a reversion mutation (mostly a single base modification) 
occurs. Thus, it is of an outmost importance to preserve the master key code.

Plants maintain genome integrity at all times, whether it is at the stage of active development and cell division or cell 
growth. An active metabolism, including photosynthesis, cellular respiration, and other physiological activities associated 
with the function of peroxisomes and lysosomes, poses a continuous challenge for plant genomes. These types of internal 
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stresses result in the production of free radicals that are either damaging DNA directly or triggering changes in DNA via a 
variety of signaling pathways they are involved in. Radicals are also able to oxidase lipids and proteins, thus rendering them 
incapable of a normal cellular activity.

Being sedentary in nature, plants are at a constant state of war with the environment. Environmental stimuli represent 
external stresses that include, but are not limited to, changes in light intensity, temperature fluctuations, water and nutrients 
availability, wind and other mechanical stimuli, and an entire realm of biotic interactions that include physical and chemi-
cal influences. A good review describing different types of abiotic and biotic stresses that plants are exposed to is written 
by Madlung and Comai [1].

To survive these environmental pressures, organisms have to respond using the mechanisms that are already available, 
but they also have to develop new adaptive changes that provide advantages to them if new conditions persist. Not being 
able to escape external stresses, plants are limited to mechanisms of tolerance and resistance, the strategies that plants are 
extremely proficient at Ref. [2]. Adaptive metabolic changes in somatic cells and heritable transgenerational changes are 
among more sophisticated mechanisms of survival [3]. Through the process of evolution, organisms have developed effi-
cient adaptive mechanisms of survival, and plants seem to be very efficient in doing that [4].

Plants also have the ability to maintain genome stability in the ever-changing growth environment. Many plant spe-
cies seem to possess additional copies of various DNA-repair genes that often have redundant functions [5]. That is why 
studying DNA-repair capacity in plants using mutants is so challenging. For example, plants possess four Rad51 para-
logs, AtXrcc2, AtXrcc3, AtRad51B, and AtRad51C. A mutation in any of these genes results in hypersensitivity to DNA-
damaging agents such as mitomycin C [6]. Moreover, the atrad51c and atxrcc3 mutants show meiotic defects and thus are 
difficult to propagate.

Genome integrity is maintained through a number of different mechanisms, with the direct repair of DNA damage 
being perhaps the most important one. There are multiple levels of control of the process of DNA-damage repair, including 
scanning and the identification of damage, the global or local relaxation of chromatin, the recruitment of the repairsome, 
actual repair steps, and the reestablishment of a similar or perhaps different status of chromatin, including changes in DNA 
methylation and histone modifications [7]. Since there is a possibility that chromatin compaction has a buffering ability 
against various factors that can damage DNA, it is plausible to think that genome stability of a given chromosomal region 
can be relaxed not only by choosing different DNA-repair pathways but also by introducing or removing various epigenetic 
modifications [8].

The control over DNA repair and genome stability is thus regulated by a variety of genetic and epigenetic factors [8]. 
While different DNA-repair pathways are described in great details in the other chapters of this book, the purpose of this 
chapter is to describe the epigenetic mechanisms that can affect and modify genome stability, with a special emphasis given 
to transgenerational responses.

2.  GENOME STABILITY MAY DEPEND UPON THE CHOICE OF THE DSB DNA-REPAIR 
PATHWAY

Double-strand break (DSB) is the most dangerous DNA lesion because a single unrepaired DSB may lead to cell-cycle 
arrest or apoptosis. DSBs are repaired via two major repair pathways: nonhomologous end joining (NHEJ) and homologous 
recombination (HR) [9]. The repair via NHEJ involves a direct rejoining of break ends and does not require a significant 
homology between the interacting DNA molecules. In the cases when rejoining via a direct ligation process is not possible, 
NHEJ proteins Ku70/Ku80 search for microhomology aligning one or several complementary bases to direct repeats, and 
thus resulting in a removal of DNA between direct repeats. As a result, the repair via NHEJ is relatively inaccurate and is 
typically associated with small- and large-scale deletions, ranging from a single base pair to large DNA sequences of sev-
eral thousand nucleotides [9]. Insertions and point mutations are frequent outcomes as well. In contrast, the HR mechanism 
requires an extensive sequence homology and the presence of a repair template. The repair via HR is quite accurate if per-
fectly homologous templates such as a sister chromatid or a homologous chromosome are used to prime repair synthesis. 
However, HR repair using a template with imperfect homology could result in gene conversion events leading to a loss 
of heterozygosity. In rare cases, if HR repair occurs in DNA regions containing multiple repeats, the process can result in 
gene translocation and duplication events as well deletions of an entire chromosome. Overall, NHEJ can be characterized 
as a fast-track error-prone repair mechanism, whereas HR represents a rather slow but relatively error-free process [10]. 
Detailed information about types of NHEJ and HR repairs in plants can be found in Chapter 12.

The balance between the occurrence of NHEJ and HR is tightly regulated and depends on such factors as the availabil-
ity of repair templates, the phase of a cell cycle, the rate of cell proliferation, and even the specific function of a given cell 
type (reviewed in Ref. [11]). NHEJ is a predominant DNA-repair pathway, and cells use it more often while being in the 
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G1 phase of a cell cycle. In contrast, HR is rather a minor pathway that is more active during S and G2 phases when sister 
chromatids are formed [12]. Thus, HR plays an important role in the actively dividing cells and during early development 
of an organism. Moreover, in plants, tissues with a higher ploidy level seem to use HR less frequently. Experimental data 
show that older plant leaves that tend to have a larger number of genomes per single cell (due to endo-reduplication) have a 
lower frequency of HR when prorated to a single genome [13]. This is not surprising because an increase in ploidy results 
in an increase in the number of copies of potential templates available for HR repair, posing a threat to genome stability 
and possibly leading to large-scale deletions and chromosomal translocations. It is also possible that the genome size has 
also some effects on the frequency of the use of HR repair [14,15]. It may be more difficult and time-consuming to find 
homologous sequences in the larger genomes.

Chromatin structure in more complex genomes may also contribute to an additional difficulty for HR to occur more fre-
quently. Since mutation frequency varies in different cell types and during different developmental stages of an organism, 
there definitely exist some types of chromatin-based regulation of genome stability. Further, we attempted to summarize the 
accumulated data on epigenetic control over the stability of highly repetitive genomes in plants.

3.  EPIGENETIC REGULATION OF PLANT GENOME STABILITY

Plants dramatically differ from most other higher eukaryotes in a specific feature of their life—they are sedentary organ-
isms. The prolonged nature of environmental conditions that has an impact on plant growth continuously poses challenges 
to plant defense systems, sometimes over many generations. Unlike other organisms that can leave their environment, 
plants cannot use escape and avoidance tactics to minimize the damaging influence of stress. It is thus logical that plants 
possess both short-term response systems and long-term defense strategies allowing them to cope with acute and chronic 
stresses. In fact, stresses typically persist for a long time, and therefore they should not be considered acute to plants. An 
acute stress is usually defined as a stress that affects an organism in the short term. Such definition is relative in relation 
to plants and can be applied only if the very same stress persists for a substantially longer period of time. When speaking 
about stresses that plants face, it would be more appropriate to use a term such as “high and low levels of an acute stress.” 
A rapid alteration in homeostasis, including massive changes in the number and amount of produced metabolites, is one 
of the mechanisms through which plants respond to stresses. These immediate responses include flexible changes in gene 
expression, an increase or a decrease in the production of mRNAs, synthesis of proteins, protein and RNA degradation, 
synthesis and re-compartmentalization of various metabolites, balancing the salt concentration, pH, hormones, and many 
other events. Although these responses are critical for plant survival, their description is not the focus of this chapter; all the 
necessary information can be found elsewhere, including reviews by [16,17].

Many of the events described before are controlled by epigenetic mechanisms operating in somatic cells, including small 
RNA-mediated mRNA degradation, changes in DNA methylation and histone modifications, repositioning of histone and non-
histone chromatin-binding proteins in the nuclear matrix. All these mechanisms are important for immediate plant survival. How 
does the epigenetic machinery protect plants and plant genomes from stress? In the following sections, we present some informa-
tion on the role of each of the mechanisms mentioned in the preceding paragraphs in genome protection against stresses.

3.1  Chromatin Structure, a Response to Stress and Genome Stability

Responses to stress, including responses to genotoxic stress, involve transcriptional activation and repression of various 
genomic loci. Changes in chromatin structure play the most active role in this process. Chromatin decondensation involves 
the action of ATP-dependent remodeling complexes, covalent modifications of histones, deposition of histone variants, and/
or changes in cytosine methylation. Moreover, noncoding small RNAs (smRNAs) add another level of complexity to the 
process as they can alter chromatin structure by directing heterochromatin formation at specific genomic sequences.

Chromatin in cells exists in different states of packaging that involve the wrapping of the DNA around the histone core. 
These structures, called nucleosomes, prevent the process of transcription, replication, and DNA repair from occurring. 
Specific histone modifications allow the unpacking of chromatin. Unpacking the damaged DNA is a double-edged sword 
which allows DNA-repair enzymes to fix the damage but at the same time makes DNA more vulnerable for further assaults. 
Specific histone modifications, primarily acetylation and methylation, make DNA more or less accessible to potential dam-
aging agents and various rearrangements [18].

There are several experimental evidences which suggest the interdependence of DNA methylation and histone modi-
fications. Effector proteins such as HETEROCHROMATIN PROTEIN1 (HP1) can be recruited to methylated histones: 
HP1 binds to methylated H3K9 and helps propagate heterochromatin to the adjacent regions of a chromosome [19]. This 
interaction is apparently important for a response to changes in the environmental conditions. For example, the Arabidopsis 
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homolog of HP1, HETEROCHROMATIN PROTEIN1 (LHP1), is involved in regulating flowering time in response to envi-
ronmental stimuli.

Methylated DNA also recruits various chromatin modifiers; methylated cytosines serve as substrates for binding of 
nuclear proteins named methyl-CpG-binding domain proteins (MBDs) [20]. MBDs bound to 5-methyl-cytosines recruit 
enzymes that modify core histone proteins and change the local chromatin structure. Similarly, HP1 protein binds methyl-
ated DNA and recruits histone modifiers [21].

3.1.1  Changes in Chromatin Structure in Response to Stress: Heterochromatin Decondensation

Nucleosome positioning, redistribution of heterochromatin and euchromatin in the nucleus, and the differential binding of 
chromatin-modifying proteins (excluding histones) and MBDs to DNA represent another level of complexity for an effi-
cient response to developmental cues and environmental factors.

Chromatin condensation is critical for maintaining transcriptional gene silencing at repetitive elements. The removal of 
nucleosomes from specific genomic locations in response to stress could be both an active and a passive process. The fact that 
the original nucleosome loading and epigenetic regulation of repeats are restored fairly quickly upon recovery from stress sug-
gests that the removal of nucleosomes can indeed be an active process. Alternatively, nucleosome loss from specific genomic 
positions can be associated with replication and transcription, thus representing a passive process. A study by Pecinka et al. 
showed that long-term exposure to heat in Arabidopsis resulted in the activation of some repetitive elements [22]. Surprisingly, 
the activation occurred without loss of DNA methylation and with only minor changes to histone modifications. Repetitive 
elements were primarily activated by the loss of nucleosomes and heterochromatin decondensation. The recovery from stress 
was characterized by nucleosome loading and transcriptional silencing. Curiously, in chromatin-assembly factor-1 (CAF-1) 
mutants impaired in chromatin-assembly functions, the recovery stage and nucleosome loading were considerably delayed 
[22]. The substantial dissociation of heterochromatin was observed beyond the recovery phase when silencing and nucleo-
somes had been reinstalled; the loss of heterochromatin was observed in differentiated tissues of plants exposed to heat, and 
it lasted in the exposed leaves until they started to show signs of senescence. Heat-induced decondensation of chromocenters 
and a general loss of nucleosomes presumably allowed a better accessibility of DNA to transcription complexes. A similar het-
erochromatin decondensation was observed in 2-day-old Arabidopsis plantlets in response to cell culturing, although regular 
chromocenters were formed in a stepwise process after a longer period in culture. The loss of heterochromatin also occurred 
in older plants upon floral transition in development, however, heterochromatin decondensation was not sufficient for repeat 
activation. Thus, local heterochromatization occurs during normal physiological and developmental processes and (un)specific 
responses to stress. Indeed, when plants were exposed to low-light stress, heterochromatin decondensation was more perma-
nent and was directed toward areas with repetitive elements [23]. The reversibility of these changes was confirmed by pro-
longed culturing of plants exposed to low-intensity light; at a higher-light intensity, chromatin decondensation was eliminated.

Hence, is heterochromatin decondensation at genomic repeats a common response to stress? Pecinka et al. argue that 
it does not seem to be the case as they did not observe this phenotype after freezing (−4°C for 24 h) or UV-C irradiation 
(3000 J/m2) [22]. In fact, exposure to an abiotic stress may interfere with the plants’ capacity to withstand a biotic stress. 
Indeed, even moderately increased temperatures can reduce biotic stress resistance by pathogens. In plants exposed to 
long-term heat stress, the activation of some repetitive elements is paralleled by silencing and transcriptional repression of 
repetitive loci carrying clusters of resistance genes [22].

Heterochromatin decondensation in response to heat stress seems not to occur equally in all tissues; the nuclei of meri-
stematic cells do not undergo heat-induced decondensation. Actually, this does make sense. If one considers that heat stress 
response is transient in nature and should largely occur in somatic tissues only, the lack of changes in the meristem indicates 
a safeguarding mechanism for minimizing epigenetic and possibly genetic changes in the germ line. It further supports the 
hypothesis that decondensation is a controlled process that occurs only either during specific stages of plant development 
or in response to specific stresses such as heat and high light–intensity stresses. Moreover, exposure to these stresses may 
result in the transcriptional activation of heterochromatin-embedded genes in differentiated cells but not in dividing cells.

These results demonstrate that environmental conditions can transiently overcome epigenetic regulation and, perhaps, 
provide a chance for more permanent epigenetic and possibly genetic changes. The transcriptional activation of repeats 
occurring without DNA methylation resembles the effect of mutations in MOM1, FAS1, FAS2, BRU1, and RPA2; mutants 
of these plants also exhibit various degrees of activation of repetitive elements that occur without changes in methylation.

3.1.2  The Role of Chromatin-Remodeling Factors

Several chromatin-remodeling factors in plants help control gene expression and genome stability through DNA meth-
ylation and histone modifications. One of the best-known proteins, the DECREASED DNA METHYLATION1 (DDM1) 
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protein, is a member of the SWI2/SNF2 DNA helicase family. Members of this family of proteins are involved in the control 
of DNA repair, recombination, gene expression, and replication [24]. It is suggested that one of the possible mechanisms 
of interactions of the SWI2/SNF2 family proteins with chromatin requires the disruption of DNA–histone interactions. 
DDM1, in particular, is involved in the regulation of DNA methylation status via changes in histone methylation as well as 
interactions with AtMBDs. It has been shown that the mutant of DDM1, ddm1, exhibits a disrupted localization of AtMBDs 
at chromocenters, suggesting that DDM1 may facilitate the localization of MBDs at specific nuclear domains [25].

The importance of ddm1 for the control of DNA methylation is reflected by the fact that the ddm1 mutant shows up 
to 70% reduction in global genome methylation [26]. As a consequence, this triggers the activation of transposons and 
retrotransposons, the transcriptional activation of a previously silent disease-resistance gene array, and the profound phe-
notypic instability amplified with every generation of self-propagation. The fact that ddm1-induced hypomethylation of 
various genes can be stably inherited through mitotic and meiotic cell divisions might be one of the reasons of the pheno-
typic instability [27]. One of the possible mechanisms of the involvement of DDM1 in the control of DNA methylation is 
the maintenance of CpG methylation at RNA-direct DNA methylation (RdDM)-targeted sequences after the RNA signal 
is removed. Although the data on genome instability in ddm1 is scarce, one can hypothesize that the genome of ddm1 is 
unstable since plants have the increased activity of transposons and retrotransposons. ddm1 plants are more sensitive to a 
variety of stresses and appear to have a higher frequency of DSBs.

Another potential chromatin-remodeling factor is the nuclear MAINTENANCE OF METHYLATION 1 (MOM1) pro-
tein. It is involved in DNA methylation–independent silencing of repetitive sequences in Arabidopsis by preventing the 
transcription of 180-bp satellite repeats of transposons [28]. Curiously, in mom1 mutants, releasing transgene silencing, the 
activation of transcription of 180-bp satellite repeats and 106B dispersed repeats, and derepression of silencing of some 5S 
repeats occur without reducing/alternating their DNA and histone-methylation patterns. This suggests the existence of two 
distinct epigenetic-silencing pathways: one that is DNA-methylation dependent and the other one that is DNA-methylation 
independent. Although MOM1 is involved in chromatin remodeling, the mutant is not hypersensitive to the DNA-damaging 
agent methyl methane sulfonate (MMS). Other chromatin modifiers, such as BRU1, FAS1, FAS2, and RPA2, are also dis-
pensable for DNA methylation, but all of them are hypersensitive to the MMS-induced DNA damage.

Other reports also indicated the link between chromatin maintenance and stress response. Mutants of a nuclear protein 
BRU1 involved in the maintenance of chromatin structure were highly sensitive to genotoxic stress and were characterized 
by an increased frequency of intrachromosomal HR [29]. Similarly, the expression of the MIM1 gene involved in the main-
tenance of chromosome structure and required for the efficient HR was significantly increased by DNA-damaging agents.

Another SWI/SNF-like protein, DRD1, represents a novel plant-specific chromatin-remodeling protein that is required 
for RNA-directed de novo methylation of target promoters [30]. It is also necessary for the total loss of de novo DNA 
methylation after the RNA-silencing trigger is withdrawn. DRD1 interacts with two other factors, NRPD1b and NRPD2a, 
which represent subunits of a novel, plant-specific RNA polymerase, pol IVb. Together, DRD1 and the pol IVb complex act 
downstream of the small RNA (smRNA) biogenesis pathway (see later). Thus, they direct reversible silencing of euchro-
matic promoters in response to RNA signals possibly through the recruitment of DNA methyltransferases for methylation 
of homologous DNA sequences. It is noteworthy that among putative DRD1 targets, there are DNA glycosylases, ROS1 
and DME, which are involved in active DNA demethylation. The downregulation of ROS1 in drd1 and pol IVb mutants 
confirms the importance of the DRD1/pol IVb pathway for the active loss of induced de novo DNA methylation [31].

3.2  The Role of DNA Methylation in the Maintenance of Plant Genome Stability and Response 
to Stress

DNA methylation is the most versatile mechanism involved in the regulation of gene expression, including the inheritance 
of specific gene expression patterns through somatic or meiotic cell divisions. Since DNA methylation is typically associ-
ated with a more restrictive chromatin state, it is highly likely that regions with higher methylation would be more stable—
that is, they will have fewer mutations associated with them. Is that actually true?

There are not many reports indicating a negative correlation between DNA methylation and rearrangements. An ear-
lier work demonstrated that DNA methylation suppresses the occurrence of HR between dispersed sequences, restricting 
recombination events to the gene-rich regions with a lower level of methylation [32,33]. In Hevea brasiliensis, the inverted 
correlation between DNA-methylation levels and gene rearrangements was observed [34]. In contrast, a study by Mirouze 
et al. could not find any significant correlation between the level of methylation and HR frequency in the Arabidopsis 
genome [35]. Also, the authors showed that the progeny of crosses between wild-type and met1 mutant Arabidopsis plants 
impaired in the maintenance of CpG methylation showed the increased meiotic recombination frequency in the hypometh-
ylated chromosome arms but not in the hypomethylated heterochromatic pericentromeric regions. It remains to be shown 
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what other factors regulate the recombination frequency in the plant genome. Further studies analyzing changes in histone 
modifications and the binding of nonhistone chromatin proteins may allow to establish a better correlation between genome 
rearrangements and chromatin structure.

Stress may result in both hypo- and hypermethylation at specific genomic loci, and these changes may represent either 
a short-term change or a long-term strategy of response to stress [34]. Promoters of stress-responsive genes are often found 
to be hypomethylated [36,37], whereas methylation at other genomic loci may not be altered, and sometimes may even be 
increased.

Changes in DNA methylation in response to stress may occur due to many different mechanisms, including the activity 
of DNA methyltransferases, DNA demethylases such as ROS1, DME1, DML2, and DML3, a passive loss of methylation 
via the exclusion of DNA methyltransferases from the nucleus, changes in the activity of chromatin-remodeling factors and 
effector proteins, and many other changes in proteins regulating the chromatin structure. The regulation of methylation is 
a complex process, and the absence of one or several DNA methyltransferases does not necessarily result in a total loss of 
DNA methylation. In the met1 plants that lack the maintenance methyltransferase, global hypomethylation is accompanied 
by hypermethylation at multiple transposons and repetitive element loci. The expression of DNA demethylases, DME and 
ROS1, is repressed in the mutant, likely as an overcompensation mechanism that prevents more extensive losses in methyla-
tion. As a result, both de novo non-CG methylation at nonrepetitive loci and RdDM-directed hypermethylation of repetitive 
elements are increased [38].

3.2.1  Correlation Between DNA Methylation Levels and Genome Stability

Does methylation directly influence genome stability? Unfortunately, there is no clear answer to this question. However, 
there exists a degree of correlation between methylation of specific cytosine nucleotides and the frequency of point muta-
tions at these sites. Methylated cytosines are prone to frequent spontaneous deaminations as a result of which they are con-
verted into thymines, which leads to C/G to T/A point mutations. This may explain why CG pairs occur much more rarely 
as compared to other nucleotide pairs. Ossowski et al. analyzed the rate of mutations in Arabidopsis plants self-propagated 
for 30 generations; it was found that a great majority of all mutations were C/G to T/A base substitutions [39]. Such bias can 
only be explained by a high frequency of spontaneous deamination of methylated cytosines. In contrast, the deamination of 
nonmethylated cytosines results in the formation of uracils that are easily recognized by the DNA-repair machinery. DNA 
methylation also seems to play a critical role in the control of the activity of transposable elements and in the protection 
of plant cells against the expression of integrated foreign DNA elements. Considering that cytosine methylation protects 
DNA from cleavage by an endonuclease, it can also protect it against multicopy transposable elements and aberrant gene 
duplications. Thus, a higher level of DNA methylation at certain loci may function as a defense mechanism against foreign 
invasive DNA molecules and as a protection against the cell’s own transposable elements.

There also exists an inverted correlation between the level of methylation at certain genomic loci and the frequency of 
large chromosomal rearrangements at these loci. Although it is a common wisdom that hypomethylated loci are more prone 
to genomic rearrangements, there is not much data on plants that can confirm this. A higher frequency of deletions/inser-
tions of transposable elements at long terminal repeats associated with hypomethylation was observed in the first two gen-
erations after allopolyploidization of wheat [40]. The progeny of tobacco plants exposed to tobacco mosaic virus (TMV) 
exhibited a higher frequency of rearrangements at R gene–like loci, and these changes were paralleled by hypomethylation 
[41].

Many stresses may directly influence the level of methylation in the genome. According to literature, salts of Cd, Ni, 
and Cr cause oxidative damage that induces DNA hypomethylation [42]. The mechanisms by which ROS generate hypo-
methylation are the activation of DNA damage–specific endonucleases, such as those associated with the formation of 
single-stranded breaks, makes DNA a poor acceptor of methyl groups; exposure to heavy metals results in the formation of 
premutagenic 8-oxo-2’-deoxyguanosine adducts which strongly inhibit methylation of adjacent cytosines; oxidative stress 
induces an increase in nicotinamide levels, and through its metabolite trigonelline, NIC can trigger hypomethylation in the 
genome [43]. Hypomethylation in response to oxidative stress triggered by heavy metal exposure can be caused by either 
indirect effects of heavy metals or a specific defensive mechanism by which cells regulate gene expression.

The importance of DNA methylation for the maintenance of gene-expression patterns and genome stability is reflected 
by the fact that DNA-repair mechanisms evolve a specific enzyme to excise methylated cytosines from DNA. ROS1 is a 
methylated cytosine-specific glycosylase that excises methylated cytosines through the process of base excision repair 
[44]. This enzyme is rather unique in plants since it combines the function of a DNA-repair enzyme with that of an active 
demethylating process. Curiously, in the ros1 mutant, the expression of several transposons was found to be decreased 
due to an increase in methylation levels at CpNpG and CpNpN sites [45]. Active DNA demethylation is thus important in 
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pruning methylation patterns of the genome, and even previously silent transposons need the dynamic control by meth-
ylation and demethylation. Such control is required for the plant epigenome to efficiently respond to developmental and 
environmental cues. For more detailed information on types of active demethylation processes, see the review by Zhu [44].

Methylation seems to be one of the most versatile epigenetic mechanisms of stress response in plants. The immedi-
ate stress response of plant somatic tissues results in changes in methylation of various areas of the genome, with genes 
involved in stress response being primarily hypomethylated. Exposure to cold causes demethylation and transcriptional 
activation of a ZmMI1 gene in maize seedlings; the ZmMI1 gene contains a retrotransposon-like sequence, and its activa-
tion mirrors cold-induced root-specific demethylation in the Ac/Ds transposon regions followed by their activation [46]. 
Hypomethylation in tobacco plants with NtMET1 antisense results in the upregulation of 31 genes, with most of them being 
related to stress response [36]. One of the pathogen-responsive genes, NtAlix1, undergoes demethylation and activation in 
response to viral infection, thus confirming that the induction of this gene under natural stress conditions requires sequence 
demethylation.

The relationship between gene expression and DNA methylation was studied in hypomethylated transgenic tobacco 
plants expressing an anti-DNA methyltransferase sequence [47]. One of the identified genes coding for a glycerophos-
phodiesterase-like protein (NtGPDL) was earlier reported to be responsive to aluminum stress. Indeed, when detached 
leaves from wild-type tobacco plants were treated with aluminum, NtGPDL transcripts were induced within 6 h, and the 
corresponding genomic loci were demethylated at CCGG sites within 1 h. Exposure to salt and low temperature, but not to 
pathogen, induced similar demethylation patterns [47].

Several other reports showed changes in DNA methylation in response to stress. The nuclear genome of Mesembryan-
themum crystallinum plants underwent a twofold increase in the level of CpNpG methylation in response to high salinity 
[48]. An increase in methylation was noticed in response of M. crystallinum plants to drought and temperature stresses upon 
switching from C3- to C4-type photosynthesis. A correlation between an age-dependent increase in methylation and resis-
tance to the blight pathogen Xanthomonas oryzae in rice was also proposed [49]. Virus infection of tomato plants triggered 
changes in DNA methylation at several marker loci where the majority of polymorphisms detected were associated with 
genomic regions involved in defense and stress responses [50]. Exposure to heavy metal stress resulted in hypomethylation 
at several marker loci in hemp and clover [51]. Verhoeven et al. showed that exposure of an apomictic dandelion population 
to salicylic acid led to genome-wide and possibly stress-specific changes in DNA methylation in exposed plants which can 
be faithfully transmitted to the immediate progeny [52].

Intriguingly, secondary effects of changes in DNA methylation may include the altered frequency of genome rearrange-
ments. Reports since 2000 have indicated that a decrease in DNA methylation at given genomic loci could attract genome 
rearrangements [41,53]. If these observations are accurate, then changes in DNA methylation in response to stress may 
have a significant impact on the rate of genetic changes in genomic loci targeted by DNA methylation. Thus, changes in 
DNA methylation in response to stress are not just mandatory, but in fact they could be one of the critical components of 
transgenerational response and ultimately of the process of directing and accelerating plant genome evolution.

3.2.2  Changes in Transposon Activity Associated With Changes in DNA Methylation 
and Response to Stress

A methylation-dependent activation of transposons in response to stress is a common phenomenon affecting genome stabil-
ity. Exposure to cold temperatures decreases DNA methylation and as a consequence increases the rate of excision of the 
Tam3 transposon [54]. The mechanism of this event is quite fascinating because the Tam3 transposase binds the GCHCG 
(H = not G) sequence immediately after DNA replication and thus prevents de novo sequence methylation. A variety of abi-
otic and biotic stresses were shown to activate the Tos17 (rice) [55], Tto1 (tobacco) [56], Tnt1 (tobacco) [57], and BARE-1 
(barley) [58] retrotransposons. Three different subfamilies of Tnt1 retrotransposons showed different tissue-specific activa-
tion patterns and demonstrated a different inducibility by pathogen elicitors [57]. The stress-mediated activation of Tnt1 
and Tto1 retrotransposons presumably occurs through the binding of host transcription factors to their promoter sequences 
that carry a similarity to sequences found in plant defense gene promoters. Thus, it can be hypothesized that adaptive 
processes in plants and plant genome evolution may occur through the simultaneous activation of stress-responsive genes 
and retrotransposons. This hypothesis was supported by the finding that in rice plants exposed to cold, the mPing element 
transposed into a rice homolog of the flowering time gene CONSTANS [59]. This event resulted in the alteration of flower-
ing time in the progeny of stressed plants.

Another group of genes altered by transposable elements is the cluster of resistance genes (R-genes). These genes are 
involved in pathogen recognition and resistance due to a specific gene-for-gene interaction. As pathogens try to avoid rec-
ognition through mutations of avirulence (Avr) genes, plants are forced to use the same procedure with R-genes. Thus, there 
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is a constant arm race between pathogens and plants. There exist many mechanisms of R-gene evolution, including HR 
and transposition. It is suggested that a number of transposable elements and their derivatives that are present at the R-gene 
loci play a significant role in a rapid diversification of this gene family [60]. It would be curious to know whether R-genes 
enjoyed a higher frequency of diversification because of the presence of transposons in their sequences, or R-genes could be 
diversified because transposons nonrandomly integrated into the R-gene-coding areas. Thus, the reports mentioned earlier 
support the long-standing hypothesis proposed by Barbara McClintock that all kinds of stresses can potentially reshape 
plant genomes via transposon activation [61].

3.3  The Role of Histone Modifications in the Maintenance of Genome Stability

Proteins that are associated with histone modifications can be broadly classified into writers, readers, and erasers (Fig. 36.1) 
[62]. Writers include enzymes involved in modifications such as acetylation, methylation, phosphorylation, and others, and 
their activity results in local changes in chromatin relaxation or compaction. Readers represent a set of proteins containing 
bromodomain, chromodomain, or Tudor domains. Most of these proteins cannot directly influence the chromatin structure, 
they are rather involved in recruiting other chromatin modifiers or erasers of the established chromatin marks. Finally, 

FIGURE 36.1 Epigenetic writers, readers, and erasers. The epigenetic regulation is a dynamic process. Epigenetic writers such as histone acetyltransferases 
(HATs), histone methyltransferases (HMTs), protein arginine methyltransferases (PRMTs), and kinases lay down epigenetic marks on amino acid residues on 
histone tails. Epigenetic readers such as proteins containing bromodomains, chromodomains, and Tudor domains bind to these epigenetic marks. Epigenetic eras-
ers such as histone deacetylases (HDACs), lysine demethylases (KDMs), and phosphatases catalyze the removal of epigenetic marks. The addition and removal 
of these posttranslational modifications of histone tails lead to the addition and/or removal of other marks in a highly complicated histone code. Together, histone 
modifications regulate various DNA-dependent processes, including transcription, DNA replication, and DNA repair. Reproduced from Falkenberg KJ, Johnstone 
RW. Histone deacetylases and their inhibitors in cancer, neurological diseases and immune disorders. Nat Rev Drug Discov 2014;13(9):673–91 with permission.
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erasers are proteins that reverse the chromatin marks and represent proteins such as histone deacetylases (HDACs) and 
histone demethylases (KDMs).

In plants, transcriptionally active chromatin exhibits an enhancement of H3 and H4 acetylation, trimethylation of 
lysine 4 from histone H3 (H3K4me3), whereas silent chromatin contains hypoacetylated H3 and H4, methylated lysine 27 
(H3K27) and lysine 9 of histone H3 (H3K9) [63]. Histone acetyltransferases (HATs) and histone deacetylases modulate the 
expression of developmental and stress-sensitive genes.

Modifications of histones play many essential roles in the maintenance of genome stability. First, since the chromatin 
structure is directly correlated with the association of DNA with certain modified histones, it can be predicted that repres-
sive histone marks, such as H3K9me and H3K27me, contribute to genome stability, whereas permissive chromatin marks, 
such as H3K4me, H3K36me, and H3K9ac, may contribute to genome instability. This notion may not necessarily be true 
because open chromatin is also associated with a higher DNA-repair capacity. A more detailed analysis of mutation rates 
associated with open and closed chromatin may be necessary to prove or disprove this hypothesis.

Second, high rates of exchange (removal or addition) of various histone modifications is required for a proper response 
to stress and DNA damage to allow either a more efficient access to damaged DNA or a more efficient transcription of loci 
encoding DNA-repair factors. One of the reports of 2014 demonstrated the production of DSB-induced ncRNAs (diRNAs) 
from genomic regions with strand breaks [64]. It demonstrated an important role of various epigenetic factors in the pro-
duction of diRNAs and showed that loci with higher transcription rates have a higher frequency of diRNA production and 
higher repair rates.

Finally, various histone variants are playing a very critical role in DNA repair and genome stability. Phosphorylation of 
a specific histone variant H2AX resulting in the formation of γH2AX foci is one of the critical steps in the recognition of a 
strand break and the assembly of DSB-repair factors around the strand break [65].

Writers, readers, and erasers are critical for a proper response to both stress and DNA damage. HDACs, for example, 
have been implicated in defense against pathogens. HC toxin from Cochliobolus carbonum specifically targets the HDAC 
activity causing histone hyperacetylation in susceptible corn cultivars [66]. It should be noted, however, that among all 
classes of plant HDACs, proteins from the reduced potassium dependency protein 3/histone deacetylase 1 (RPD3/HDA1) 
and HD2 classes are the only proteins that become inhibited by the toxin [67]. In Arabidopsis, the AtHDAC19 gene is 
induced in a similar manner by the fungus Alternaria brassicicola and an exogenous application of JA [68]. The overex-
pression of the AtHDAC19 gene enhances fungal resistance through the apparent activation of the ethylene-responsive fac-
tor 1 (ERF1), whereas silencing of the gene increases fungal susceptibility. The expression of another HDAC, AtHDAC6, 
was also shown to be induced by JA application [68]. This enzyme was also shown to affect transgene silencing and DNA 
methylation. AtHDAC19 is possibly involved in Arabidopsis resistance to a bacterial pathogen Pseudomonas syringae. 
The proposed mechanism may involve a decrease in histone acetylation through interactions of HDAC19 with WRKY38 
and WRKY62, two transcription factors that repress the SA pathway [69]. The locus-specific suppression of transcription 
of these two WRKY genes results in the activation of the SA-dependent pathway, and thus in the resistance to bacterial 
pathogens.

The histone-mediated transcriptional regulation plays an important role in plant protection against stress. Besides vari-
ous modifications mentioned earlier, histone variants such as H2A.Z were shown to be a part of the response to tempera-
ture stress in Arabidopsis [69a]. At moderately high temperatures, tight wrapping of H2A.Z and the amount of H2A.Z 
are reduced at the promoter of heat-responsive genes such as HSP70. A similar effect was observed in Drosophila where 
exposure to temperature stress resulted in nucleosome depletion at HSP70 loci.

3.4  ncRNAs Are Likely Involved in the Regulation of Genome Stability and DNA Repair

Many types of non-coding RNAs (ncRNAs) have been implemented in response to stress and are associated with direct 
or indirect regulation of genome stability. A more detailed role of ncRNAs in the regulation of DNA repair and genome 
stability is covered in Chapter 25.

4.  TRANSGENERATIONAL RESPONSES

4.1  Types of Transgenerational Effects and Possible Mechanisms of Their Appearance

Transgenerational response is a phenomenon in which plants exhibit changes in the progeny in response to the adverse 
environment experienced by their parents [70]. Transgenerational changes may include alterations at many levels: DNA 
methylation and histone modifications, changes in transcriptome, including mRNA and ncRNA transcripts, changes in 
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metabolome and proteome, and in stress tolerance and genome stability (reviewed in [2,71,72]. Such changes may be 
heritable; although it is still unclear what changes are considered to be heritable, we suggest those alterations that persist 
for two consecutive generations, S1 and S2, where S1 is the first progeny of plants exposed to stress, and S2 is the second 
generation of stressed plants. Nonheritable transgenerational changes are typically those that last for a single generation 
after stress exposure and disappear in the next generation if stressful conditions are not maintained. Most commonly, such 
changes occur due to differential seed viability/quality caused by the accumulation of metabolites/nutrients that give a cer-
tain advantage to plants grown under specific environmental conditions.

Heritability of transgenerational changes depends on the epigenetic regulation. Similarly to animals, in plants, early develop-
ment reprograms epigenetic modifications such as DNA methylation and histone modifications accumulated during sporophyte 
development. In contrast to animals, however, reprogramming is less dramatic in plants. While in animals the majority (70–90%) 
of DNA methylation marks are erased, in plants, most of the marks may be faithfully retained and passed on to progeny [73]. 
Therefore, heritable epigenetic marks may be responsible for passing the memory of stress exposure across generations.

For a long time, heritable transgenerational changes, often referred to as “soft inheritance,” were believed to be impos-
sible or extremely rare. Hard inheritance (or Mendelian inheritance) requires mutations to occur in order to introduce a new 
trait. Such mutations would have to be beneficial to have a chance of becoming fixed in a population. Since mutations are 
extremely rare, new traits/species emerge rarely and may require many generations to become common in a certain popula-
tion [2,74,75]. In contrast, soft inheritance allows an immediate response to the environment, and it is flexible (reversible) 
allowing the population to respond to the environment frequently and efficiently.

Moreover, it is possible that epigenetic modifications triggered by environmental stimuli are converted to genetic 
changes (Fig. 36.2). For example, cytosine hypomethylation or the establishment of permissive chromatin marks can lead 
to the increased frequency of genomic rearrangements, whereas cytosine hypermethylation may result in the increased 

FIGURE 36.2 Stress-induced epigenetic and genetic changes—an evolutionary perspective. In the proposed scenario, stress generates mobile 
signals, for example, smRNAs, that can reach the gametes and influence DNA methylation patterns. The loss or gain of DNA methylation accompanied 
by repressive chromatin marks (RCMs) or active chromatin marks (ACMs) represent epimutation events. The diagram shows three types of cytosine 
methylation, CpG, CpNpG, and CNN. H3K9me2 exemplifies the repressive chromatin mark, whereas H3K4me2 and “Ac” (acetylation) exemplify active 
chromatin marks [50]. The hypermethylated regions are prone to a higher frequency of C to T mutations, whereas the hypomethylated regions have a 
higher frequency of homologous recombination. It is not clear how many generations are required to translate epigenetic mutations into stable genetic 
ones. Individuals with (epi)mutations that are beneficial for the growth in the specific environment have better chances to survive and reproduce. Thus, 
new epialleles and alleles are established in the population. The lower panel applies our scenario to plant–pathogen interactions. It can be hypothesized 
that compatible pathogen interactions in which plants do not have a functional R-gene (Avr:r) result in the cascade of the earlier described events. In the 
short term, epimutations/epialleles allow plants to withstand pathogen encounters through enhanced innate immunity. A long-term strategy requiring 
exposure to the same pathogen over multiple generations leads to the production of new resistance genes (Avr:R) as well as resistance to pathogens due to 
incompatible interactions. Reproduced from Boyko A, Kovalchuk I. Genome instability and epigenetic modification–heritable responses to environmental 
stress? Curr Opin Plant Biol 2011;14(3):260–6.
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frequency of C to T point mutations due to the frequent deamination of methylated cytosine [76,77]. It is therefore prudent 
to suggest that in many cases, the appearance of new traits and new species in response to adverse conditions is largely 
driven by epigenetic mechanisms, and genetic mechanisms come second (Fig. 36.2).

4.2  Transgenerational Changes in Response to Abiotic Stress

Abiotic stress can be broadly classified as stress of nonbiological origin, such as temperature changes, water availability, 
exposure to toxic chemicals or radiation (UV, gamma and so on). Plants respond to stress at many levels, with the main 
emphasis given to mechanisms of stress survival and setting seeds. Some plants are able to tolerate abiotic stress if it is 
repeated in the processes known as adaptation and acclimation [78,79]. These processes operate at the somatic level, but 
they are also known to occur across generations. Abiotic stress is known to destabilize genomes of somatic cells. The num-
ber of stresses increases the frequency of HR in a direct or an indirect manner [37,80–82].

Work since 2000 have also demonstrated that a stress-induced increase in the frequency of somatic HR can be inherited 
[37,41,81,83–85]. It is important to stress out, however, that transgenerational changes in HR frequency were not always 
found to occur, and they likely depend on many parameters such as tests/measurements utilized, stress conditions, and plant 
species used. For example, one of the earlier works by Molinier et al. demonstrated that a single exposure of Arabidopsis 
thaliana plants to stress of UV radiation (UVC, specifically) results in the increased frequency of somatic HR in four con-
secutive nonstressed generations [86], thus representing the truly heritable epigenetic inheritance. In contrast, works by 
Boyko et al. [85], Kathiria et al. [87] and Rahavi et al. [88] and others provided experimental evidences that the increased 
frequency of somatic HR is mostly restricted to the immediate progeny of stressed plants, and if stress is not maintained, 
the frequency of HR drops to the endogenous level observed in unstressed plants. It is possible that the persistence of 
changes in the frequency of HR observed by Molinier et al. is a unique feature of a particular transgenic line used [86]. 
For example, the transgenic A. thaliana line in which an increase was observed was found to be very unstable without 
any stress exposure, and a simple propagation of these plants for several generations under normal conditions resulted in 
a dramatic increase in recombination frequency. Moreover, a work by Pecinka et al. [89] actually shows that a transgen-
erational increase in HR frequency occurs only in specific transgenic Arabidopsis lines tested and only in response to few 
stresses. The analysis of HR frequency in response to 10 different stresses showed that transgenerational changes occurred 
in response to two to three stresses, and changes were low and stochastic.

One possible explanation for such discrepancy observed in transgenerational changes in HR frequency could be the 
intensity of stress used for the analysis. It is possible that only a mild stress may lead to the inheritance of changes in the 
recombination frequency because a severe stress may have a significant negative effect on plant physiology, somatic cell 
death, and the negation of epigenetic factors that otherwise would lead to changes in the recombination frequency in prog-
eny. This hypothesis was confirmed by a study that analyzed changes in the HR frequency in response to NaCl; whereas a 
transgenerational increase in the recombination frequency was most prominent in response to 25 mM NaCl, it was milder 
in response to 75 mM, and it did not exist in response to 100 mM [90]. This observation was actually consistent with the 
results published by Pecinka et al. [89]. The existence of response to mild rather than harsh environmental conditions is 
reminiscent of the long-known phenomenon of hardening in plants. Hardening in plants describes the increased tolerance to 
a severe stress when plants experienced a mild stress prior to exposure to a severe stress [91]. In case of a transgenerational 
response, this phenomenon may be referred to as transgenerational hardening.

Our work demonstrated that in most cases transgenerational changes in the recombination frequency occurred only in 
the immediate progeny; only two stresses tested (25 mM of salt and UVC) increased the recombination frequency in two 
consecutive generations, and changes in the second generation were smaller than those in the first one [85].

Would the recombination frequency increase more if plants were propagated in the presence of stresses for more than one 
generation? Would such changes last longer? The answers to these questions were in part obtained from the work of Rahavi 
et al. [88]. The authors studied changes in the recombination frequency in response to heavy metal salts such as Ni2+, Cd2+, 
and Cu2+. They propagated plants on heavy metal salts for up to five generations, then stress was removed from them in each 
generation, starting after generation one. In most cases, an increase in the number of generations exposed to stress resulted in a 
higher increase in the recombination frequency, although in many cases, this increase reached the plateau already after the first 
or second generation of exposure. Propagating the progeny of stressed plants under normal conditions resulted in the decreas-
ing recombination frequency, and in those cases where plants were propagated under stress conditions for more generations, a 
decrease in the HR frequency was less noticeable. In several cases, propagating plants in the presence of stress for three to four 
generations resulted in an interesting phenomenon—the removal of stress did not decrease the recombination frequency even 
after two generations of growth under normal conditions. These results indicate that stress memory is inherited, and the more 
generations are exposed to stress, the stronger and the longer lasting the memory of stress is [88].
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Transgenerational responses may also depend on the timing of stress application. Since plants establish the germline 
relatively late during the development, exposure to stress early during development may allow to pass on the memory of 
stress application more efficiently (while cells are transitioning to gametes). In contrast, it is likely that stress exposure later 
during development when gametes are formed may not lead to the efficient generation of stress memory. This is exactly 
what we have observed in the experiment where we exposed Arabidopsis plants to heat, cold, and UVC at different time 
points during development: 7, 14, 21, and 28 days post germination (dpg). The analysis of HR frequency showed that the 
highest increase was observed in the progeny of plants exposed at 7 dpg. Similarly, the analysis of plant phenotype in the 
progeny showed that the progeny of plants exposed at 7 dpg had the largest seeds and the largest leaves when grown under 
normal conditions and when exposed to stress [92].

What type of genome instability is the most common in the progeny of stressed plants? To address this question, we 
have used three different transgenic lines, which allowed us to analyze the point mutation frequency, the HR frequency, 
and microsatellite instability [37]. Exposure to various stresses revealed that changes in the HR frequency were the most 
prominent among three types of genome instability that we tested. Changes in the microsatellite instability occurred in 
response to UVC, heat, and cold but were less prominent than changes in the recombination frequency. Finally, changes in 
the frequency of point mutations in the progeny were only observed in response to UVC, but not in response to any other 
stress. It would be interesting to analyze why changes in the HR frequency are affected the most in the progeny. HR is a 
mechanism of crossing over involved in a physical exchange between sister chromatids during meiosis. Such events result 
in gross chromosomal rearrangements and are likely the most effective in generating novel alleles [93]. If we hypothesize 
that transgenerational changes in genome stability in response to stress are directed at the diversification of the genome, HR 
should be a mechanism that is affected the most.

4.2.1  Changes in DNA Methylation in the Progeny

In the preceding paragraphs we have discussed on various epigenetic mechanisms that regulate genome stability and are 
responsive to stress. Transgenerational changes in DNA methylation in response to stress has been observed in many reports. 
One of the earliest reports by our laboratory showed that the progeny of plants exposed to ionizing radiation exhibit global 
genome hypermethylation [94]. Moreover, hypermethylation appeared to be dose dependent; a higher dose of radiation expe-
rienced by parental pine tree plants in Chernobyl increased the level of methylation to a higher extent in the progeny [94].

Similarly to the effect of ionizing radiation, exposure to stresses such as salt, flood, heat, cold, and UVC also resulted 
in hypermethylation in the progeny [85]. When plants were propagated for two generations, DNA methylation did not 
increase further in the second generation and stayed at the same level as in the first progeny of stressed plants. Curiously, 
when the progeny of salt-stressed plants were propagated under normal conditions, they maintained higher levels of meth-
ylation, but at the same time, they showed the decreased recombination frequency and the lower stress tolerance [85]. This 
is an interesting phenomenon. We can assume that transgenerational changes are triggered by differential expression of 
ncRNAs that target various genomic loci to establish differential methylation and differential gene expression, leading to 
changes in stress tolerance [2]. DNA methylation is maintained at a higher level no matter whether plants are or are not 
exposed to stress for the second time, while the recombination frequency and stress tolerance depend on the second stress 
exposure, which suggests that changes in DNA methylation are more robust, they are maintained in the absence of stress, 
and they are likely in part disconnected from the capacity to tolerate stress.

An overall increase in global genome methylation in the progeny of stressed plants does not reflect the situation at the 
specific loci in the entire genome because it is a mere reflection of all methylated cytosines present in the genome. A more 
detailed analysis on the level of individual loci in the progeny of salt-stressed plants revealed that many loci essential for 
stress tolerance and epigenetic regulation were either hypomethylated or hypermethylated. For example, the promoters of 
SUVH2, SUVH5, and SUVH8 genes that were involved in the regulation of the chromatin structure, and the promoter of 
ROS1, a gene that helps demethylate DNA were hypermethylated, whereas the promoters of stress-responsive genes UVH3, 
ERF1, TUBG1, RAP2.7, and several others were hypomethylated [84]. The essential role of DNA methylation for the 
establishment of transgenerational stress tolerance was demonstrated by the fact that soaking seeds of the progeny of salt-
stressed plants in 5-azaC, a chemical compound that modifies cytosines by preventing methylation, does not allow plants 
to tolerate a higher level of MMS chemical and eliminates hypermethylation [85].

4.3  Transgenerational Changes in Genome Stability, Methylation, and Stress Tolerance in 
Response to Biotic Stress

Biotic stress includes various plant pathogens such as bacteria, fungi, viruses, nematodes, insects, and others. Pathogen infection 
frequently results in changes in plant physiology, the loss of biomass, early flowering, the decreased seed set, the accumulation 
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of protective metabolites, and many other changes. One of the first evidences that pathogens may destabilize the plant genome 
comes from the work of Lucht et al. [95]. Arabidopsis infection with Peronospora parasitica or treatment with chemicals such as 
2,6-dichloroisonicotinic acid (INA) or benzothiadiazole (BTH) resulted in an increase in the HR frequency in stressed plants [95]. 
Later on, the work in our laboratory showed that infection of tobacco plants with TMV also results in an increase in the somatic 
recombination frequency [96]). Resistance to TMV in tobacco is conferred by the presence of the resistance gene N that allows 
cytoplasmic recognition of the virus. Lines such as Big Havana cultivars that contain the N-gene produce a local hypersensitive 
response and a systemic acquired resistance response that allow plants to localize the virus. Lines that lack the N-gene such as 
SR1 plants succumb to infection. It is important to note that resistance is temperature sensitive; at temperatures exceeding 28°C, 
lines that contain the N-gene also become sensitive. Our work showed that only infection of sensitive plants, either SR1 or Big 
Havana plants grown at temperatures higher than 28°C, results in the increased somatic recombination frequency. Importantly, 
the increase was observed in tissues that were not infected with the virus. Moreover, grafting virus-free leaves of infected plants 
onto naïve tobacco plants also led to an increase in the recombination frequency [96].

Next, we analyzed transgenerational changes in response to TMV. We found that the progeny of infected plants had 
more plants with a fully recombined luciferase transgene, which indicated that the meiotic recombination frequency also 
increased. In addition, we found that the somatic recombination frequency in the progeny of infected plants had also an 
increased rate. Similar effect was observed in response to another virus, oilseed rape mosaic virus (ORMV) [97].

We were curious why the recombination frequency increased only in plants sensitive to TMV. We hypothesized that a 
boost of HR may be one of the mechanisms for increasing the diversity of resistance genes that potentially leads to the gen-
eration of resistance genes that would confer the resistance to TMV. Our analysis of the SR1 genome revealed that despite 
the fact that SR1 plants do not have an active N-gene, they contain many [30–50] loci that carry a substantial (up to 65%) 
homology to the N-gene [41]. The analysis of the rearrangement frequency at these loci in the progeny of infected SR1 
plants revealed an over eightfold increase as compared to the progeny of control plants. The same analysis at actin loci did 
not show any difference, suggesting that an increase in the rearrangement frequency is locus specific [41].

The analysis of DNA methylation in the progeny of infected plants showed global genome hypermethylation. At the 
same time, a decrease of methylation level was observed at resistance gene-like loci but an increased one at the actin loci 
[41]. It is highly likely that rearrangements at certain loci are controlled by the level of methylation; hypermethylation may 
prevent loci that are “irrelevant” to the response to TMV from rearrangement, whereas hypomethylation allows for the 
recombination and may enable a genetic diversity where it is most needed (Fig. 36.2).

Another important change observed in the progeny of infected plants was a higher tolerance to TMV infection as well 
as a higher tolerance to P. syringae and Phytophthora nicotianae. Thus, the progeny of TMV-infected plant have a certain 
degree of cross-tolerance to bacterial and fungal pathogens. The ability to delay the viral progression is likely triggered by 
many factors, but our research showed that these plants had a higher endogenous expression of the PR1 gene and a higher 
level of callose deposition [87]. These plants were also more tolerant to chemical MMS.

Several studies confirmed our findings that infection with a pathogen leads to changes in the progeny, mainly in the form 
of a higher tolerance to this pathogen. Luna et al. showed that the progeny of plants that were repeatedly infected with P. 
syringae exhibited a higher tolerance to the same pathogen in the form of a reduced bacterial colonization compared to the 
progeny of noninfected plants [98]. These plants were also more tolerant to fungal pathogen Hyaloperonospora arabidopsidis. 
A higher pathogen tolerance was also observed in the next generation even when plants were propagated under normal condi-
tions. Slaughter et al. analyzed the impact of a single inoculation with P. syringae and found that the immediate progeny had 
a stronger and quicker response to Pseudomonas infection [99]. In contrast to the study by Luna et al., Slaughter et al. found 
that pathogen tolerance did not persist into the next generation when the progeny of infected plants was propagated without 
stress [99].

A response to insects also has a transgenerational nature. Wild radish plants exposed to herbivores produce the progeny 
that are more resistant to herbivory [100]. Also, yellow monkeyflower plants respond to herbivory with an increased tri-
chome density in the progeny; trichome density positively correlates with tolerance to herbivores [101,102]. The analysis 
of the progeny of Arabidopsis and tomato plants that were exposed to caterpillar herbivory showed an enhanced resistance 
to two out of three herbivores tested [103]. A higher tolerance to herbivores was also observed in the second generation 
when plants were propagated under normal conditions, but no such tolerance was observed in the third generation [103].

5.  POSSIBLE MECHANISMS INVOLVED IN THE REGULATION OF TRANSGENERATIONAL 
INHERITANCE OF STRESS MEMORY

Which mechanisms control transgenerational changes and in particular changes in genome stability? Several mechanisms 
may be involved, and our experiments indicate a possible role of DNA-repair proteins and epigenetic regulators such as 
ncRNAs and DNA cytosine methylation.
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5.1  The Potential Role of DNA-Repair Factors

As far as genome stability is concerned, a differential level of metabolites is unlikely to play any role, but it is possible 
that some differential transcripts accumulated in seeds developed from stressed plants may influence genome stability. For 
example, an increase in the level of transcript of DNA-repair genes may play a positive role. Our previous analysis indeed 
showed higher transcript levels of several DNA-repair genes in the progeny [84,85].

Also, it is possible that differential expression of repair genes in plants exposed to stress may also influence the recom-
bination frequency in the progeny. It is not clear, however, whether the presence of all repair factors is essential to observe 
transgenerational changes in genome rearrangements. For example, an increase in the recombination frequency was 
observed in wild-type plants atm and rad51b but not in ku80 plants in response to several abiotic stressors [83]. In the 
progeny of stressed plants, an increase in the recombination frequency was observed in wild-type plants and ku80 mutants, 
whereas the atm mutant was partially impaired. The main changes were observed in rad51b mutants; the progeny of these 
plants completely lacked transgenerational changes in the recombination frequency. It is therefore likely that functional 
ATM proteins that recognize DSBs and AtRAD51B involved in the HR pathway to repair such breaks are needed for the 
initiation of a transgenerational signal or its transmission through gametes. Other proteins, such as KU80 and UVH3, 
appeared to be dispensable for transgenerational changes [83]. It is curious to draw a parallel with recent reports describing 
the production of diRNAs (see Chapter 25 for details). It was shown that strand breaks trigger the production of diRNA 
originating from the site of a strand break [64,104]. It was shown that these diRNAs are depleted in atm and atr mutants 
as well as in various mutants impaired in epigenetic regulation, namely DCL3, AGO2, and several others. Moreover, it 
was demonstrated that the NHEJ process (in which KU80 is known to participate) was not impaired when diRNAs were 
depleted [64,104].

5.2  The Role of Epigenetic Regulators

Several experiments in our laboratory and work of others strongly suggest the involvement of epigenetic regulators in 
transgenerational changes in genome instability. We have suggested earlier (see Fig. 36.2) that locus-specific changes in 
DNA methylation in the progeny of stressed plants are likely directed to control the expression of these loci and prevent 
rearrangements from occurring.

In plants, DNA methylation occurs at various sequence contexts, including symmetrical methylation at CG and CNG 
sites and asymmetrical methylation at CNN sites. In the latter case, there are no maintenance DNA methylation and de 
novo methylation events that are established through the function of ncRNAs in a sequence-specific manner. Arabidopsis 
contains four Dicer-like (DCL) proteins, among them, DCL1 that primarily functions in miRNA biogenesis and the other 
three, DCL2, DCL3, and DCL4, involved in biogenesis of small interfering RNAs (siRNAs) [105]. RdDM occurs through 
a concerted function of sequence-specific siRNAs, PolIV, DCL3, RDR6, DRM2, and several other proteins involved in two 
major RdDM pathways, PolIV-RdDM and RDR6-RdDM. More details on de novo RdDM silencing and self-reinforcing 
loops can be found in Bond and Baulcombe [106]. We hypothesized that the RdDM pathways may be responsible for trans-
generational changes in methylation and genome stability.

Several experiments partially confirm our hypothesis. Boyko et al. showed that dcl2 and dcl3 mutants were partially 
impaired in a transgenerational increase in the recombination frequency in response to flood, heat, cold, and UVC as well 
as in a transgenerational increase in methylation [85]. Also, dcl2 was partially impaired in transgenerational stress tolerance 
to MMS [85]. Similar data were reported by Rasmann et al.; the Arabidopsis dcl2 dcl3 dcl4 triple mutant did not inherit 
resistance to insects in response to parental herbivory [103]. These reports support the essential role of DCLs and siRNAs 
in changes in DNA methylation, genome rearrangements, and the transmission of stress memory to progeny. Unlike the two 
aforementioned studies, report by Ito et al. showed that DCL3 may not be necessary for transgenerational transposition of 
ONSEN [107]. The heat-induced expression of ONSEN was higher in dcl3 plants compared to wild-type plants. The authors 
suggested that DCL3 may be partially restricting the accumulation of ONSEN in response to heat stress in somatic tissues. 
In contrast, they did not find any new insertions of ONSEN in the progeny of heat-stressed dcl3 plants, which was similar 
to the finding in wild-type plants.

The mechanism of transgenerational changes may involve several steps. First, stress response includes differential 
expression of mRNAs, ncRNAs, changes in DNA methylation, and histone modifications in somatic tissues. If stress occurs 
early during development and influences the whole plant, these changes may occur in meristem cells that will give rise to 
gametes. If stress occurs when gametes are established, they may also be altered in response to stress. Even if meristem 
cells or gametes are not altered directly, these cells may acquire the information about stress from all other somatic cells 
through active functions of plasmodesmata and phloem that circulate in a variety of molecules, including ncRNAs. It is 
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possible that changes in DNA methylation and histone modifications caused by the RdDM mechanism may already occur 
in meristem cells or early gametes. Second, changes that occur in meristem cells or in the developing gametes have to 
survive reprogramming, a mechanism that erases the epigenetic marks, such as changes in DNA methylation, histone modi-
fications, and degradation of mRNA in pollen. Epigenetic changes caused by stress also need to survive the second level 
of reprogramming that occurs after the fertilization event. It is possible that changes in DNA methylation occur in mature 
gametes or early embryos and are caused by differential expression of ncRNAs produced in gametes or embryos, or even in 
the endosperm. Third, it is possible that some of the differentially expressed ncRNAs may survive all reprogramming steps 
and trigger changes directly in the progeny. Our 2015 work in Brassica rapa showed that heat stress induces changes in 
ncRNA and mRNA expression in meristem tissues and gametes; some of these changes were propagated into the develop-
ing embryo and even into the progeny [108]. Changes observed in the somatic recombination frequency may be triggered 
by changes in the chromatin structure (due to either changes in DNA methylation or histone marks) or/and changes in 
the expression of DNA-repair genes (see earlier). Changes in stress tolerance could be the result of all factors combined, 
including the differential accumulation of metabolites, changes in DNA methylation, the differential expression of stress-
responsive genes, the primed chromatin structure, etc. Fourth, the propagation of stress memory and the maintenance of a 
high frequency of HR in the next generations may require continuous stress exposure (generation after generation). This 
is not surprising because if changes in DNA methylation and ncRNAs that trigger it play an essential role, they need to be 
generated constantly to reinforce transgenerational memory and replenish the molecules depleted during reprogramming. 
Future research will show whether this theory has merit.

6.  CONCLUDING REMARKS

Plants as any other species need to balance between genome stability and genome instability. Whereas the preservation 
of the genome integrity is important for passing the genetic information on to the progeny, inducing genomic variability 
in a random fashion or directing it at the defined genomic loci is a prerequisite for the survival of species in adverse 
environments.

In this chapter, we summarized various mechanisms regulating genome stability, discussed how the choice of DNA-
repair pathway influences genome stability, and described the role of epigenetic factors such as DNA methylation, histone 
modifications, and ncRNAs in controlling genome stability. We described several experimental evidences indicating that 
the progeny of stressed plants exhibit a variety of changes, including changes in stress tolerance, DNA methylation, and 
genome stability. We further demonstrated that transgenerational changes are regulated epigenetically. We hypothesized 
that transgenerational changes are caused by the differential expression of ncRNAs and RdDM mechanisms causing dif-
ferential changes in DNA methylation and histone modifications. Direct links between a certain type of differentially 
expressed siRNAs, changes in DNA methylation at specific loci targeted by these siRNAs, and genome stability remain to 
be established. It is unclear whether such siRNAs are passed from the progeny via gametes, or their expression is induced 
in the early developing embryo or in the germinated plants. It is also not clear whether the chromatin structure does have 
a direct effect on genome rearrangements because such links are not evidently established. It is also possible that such 
siRNAs are propagated in the cytoplasm without the additional transcription. Finally, it remains to be shown whether these 
siRNAs and rearrangements in the genome are stress specific and are indeed directed towards specific loci in the genome 
and promoter-specific changes at epigenetic and perhaps genetic levels.

GLOSSARY
Active chromatin marks Posttranslational histone modifications associated with high levels of gene expression and open chromatin
Epigenetic changes Heritable but reversible changes in gene expression that do not involve changes in the DNA sequence. Epigenetic changes 

are typically associated with reversible modifications of DNA (cytosine methylation) or histones (methylation, acetylation, etc.and so on). The 
differential expression of non-coding RNAs and sometimes the differential binding of non-histone chromatin modifiers may also be referred to 
as an epigenetic modification.

Hard or Mendelian inheritance The inheritance of traits based on the DNA sequence; according to Mendelian inheritance, new traits can only 
appear as a result of a mutation – —changes in the DNA sequence.

Hardening The increased tolerance to severe stress in plants after exposure to mild stress; also referred to as priming, acclimation, condition-
ing, etc.

Heritable transgenerational effects Transgenerational effects persisting for more than one generation, even when the stimulus causing these 
changes is removed; these effects are typically associated with changes in the epigenome.

Memory Genetic, epigenetic, or physiological changes that outlast stressful conditions and modify the response to subsequent stress treatments in 
the same or the next generation (transgenerational memory).
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Non-heritable transgenerational effects (responses) Transgenerational effects that do not persist beyond the immediate generation after stress; 
these changes are not passed on to the subsequent generations if the stressor is removed. Such effects are typically caused by changes in seed 
quality due to the accumulation of metabolites, nutrients, etc.and so on, giving an advantage to the growing seedling under certain environmental 
conditions.

Repressive chromatin marks Posttranslational histone modifications associated with low levels of gene expression and condensed chromatin.
Soft inheritance The inheritance of traits that does not include changes in the DNA sequence but rather involves changes in gene expression, typi-

cally caused by changes in the epigenetic regulation.
Transgenerational effects (responses) Typically refers to changes in phenotype (associated with epigenetic or physiological changes) that are 

apparent in the progeny of an organism grown under normal conditions or in response to stress.
Transgenerational hardening A higher stress tolerance in the progeny of plants exposed to mild stress; occurs mostly due to the accumulation of 

nutrients and metabolites in seeds as well as due to changes in the epigenetic regulation.

LIST OF ABBREVIATIONS
CAF-1 Chromatin-assembly factor-1
DCL Dicer-like
DDM1 DECREASED DNA METHYLATION1
diRNAs DSB-induced ncRNAs
DSB Double-strand break
HATs Histone acetyltransferases
HDACs Histone deacetylases
HP1 HETEROCHROMATIN PROTEIN 1
HR Homologous recombination
KDMs Histone demethylases
MBDs Methyl-CpG-binding domain proteins
MMS Methyl methane sulfonate
MOM1 MAINTENANCE OF METHYLATION 1
ncRNAs Noncoding RNAs
NHEJ Nonhomologous end joining
ORMV Oilseed rape mosaic virus
RdDM RNA-direct DNA methylation
smRNA Small RNA
TMV Tobacco mosaic virus
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1.  INTRODUCTION

The sources of cellular DNA damage can be endogenous or exogenous. Among a variety of exogenous factors causing 
DNA damage, UV radiation from the sun, environmental chemicals, and ionizing radiation (IR) that can come from natural 
sources and medical procedures are well known. Endogenous sources of DNA damage are associated mainly with reac-
tive oxygen species (ROS) production during normal cellular metabolism. The damage can be induced both in nuclear and 
mitochondrial DNA.

Abasic sites (AP sites) appear in DNA as a result of spontaneous hydrolysis of N-glycosidic bonds or the action of DNA 
glycosylases, whereas ROS leads to the induction of 7,8-dihydro-8-oxogunine (8-oxo-guanine), formamidopyrimidines, 
ring-saturated pyrimidines such as thymine glycols, and single-strand breaks (SSBs) or double-strand breaks (DSBs) in 
DNA [1,2].

IR-induced DNA damages include oxidized bases, DSBs, and SSBs: the latter are a predominant form of lesions pro-
duced by IR. DSBs are considered to be the most toxic form of DNA damage of living cells. DSBs can also arise after the 
action of some radiomimetic drugs like bleomycin or the inhibition of topoisomerase reaction.

Two main types of DNA lesions are generated after UV light exposure—cyclobutane pyrimidine dimers (CPD) and 
pyrimidine (6-4) pyrimidone photoproducts (6-4PP)—that bend the DNA molecule and interfere with DNA replication and 
transcription [3,4].
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Cellular DNA can also be damaged by chemical agents, some of which cause cancer. Chemical carcinogens are classified 
into two categories: direct- and indirect-acting. Direct-acting carcinogens such as nitrogen mustard, methyl nitrosourea, and 
dimethyl sulfate react with DNA themselves. Indirect-acting carcinogens such as benzo[a]pyrene, 2-acethylaminofluorene, 
and 2-naphtylamine must be metabolized before they can react with DNA. Indirect-acting carcinogens can modify DNA 
bases, forming DNA adducts only after conversion carried out by certain enzymes. DNA adducts lead to the incorporation 
of incorrect bases in daughter DNA strands during replication and the appearance of new mutations. Mutations in particular 
genes can induce cancer. For example, different types of cancer show a high incidence of p53 protein mutations that are 
associated with the loss of wild-type p53 tumor-suppression activity and contribute to malignant transformations [5].

Besides cancer, DNA lesions can lead to other deleterious biological consequences. The accumulation of DNA damage 
occurs during normal human aging. The development of hereditary diseases associated with the accelerated aging, such as 
ataxia telangiectasia, Bloom syndrome, Fanconi anemia, and others, is caused by mutations in certain genes.

A number of DNA repair protein systems are activated during cellular DNA damage response (DDR). DNA repair 
enzymes correct the structure of DNA, prevent the formation of mutations, and maintain DNA integrity.

Single damaged nucleotide bases that arise during DNA oxidation or the action of chemical mutagens on DNA are 
removed by base excision repair (BER) (see review [6]). BER includes the following steps: the recognition and removal 
of damaged bases by DNA glycosylase forming apurinic/apyrimidinic sites also known as abasic (AP) sites, the incision 
of AP site with AP endonuclease, the elimination of a sugar fragment by a phosphodiesterase, repair synthesis by DNA 
polymerase, and end ligation. A number of different DNA glycosylases that target deaminated, alkylated, and oxidized 
bases are described.

UV-induced lesions, CPDs and 6-4PPs, are repaired by nucleotide excision repair (NER). More than 30 proteins par-
ticipate in this type of repair. NER eliminates a broad range of damages including not only CPDs and 6-4PPs but bulky 
chemical adducts and some forms of oxidative damage. Two sub-pathways of NER, global genomic repair (GGR) and 
transcription-coupled repair (TCR), are known (reviewed in Refs. [7,8]). Four steps of NER include: the detection of dam-
age, excision of DNA fragment containing a lesion, gap filling with DNA polymerase, and ligation of DNA ends. The main 
proteins involved in NER include XPA, XPB, XPC, XPD, XPE, XPF, XPG, CSA, and CSB. Mutations in NER proteins 
are responsible for hereditary diseases such as xeroderma pigmentosum (XP proteins), and Cockayne syndrome (CSA and 
CSB proteins). TCR and GGR differ in the first step of repair. TCR is initiated when RNA polymerase stalls at the lesions, 
and CSA and CSB proteins enhance their recognition. XPC is a damage sensor in the GGR sub-pathway of NER.

DSBs represent the most dangerous lesions that arise after IR. In eukaryotic cells, two sub-pathways of DSB repair 
are known: homologous recombination (HR) and nonhomologous end joining (NHEJ). Most DSBs are eliminated by 
NHEJ. Classical NHEJ begins with DSB end processing by the MRE11/Rad50/NBS1 (MRN) complex and end binding by 
Ku70/80 and DNA-PK proteins [9]. The latter phosphorylate other proteins such as RPA, WRN, and Artemis. The break is 
then sealed by ligase IV and its cofactors XRCC4 and XLF. The back-up sub-pathway of NHEJ involves proteins that also 
participate in SSB and HR repair—MRN, PARP1, and XRCC1.

HR requires the presence of a homologous sequence as a template for repair. MRN, Exo1, and other nucleases perform 
the 5′- to 3′-DSB end processing. The BRCA1 protein regulates MRN complex end processing after the phosphorylation 
and activation of ATM and checkpoint kinases. Single-stranded DNA at the 3′-ends is bound by RPA which further allows 
Rad52 and Rad51 protein binding. Rad51 is a central protein of HR, and it is phosphorylated by cyclin-dependent kinases 
which release it to bind single-stranded DNA and form nucleofilaments for homology search in sister chromatids [10,11].

Thus, the DNA repair machinery needs to be constantly active to maintain genome integrity and avoid deleterious bio-
logical consequences of DNA damage under conditions of environmental and endogenous stresses.

The detection and measurement of DNA damage is important for experimental research and is applied in clinical assays. 
Methods for DNA damage detection differ in their sensitivity. This chapter mainly addresses the most sensitive immuno-
logical methods that can be used for the detection of DNA damage induced by IR, UV light, and different kinds of chemical 
agents. Here, we present several protocols for IR damage detection that are routinely used in our laboratory.

2.  THE DETECTION OF DSBs IN CULTIVATED MAMMALIAN CELLS AND TISSUES

2.1  Phosphorylated Histone H2AX as a Marker of DSBs

H2AX is known as a variant of histone H2A in mammalian cells. Its phosphorylation on Ser139 is one of the earliest events 
in DDR to DSBs induced by IR, nuclease action, laser irradiation, and other agents. DNA damage activates cell cycle 
checkpoints that stop cell cycle progression and give time for the cells to accomplish DSB repair. The members of the phos-
phatidylinositol 3-kinase family (PI3)—ataxia telangiectasia-mutated (ATM) and ATM-Rad3-related (ATR)—are activated 
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after DSB induction. ATM phosphorylates the SQ/TQ motif of its target proteins in signal transduction pathways leading 
to cell cycle arrest and DSB repair [12]. H2AX is phosphorylated by ATM at DSB sites in non-S-phase cells, whereas ATR 
phosphorylates DSBs formed at replication forks stalled at DNA lesions [13].

The phosphorylated form of H2AX (γH2AX) appears in cell nuclei within 3 min after IR and can be visualized as discrete 
foci using a γH2AX-specific antibody and immunofluorescence microscopy [14]. H2AX phosphorylation spreads to mega-
base chromatin regions surrounding DSBs. Rothkamm and Lobrich [15] have shown that the number of γH2AX foci per Gy 
per cell visible in the irradiated cells corresponds to the number of DSBs estimated by PFGE. Thus, the use of γH2AX as a 
marker of DSBs is advantageous but has some limitations. It is unknown whether γH2AX marks physical DSBs or probably 
registers DNA sites in which DSB ends were already sealed [16]. After completion of DSB repair, γH2AX could persist for 
some time at previously damaged sites, for example, due to a slow process of dephosphorylation [17].

Nevertheless, H2AX phosphorylation is successfully used for the study of spatial distribution of γH2AX foci and the 
estimation of kinetics of focus formation and elimination after IR exposure. The formation of γH2AX can be induced by 
different chemical compounds as a result of DSB induction associated with replication and repair. Monitoring γH2AX 
formation and cell-cycle arrest was used for the estimation of genotoxicity of different compounds used in experimental 
research [18]. γH2AX detection was applied for the evaluation of photogenotoxicity of chemical compounds. For that pur-
pose, cultivated cells were treated with different environmental chemicals (benzene metabolites, photooxidized polycyclic 
aromatic hydrocarbons, detergents, and other substances) and exposed for 1 h to UVA at the dose correlated to the outdoor 
level of sunlight exposure in summer day at noon [19]. Using this approach, the risk of photocarcinogenesis after long-term 
exposure to low concentrations of chemicals can be predicted.

2.1.1  The Study of DSB Repair Kinetics in Cultivated Mammalian Cells

DSB repair kinetics can be studied by counting the number of γH2AX foci in individual cells after exposure to IR or other 
agents that induce DSBs. Bonner and colleagues [20,21] presented techniques for γH2AX detection in cultivated cells and 
in a variety of human and mouse tissue samples.

The maximum level of γH2AX formation was observed 1 h after IR exposure in primary human fibroblasts and Chi-
nese hamster cells. The majority of foci were eliminated within 4–5 h after IR at the dose of 1–2 Gy [22–24]. After 7–8 h, 
the repair was completed, and only rare foci were seen in individual cells. These residual foci were eliminated from DNA 
within 1–4 days [17]. The number of spontaneous and persistent IR-induced γH2AX foci was increased in senescent cells 
in culture and in aging mice [25,26].

2.1.2  γH2AX Detection in Tissues of Living Organisms

The formation and elimination of DSBs after IR was studied in different mouse organs, including liver, kidney, and heart 
[27–30]. DSBs can be induced in noncancerous cells neighboring tumors in a so-called “bystander effect” partially associ-
ated with inflammatory cytokine production. In mice implanted with nonmetastasizing tumors, the induction of γH2AX 
foci was observed in distant tissues [31].

Normal and tumor tissues differ in the rate of γH2AX elimination after IR. In normal tissues, the majority of DNA 
damage is eliminated during 24 h post IR, while in tumors, the kinetics of γH2AX elimination is slower [32]. The analysis 
of DSB repair kinetics in different types of cells located in seminiferous tubules of mouse testis after total body irradiation 
was performed. The kinetics of DSB repair after 1 Gy irradiation was compared in undifferentiated spermatogonia, round 
spermatids, and somatic cells of various normal tissues. A rapid decrease of γH2AX focus number was observed in somatic 
tissues: only the low level of residual damage was detected 24 h post irradiation. Round spermatids and spermatogonia 
showed a highly increased number of γH2AX foci at 5 h post irradiation; the level of remaining foci at 24 and 48 h post 
irradiation was also significantly elevated indicating an impaired DSB repair capacity in these cells [33]. In mouse xeno-
graft models of human cancer, spatiotemporal tracking of DNA damage was analyzed after intravenous injection of cell-
penetrating peptide (Tat) attached covalently to 111In-labeled anti-γH2AX antibody. It was found that 111In-anti-γH2AX-Tat 
specifically targets DNA DSB and accumulates in irradiated cancer cells in vitro and in tumors in vivo following DNA 
damage, suggesting the potential use of radio-immunoconjugates that target γH2AX in clinical applications [34].

There are two methodological approaches for the detection of γH2AX in different mammalian tissues: immunohisto-
chemistry and Western blotting.

There are several ways to prepare tissue sections for immunohistochemistry. Sections are prepared in the first way from 
paraffin-embedded formalin-fixed tissue samples and in the second way from frozen samples (eg, samples frozen in liquid 
nitrogen). The frozen section preparation is faster than paraffin-embedding technique and allows a good preservation of 
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antigens. The advantage of paraffin-embedded tissue samples is that it is easier to store them. These sections are appropri-
ate for providing details of tissue morphology. The disadvantage of paraffin blocks is that the process of tissue preservation 
in formalin leads to cross-linking of certain proteins in cells. The unmasking process of cross-linked antigens (antigen 
retrieval) is critical for binding of the antibody to its target.

The preparation of so-called tissue touch prints is an alternative to tissue section technique. The limitations of this 
method are the following: first, touch prints can be prepared only from soft tissues, for example, brain and liver; and sec-
ond, the method of preparation does not allow visualization of tissue morphology. However, this method is easier than the 
preparation of frozen or paraffin-embedded tissue sections, and we recommend it for a preliminary analysis of kinetics of 
γH2AX elimination in tissues.

Fluorescence microscopy is used for γH2AX detection in frozen or paraffin-embedded tissue sections. γH2AX foci 
can be counted in individual cells in tissue sections after using primary antibodies to γH2AX and secondary fluorescently 
labeled antibodies. The detection of γH2AX can be also performed with the use of the peroxidase antiperoxidase (PAP) 
complex antibody [35] and visualization of reaction product by light microscopy. In our research, we used primary rabbit 
anti-γH2AX antibodies, goat antirabbit secondary antibodies followed by the PAP complex antibody produced in rabbit 
which were bound by secondary antibodies. Alternatively, instead of goat antirabbit IgG of the second layer which binds 
to the PAP complex antibody, peroxidase-conjugated antirabbit secondary antibodies or biotin-conjugated antirabbit sec-
ondary antibodies followed by peroxidase-conjugated streptavidin can be used. This method is less advantageous than 
fluorescence microscopy because it does not give a possibility to count foci in individual cells but only allows estimating 
cells as γH2AX positive or negative (the cell is considered to be positive even if it contains a minimum number of DSBs).

It should be taken into account that some tissues contain endogenous peroxidase activity which can react with substrate 
solution (diaminobenzidine) and produce an undesirable background. This nonspecific background can be reduced by the 
pretreatment of samples with hydrogen peroxide before incubation with the PAP soluble complex antibody.

Here, we present detailed protocols for frozen tissue section and touch print preparation followed by γH2AX immunostain-
ing used in our laboratory [28,29]. Examples of γH2AX detection in a tissue section and a touch print are presented in Fig. 37.1.

2.1.2.1  Preparation of Tissue Touch Prints

 1.  After ether narcosis, accurately remove an organ from the animal.
 2.  Slice the organ into pieces and make a flat cut through a piece of tissue with tweezers and a razor blade.
 3.  Place the obtained surface onto a slide with polylysine and then remove it leaving a touch print.
 4.  After touch printing, air dry slides for 15 min to 1 h.

2.1.2.2  Preparation of Frozen Tissue Sections

 1.  After ether narcosis, accurately remove an organ from the animal.
 2.  Using tweezers and a razor blade, take an appropriate piece of the organ.

FIGURE 37.1 Immunohistochemical detection of γH2AX: (A) A touch print of Syrian hamster brain, 1 h after 5 Gy of X-ray irradiation. (B) A frozen 
section of Syrian hamster heart 10 μm in thickness, 1 h after 5 Gy of X-ray irradiation. Fluorescence microscopy images of cells immunostained with 
a mouse anti-γH2AX monoclonal antibody followed by Alexa Fluor 568 (A) and Alexa Fluor 488 (B)-conjugated secondary antibodies. (C) A frozen 
section of mouse heart 10 μm in thickness, 20 min after 3 Gy of X-ray irradiation. A conventional light microscopy image of cells immunostained with a 
peroxidase antiperoxidase soluble complex antibody (black). Cellular DNA was counterstained with Giemsa stain (blue). The majority of cells in the field 
of view are γH2AX-positive. The bar is 10 μm.
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 3.  Attach the piece of the organ to a cork made from a stopper of wine bottle.
 4.  Immediately put the cork with the organ in liquid nitrogen.
 5.  Using cryostat microtome (we used Bright Co. Ltd., UK), prepare cryostat tissue sections and attach them to polylysine-

treated slides.
 6.  Let slides to air dry for 15 min to 1 h.

2.1.2.3  Fixation and Permeabilization of Touch Prints and Tissue Sections for Fluorescence Microscopy 
Detection

 1.  Immerse slides in 2% formaldehyde (Sigma) in PBS for 20 min to fix the cells.
 2.  Wash slides 3 times for 5 min in PBS with gentle shaking.
 3.  For tissue touch prints, immerse slides in 70% ethanol chilled to −20°C for 5 min, then go to step 5.
 4.  For tissue sections, immerse slides in 1% Triton X-100 for 5 min; wash slides 3 times for 5 min in PBS with gentle  

shaking.
 5.  Put samples in 70% ethanol at 4°C overnight. At this step, the samples could be stored in ethanol for several days.

2.1.2.4  Fixation and Permeabilization of Tissue Sections for γH2AX Detection Using the PAP Complex 
Antibody

 1.  For fixation, immerse slides in methanol:ethanol (1:1) for 3 min.
 2.  Wash slides 3 times in PBS for 5 min with gentle shaking.
 3.  Immerse slides in 1% Triton X-100 for 5 min with gentle shaking.
 4.  Wash slides 2 times in PBS for 15 min with gentle shaking.

2.1.2.5  Immunohistochemical Staining of Touch Prints and Tissue Sections for Fluorescence Microscopy 
γH2AX Detection

 1.  Wash slides after ethanol storage (see Section 2.1.2.3) 2 times in PBS for 5 min with gentle shaking.
 2.  Block nonspecific antibody binding by incubation in PBS supplemented with 8% bovine serum albumin (BSA) at 37°C 

for 30 min. BSA should be prepared freshly before the experiment.
 3.  Wash slides in PBS for 5 min.
 4.  Incubate slides with primary rabbit polyclonal antibodies to γH2AX (1:200, Abcam) in 1% BSA-PBS at 37°C for 1 h. 

For frozen sections, sometimes it is better to incubate slides overnight at 4°C.
 5.  Wash slides 3 times in PBS for 5 min with gentle shaking.
 6.  Incubate slides with Alexa 488 (568)- or FITC-conjugated goat antirabbit antibodies (1:200, Invitrogen) at 37°C for 

40 min.
 7.  Wash slides 3 times in PBS for 5 min with gentle shaking.
 8.  For nuclear staining, incubate slides with 4′,6-diamidino-2-phenylindole (DAPI) (0.05 μg/mL) in PBS in the darkness 

for 10 min.
 9.  Wash slides in PBS for 5 min with gentle shaking.
 10.  Mount slides in antifade solution. We used Citifluor glycerol/PBS antifade solution (Marivac, Canada).
 11.  Store slides in a box at 4°C.

2.1.2.6  Immunohistochemical Staining of Tissue Sections for Light Microscopy γH2AX Detection

 1.  Block endogenous peroxidase activity by immersing slides in 70% methanol containing 0.3% H2O2 at room tempera-
ture for 30 min.

 2.  Wash slides 3 times in PBS for 5 min with gentle shaking.
 3.  Block nonspecific antibody binding by incubation in PBS + 0.1% Tween 20 (PBST) supplemented with 5% bovine 

serum albumin (BSA-PBST) at room temperature for 30 min.
 4.  Wash slides 3 times in PBS for 5 min with gentle shaking.
 5.  Incubate slides with primary rabbit polyclonal antibodies to γH2AX (1:200, Abcam) in 1% BSA-PBST at 4°C  

overnight.
 6.  Wash slides 3 times in PBST for 10 min with gentle shaking.
 7.  Incubate slides with secondary goat antirabbit antibodies in 1% BSA-PBST for 1 h at room temperature.
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 8.  Wash slides 3 times in PBST for 10 min with gentle shaking.
 9.  Incubate slides in PAP soluble complex antibody produced in rabbit (1:100, Sigma) in 1% BSA-PBST at 4°C  

overnight.
 10.  Wash slides 3 times in PBST for 10 min with gentle shaking.
 11.  Wash slides in PBS for 5 min with gentle shaking.
 12.  Apply diaminobenzidine (10 mg diaminobenzidine dissolve in 10 mL of PBS and mix with 0.03–0.1% solution of 

H2O2 in PBS) for 5–10 min.
 13.  Wash slides in running tap water. If the reaction is weak, sections could be further incubated with diaminobenzidine 

cobalt acetate for 5 min and then washed in running tap water.
 14.  Stain nuclei with Giemsa stain.
 15.  Dehydrate slides in the increasing ethanol concentrations (70%, 80%, 96%) for 2–5 min in each.
 16.  Incubate slides in xylen 3 times for 5 min at room temperature.
 17.  Embed slides in Canada balsam.

2.1.2.7  Western Blotting of γH2AX in Animal Tissues

Western blotting technique is often used to study the relative efficiency of γH2AX formation in different tissues. To prepare 
samples for electrophoresis, tissues need to be lysed in order to release the protein of interest. For the detection of nuclear 
proteins by conventional protocols, it is recommended to use RIPA buffer (radio-immunoprecipitation assay buffer). Dur-
ing lysis, proteolysis may occur which can be slowed down by keeping samples on ice and using appropriate cocktails of 
inhibitors. The preparation of lysate from a tissue with RIPA buffer takes about 3 h.

Here, we present an easier and faster protocol for the preparation of lysates from tissues with 4x Laemmli buffer without 
adding proteolysis inhibitors. The main disadvantage of this method is that protein concentration cannot be measured in the 
samples. However, in our hands, this method works accurate when we weigh tissue samples carefully and add the corre-
sponding volume of buffer. The total protein concentration in the samples can be controlled using antibodies to housekeep-
ing proteins (for example, beta-actin). The densitometry of housekeeping protein bands can be used for the comparison of 
protein concentrations in different samples.

The steps of the protocol are the following:

 1.  After ether narcosis, accurately remove an organ from the animal.
 2.  Using tweezers and a razor blade, take an appropriate piece of the organ.
 3.  Put the piece of the organ in an eppendorf tube and put it in liquid nitrogen immediately.
 4.  Using a ceramic mortar and liquid nitrogen, homogenize the piece of the organ to a state of powder.
 5.  Weigh the powder in an eppendorf tube (an empty tube should be previously weighted) and add 300 μL of 4x SDS-

gel-loading buffer with b-MetOH (200 mM Tris–HCl (pH 6.8), 4% SDS, 400 mM b-MetOH, 40% Glycerol, 0.01% 
Bromphenol blue) to 5 mg of the tissue.

 6.  Mix well by vortexing and incubate 10 min at 95°C with shaking.
 7.  Mix well by vortexing and centrifuge at 12,000 rpm for 10 min at 4°C.
 8.  Take the supernatant and aliquot it into the samples.
 9.  Store the samples at −70°C. Alternatively, the samples could be stored at −20°C. The samples could be used for gel 

electrophoresis immediately; however, we recommend to freeze them first.
 10.  On the day of electrophoresis, take the samples from the freezer and heat them for 2 min at 95°C.
 11.  Load the samples on a gel along with a molecular weight marker. We recommend to use 15% SDS-PAGE for γH2AX.
 12.  First, run the gel at 60 V for about 15 min, and then at 120 V.
 13.  Transfer proteins from the gel to a Hybond-C nitrocellulose membrane (Amersham) by electroblotting for 1 h at 100 V. 

We recommend to use the Towbin buffer for the transfer (25 mM Tris, 192 mM glycine, 20% (v/v) methanol).
 14.  Block the membranes in 5% nonfat dry milk in PBS containing 0.1% Tween 20 at 4°C overnight. By our experience, 

overnight blocking gives the best results.
 15.  Wash the membranes 2 times in PBST for 10 min with shaking.
 16.  Incubate the membranes in the primary mouse monoclonal antibody to γH2AX (1:2000, Abcam) for 2 h at room tem-

perature with gentle shaking.
 17.  Wash the membranes 3 times in PBST for 10 min with shaking.
 18.  Incubate the membranes with horseradish peroxidase-labeled goat antimouse IgG (1:15,000, Zymax) for 1 h at the 

room temperature with gentle shaking.
 19.  Visualize immunoblots with Immobilon Western Chemiluminescent HRP Substrate (Millipore).
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2.2  Imaging of DSB Repair Proteins at Chromatin Sites Marked by γH2AX in Cultivated 
Mammalian Cells

H2AX located at chromatin domains surrounding DSBs is phosphorylated by ATM and DNA-PK. ATM is recruited 
and activated by the MRN protein complex [36]. When inactive, ATM exists in a dimeric form. In IR-damaged cells, 
the subunits of the dimer dissociate and become active after phosphorylation [37]. ATM is considered to be a major 
kinase involved in H2AX phosphorylation after DSB induction [38,39]. It plays a predominant role in γH2AX phos-
phorylation after IR, but in the case of ATM deficiency, it can be substituted by DNA-PK. It has been shown that 
H2AX phosphorylation kinetics are normal in ATM−/− and DNA-PK−/− cells [40,41]. However, the conclusion that 
ATM and DNA-PK can redundantly substitute each other is not supported by some research groups (reviewed in  
Ref. [28]).

At the sites of DSBs, γH2AX attracts a number of repair proteins which can be visualized using the corresponding anti-
bodies. Fig. 37.2 represents an example of double immunostaining of γH2AX and 53BP1 or phospho-(Ser 2056)-DNA-PK 
proteins in G0 Syrian hamster fibroblasts after bleomycin treatment.

Intriguingly, all the proteins we have analyzed (53BP1, phospho-(Ser 2056)-DNA-PK, and phospho-(Ser 1981)-ATM) 
colocalize with γH2AX at the sites of DSBs. 53BP1 and ATM represent the proteins involved in HR, and DNA-PK is a cen-
tral protein of NHEJ. It has been reported by P. Jeggo and collaborators that ATM is involved in the repair of approximately 
15% of IR-induced DSBs, and 85% of DSBs are repaired in an ATM-independent manner. Moreover, these 15% of DSBs 
are located at the periphery of the nucleus in the area occupied by heterochromatin [42]. In contrast, we observed a uniform 
distribution of γH2AX colocalized with phospho-ATM within the nuclei of mammalian cells. It was proposed earlier that 
proteins involved in NHEJ and HR compete for DSBs [9]. Our observation that proteins of both sub-pathways accumulate 
at chromatin sites marked by γH2AX supports this suggestion.

In the analysis of protein colocalization in individual cells, the determination of the stage of cell cycle is some-
times necessary. For that purpose, we used staining with antibody to Ki-67, a marker of proliferation, and a nucleoside 
analog 5-ethynyl-2′-deoxyuridine (EdU) incorporation for the labeling of S-phase cells. Ki-67 nuclear distribution 
is cell-cycle dependent, and its patterns have been described for normal human fibroblasts and embryonic stem cells 
[43,44]. G0 cells are Ki-67-negative, and proliferative cells are Ki-67-positive. We recommend using fluorescently 
labeled EdU for the determination of S-phase cells. Ki-67 staining patterns in G2 cells are easily recognized; these 
cells contain one or two round-shaped and brightly stained nucleoli on a faint background. Thus, as a result of 
this approach, G0 cells are Ki-67−/EdU−, G1 cells are Ki-67+/EdU−, S-phase cells are Ki-67+/EdU+, and G2 cells 
Ki-67+/EdU− (but well distinguished from G1 due to a different distribution of Ki-67). Here, we present protocols for 
γH2AX/DSB repair protein/Ki-67 immunostaining of cells after incorporation of EdU which is fluorescently labeled 

FIGURE 37.2 The visualization of DSBs by double-immunostaining of γH2AX and pDNA-PK or 53BP1 repair proteins in Syrian hamster fibroblasts. 
DNA in the nuclei is counterstained with DAPI. The bar is 5 μm.
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by Click-iT technology with Alexa Fluor dye in a specific reaction developed by ThermoFisher Scientific (Click-iT 
EdU Alexa Fluor 647 Imaging Kit).

2.2.1  Immunofluorescence Microscopy Protocol for a Simultaneous Visualization of γH2AX and 
pDNA-PK/pATM/53BP1 Repair Proteins in Asynchronously Growing Cells That Allows to 
Discriminate S-phase Cells

2.2.1.1  Sample Preparation and Fixation

 1.  The day before experiment, plate 0.3–0.5 × 105 cells on cover-glass slides 24 mm × 24 mm in Petri dishes with a 
35 mm diameter (the density of plating depends on the cell line used). For growing mammalian fibroblasts, we use 
Minimal essential medium supplemented with 10–12% fetal bovine serum, 100 U/mL penicillin-streptomycin mix-
ture, and 4 mM l-glutamine. Grow the cells overnight in a CO2 incubator under conventional conditions of cultiva-
tion at 5% CO2.

 2.  Treat the cells with IR, bleomycin, or other agent of interest. Keep the cells in a CO2 incubator for the appropriate time 
after the treatment. 10–30 min before fixation, add EdU to the growth medium in the optimal concentration for your cell 
type (10 μM final concentration is recommended by the manufacturer as the optimized concentration for A549, HeLa, 
and NIH/3T3 cells) (ThermoFisher Scientific, Click-iT EdU Alexa Fluor 647 Imaging Kit).

 3.  Rinse coverslips twice with PBS and fix with 3.7% formaldehyde in PBS for 15 min at the room temperature. Rinse the 
cells twice with 3% BSA solution in PBS, permeabilize with 0.5% Triton X-100 in PBS for 20 min at the room tempera-
ture, then wash the cells twice with 3% BSA in PBS.

2.2.1.2  Click-iT Technology: Fluorescent Labeling of EdU

Treat the cells on coverslips in the darkness with reagents of Click-iT reaction cocktail including Alexa Fluor 647 azide, 
triethylammonium salt for 30 min.

For example, for two coverslips, prepare the following mixture of components from the Kit: 86 μL 1x Click-iT reaction 
buffer working solution; 4 μL CuSO4 solution (100 mM); 0.24 μL Alexa Fluor 647 azide working solution; 10 μL Reaction 
buffer additive prepared fresh by diluting 10x stock solution in deionized water.

Use 50 μL of this reaction cocktail for each coverslip within 15 min of preparation. We recommend to place the cover-
slips with the cells on a piece of Parafilm (Sigma) on the bottom of a Petri dish. Lay each coverslip (the surface covered 
with cells) on a drop of reaction cocktail. After incubation, wash the cells on coverslips twice with 3% BSA in PBS, then 
proceed to nuclear protein and DNA staining.

2.2.1.3  Immunostaining Procedure

 1.  Rinse the cells on coverslips in PBS and incubate in 1% Blocking Reagent (Roche, Cat N. 1,096,176) in PBS with 
0.02% Tween 20 for 30 min.

 2.  Dilute all antibodies to final concentrations recommended by the manufacturer in 0.5% Blocking Reagent (Roche) solu-
tion with 0.02% Tween 20.

 3.  Incubate the cells on the coverslips with the mixture of the primary antibodies at 37°C for 1 h. We recommend to place 
coverslips in a humid chamber on a piece of Parafilm on a drop of antibodies diluted in Step 2 (40–50 μL for each cov-
erslip 24 mm × 24 mm).

The mixture of the primary antibodies is one of the following:
Either: rabbit polyclonal anti-gH2AX (Abcam, 1:100) and mouse monoclonal antiphospho-ATM (S1981) (Abcam, 

1:100), or mouse monoclonal anti-γH2AX (Millipore (Upstate), 1:200) and rabbit polyclonal anti-53BP1 (1:200), or mouse 
monoclonal anti-γH2AX (Millipore (Upstate), 1:200) and rabbit polyclonal antiphospho-DNA-PK (S2056) (Abcam, 1:100).

 4.  Wash the slides twice (for 30 min in total) after incubation by shaking in PBS supplemented with 0.1% Tween 20.
 5.  Incubate the cells on the coverslips with the mixture of secondary antibodies: Alexa Fluor 568-conjugated polyclonal 

goat antirabbit IgG (Invitrogen, 1:400) and Alexa Fluor 488-conjugated polyclonal goat antimouse (Invitrogen, 1:400) 
at 37°C for 40 min.

 6.  Wash the coverslips for 30 min as described in Step 4.
 7.  Counterstain the DNA with 0.5 μg/mL DAPI in PBS and mount in an antifade solution. We used Citifluor antifade solu-

tion (Marivac, Canada).
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2.2.2  Immunofluorescent Detection of γH2AX in Different Phases of Cell Cycle as 
Determined Using Ki-67 Staining and EdU Incorporation

This protocol is mostly similar to the protocol described in Section 2.2.1. The difference is in the description of double-immu-
nostaining procedure. Here, in Section 2.2.1.3 (Step 3), the content of the mixture of primary antibodies should be the following:

Mouse monoclonal anti-γH2AX (Millipore (Upstate), 1:200) and rabbit polyclonal anti-Ki-67 (Abcam, 1:200).

2.2.3  Immunofluorescence Microscopy Protocol for a Simultaneous Visualization of γH2AX 
and pDNA-PK/pATM/53BP1 Repair Proteins in Asynchronously Growing Cells That Allows 
Discriminating Cells in G0, G1, S, and G2 Phases of Cell Cycle

We suggest this protocol for double γH2AX/Ki-67 immunostaining of cells transiently transfected with a GFP-fused repair 
protein (pDNA-PK, pATM or 53BP1) after EdU incorporation in DNA.

In the majority of steps, this protocol is similar to the protocol described in Section 2.2.1. The difference is that the cells 
should be transiently transfected with a GFP-conjugated protein of your choice. Follow the protocol (Section 2.2.1) up to 
the description of immunostaining procedure (Section 2.2.1.3). Here, this step should be the following:

 1.  This step is the same as in Section 2.2.1.3.
 2.  This step is the same as in Section 2.2.1.3.
 3.  Follow Step 3 as described in Section 2.2.1.3 up to the preparation of the mixture of primary antibodies.
   Here, the mixture of primary antibodies should be the following:
    Mouse monoclonal anti-γH2AX (Millipore, 1:200) and rabbit polyclonal anti-Ki-67 (Abcam, 1:200).
 4.  This step is the same as in Section 2.2.1.3.
 5.  Incubate the cells on the coverslips at 37°C for 40 min with the mixture of secondary antibodies: Alexa Fluor 568-con-

jugated polyclonal goat antimouse IgG (Invitrogen, 1:400) and Alexa Fluor 405-conjugated polyclonal goat antirabbit 
(ThermoFisher Scientific, Cat No. A-31,556, dilute according to the manufacturer’s recommendations).

 6.  Wash the coverslips for 30 min as described in Step 4.
 7.  Mount the cells on the slides in an antifade solution. We used Citifluor antifade solution (Marivac, Canada).

2.2.4  Microscopy and Image Acquisition

For image acquisition, the confocal Leica TCS SP5 system equipped with HCX PL APO 100x/1.4 and 40x/1.25 oil immer-
sion objectives, 488 nm argon, 543 nm HeNe, 633 nm HeNe and 405 nm diode lasers and Leica LAS AF software were used.

Red (Alexa Fluor 568), far-red (Alexa Fluor 647), green (Alexa Fluor 488), and blue (DAPI) fluorescence were acquired 
sequentially to avoid fluorophore emission bleed-through artifacts.

3.  γH2AX IN BIODOSIMETRY AND CLINICAL ASSAYS

Historically, the biodosimetry method was represented by cytogenetic dosimetry based on chromosome aberration analysis 
that offered a reliable means for estimating biological exposure to radiation. The γH2AX assay is a new and powerful tool 
in biodosimetry. The linear radiation dose-response relationship has been shown in experimental and clinical studies using 
γH2AX as a biomarker for ionizing radiation exposure. For this kind of analysis, peripheral blood lymphocytes of patients 
are the most easily obtainable cells. Even after low-dose radiation exposure, the measurement of γH2AX focus number is 
reliable [20]. Scoring of dicentric chromosomes and analysis of γH2AX focus formation in lymphocytes of healthy donors 
after computer tomography scans (at dose levels from 0.025 to 1 Gy) demonstrated that both methods are equally sensitive 
when estimating radiation-induced damage after low-dose IR [45]. γH2AX focus counting was successfully used for the 
estimation of radiation risks in pediatric patients with congenital heart disease who underwent cardiac catheterization pro-
cedures and received radiation doses less than 50 mSv [46]. Flow cytometry was also used to measure H2AX phosphoryla-
tion, and it was shown to be a reliable and more rapid approach than γH2AX focus scoring in individual cells [47].
γH2AX assays are helpful for monitoring a patient’s progress during the treatment of cancer. The detection of γH2AX 

foci in lymphocytes can be used for the identification of patients with an increased radiosensitivity who have the highest 
risk of radiotherapy-related side effects [48]. A promising assay for monitoring the effect of anticancer therapy was based 
on the measurement of γH2AX in tumor cells dissociated from tumors and circulating in the blood [49]. Many other exam-
ples of using γH2AX in cancer research and clinical trials are provided in the review of Ivashkevich and colleagues [50].
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4.  COMET FLUORESCENCE IN SITU HYBRIDIZATION (COMET-FISH) IN THE DETECTION 
OF DIFFERENT TYPES OF DNA DAMAGE

The Comet assay is valuable for the elucidation of genotoxicity and DNA repair. It is widely used for the detection of IR 
lesions, including SSBs and DSBs. Enzyme-modified assays utilizing DNA damage-specific endonucleases such as thy-
mine glycol DNA glycosylase–Endo III and formamidopyrimidine DNA glycosylase (FPG) were proposed for the detec-
tion of oxidized DNA lesions using the Comet technique (reviewed in Refs. [51,52]).

A simultaneous visualization of DSBs and SSBs can be performed in a two-tailed Comet assay (TT-comet) using two-
dimensional electrophoresis. This modified Comet assay was used, for example, in the analysis of mammalian sperm for 
the evaluation of the influence of SSBs and DSBs on male infertility [53].

Comet-FISH can be applied to DNA damages induced by IR, different chemical agents, and products of cellular metab-
olism that can be converted to SSBs or DSBs [54]. It allows the possibility to compare the level of DNA damage and the 
effectiveness of its repair in certain regions of the genome. Comet-FISH is a combination of two well-known methods: the 
Comet assay (single-cell gel electrophoresis) and fluorescence hybridization in situ. It is a sensitive and rapid method for 
the detection of DNA damage. A detailed description of this technique was presented in Methods in Molecular Biology by 
different authors [54–56].

Briefly, cells placed in low-melting agarose on the surface of microscope slides are subjected to electrophoresis after 
the action of a damaging agent. In alkaline single-cell electrophoresis, comet tails are formed by DNA loops migrated 
from cells in the electric field. The size of a comet tail in an individual cell is proportional to the level of DNA damage. 
The number of fluorescent signals in comet tails gives information about the damage in the gene of interest and its repair.

Using Comet-FISH, the rate of IR-induced DSB repair was compared in TP53 and hTERT genes [57]. The TP53 gene 
was repaired more rapidly in normal cells than in cells of Cockayne syndrome cell line that was defective in transcription-
coupled repair.

Using Comet-FISH technique with labeled single-stranded probes and a specific endonuclease, the transcription- 
coupled repair of CPDs in the ATM gene was documented in human fibroblasts irradiated at a low UV dose (0.1 J/m2). 
8-oxoG was also preferentially repaired in the transcribed strand of the ATM gene which was revealed using a specific 
glycosylase in the Comet-FISH assay [58].

The TP53 fragmentation rate was estimated by the alkaline Comet assay and Comet-FISH in lymphocytes of pharma-
ceutical industry workers after a prolonged exposure to phenylhydrazine, ethylene oxide, dichloromethane, and 1,2-dichlo-
roethane. It was shown that exposure to carcinogens affected the structural integrity of TP53, and the use of personal 
protective equipment decreased the risk of exposure [59].

Comet-FISH has a potential to be used in understanding the impact of genotoxicity on animal physiology. The effect 
of hydrogen peroxide on nuclear organizer regions in Pacific oyster Crassostea gigas was analyzed by this technique [60].

5.  METHODS FOR STUDYING DNA REPAIR AFTER UV

Two different strategies have been used for the detection of UV-induced DNA lesions. Direct methods are based on analyti-
cal chemistry requiring first the extraction and then the digestion of DNA followed by the measurement of specific DNA 
lesions using a specific detector coupled to chromatographic separation. Indirect biochemical methods based on the quanti-
tation of DNA strand breaks produced by UV-lesion repair enzymes have been also developed. Detection methods based on 
the use of specific antibodies raised against UV lesions and UV-damage repair proteins are mostly used at the present time.

In 1991, Mori and coauthors successfully established new monoclonal antibodies (IgG class) specific to UV-induced 
DNA damages: CPDs and (6-4)PPs [61]. It was the first report of the simultaneous establishment of monoclonal anti-
bodies raised for different types of UV-induced DNA damages. Antibodies specific for CPDs and (6-4)PPs have been 
largely used in immunological approaches (ELISA, slot blot technique, fluorescence microscopy), for in vitro and 
in vivo detection of UV lesions, and for studies of their repair efficiency [62,63]. These approaches offer a number of 
advantages, including the ability to perform analysis of a large number of samples in ELISA, and the need of a small 
number of cells for the quantification of immunostained cells under a fluorescent microscope. However, they are limited 
in sensitivity and cannot detect a relatively small number of repair events which occur within minutes after UV irradia-
tion. A very sensitive non-radioisotopic method for the detection of oligonucleotides excised during NER was developed 
in 2014 [64]. The excised oligonucleotides isolated from cells were labeled with biotin, separated by gel electrophoresis, 
transferred to a nylon membrane, and incubated with HRP-conjugated streptavidin for chemiluminescence detection 
after the immobilization. Using this method, the repair of UV lesions can be detected within 6 min after UV irradiation 
at the dose of 10 J/m2.
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Both TCR and GGR result in the excision of about 30-base oligonucleotides containing the DNA lesion [65] followed 
by DNA repair synthesis (DRS) to fill the resulting gap with undamaged nucleotides and ligation [66–68]. Immunofluores-
cent detection of incorporated halogenated deoxyuridines, 5-iododeoxyuridine (IdU), and 5-chlorodeoxyuridine (CldU), 
has been used for the analysis of UV-induced DRS in mammalian cells [69,70]. It has been found that when both precursors 
are added simultaneously to UV-irradiated non-S-phase human fibroblasts and incubated for 2 h, they label different sites in 
the nucleus that might be due to the compartmentalization of I-dUTP and Cl-dUTP pools. In contrast, even very short peri-
ods of IdU plus CldU labeling of S-phase cells produced IdU and CldU replication foci that were mostly overlapped [70].

The DRS-dependent incorporation of IdU is very low, but a fluorescent signal can be amplified using the tyramide sig-
nal amplification (TSA) system allowing a reliable detection of DRS foci in human cells at a very short duration (10 min) 
of IdU labeling after UV irradiation [69]. The TSA system is an enzyme-mediated detection method that uses horseradish 
peroxidase (HRP) to generate a high-density labeling of a target protein or nucleic acid in situ. Taking into account that 
each individual repair synthesis patch is about 30-base long which is not sufficient for DRS detection using indirect immu-
nofluorescence even with the TSA system, it is likely that the detected discrete foci of DRS represent clusters of several 
DRS patches [69].

In the 1980s, it was found that the proliferating cell nuclear antigen (PCNA) changes its solubility in methanol after 
its recruitment to DNA in undamaged S-phase cells [71] and becomes insoluble in methanol in G1/G2 cells only after UV 
irradiation [72], suggesting that its insolubilization may be associated with the involvement of PCNA in DNA resynthesis 
step of NER. The UV-induced insolubilization after Triton X-100 treatment was observed for XPA and XPB NER proteins 
[73]. Using a local UV-irradiation technique, a sequential immobilization of NER factors was demonstrated in irradiated 
spots [74,75].

H2AX phosphorylation in response to IR and chemical drugs attracts the major attention of scientists, but its role in 
UV-damage response is not completely characterized. It was shown by Halicka et al. that according to data obtained by 
flow cytometry, the highest degree of H2AX phosphorylation induced by UV occurred in S-phase cells; in G1, G2, and M 
cells, the degree of H2AX phosphorylation was markedly lower than that in S-phase cells, and it was strongly UV dose-
dependent [76]. We demonstrate in Fig. 37.3 that CPD-positive regions colocalize almost completely with γH2AX staining 
after UV irradiation using polycarbonate filters with pores [77].

Immunofluorescent analysis revealed that H2AX was phosphorylated by ATR kinase at replication forks blocked by 
UV lesions in S-phase cells [78]. In contrast, UV-induced H2AX phosphorylation in non-S-phase cells did not occur due to 
DNA DSB formation, but was rather triggered by DNA repair intermediates [79,80].

It was demonstrated that ATR kinase participated in UVC induction of H2AX phosphorylation in nonreplicating cells 
[80]. Other researchers reported that high doses of UVA irradiation strongly induced H2AX phosphorylation in nuclei that 
was mediated by c-Jun N-terminal kinase (JNK), and the phosphorylation of H2AX by JNK was associated with the induc-
tion of apoptosis [81]. Thus, in non-S-phase cells, H2AX phosphorylation is NER-dependent and associated with ATR, 
while JNK contributes to H2AX phosphorylation after the induction of apoptosis.

Besides these approaches, a recently suggested method for monitoring the repair of UV-induced (6-4)PPs with a puri-
fied DNA damage-binding protein 2 complex (DDB2) should be mentioned. The recognition of UV-damaged DNA by 

FIGURE 37.3 The visualization of UV damages after local irradiation of Syrian hamster fibroblasts. Irradiation at the dose of 100 J/m2 was performed 
using isopore filters with a pore diameter 5 μm placed over the cell monolayer. Fluorescence microscopy images of fibroblasts immunostained with mouse 
anti-CPD antibody and mouse anti-γH2AX antibody followed by Alexa Fluor 488-conjugated secondary antibodies. The bar is 10 μm.
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DDB2 is necessary for the recognition of UV lesions in GGR [82]. DDB2 binds both types of UV lesions, but it has a higher 
affinity for (6-4)PPs compared to CPDs [83]. FLAG-HA-tagged DDB2 protein (DDB2 proteo-probe) stably expressed in 
HeLa S3 cells was purified using affinity chromatography and added to cells irradiated by different sources of UV (UVA, 
UVB, UVC). DDB2 proteo-probe-binded (6-4)PPs that were induced preferentially by UVB and UVC but not by UVA 
suggest a possible use of this probe for the recognition and monitoring the repair of this certain type of UV lesions [84].

6.  CONCLUSIONS

The maintenance of genome stability is important for all living organisms. In this chapter, some examples of DNA damage 
detection technologies are presented. A particular attention is paid to immunological methods that are commonly used for 
the detection and quantification of DNA damage. These methods are useful for detecting damages induced by IR, UV, and 
chemical carcinogens.

Here, we mainly describe γH2AX-based methods for the detection of IR-induced DNA damage and repair. The immu-
nofluorescence microscopy technique allows the visualization and scoring of γH2AX foci and foci of different repair 
proteins in individual cells, and it is also useful for analysis of DSB repair. We provide several protocols for γH2AX 
detection in cultivated mammalian cells and tissues which might be useful for readers. The protocols for cultivated mam-
malian cells include the fixation and double-immunostaining of γH2AX in combination with some DSB repair proteins. 
The procedure of immunostaining allows the possibility to discriminate cells in different phases of cell cycle. We provide 
a tissue-processing technique for sectioning and γH2AX immunostaining as well as a detailed description of tissue sample 
preparation for electrophoresis and immunoblotting which includes some innovations in comparison with the convention-
ally used techniques.

The indirect approach of DSB detection utilizing γH2AX assays is important not only in basic research but also in clini-
cal practice. Anticancer therapeutic strategies are mainly based on introducing DSBs in cancer cells. While some anticancer 
compounds induce DSBs directly, others produce non-DSB types of lesions that can lead to DSB formation during the 
process of DNA repair. The measurement of cellular γH2AX levels can be used for the estimation of chemotherapy effec-
tiveness and radiosensitivity of patients and for the prediction of anticancer treatment toxicity. It is reasonable to expect 
that the importance of γH2AX assays will continue to increase in the future, and γH2AX techniques will be improved, thus 
giving an opportunity to broaden the scope of their applications in clinical trials.

GLOSSARY
DDB2 proteo-probe Represents the UV-induced DNA damage recognition protein DDB2 fused with FLAG-HA tag. The probe recognizes 

the UV-irradiated DNA in a number of assays, including cytochemistry, histochemistry, flow cytometry, slot-blotting, and DNA pull-down 
assays [84].

LIST OF ABBREVIATIONS
6-4PP Pyrimidine (6-4) pyrimidone photoproducts
8-oxo-guanine 7,8-Dihydro-8-oxogunine
AP sites Apurinic/apyrimidinic (abasic) sites
ATM Ataxia telangiectasia mutated
ATR ATM-Rad3 related
BER Base excision repair
BSA-PBST PBST supplemented with 5% bovine serum albumin
CldU 5-Chlorodeoxyuridine
Comet-FISH Comet fluorescence in situ hybridization
CPD Cyclobutane pyrimidine dimer
DAPI 4′,6-Diamidino-2-phenylindole
DDB2 DNA damage-binding protein 2 complex
DDR Cellular DNA damage response
DSBs Double-strand DNA breaks
EdU 5-Ethynyl-2′-deoxyuridine
GGR Global genomic repair
HR Homologous recombination
IdU 5-Iododeoxyuridine
IR Ionizing radiation



Methods for Detection of DNA Damage Chapter | 37 647

JNK c-Jun N-terminal kinase
MRN MRE11/Rad50/NBS1 complex
NER Nucleotide excision repair
NHEJ Nonhomologous end joining
PAP Peroxidase antiperoxidase
PBST PBS + 0.1% Tween 20
PI3 Phosphatidylinositol 3-kinase family
ROS Reactive oxygen species
SSBs Single-strand DNA breaks
TCR Transcription-coupled repair
TSA Tyramide signal amplification
γH2AX Phosphorylated form of H2AX
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1.  AN OVERVIEW AND COMPARISON OF DNA-REPAIR PATHWAYS IN DIFFERENT 
ORGANISMS

Since mid-1980s, a significant progress has been made in discovering and describing in detail various mechanisms of DNA repair 
in different species, including bacteria and humans. The conservation of various DNA-repair mechanisms is obvious, and the 
discovery of a third domain of life, the “archaea” in 1977, allowed to further cement the knowledge of DNA-repair processes.

Animals have evolved many parallel and often overlapping repair pathways to be able to deal with various types of DNA 
damage, including chemical modifications of the base, nucleotide misincorporation, DNA and protein cross-links, and even 
DNA strand breaks (Fig. 38.1) [1]. Among these pathways are mismatch repair (MMR), base excision repair (BER), and 
nucleotide excision repair (NER), as well as global genome repair (GGR) and transcription-coupled repair (TCR), transle-
sion synthesis (TLS), homologous recombination (HR), and nonhomologous end joining (NHEJ) (Fig. 38.1) [1].

It would be difficult to compare all types of DNA repair in organisms, and it is beyond the scope of this chapter. We only 
compare major repair pathways and note major differences among them.

1.1  Direct Reversal of DNA Damage

The direct reversal of DNA damage involves repair mechanisms that restore an original molecular structure of DNA without 
new DNA synthesis. Three major direct reversal-repair pathways are: photolyases that repair UV-induced DNA damage, 
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FIGURE 38.1 Mammalian DNA damage–repair pathways. Distinct DNA-repair pathways are traditionally thought to operate independently 
in parallel to clear different types of DNA lesions occurring in distinct cell-cycle phases. (A) Erroneous misincorporations, insertions, and dele-
tions of nucleotides are handled by mismatch repair (MMR). (B) Single-strand breaks (SSBs) and nonhelix-distorting base modifications are 
repaired by base excision repair (BER). (C) Bulky helix-distorting lesions are cleared by nucleotide excision repair (NER) which can be initiated 
either as global-genome NER (GG-NER) or as transcription-coupled NER (TC-NER). (D) Double-strand breaks (DSBs) can be repaired through 
homologous recombination (HR) or (E) nonhomologous end joining (NHEJ), depending on the cell-cycle phase. In late stages of the cell cycle 
(S and G2) when the genomic DNA has been replicated and a homologous sister chromatid is available, DSBs are repaired by HR (D). (E) In G1 
cells where no intact template is available for homology-mediated repair, the error-prone NHEJ pathway is preferred. Reproduced from Dietlein 
F, Thelen L, Reinhardt HC. Cancer-specific defects in DNA repair pathways as targets for personalized therapeutic approaches. Trends Genet 
2014;30(8):326–39; with permission.
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and two mechanisms for repairing alkylated bases, O6-alkylguanine alkyl transferases (AGTs) and the AlkB-family dioxy-
genases [2]. These are ancient repair pathways that are highly active in bacteria (see details in Chapter 4). Most of them 
have retained their function in many eukaryotes.

Photolyases are proteins that reverse the UV damage and create a kind of a bridge between pyrimidine nucleotides. This 
type of repair process exists in prokaryotes and eukaryotes, including plants and animals, although mammals seem to lack 
such activity [3]. These enzymes are activated by light; they bind to a strand opposite to the damaged strand and cleave the 
bridge (like the dimer cyclobutane bridge formed between two thymines).

AGT enzymes function in both pro- and eukaryotes. These enzymes transfer the alkyl groups to their cysteine resi-
dues, rendering themselves inactive. A human AGT homolog is encoded by the O6-methylguanine DNA methyltransferase 
(MGMT) gene. In Escherichia coli, the alkylation damage to phosphodiester DNA backbone, the Sp-methylphosphotriester, 
is repaired by the N-terminal domain of the Ada protein (N-Ada). There is no homolog of N-Ada found in eukaryotes, and 
it is unclear whether methylphosphotriester can be repaired in eukaryotes [4].

Oxidative dealkylation is performed by the AlkB protein. It activates dioxygen to oxidize the methyl group. The result-
ing oxidized product decomposes spontaneously and restores the base while releasing formaldehyde. Humans have eight 
homologs of AlkB, hABH1 to hABH8, with hABH2 and hABH3 being functional homologs [5]. The hABH1 protein has 
mitochondrial localization, with only a fraction of it being in the nucleus [6]. The authors demonstrated that hABH1 is a 
functional mitochondrial AlkB homolog that repairs 3-methylcytosine in single-stranded DNA and RNA.

1.2  Base Excision Repair

BER corrects DNA lesions that do not distort the DNA double helix, involving DNA damage caused by oxidation, deami-
nation, and alkylation (Fig. 38.1). The importance of BER was recognized by the Nobel Prize Committee who in 2015 
awarded Tomas Lindahl the Nobel Prize in Chemistry for his discovery of BER and detailed description of its components 
[7]. See Chapters 4 and 17 for more details on BER in prokaryotes and eukaryotes.

One of the initial critical steps of BER is performed by DNA glycosylases, enzymes that recognize and flip out the 
damaged base. DNA glycosylases are conserved among different species, although the conservation is mainly limited to 
the enzymatic core domain. Some exceptions also occur; for example, a prokaryote homolog of mammalian methyl purine 
DNA glycosylase (MPG) has been identified [8]. In addition, mammalian DNA glycosylases have extensions at the N- and 
C-ends of the protein that are not found in prokaryotic counterparts [9].

BER is conserved among bacteria and archaea, although the archaeal components of BER and their molecular 
biology are more similar to eukaryotes than to bacteria (Chapter 4). The BER pathways in some archaea have novel 
features, while other pathways use an additional mechanism to prevent mutations due to genomic uracil. Ferro-
plasma acidarmanus encodes a novel AGT protein (AGTendoV) that has an O6-methyltransferase domain fused to 
an endonuclease V domain [10]. This bifunctional enzyme has been found in other archaeal genomes suggesting that 
it may be a general adaptation to their harsh environments. In addition, archaea have a unique BER ability; they use 
uracil scanning DNA polymerases. While bacterial polymerases replicate past uracil by inserting an adenine, archaeal 
replicative polymerases stall before misplaced uracils, representing a read-ahead proofreading function not found in 
bacteria or eukaryotes (Chapter 4).

While bacteria contain six DNA glycosylases, mammals have 11 glycosylases (Chapter 4). In mammals, BER functions 
in repair of both the nuclear and mitochondrial genomes, and both genomes undergo short- and long-patch repair [8]. It 
should be noted, however, that the ligation step of BER is performed by LIG1 upon DNA repair in the nucleus and by LIG3 
in mitochondria; LIG3 seems to function only in vertebrates.

In E. coli, misincorporated uracil is removed mostly by the uracil-DNA-glycosylase UNG (UDG). The UDG superfam-
ily consists of six subfamilies in prokaryotes and three members (subfamilies I, II, and III) in higher eukaryotes [11]. Only 
one member, the UNG protein, has been found in the human mitochondria [12].

1.3  Nucleotide Excision Repair

NER is an excision-repair pathway for repairing bulky DNA lesions (Fig. 38.1). NER mechanisms are highly conserved 
across all three domains of life; the major steps in GGR and TCR are conserved. At the same time, some significant differ-
ences exist.

The NER pathways in bacteria and archaea are functionally similar; however, despite the ancient nature of archaea, 
some aspects of their NER pathways are more similar to eukaryotic versions than to bacterial versions, and they may or may 
not have uvr homologs (Chapter 4). The presence of clear uvr homologs seems to coincide with their lifestyle: mesophilic 
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archaea tend to have uvr genes, while hyperthermophilic archaea do not have them [13]. A universal feature, however, 
seems to be the presence of homologs of eukaryotic factors. Therefore, archaea such as Methanosarcina mazei clearly have 
both bacterial and eukaryotic homologs of NER.

NER is substantially more complex in eukaryotes as compared to prokaryotes. While bacteria contain three proteins 
involved in NER commonly known as the UvrABC system, up to 50 different proteins may be involved in NER in animals 
(see Chapter 17). In addition to obvious differences between the names of proteins involved and their sequence conserva-
tion, large differences exist in many steps of the process. While prokaryotes require only three proteins, eukaryotes employ 
many more of them with a versatile and sometimes unique function (see Chapters 4 and 17). The size of the excised DNA 
fragment is also substantially different: whereas in bacteria, a 12–13 nt–long fragment is removed, in eukaryotes it is more 
likely to be 27–29 nt. Since NER is functionally less complex in bacteria, details of the biochemistry of NER in bacteria 
are better understood than in eukaryotes. Please refer to Table 4.1 for a direct comparison of enzymes involved in NER in 
prokaryotes vs. eukaryotes.

1.4  Mismatch Repair

MMR is a complex repair process that recognizes and replaces mismatched nucleotides. It is present in all species and bac-
teria, excluding some Archaea (eg, Actinobacteria, Mollicutes, Mycobacterium tuberculosis, and Helicobacter pylori) that 
likely lost this repair pathway during the evolution [14]. In E. coli, the MMR pathway has three main functional proteins: 
MutS, MutL, and MutH (Chapter 4).

Mismatches in bacteria are recognized by MutS homodimer. MutS protein subunits A and B encircle mismatch-contain-
ing oligonucleotide duplexes by binding in an asymmetric manner—only one subunit contacts the mismatch [15]. In the 
process of evolution, eukaryotic organisms further developed this asymmetry by developing the binding through a combi-
nation of two different proteins—MutS homologs (MSHs) that form two heterodimers. Eight MSHs homologs are known 
to be capable of forming various dimers. MSH1, MSH6, MSH7, and MSH8 contain a special motif for the recognition 
of a mismatch—the GxFxE motif. While the biochemical activity of MSH8 is unknown, MSH6 forms heterodimers with 
MSH2, which leads to the formation of the MutSα complex, and MSH7 interacts with MSH2 to form the MutSγ complex 
[15]. In Arabidopsis, the MutSγ heterodimer binds efficiently to C/G and G/A mismatches but lacks its activity on single-
nucleotide insertion-deletion loops (IDLs) [16]. In yeasts, larger IDLs are recognized by the MSH2/MSH3 heterodimer 
known as MutSβ [17].

In the second step, a MutL dimer binds the MutS–DNA complex, thereby stabilizing it and activating the MutH 
restriction endonuclease. In E. coli, MutL functions as a homodimer. Eukaryotes contain several MutL homologs 
(MLH proteins). In humans, functional MLH homologs form a heterodimer with MLH1 and PMS2 called MutLα. 
Two other heterodimers are known in human cells: MLH1/PMS1, referred to as MutLβ, with an unknown function 
[18], and MutLγ (MLH1/MLH3) which can partially substitute the activity of MutLα in vitro [19]. In E. coli, MutL 
was considered as an intermediate molecule linking MutS and MutH proteins and mediating the interaction between 
the mismatch recognition machinery and the strand-discrimination and excision machineries [15]. MutL in E. coli 
has no endonucleolytic activity. Such activity has likely evolved in eukaryotes. It has been discovered that MutLα 
possesses the endonuclease activity [20]. Kadyrov et al. [20] showed that human MutL alpha is a latent endonuclease 
activated in a mismatch-, MutSα-, RFC-, PCNA-, and ATP-dependent manner. See more details about the function of 
MMR in mammals in Chapter 18.

In the third step, MutH nicks the strand containing the incorrectly incorporated base; this protein is present in E. coli 
and Salmonella. MutH has no homologs in eukaryotes, and it is proposed that its activity is substituted by MutL homologs 
(MLH proteins).

Archaea substantially differ from bacteria in MMR. For example, in mesothermophilic archaea, the MMR pathways 
mirror the canonical bacterial pathways [13]. In contrast, hyperthermophilic archaea lack MutS and MutL homologs; these 
species also lack Uvr proteins. Nevertheless, genome replication is accurate in these organisms [13]. In fact, the error rate 
per genome replication is lower in the archaeon Sulfolobus acidocaldarius than in nearly all other microbial genomes ana-
lyzed similarly [13]. Therefore, the lack of increased mutagenesis suggests that hyperthermophiles have the same mecha-
nism that accomplishes the same net result as MMR (see details in Chapter 4).

1.5  Double-Strand Break Repair

Double-strand break (DSB) repair is broadly divided into NHEJ and HR, and there is a great diversity and variability in 
these repair pathways in all three domains of life. DSB repair in mammals is presented in Fig. 38.1.
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1.5.1  Nonhomologous End Joining

E. coli do not have the canonical NHEJ pathway. One hypothesis suggests that since bacteria are often in the replicative 
stage, they constantly possess homologous chromosomes for the efficient HR repair, thus making NHEJ nonessential [21]. 
Those bacteria that do have NHEJ are frequently found to be in the stationary stage when no chromosome homologs are 
present [22]. A 2010 work, however, demonstrated that E. coli strains do possess an end-joining mechanism, now called 
alternative end joining (A-EJ) [23]. This novel pathway does not share conserved factors with the canonical NHEJ path-
ways. It depends on bidirectional strand resection, the frequent use of microhomology, and nontemplated DNA synthesis. 
In archaea, a functional repair pathway was identified only in 2013 in a mesophilic archaeon Methanocella paludicola, 
although conserved components of NHEJ were previously identified [24,25]. The scientists described the complete NHEJ 
complex in archaea consisting of DNA ligase (Lig), polymerase (Pol), phosphoesterase (PE), and the Ku protein [26]. The 
A-EJ or A-NHEJ pathway has also been well described in mammals (see Chapter 19).

Unlike the eukaryotic NHEJ ligase IV, LigD is a large multidomain protein that contains three components within a 
single polypeptide: a polymerase (POL) domain, a phosphoesterase (PE) domain, and a ligase (LIG) domain [21]. There-
fore, it was initially believed that bacterial Ku and LigD are sufficient to repair all DSBs generated in vivo [27]. Later on, 
a faithful NHEJ pathway operating specifically for 3′ overhang DSB repair and functioning independently of Ku and LigD 
proteins was reported [28]. It was also shown that the structure of broken ends determines the pathway and the outcome of 
DSB repair. In wild-type cells, this pathway joins nearly one-third of the 3′ overhangs with 100% fidelity [28].

In NHEJ occurring in vertebrates, a complex of Artemis:DNA-PKcs processes DNA ends with different configura-
tions. The DNA-PKcs gene has not been found in Arabidopsis [29] or in other plant genomes. Instead, in yeast, plants, 
and vertebrates, the same job is likely performed by the MRX complex [30]. In mammals, Pol μ can add nucleotides in a 
template-independent manner under physiological conditions [31], whereas Pol λ can do this only when Mg2+ is replaced 
by Mn2+ [32]. Similarly in bacteria, the polymerase can also add nucleotides in a template-independent manner [21], likely 
reflecting convergent evolution.

NHEJ appears to be mechanistically different in Saccharomyces cerevisiae and mammals since in yeast, blunt-end liga-
tion is inefficient, and at least one base pair of terminal microhomology may be necessary for efficient NHEJ to occur [30]. 
In S. cerevisiae, NHEJ can actually occur in the absence of Lig IV, but it is at least 10-fold less efficient than with Lig IV 
[33]. In contrast, Ku-deficient yeast cells repair DSBs as efficiently as wild-type yeast cells.

In mammals, there are no microhomology requirements for end joining, although occasionally single nucleotides and 
longer microhomologies can be found. This is a default situation for most genomic positions (excluding repetitive ele-
ments). The use of more extensive microhomology is possible in mammals when such homology is provided artificially or 
when some NHEJ components are lacking. In the latter case, NHEJ occurs at a slower pace with more frequent resections 
and alignments that use more extensive (2–3 bp) microhomology [30].

1.5.2  Homologous Recombination

The early stage of the HR mechanism is well studied and appears to be conserved in three life domains [34]. All steps of 
DSB repair are conserved between archaea and bacteria, although protein conservation is not as obvious as it may seem. 
Similarly to other repair pathways, archaea contain protein homologs from bacteria and eukarya. For example, proteins 
such as Mre11, Rad50, and RadA are conserved between archaea and eukarya.

In bacteria, DSBs are repaired through one of two overlapping repair pathways, one relying on the multifunctional heli-
case/nuclease complex RecBCD (the RecBCD pathway) and the other involving the RecF protein (the RecF pathway) [35]. 
In the RecBCD pathway, resection is catalyzed by the RecBCD complex, whereas in eukarya, it is done with the Mre11 
and Rad50 protein complex [36]. In archaea, Rad50 and Mre11 cooperate with the HerA helicase and NurA nuclease to 
catalyze 3′-end resection for HR [37].

Next, the single-stranded DNA-binding protein (SSB) (known as replication protein A, RPA, in eukaryotes) binds to 
the 3′-ssDNA ends generated by the action of RecBCD or Mre11/Rad50, or Mre11/Rad50/HerA/NurA. SSBs and RPA 
function as dimers, trimers, and tetramers. In bacteria, they occur as homodimers and homotetramers, whereas in archaea, 
they function as monomers, dimers, and trimers [38]. In eukaryotes, RPA acts as a homodimer and heterotrimer. The DNA 
recombinase of the RecA family is conserved in all three domains, but it has a different name in each domain: the RecA 
recombinase in bacteria, RadA in archaea, and Rad51 and its paralogs in eukaryotes. RadA is more similar to Rad51 rather 
than to RecA. In animals, Rad51 is an essential protein that causes embryonic lethality when disrupted. Similarly, the dis-
ruption of RecA in bacteria or Rad51 in yeast is also highly deleterious to the cell, although it is not lethal [39]. Eukaryotes 
contain multiple Rad51 paralogs, including Rad51B, Rad51C, Rad51D, DMC1, XRCC2, and XRCC3 that cooperate with 
Rad51 in strand exchange. Archaea also have several RadA paralogs, including RadB, RadC2, Sso2452, and Rad55B.
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Proteins involved in the late stage of HR, representing the RuvABC–Holliday junction (HJ) complex that processes 
recombination intermediates, have been well described in bacteria [40]. Eukaryotic cells possess two mechanisms for 
HJ processing: the first mechanism known as HJ dissolution relies on the activity of the BTR complex (BLM helicase–
topoisomerase IIIα–RMI1–RMI2), whereas the second one requires structure-selective nucleolytic endonucleases such 
as MUS81–EME1 and GEN1 [41]. While the outcome of HJ dissolution is exclusively the formation of non-crossovers 
(NCOs), nucleolytic resolution results in the formation of NCOs as well as crossover events (COs). Mitotic cells preferen-
tially use NCOs to prevent the loss of heterozygosity [42]; this correlates well with the fact that the HJ resolvases function 
late in the cell cycle to ensure a proper chromosome segregation.

Yeast cells are able to separate the recombination resulting in mitotic and meiotic DSB repair leading to CO and NCO 
formation [41]. In mitosis, the majority of double Holiday junctions (dHJs) are processed at early stages of the cell cycle by 
STR-mediated dissolution leading to NCOs. In sgs1 mutants, however, DNA joint molecules formed between the damaged 
and sister chromatids persist to a later stage of the cell cycle where they are processed by Mus81–Mms4 or Yen1, result-
ing in a mixture of COs and NCOs as an outcome [41]. As of 2016, the temporal separation of CO and NCO formation 
in human cells has not been demonstrated. However, human cells deficient in BLM (Bloom’s syndrome cells) have the 
increased frequency of CO formation [43]. CO formation in these cells occurs through the activities of MUS81–EME1, 
SLX1–SLX4, and GEN1 [44].

2.  RECENT ADVANCES AND FUTURE DIRECTIONS IN DNA REPAIR

Despite a substantial progress in understanding the mechanisms of functioning of various DNA-repair pathways, many 
questions remain unanswered. We only discuss some of them.

2.1  The Remaining Questions in MMR

MMR is one of the critical repair mechanisms involved in fixing replication errors as well as regulating other repair mecha-
nisms such as HR and DNA-damage signaling. Despite many advances in the field, several questions remain to be answered 
(for review, see [15]).These are:

 1.  Where does the MSH/MLH complex assemble? Is it assembled at the mismatch or at the strand-discrimination signal?
 2.  If the complex does indeed assemble at the mismatch and translocate, is the direction of its movement random, or does 

it depend on its initial loading on the heteroduplex?
 3.  What directs the process exonuclease degradation toward the mismatch rather than away from it?
 4.  Are all proteins involved in MMR described? Is there another exonuclease involved in MMR?

Some additional questions in MMR research were asked by Yang and Hsieh in Chapter 18. In particular, it remains to 
be established how the MMR machinery is recruited to newly replicated DNAs and how it is spatially positioned in relation 
to the advancing replisome. Other unanswered questions are: When do MutS and MutL proteins interact, and when do they 
function separately? How exactly is the MutL endonuclease activity targeted to the newly synthesized strand, and what is its 
biological scope? What is the mechanism of recruitment of replicative polymerases to single-strand gaps? In what contexts 
are error-prone polymerases employed instead and what are the consequences? How is MMR influenced by higher-order 
chromatin arrangements and nuclear architecture? Finally, how can the knowledge of MMR mechanisms improve clinical 
diagnostics and therapeutic outcomes?

Although the answers to the most of the abovementioned questions remain unknown, several models summarized by Li 
et al. [45] may have merit, and future research will show whether they hold true.

2.1.1  The Role of a Strand-Discrimination Signal in MMR

In MMR, the protein machinery has to recognize the mismatch on the strand that is opposite to the strand with the mis-
match and to perform a strand-specific nick on the strand with the mismatch. One of the unanswered questions concerns 
the mechanism by which MMR proteins communicate between two physically separated DNA sites: the mismatch and the 
strand-discrimination signal [45]. The strand-discrimination signal represents a strand-specific nick that occurs in a similar 
manner in all three domains of life. It is not clear, however, what the source of the nicking activity in eukaryotic cells is. 
Several alternative models describing this process have been proposed; they can be classified into “cis-“ or “moving” and 
“trans-“ or “stationary” models (Fig. 38.2). The stationary model suggests that interactions among MMR proteins induce 
DNA looping that allows to bring two distant sites together; MutS or MSH heterodimers, MutSα and MutSβ remain bound 
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at the mismatch [46]. The ATPase activity of MSH heterodimers is required for proofreading and verification of mismatch 
binding and downstream excision [47]. In support of this model, it was shown that MutS recognizes a mismatch, activating 
MutH to cleave the GATC site located on a separate DNA molecule that does not contain a mismatch [47]. Similarly, it 
was also shown that DNA excision activated by the presence of a mismatch could be initiated when a biotin–streptavidin 
blockade was placed between the mismatch and the preexisting nick [48].

The second model, known as a “cis-” or “moving” model, suggests that the MutS–MutL (or MutSα/β-MutLα) com-
plexes bind to the mismatched site and then move away from the site to search for the strand break where exonucleases 
can be recruited to initiate excision [45]. There have been known two moving models: the “translocation” model and the 
“molecular switch” model (also known as the “sliding clamp” model) (Fig. 38.2). In the translocation model, ATP reduces 
the mismatch-binding affinity of MutS, and ATP hydrolysis drives unidirectional translocation of MutS proteins along the 
DNA helix [49]. DNA is threaded through the protein complex until the complex reaches a strand-discrimination signal in 
either orientation; this process forms a DNA loop (Fig. 38.2). In the molecular switch model, MutS binds to the mismatched 
DNA in an ADP-bound state [45]. MutS binds the mismatch, thus triggering a conformational change in these proteins and 
allowing an ADP to ATP exchange. ATP binding promotes a second conformational change that allows MutS to form a slid-
ing clamp [50,51]. ATP binding also signals downstream events such as the formation of the ternary complex with MutL or 
MLH heterodimers in eukaryotes and sliding of the ternary complex from the mismatch to the strand break [50,51].

2.1.2  The Role of MMR in DNA-Damage Signaling

MMR plays an essential role in DNA-damage signaling. Two models have been proposed to describe details of the signal-
ing. In the “futile DNA-repair cycle” model (Fig. 38.3), strand-specific MMR which only interacts with replicated DNA 
encounters DNA lesions in the template strand and engages in a futile DNA-repair cycle by activating DNA damage–signal-
ing pathways and inducing the cell-cycle arrest and apoptosis [52]. This model was synthesized from several experiments 
conducted in vivo and in vitro. Exposure to MNNG was shown to induce DNA breaks/gaps, the cell-cycle arrest, and 

FIGURE 38.2 Models for signaling downstream MMR events following mismatch recognition. A schematic diagram for signaling between the mis-
match and the strand discrimination signal is shown. Here, a 5′-nick is the strand discrimination signal. Similar models apply for 3′-nick-directed MMR. The 
“stationary” or “trans” model (right) emphasizes that MutS or its homolog (MSH) proteins remain bound at the mismatch. It is the protein–protein interac-
tions that induce DNA bending or looping that brings the two distant sites together. The two DNA sites can cooperate in a “trans”-configuration. In two “cis” 
or “moving” models, one called the “translocation” model (left) and the other called the “molecular switch” or “sliding clamp” model (middle), it is hypoth-
esized that the MSH proteins bind to the mismatch and then move away from the site to search for the strand discrimination signal. The translocation model 
suggests that ATP hydrolysis drives unidirectional movement of MSH proteins, resulting in the formation of an α-like loop. In the molecular switch model 
(center), binding of an MSH protein (in its ADP-bound state) to the mismatch triggers an ADP to ATP exchange that promotes bidirectional sliding of the 
protein away from the mismatch, thereby emptying the mismatch site for an incoming MSH protein. Mismatch excision begins when an MSH protein reaches 
the strand break. Reproduced from Li GM. Mechanisms and functions of DNA mismatch repair. Cell Res 2008;18(1):85–98; with permission.
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persistent nuclear foci at DNA-damage sites [53]. Repair foci associated with DNA damage contain damage signaling and 
DNA-repair proteins such as ATR, γ-H2AX, and RPA(45). In addition, it was shown that the nicked circular heteroduplex 
plasmid DNA containing a single O6-methylguanine (O6-meG)-thymine (T) mispair can only be repaired by MMR when 
the lesion (O6-meG) and the nick are on the same strand; MMR cannot repair the mismatch when the lesion and the nick 
are on the opposite strands, suggesting a futile repair process [54]. The direct signaling model (Fig. 38.3) proposes that 
hMutSα/hMutLα heterodimer triggers DNA-damage signaling directly by recruiting ATM or ATR/ARTIP to the lesion and 
activating a checkpoint response [45]. The functionality of this model is supported by experiments showing that ATR and 
ATRIP form a complex with MutSα/MutLα in the presence of O6-meG/T which activates the ATR kinase and phosphory-
lates Chk1 [55] (see also Chapter 18). This model is consistent with the fact that the MutSα/MutLα complex functions as a 
sensor for DNA damage in mammalian cells.

2.2  The Remaining Questions in DSBs Repair

Organisms vary dramatically in the frequency of using NHEJ or HR in strand-break repair. As it has been mentioned ear-
lier, bacteria, for example, are much less efficient in canonical NHEJ, but are very proficient in HR. Similarly, yeast also 
uses HR more frequently than NHEJ repair. In contrast, higher eukaryotes appear to predominantly utilize NHEJ. Such 
selective processing of strand breaks in yeast and higher eukaryotes can be in part explained by their genome content. The 
yeast genome is rather small and consists predominantly of coding sequences, and the content of noncoding and repetitive 
elements is relatively low; whereas higher eukaryotes have much larger genomes with a higher ratio of noncoding to cod-
ing sequences. It can be hypothesized that being the dominant repair mechanism, HR in yeasts prevents the generation of 
random changes in coding DNA. On the contrary, relatively small-scale deletions and insertions resulting from NHEJ repair 
can be tolerated by higher eukaryotes due to their large-size genomes and a low ratio of coding to noncoding sequences 
[56]. Another important factor to consider is the amount of time and energy required for HR to occur. In large genomes, 
locating a homologous template in somatic, nondividing cells requires a substantial amount of time, and instead, it can be 
very beneficial to use NHEJ for strand-break repair.

NHEJ is the predominant mechanism in higher eukaryotes including plants, and HR is more active during S and 
G2 phases as compared to other phases of the cell cycle. Now there is no doubt that genome sizes are the conse-
quences of species evolution. The question to ask would be: how do cells decide on the preferred mechanism of DNA 
repair? Since mutation frequency varies among different cell types and during different developmental stages of an 

FIGURE 38.3 Models for MMR-
dependent DNA-damage signaling. The 
“futile DNA-repair cycle” model (left) sug-
gests that DNA adducts (solid black circle) 
induce misincorporation which triggers 
the strand-specific MMR reaction. Since 
MMR only targets the newly synthesized 
strand for repair, the offending adduct in 
the template strand cannot be removed, 
and it will provoke a new cycle of MMR 
upon repair resynthesis. Such a futile repair 
cycle persists and activates the ATR and/
or ATM damage–signaling network to pro-
mote cell-cycle arrest and/or programmed 
cell death. The direct signaling model pro-
poses that recognition of DNA adducts by 
MSH–MLH complexes allows the proteins 
to recruit ATR and/or ATM to the site, acti-
vating the downstream damage signaling. 
Reproduced from Li GM. Mechanisms and 
functions of DNA mismatch repair. Cell Res 
2008;18(1):85–98; with permission.
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organism, there definitely exists some type of chromatin-based regulation of genome stability. See Chapter 28 on 
epigenetic regulation of genome stability in cancer for more details.

2.2.1  Nonhomologous End Joining

A good summary of the remaining questions in NHEJ research was made by Lieber [30].

2.2.1.1  Are the Two DNA Ends Held in Proximity During NHEJ or Is There Synapsis?

Depending on the size of the microhomology, there can be different requirements on Ku proteins that hold DNA ends 
together. In vitro experiments show that when 4 bp of terminal microhomology is used, the XRCC4:DNA ligase IV com-
plex does not require a protein helper to bring and hold two ends of DNA together. In contrast, at 2 bp or less of terminal 
microhomology, the addition of Ku improves XRCC4:DNA ligase IV ligation. This is likely due to the ability of Ku to 
stabilize XRCC4:DNA ligase IV rather than to bring DNA ends together. Under certain salt conditions (30 mM monovalent 
salt or lower), DNA-PKcs appear to help bring DNA ends together. Therefore, there is an ambiguity as to the requirement 
of helper proteins to hold DNA ends together during NHEJ repair. Another relevant question is whether the two DNA ends 
generated at a single DSB are joined more efficiently than two DNA ends that arise at a distance (as in a chromosomal 
translocation) [30].

2.2.1.2  How Do DNA-Damage Response Proteins Interact With NHEJ Enzymes?

NHEJ is a rapid and efficient repair process, and it may repair DNA damage without the activation of DNA-damage response 
(DDR) proteins, ATM, the RAD50:MRE11:NBS1 complex, γ-H2AX, and 53BP1. The kinetics of the NHEJ machinery and 
DDR is not entirely clear and is still an area of intensive research. Many in vitro and in vivo biochemical experiments are 
conducted in such a way that many breaks are present simultaneously. Such conditions may artificially favor the activation 
of DDR pathways, therefore skewing the enzymology of NHEJ. Obviously, a competition between HR and NHEJ compo-
nents may be one of the aspects that arises. In addition, systems in which multiple DSBs or SSBs are introduced trigger the 
activation of DDR, NHEJ, and HR pathways by altering the kinetics of the association with DNA damage, the chromatin, 
and nuclear scaffold, as well as with each other. Cells in which so many breaks occur simultaneously are not likely to sur-
vive in nature, and therefore, in reality, what we observe in the experimental system may not occur in nature.

2.2.1.3  Are All Components of NHEJ Accounted for?

Do we now know all proteins involved in NHEJ? It is unlikely, considering how many components in various organisms 
have been developed through the convergent evolution. Most obvious genetic components have been identified through 
experiments that show the sensitivity of cells or organisms to DNA-damaging agents such as ionizing radiation (IR) or 
cisplatin. Novel components may be identified by using specific experimental conditions, such as a specific mutant back-
ground, a specific cell type or/and the use of specific DNA-damaging agents.

The Werner’s 3′-exonuclease/helicase enzyme is likely to be involved in DSB repair through NHEJ because WRN 
interacts with Ku and PARP1. However, since the mutant is not sensitive to IR and the interaction with Ku and PARP1 may 
simply reflect the role of WRN in replication fork repair, it is still unclear whether the WRN protein is one of the NHEJ 
components [57,58]. Another potential candidate can be metnase that has been proposed as a possible nuclease and helicase 
functioning in NHEJ [59]. Metnase appears to be present only in humans; it seems to be absent in all vertebrates tested, 
and it is also absent in yeast. In addition, the absence of genetic knockouts to demonstrate IR sensitivity and the absence 
of experiments with purified protein are also a problem. Future experiments will show whether or not Metnase is a unique 
NHEJ protein in humans.

2.2.2  Homologous Recombination

Many questions still remain unanswered as to the recognition of DSBs, the choice of the pathway, dynamics and kinetics 
of repair, and so on. How do cells choose which DNA-repair pathway to use to fix DSB? Is the choice different in different 
species, and what are the components responsible for the choice? What is the kinetics of HR repair in various organisms? 
What is the chromatin dynamics at various steps of HR repair? Specifically, what impact does chromatin have on the late 
stages of HR, including the formation and resolution of joint molecules? These and other questions are still to be addressed.

One of the 2015 reports clarified one step in the chromatin modification associated with DSB repair. DSBs can trigger 
nonproteolytic ubiquitylation of adjacent chromatin areas exposing the DNA to DNA-binding proteins. The E3 ubiqui-
tin ligase RNF168 catalyzes ubiquitylation of H2A histones, leading to recruitment of the 53BP1 repair protein. It was 
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demonstrated that ubiquitylation of the H1 linker histone rather than one of the core histones by RNF8 and UBC13 ubiqui-
tin ligases is also important for DSB repair [60].

Another unresolved question is the site specificity of V(D)J cleavage. V(D)J genes are surrounded by recombination 
signal sequences (RSS), and the recombination is initiated by RAG2 proteins. The human genome contains a great number 
of RSS and RAG2-binding sites, so it is not clear how V(D)J is mediated and carried out at correct sites.

There is also an unanswered question regarding the use of HR during TLS repair. HR repair is also involved in the 
DNA-damage tolerance (DDT) repair pathway that promotes ssDNA-lesion bypass. This HR repair is known as the salvage 
HR-repair pathway. During replication, this pathway generates hyper-recombinogenic intermediates that lead to chromo-
some rearrangements and genome instability [61]. The salvage HR-repair pathway functions independently of the Rad5-
dependent error-free tTLS-repair pathway and is repressed during the S phase [62]. It is unclear till 2016 why it is actually 
repressed during the S phase. It was suggested that both error-free and error-prone pathways are initiated by Rad51-
mediated strand invasion, but they are different in the mechanism forming sister chromatid junctions, with Rad5 being 
dependent on PCNA polyubiquitination, whereas HR pathways being dependent on Rad51-mediated strand exchange that 
is presumably prevented by SUMOylated PCNA and Srs2 during the S phase. It only becomes derepressed when the level 
of sumoylation of PCNA declines in the end of the S phase [62].

Research on mammals demonstrates that meiotic HR occurs at DNA DSB hot spots and is initiated by programmed DSBs 
[63]. Since recombination repair occurs between homologous chromosomes, the sequence from the unbroken (undamaged) 
chromosome is copied. One prevailing hypothesis based on data from research on mammals suggests that over time DSB 
hot spots should be replaced with normal (cold) regions that should undergo the normal recombination frequency [64]. In 
consistence with this hypothesis, patterns of hot spots in mammals exhibit a higher divergence between species and indi-
viduals [65]. Research articles in 2015 in Science (vol 350, issue 6263) challenge this hypothesis, demonstrating that yeast 
and birds have a remarkable evolutionary stability of meiotic recombination patterns [66–68].

3.  FUTURE DIRECTIONS IN RESEARCH ON DNA REPAIR, GENOME STABILITY,  
AND CANCER

DNA-repair capacity is often altered in cancer cells. This leads to the accumulation of many genomic alterations that allow 
cancer cells to prevail in the competition for resources and to survive for much longer than normal cells. Enormous varia-
tions in cancers do not allow for a complete understanding of the role that deficiencies in DNA repair and genome instabil-
ity play in the development of cancers. However, advances in next-generation sequencing allowed to sequence multiple 
cancer cell lines and to obtain details of genomic alterations associated with these lines (Fig. 38.4). These studies showed 
that mutations in different cancers accumulate in distinct signaling pathways [69–72]. It was shown that inactivating muta-
tions in the affected pathways were cancer specific (Fig. 38.4). For example, it was found that mutations in HR-repair genes 
were enriched in breast and ovarian cancer, as well as in chronic lymphocytic leukemia (CLL). In contrast, colorectal can-
cers are altered in MMR and HR-repair pathways, whereas prostate cancers are enriched in mutations inactivating HR and 
NER pathways (Fig. 38.4A–C,E,F) [72–74]. At the same time, cancers developing in endometrial tissues had no apparent 
clustering (Fig. 38.2D) [75]. Because of such heterogeneity and specificity in targeting particular DNA-repair pathways in 
specific cancers, it can be an arduous task to identify the subcohort of DNA repair–defective tumors for each cancer entity. 
Therefore, it may be more efficient to identify genetic alterations in the pathways that are predominantly altered in the 
respective tumor types [1].

Another area of research that might be interesting to explore in the future is the identification of proteins that play a 
critical role in several DNA-repair pathways. Targeting such genes in cancers may appear to be more effective. Proteins 
involved in distinct repair pathways may appear to be hubs of DNA-damage recognition and repair signaling [1]. The best 
example is the MuTSβ complex involved in MMR and HR repair. Under normal conditions, the Msh2/Msh3 heterodimer 
complex binds to intact dsDNA with a low efficiency, whereas when dsDNA has a 30 ssDNA overhang or contains large 
(∼8 nt) insertion loops, the affinity increases dramatically [1]. Other enzymes, such as BRCA1, BRCA2, ERCC1, RAD50, 
PARP1, ATM, PTIP, XRCC1, PCNA, RFC, and RPA, share similar dual properties with Msh3.

For example, the PARP1 protein functions in both BER and A-NHEJ-repair pathways (Fig. 38.1B,E) [1]. Simi-
larly, BRCA1 and BRCA2 proteins are involved in several DNA-repair pathways; besides being involved in HR repair, 
they are also important for interstrand cross-link (ICL) repair [76,77] (Fig. 38.5). Moreover, BRCA proteins might 
be important for the protection of replication forks, and in this role, they may be assisted by Rad51 protein [78,79]. 
Specifically, BRCA2-dependent fork stabilization requires the interaction between Rad51 and BRCA2 through the 
conserved C-terminal domain in BRCA2, and this domain is different from the BRCT domain that interacts with 
Rad51 for HR repair.
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The knowledge about the involvement of DNA-repair proteins in multiple signaling and DNA-repair hubs is critically 
important because such proteins are frequently affected in cancers, including genomic and epigenomic alterations [69–72]. 
The prominent example is the classification of colorectal cancers (CRCs) deficient in MSH3; for therapeutic purposes, 
CRCs are classified as microsatellite unstable with MMR defects [70]. Such stratification, however, completely neglects 
the fact that MSH3 is also involved in the HR-repair pathway, and thus CRCs can be considered as HR-defective tumors 
that can be treated using PARP1 and/or DNA-PKcs inhibitors [80,81] (Fig. 38.5). Therefore, the identification of molecular 
hubs such as BRCA1, BRCA2, RPA, or MSH3 involved in multiple repair pathways will allow targeting cancers by dis-
abling the ability of cells to deal with different types of DNA damage. For example, knowing that BRCA1 is involved in 
multiple DNA-repair pathways, such as HR, ICL (the Fanconi anemia–repair pathway), and mechanisms of replication fork 
protection would allow to treat BRCA1-deficient tumors with a combination of PARP inhibitors that target the HR pathway 
and platinum-based drugs that introduce cross-links. It is expected that the surrounding normal tissues will still be able to 
cope with these drugs by activating multiple repair pathways that function normally (such as NER and FA pathways) to 
cope with cisplatin damage, and the HR-repair pathway to overcome PARP inhibition [1].

It would be important to learn manipulating DNA-repair processes specifically in cancer cells. This would allow target-
ing them more efficiently for elimination by exposing them to several DNA-damaging agents and activating multiple repair 
pathways. Detailed information about DNA-repair genes that are altered in various cancers may allow a more efficient 
stratification of patients and designing new drugs targeting DNA repair–deficient tumors.
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FIGURE 38.4 Genomic aberrations in DNA-repair pathways are common in cancer. Genes involved in different DNA damage–repair pathways 
are frequently altered by genomic alterations in cancer. Germline variants (GV), somatic mutations (SM), copy-number alterations (CN), and altered 
expression patterns (AE) in damage-repair genes are schematically represented across (A) colorectal, (B) breast, (C) ovarian, (D) endometrial, and 
(E) prostate cancer, as well as in (F) chronic lymphocytic leukemia (CLL). All genomic alterations were scored as significant in the respective cancer entity 
either by MutSig (mutations) or GISTIC (copy-number alterations) algorithms. Genomic gains are colored in red and functional losses are colored in  
blue. To derive entity-specific signatures of affected damage-repair pathways, genes were clustered according to their association to different pathways 
(encircled). Broken lines encircle genes encoding proteins that act together in a protein complex. Reproduced from Dietlein F, Thelen L, Reinhardt HC. 
Cancer-specific defects in DNA repair pathways as targets for personalized therapeutic approaches. Trends Genet 2014;30(8):326–39; with permission.
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4.  FUTURE PERSPECTIVES IN DNA-EDITING TECHNOLOGIES

The ability to delete, insert, or replace DNA sequences in the genome is critically important for both analyzing the function 
of various genes and reconstituting phenotypes. Gene targeting is a technique that allows sequence replacement (or dele-
tion) by using HR. Unfortunately, for a long time, gene targeting had a low efficiency due to a low frequency of HR repair 
in most eukaryotes, including plants and animals. The efficiency of gene targeting can be increased dramatically when 
sequence-specific nicks are generated in the genome. The advent of novel engineered nucleases such as meganucleases, 
zinc finger nucleases (ZFNs), transcription activator–like effector-based nucleases (TALENs), and the CRISPR-Cas9 sys-
tem that are able to generate such nicks in the genome allowed to develop a new field of research and technology, genome 
editing. See details about the CRISPRs-Cas9 system in Chapter 6 and details of using TALENs and CRISPRs for crop 
improvement in Chapter 13.

Some incredible uses of genome-editing technologies have been demonstrated since 2013. In fact, CRISPR was 
called the most important discovery of 2015 by Science magazine. It was used to edit the CCR5 gene encoding a cell-
surface protein called C–C chemokine receptor type 5 (CCR5) in human lymphocytes; HIV is able to enter immune 
cells by latching onto a receptor expressed on the surface of T-helper cells and macrophages. Gene editing in a 
subpopulation of helper T cells followed by subculturing these cells and reintroducing them into patients allowed to 
achieve a significant success in HIV therapy [82].

FIGURE 38.5 Functional overlaps in DNA-repair pathways define hubs of signaling collaterals in cancer. Multifunctional roles of proteins, 
which have been traditionally associated with a single DNA damage–repair pathway, are shown for six pathways. The pathway with which the gene has 
been primarily associated in the literature is marked by a red dot. Orange dots refer to additional roles of the protein in other pathways, which have been 
confirmed either by functional or biochemical experiments. These proteins are frequently affected by genomic alterations in cancer or have emerged as 
therapeutically amenable targets of specific kinase inhibitors. Such overlap suggests that novel druggable targets may emerge from this enhanced clas-
sification to treat DNA damage–deficient neoplastic diseases. Reproduced from Dietlein F, Thelen L, Jokic M, Jachimowicz RD, Ivan L, Knittel G, et al. 
A functional cancer genomics screen identifies a druggable synthetic lethal interaction between MSH3 and PRKDC. Cancer Discov 2014;4(5):592–605; 
with permission.
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Gantz and Bier [83] used CRISPR-Cas9 to generate a “mutagenic chain reaction” (MCR) where a mutation in one chro-
mosome copies itself to another chromosome. The authors used Drosophila to show that MCR mutations efficiently spread 
from their chromosome of origin to the homologous chromosome, converting heterozygous mutations to homozygous 
mutations in most somatic and germline cells. The authors suggested that MCR technology should have broad applications; 
this technology can perform F1 screens for mutations in newly generated organisms, it can accelerate genetic manipulations 
and genome engineering due to the rapid achievement of homozygosity, it can be used to deliver transgenes to disease vec-
tors and pest species, and it can also be used for gene therapy applications [83].

Genome editing can soon be used for the elimination of some of the carriers of dangerous diseases. For example, TEP1 
gene editing by TALENs makes mosquitoes sensitive to malaria parasites, thus resulting in the elimination of infected 
mosquito populations in the laboratory settings [84]. It remains to be shown how these mosquitoes with edited genomes 
thrive in the wild.

The genome-editing technology is rather young (barely over 10 years old), with CRISPR being only a 4-year-old tool 
for genome editing. Hence, it is likely that many new genome-editing technologies will be discovered and developed in 
the nearest future. For example, a new tool based on the pentatricopeptide repeat (PPR) protein (initially suggested as a 
transcriptome-editing tool) [85] was proposed in 2015 to be used for genome editing [86].

The use of these editing technologies on human embryos is still debatable, so it may take years to produce the first 
genome-edited human. Nowadays, a great success has been achieved in genome editing, but if the CRISPR-Cas9 technol-
ogy is used for in vitro or in vivo targeting in the treatment of humans, gene-targeting rates should be increased and its target 
specificity should be confirmed beyond doubt.

GLOSSARY
A-EJ or A-NHEJ Alternative end-joining repair of DSBs.
CO Crossover outcome of nucleolytic dissolution.
DDT The DNA damage–tolerance pathway; the translesion synthesis pathway that allows to insert the preset nucleotides base pairing with damaged 

nucleotides during the replication process. Usually requires switching from regular to translesion polymerases.
Genome editing Precise genetic engineering based on the ability to generate a sequence-specific nick in the genome, with the subsequent integra-

tion of desired sequences or the replacement of target sequences or the generation of random insertion/deletion (by the activity of NHEJ repair) 
inactivating the target gene.

HJ dissolution The mechanism of HJ processing through the BTR complex (BLM helicase–topoisomerase IIIα–RMI1–RMI2).
ICLs Interstrand cross-links; cross-links between DNA strands. Patients with Fanconi anemia are sensitive to such cross-links.
IDLs Insertion-deletion loops; DNA loops formed upon insertion/deletion of several nucleotides.
MCR Mutagenic chain reaction, the CRISPR/Cas-mediated process upon which a mutation in one chromosome copies itself to another  

chromosome.
NCO Non-crossover outcomes of HJ dissolution or nucleolytic dissolution.
RSS Recombination signal sequences; RSS are required for the recognition of regions involved in V(D)J recombination.

LIST OF ABBREVIATIONS
A-EJ Alternative end joining
BER Base excision repair
CLL Chronic lymphocytic leukemia
CRCs Colorectal cancers
DDT DNA-damage tolerance
DSB Double-strand break
GG-NER global-genome NER
HR Homologous recombination
ICLs Interstrand cross-links
IDLs Insertion-deletion loops
IR Ionizing radiation
MCR Mutagenic chain reaction
MMR Mismatch repair
NER Nucleotide excision repair
NHEJ Nonhomologous end joining
RSS Recombination signal sequences
SSB Single-strand break
TC-NER Transcription-coupled NER
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Break-induced replication (BIR)
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types of DNA arrangements, 451f

RECQL4, 452
Red meats, 544–545, 545f
Reduced potassium dependency protein 3/

histone deacetylase 1 (RPD3/HDA1), 
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Repair model, 391–392, 397–398
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Repeat-induced point mutation (RIP), 435
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errors, 513
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replication-related proteins, 395
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stress, 495, 498, 513
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checkpoint signaling, 500–502
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fork stability/restart by HR upon, 341–342
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PCNA modification, 499
RTS, 515
TLS–damage tolerance, 500
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timing, 400
Replication factor A2 (Rfa2), 382
Replication factor C (RFC), 211, 414–416, 

465–468
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collapse model, 401
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Restore model, 391–392, 397–398
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viral determinants of mutation rate, 25
viral polymerase as source of error, 23–24
virus genetic variability, 30–31
viruses as quasispecies, 23
virus–host “arms race”, 30–31

RNA-binding proteins, 425
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DNA damage–sensing role, 528
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ROS. See Reactive oxygen species (ROS)
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Saccharomyces cerevisiae (S cerevisiae), 

117–118, 147, 167, 258, 264, 357, 
380–382, 384, 487

RAD18 and RAD6 genes, 258
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sgRNA. See single-guide RNA (sgRNA)
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SHH pathway. See Sonic hedgehog pathway 
(SHH pathway)
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Short interspersed nucleotide elements. See 
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Signal recognition particle  
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transduction, 230–231
Simple sequence repeats (SSRs), 74
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SIN3B. See SIN3 transcription regulator family 
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SINE. See Short interspersed nuclear elements 

(SINE)
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191–192, 213–214, 234, 341
pathway of HR repair, 121f
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base damage and, 276
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protein, 305
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Sonic hedgehog pathway (SHH pathway), 
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SOS response, 55–56, 70–71
Soybean (Glycine max), 190
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491
Sporadic cancers. See also Hereditary cancer

genomic instability in, 474
chromothripsis, 477
CIN in sporadic cancers, 474–475
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SSB. See Single-strand break (SSB)
SSB repair (SSBR), 282
SSD. See Species-sensitivity distributions 

(SSD)
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Stochastic effects, 574
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Streffer group, 603
Streptococcus pyogenes (S. pyogenes), 93, 193
Streptococcus thermophilus (S. thermophilus), 88
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Stress, 617–620

changes in chromatin structure, 618
DNA methylation role, 619–622
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cold shock response, 72
heat shock response, 72
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response, 72
RpoS-mediated stress response, 71
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stress-induced premature senescence, 250
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Structure–function relationship, 395
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substitutions per nucleotide per year (s/n/y), 38
Sulfolobus solfataricus (S solfataricus), 90
Sulfonylurea receptor genes, 189–190
SUMO. See Small ubiquitin-like modifier 

(SUMO)
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Superoxide dismutase (SOD2), 277
Suppressor of gamma response 1 (SOG1), 
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(Suv39H1), 418
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SWI2/SNF2. See SWItch/Sucrose nonfer-

mentable (SWI2/SNF2)
SWItch/Sucrose nonfermentable (SWI2/SNF2), 
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family proteins, 618–619
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prokaryotes, and eukaryotes, 5–6
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eukaryotes, 5–6
Synaptonemal complex (SC), 147, 170–172
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120, 143, 174, 213–214, 341, 468
“conversion-duplication” events, 144
D-loop, 144–145
dHJ, 143–144
HHR model, 144f
I-SceI, 145

Synthetic lethality, 478–480
System-Level Responses, 609

T
T opposite G (T:G), 303
T-cell receptors (TCRs), 321
T-loop. See Telomere loops (T-loop)
T-lymphocytes, 22–23
T-PK. See Template pseudoknot (T-PK)
T:G. See T opposite G (T:G)
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(TADs)
TALE. See Transcription activator-like effector 

(TALE)
TALENs. See Transcription activator-like 

effector nucleases (TALENs)
Tamoxifen effects, 559–560
Tandem repeats, 411–412
TANK-1, 175–176
Taq. See Thermus aquaticus (Taq)
Targeted DNA-damaging cancer therapy, 
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Targeting bacteriophage genomes, by 
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TC-NER. See Transcription-coupled NER 

(TC-NER)
TCAB1. See Telomerase Cajal body protein 1 

(TCAB1)
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TCR. See Transcription-coupled repair (TCR)
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TDPs. See Tyrosyl–DNA phosphodiesterases 
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(TdT)
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activity in cancer, 362–363
regulation, 354–356

activity in cancer, 362–363
germ cells and embryogenesis, 356
stem cells, 356

RNA, 426
telomere–telomerase interactions and 

regulation, 360
Telomerase Cajal body protein 1 (TCAB1), 357
Telomerase reverse transcriptase (TERT), 354, 

355f
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Telomerase RNA component (TERC), 354, 357
Telomere end binding protein α (TEBP α), 360
Telomere end binding protein β (TEBP β), 360
Telomere length homeostasis, 360–362

AA, 361
DC, 361
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Telomere loops (T-loop), 358
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DNA damage–prevention system, 363–364, 
364f

as DNA damage–prevention system, 
363–364, 364f

dysfunction, 521
human telomeres, 519
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embryogenesis, 356
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homeostasis and related diseases, 360–362
stem cells, 356
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telomere-associated diseases
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diseases, 363
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regulation, 360

telomeric DNA structure, 357–358
Telomeric DNA, 357–358, 358f, 519
Telomeric repeat-binding factors 1 (TRF1), 354, 

358–359
Telomeric repeat-binding factors 2 (TRF2), 354, 

358–359
Temozolomide (TMZ), 277, 417
Template pseudoknot (T-PK), 357
Template repeat (TR), 41
Template switching (TS), 25–26, 257
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Template-guided model, 109, 110f
Template-mediated repair, 141
TEN domain. See TERT N-terminal domain 

(TEN domain)
Ten–eleven translocation enzymes (TETs), 

409–410
Teratogenic effects, 587
TERC. See Telomerase RNA component 

(TERC)
TERF1-interacting nuclear factor 2 (TIN2), 
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Terminal deoxynucleotidyl transferase (TdT), 
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TERT. See Telomerase reverse transcriptase 

(TERT)
TERT N-terminal domain (TEN domain), 356
TERT RNA-binding domain (TRBD domain), 

356
tert-butylhydroperoxide (tert-BH), 169–170

TEs. See Transposable elements (TEs)
Testicular germ-cell tumor cell lines (TGCT 

cell lines), 375–376
Tet-repressor proteins (TetR), 399–400
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T. thermophila, 103, 353–354, 356–357
TETs. See Ten–eleven translocation enzymes 

(TETs)
TFIIH. See Transcription initiation factor IIH 

(TFIIH)
TFIIH complex

helicase complex, 450
in NER and transcription, 287–288

TFIIS. See Transcription elongation factor II-S 
(TFIIS)

TGCT cell lines. See Testicular germ-cell tumor 
cell lines (TGCT cell lines)

TGS. See Transcriptional gene silencing (TGS)
The Cancer Genome Atlas (TCGA), 373
Theory of evolution, 2
Thermus aquaticus (Taq), 305–306
Thermus thermophilus (T. thermophilus), 94
Thiopurines, 312–313
Thymine DNA glycosylase (TDG), 409–410
TIN2. See TERF1-interacting nuclear factor 2 

(TIN2)
TIP60, 396
Tissue touch prints, 638

preparation, 638
TLPs. See Trait landing pads (TLPs)
TLS. See Translesion synthesis (TLS)
TMP. See Trimethylpsoralen (TMP)
TMV. See Tobacco mosaic virus (TMV)
TMZ. See Temozolomide (TMZ)
TNR. See Trinucleotide repeats (TNR)
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Topo1. See Topoisomerase-1 (Topo1)
Topo2. See DNA toposisomerase-2 (Topo2)
Topoisomerase III (TopoIII), 341
Topoisomerase-1 (Topo1), 528
Topoisomerases, 277
Topologically associating domains (TADs), 400
TOSCA protein, 156
Tp53 gene, 244, 346–347, 456, 469, 477

mutation, 469
TR. See Telomerase RNA component (TERC); 

Template repeat (TR)
tracrRNA. See transencoded crRNA (tracrRNA)
Trait landing pads (TLPs), 190–191
Trait stacking, 196
“trans-“ models. See Stationary models
Trans-silencing effect (TSE), 434
Transcription

elongation factor, 401
factor p53, 232
factors, 395, 544
in nucleus, 400–403

Transcription activator-like effector (TALE), 
191

Transcription activator-like effector nucleases 
(TALENs), 188, 191f, 662

for genetic engineering of plants, 191
in crops, 192–193
limitations, 193
in model plant species, 191–192
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Transcription elongation factor II-S (TFIIS), 
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Transcription initiation factor IIH (TFIIH), 
464–465

Transcription-coupled NER (TC-NER), 59, 
163, 167, 232–233, 283, 289–290, 448, 
464, 494, 652f

Transcription-coupled repair (TCR), 209, 636, 
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Transcriptional gene silencing (TGS), 591
Transcriptional regulation

DNA damage–repair genes by DNA 
methylation, 417

by DNA methylation, 411
Transcriptional-repair coupling factor (TRCF). 

See Mfd protein
Transcription–replication collisions  

model, 401
Transcriptome profiling, 166
Transduction, 79
transencoded crRNA (tracrRNA), 92, 193
transfer RNAs (tRNAs), 425
Transformation, 80
Transgenerational effects, 586–588

caused by other mutagens, 592–593
mechanisms, 590–592

DNA methylation, 589–590
histone modifications, 590
small RNA-mediated events, 590–592

Transgenerational genome instability, 586–588, 
593f

Transgenerational inheritance regulation 
mechanisms, 627. See also Plant 
genome stability

DNA-repair factors, 628
epigenetic regulators, 628–629

Transgenerational radiation-induced effects, 
588

Transgenerational responses in plants. See also 
Plant genome stability

piRNAs in, 434
stress-induced epigenetic and genetic 

changes, 624f
transgenerational changes

changes in DNA methylation in progeny, 
626

in genome stability, methylation, and stress 
tolerance, 626–627

in response to abiotic stress, 625–626
transgenerational effects, 623–625

Translesion synthesis (TLS), 257, 313, 
498–499, 651

DNA replication–independent RAD18 
activation and, 262–264

polymerase switch, 259
TLS polymerase switch, 259
TLS–damage tolerance, 500

Translocation(s), 329–330, 393–394, 399
model, 657

Transparent Testa-4 (TT4), 189
Transposable elements (TEs), 5–6, 411–412, 
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Transposons, 78
TRBD domain. See TERT RNA-binding 

domain (TRBD domain)

TRF-homology domains (TRFH domains), 
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TRF1. See Telomeric repeat-binding factors 1 
(TRF1)

TRFH domains. See TRF-homology domains 
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Trichothiodystrophy (TTD), 447–450, 516
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(H3K4me3), 393–394, 490–491, 623
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Trinucleotide repeats (TNR), 412–413
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tRNAs. See transfer RNAs (tRNAs)
TS. See Template switching (TS)
TSA. See Tyramide signal amplification (TSA)
TSE. See Trans-silencing effect (TSE)
TT4. See Transparent Testa-4 (TT4)
TTD. See Trichothiodystrophy (TTD)
Tumor suppression

p21 and, 249–250
p53 in and DNA-damage response, 246–247

Tumor-suppressor
genes, 250
proteins, 562

Tumorigenesis, 572–573, 575
RAD18 roles in, 266–267

Tumors, misregulation of HR in, 346–347
Two-step model, 343
2D gel electrophoresis, 120
Tyramide signal amplification (TSA), 645
Tyrosyl–DNA covalent linkage, SSBs with, 277
Tyrosyl–DNA phosphodiesterases (TDPs), 280

TDP1, 280–281
TDP2, 280–281

U
21U-RNAs, 432–434
U-shaped response curve, 548
Ubiquitin specific–processing protease 7 
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Ubiquitin-binding motif (UBM), 259
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Ubiquitin-like with PHD and ring finger 
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UBM. See Ubiquitin-binding motif (UBM)
UBZ. See Ubiquitin-binding zinc finger (UBZ)
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UDG. See Uracil DNA glycosylase (UDG)
UHRF1. See Ubiquitin-like with PHD and ring 
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irradiation, 57, 164, 166
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light, 232–233, 244, 258, 286, 447
UV-A, 166, 206
UV-B, 166, 206
UV-C, 166, 206

Ultraviolet radiation (UVR), 117–118, 206, 
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Uncertainty, 605. See also Genomic instability 
(GI); Low radiation–dose effects

genetic background role, 607
individual variation, 606

lifestyle factors role, 607
spectrum of effects, 605–606
spectrum of responses, 606
SSD, 607
stressors role, 607
unpredictable “zone”, 606f

UNG. See Uracil DNA glycosylase (UNG)
Uniformitarianism, 7
United Nations (UN), 575
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