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Introduction to the Course 

Given below are some phenomena and instances that form a part of our everyday lives:

1. Signal jamming

2. Digital cellular mobile phones

3. HDTV transmissions

What is common amongst the above?—Principles of Digital Communication!!

Digital communication involves transmission of either digitized analog signals or digital data stream 

using baseband or bandpass communication channels. Recently, we have seen exponential growth in 

the usage of digital communication technologies in digital cellular mobile phones and high-defi nition 

TV transmissions to web services. The baseband transmission deals with representation of continuously 

varying analog data by encoded data sequences, followed by suitable voltage waveforms by means of 

line codes. Several baseband digital signals can be multiplexed and sent over a broadband channel. 

Digital data is modulated using high-frequency analog carrier signals for bandpass transmissions via 

wireless communication channels. Source-coding and channel-coding techniques are employed for 

effi cient and reliable digital transmissions. For increased immunity to natural noise, interference and 

signal jamming, and for providing secured digital transmission, spread-spectrum methods are used in 

communications.

Target Audience

This book is primarily intended as a textbook for undergraduate as well as postgraduate students of 

Electronics and Communication Engineering. The Digital Communication course is compulsory in the 

third year of BTech (ECE) and fi rst year of MTech (ECE) as Advanced Digital Communication. The 

contents of the book have been selected from the related curriculum prescribed in reputed technical 

universities in India. This book will be useful for

∑ All UG and PG engineering students of Electronics and Communication Engineering, Electrical 

and Electronics Engineering, and Telecommunication Engineering

∑ All students preparing for IETE and AMIE examinations

∑ All aspirants of various competitive examinations including GATE

∑ All candidates appearing for UPSC, Indian Engineering Services (IES), PSUs, and other technical 

interviews by telecom industries

∑ Practicing professionals in the fi eld of telecommunications, as a reference guide

Objective of this Book

In order to prepare students to ace a course on Digital Communication or its examinations, many a 

literature has been made available. During my interactions with undergraduate and postgraduate students 

of Electronics and Communication Engineering for several years, I have felt the need to convert the 

Preface
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words penned down in the books, articles, journals, etc., into a more interactive and industry-design 

oriented format. With an objective of presenting theory in a crisp and easy-to-understand manner along 

with rich pedagogical features, the content in this book will enable the students to

∑ Learn the fundamental concepts and acquire competencies for each topic,

∑ Apply theoretical concepts to solve easy as well as diffi cult problems, and

∑ Test and analyze the technical skills acquired.

Learning Tools

In designing this book, we have focused on the Learning Objective (LO) oriented approach. This is 

an educational process that emphasizes on developing engineering skill in the student, and testing 

the outcomes of the study of a course, as opposed to rote learning. We believe it’s not what is being 

taught, rather it’s what is being learnt that is the key to the student’s overall development. This approach 

creates an ability to acquire knowledge and apply fundamental principles to analytical problems and 

applications.

Each of the 6 chapters follows a common structure with a range of learning and assessment tools for 

instructors and students.

∑ Learning Objectives

Each chapter begins with a set 

of Learning Objectives that are 

directly tied to the chapter content. 

These help students better anticipate 

what they will be studying and help 

instructors measure a student’s 

understanding. The sections of the 

chapters are structured in a modular 

way, which help in systematic 

concept development.
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∑ Arrangement of Pedagogy

The pedagogy is arranged as per levels of diffi culty to help students better assess their learning. This 

assessment of the levels of diffi culty is derived from the Bloom’s Taxonomy.

  indicates Level 1 and Level 2

i.e., Knowledge and 

Comprehension based easy-to-

solve problems.

  indicates Level 3 and Level 4

i.e., Application and Analysis 

based medium-diffi culty 

problems.

  indicates Level 5 and Level 6

i.e., Synthesis and Evaluation 

based high-diffi culty problems.

∑ Use of Technology

In bringing out this edition, we have taken advantage of 

recent technological developments to create a wealth of useful 

information not present in the physical book. For students using 

smartphones and tablets, scanning QR codes located within the 

chapters gives them immediate access to more resources like 

Chapter 0: Preliminaries and Answers to

- Self-Assessment Exercises

- Mid-Chapter Checks

- Objective-Type Questions 

-  Short-Answer Type Questions 

- Discussion Questions 

-  Problems

∑  Highlighting Useful Information 

through Special Features

Important, 

, Attention, etc., are 

xt to draw 

a
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∑  Learning Outcomes and Key 

Concepts 

Learning Outcomes and Key Concepts 

at the end of each chapter help 

reconnect the ideas initiated, with the 

outcome achieved.

∑ MATLAB 

MATLAB exercises are provided 

chapter-wise through QR codes and 

URL.



 Preface xvii

Problem-Solving and Critical

Thinking

∑ Within-The-Chapter Assessment Tools

This is by far the best feature! Pedagogy has 

been arranged within the text and linked after 

every learning objective. Great retention-

through-looping mechanism!
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∑ Chapter-End Exercises

More than 300 carefully designed 

chapter-end exercises arranged as per 

levels of diffi culty include Hands-on 

Projects, Objective-Type Questions, 

Short-Answer-Type Questions, 

Discussion Questions, Problems, 

and Critical Thinking Questions 

to enhance knowledge and test 

technical skills, with answers given 

through QR codes and URL.
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Roadmap of Various Target Courses

The book may be used as a textbook for a one-semester course on ‘Digital Communications’, ‘Advanced 

Digital Communications’, and ‘Information Theory and Coding’ at UG and PG levels of related 

engineering discipline. This book will also serve as a pre-requisite to study advanced courses such 

as ‘Wireless and Mobile Communication’, ‘Digital Wireless Communications’, ‘Spread-Spectrum 

Communications’ in subsequent semesters.

Organization of the Book

Chapter 0 in the book covers Electronic Communications System, Electronic Signal, etc., all of which 

are prerequisites to a course on Digital Communication and are taught to students in detail in previous 

semesters. A brief introduction has been retained within the book and a thorough review has been 

provided through a QR code.

Chapter 1 deals with analog information-encoding techniques (waveform coding) such as pulse 

code modulation (PCM), differential pulse code modulation (DPCM), adaptive PCM (ADPCM), delta 

modulation (DM), and adaptive delta modulation (ADM). In the beginning, the statements of Nyquist 

sampling theorems are given which is followed by discussions on practical aspects of sampling. 

Chapter 2 explains various baseband signaling formats (line coding), the issue of intersymbol 

interference (ISI) and their possible solutions such as Nyquist pulse shaping and equalization fi ltering 

methods. It is followed by digital multiplexing techniques that are necessary for digital transmission of 

several baseband data over broadband digital channels. Finally, American and European digital signal 

hierarchy standards are covered with data-rate calculations.

Chapter 3 discusses various digital modulation techniques such as ASK, FSK, PSK, DBPSK, 

DEPSK, QPSK and their derivatives, QAM, MSK, and GMSK. Methods like carrier synchronization 

for coherent detection and performance analysis of digital modulation schemes are also covered here. 

In Chapter 4, the fundamental concepts of information theory such as probabilistic behavior of 

information, entropy and its properties, characteristics of discrete memoryless channels, and mutual 

information are described. Shannon’s channel-coding theorem and channel capacity are also discussed 

here. 

The focus of Chapter 5 is to implement source-coding and channel-coding techniques in digital 

communication so as to ensure effi cient and reliable transfer of data. Major topics covered include 

basics of source encoding, various source-coding techniques such as Shannon–Fano, Huffman, and 

Lempel–Ziv codes. Error-control channel coding based on linear block codes such as Hamming, cyclic, 

BCH, Hadamard, LDPC, as well as convolution coding and Viterbi decoding algorithms are explained 

thoroughly. Finally, burst error-correction techniques including interleaving, RS codes, Turbo codes are 

also discussed. 

Chapter 6 deals with various aspects of spread-spectrum communications. These include principles 

of spread-spectrum modulation, frequency-hopping and direct-sequence spread-spectrum (DSSS) 

techniques, application of DSSS in a multiuser CDMA based cellular system, and different multiple 

access techniques used in wireless communications.

With an objective to review the pre-requisites and provide additional topical coverage, Appendix A 

presents an overview of random signal theory, Appendix B gives the Fourier transform, Appendix C 

describes power spectra of discrete PAM signals, and Appendix D explains Wiener optimum fi lters for 
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waveform estimation. Appendices E and F give important mathematical formulae, and abbreviations 

and acronyms respectively.

Get More on the Web

There are a number of supplementary resources which are available on the book’s website 

http://highered.mheducation.com/sites/933921952x .

For Instructors

∑ Solutions Manual, PowerPoint Lecture Slides

For Students

∑ Additional Reading Material
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INTRODUCTION

Electronic communications serve the purpose of transfer of user information from one device to 

another via some form of communications channel. A digital signal is one in which the amplitude 

of the signal maintains a constant level for some period of time and then changes instantaneously 

to another constant level. Baseband digital transmission means sending a digital signal over a 

channel without changing the form of a digital signal. Broadband digital transmission means 

changing the digital signal to an analog signal using digital modulation technique. Modulation 

is the process of facilitating the translation of low-frequency baseband signal to high-frequency 

transmission signal. In fact, at least one attribute (amplitude, frequency, or phase) of a high-

frequency analog signal, called the carrier (because it carries the information), is in proportion 

to the instantaneous value of the baseband (also called modulating) signal at the transmitter end. 

Digital modulation requires less power to transmit, makes better use of the available bandwidth, 

performs better even in the presence of other interfering signals, and can offer compatible error-

correcting techniques with other digital systems. Multiplexing allows more than one signal to be 

transmitted concurrently over a single medium, e.g., Frequency Division Multiplexing (FDM).

Dear student, for detailed pre-requisite for the course on Digital Communica  on. Please scan the 

QR code given here

OR

visit h  p://qrcode.fl ipick.com/index.php/30
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PCM, and Delta Modulation 
and Demodulation

Learning Objectives

To master PCM, and Delta Modula  on and Demodula  on, you must cover these milestones:

1

LO 1.1

Understand various prac  cal aspects of sampling such 

as methods of sampling, Nyquist sampling theorems, 

aliasing, PAM/TDM applica  on

Generate variants of PCM such as diff eren  al PCM 

(DPCM) and adap  ve diff eren  al PCM (ADPCM)

Analyze the func  onal processes (sampling, 

quan  za  on, and binary encoding) of pulse-code 

modula  on (PCM) technique

Implement delta modula  on and adap  ve delta 

modula  on techniques

LO 1.2

LO 1.3

LO 1.4
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Essence of Pulse Code ModulationEssence of Pulse Code Modulation

Recently, we have seen exponential growth in digital communication technologies ranging from 

digital cellular mobile phones and high-defi nition TV broadcasting systems to wireless Internet 

communication networks. In modern electronic communication systems, most information 

(also known as baseband signals)—whether it is analog in nature such as voice, music, and 

video, or, in digital form such as binary data from a computer—is transmitted using digital 

transmission techniques. The conversion from an analog signal to digital data representation 

involves three sequential steps—sampling, quantization, and encoding. In the fi rst step, an analog 

signal is sampled at discrete times and then subsequently transmitted by means of analog pulse 

modulation, known as  Pulse Amplitude Modulation (PAM). For simultaneous transmission 

of many baseband signals over a common channel, PAM signals are digitally multiplexed using 

time-division multiplexing techniques. In the second step, an analog signal is not only sampled 

at discrete times but the samples are also quantized to discrete levels, the process known as 

quantization. The quantized digitized signal is an approximation of the original analog signal, 

known as  quantized PAM. Finally, each quantized sample is encoded into a sequence of binary 

pulses, known as  Pulse Code Modulation (PCM). In this way, we achieve digital representation 

of an analog signal.

PCM is a kind of source coding, i.e., the conversion from analog signal to digital signal. 

After converted to digital signal, it is easy for us to process the signal such as encoding, fi ltering 

the unwanted signal and so on. Besides, the quality of digital signal is better than analog signal. 

This is because the digital signal can be easily recovered by using comparator. PCM modulation 

is commonly used in audio and telephone transmission. The main advantage is that PCM 

modulation only needs 8 kHz sampling frequency to maintain the original quality of audio.

INTRODUCTION
We know that analog signals are characterized by data whose values vary over a continuous range 

of amplitude levels and are defi ned for a continuous range of time. For example, a particular 

speech waveform has amplitudes which may vary over a continuous range, a part of recorded 

music, or the temperature of a certain location over time which can assume an infi nite number 

of possible values. 

These types of analog signals are converted to digital data having only a fi nite number of 

possible values using a device known as  codec (coder-decoder). The digital signal thus produced 

is known as digitized analog data, and the process is also known as  digitization. On the receiver 

side, a similar codec device converts the received bit stream to the original analog information 

data. The encoding of analog information such as voice, text, image, video, or physical sensor 

output to produce digital data and then converting it to suitable signalling formats makes digital 

transmission possible.

Most electronic communication systems, wireline or wireless, are going “digital”. The 

principle feature of a digital communication system is that during a fi nite interval of time, it 

sends a waveform from a fi nite set of possible waveforms at the transmitter. At the receiver, the 

objective is just to determine from a noise-affected signal which waveform from the fi nite set of 

waveforms was sent by the transmitter. So it is quite easy to regenerate digital signals. 

 Digital transmission refers to transmission of digital signals between two or more points in 

an electronic communications system. If the original information is in analog form then it needs 

Digital 

Representation
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to be converted to digital pulses prior to transmission and converted back to analog signals 

in the receiver. The conversion of analog signal to digitized pulses is known as  waveform 

coding. The digitized signals may be in the form of binary or any other form of discrete-level 

digital pulses. Figure 1A depicts a simple model of digital transmission of analog data by using 

waveform coding.

Figure 1A Analog-to-Digital Encoding

An analog information signal is converted to digital data (sequence of binary symbols) by 

waveform coding techniques such as pulse code modulation, differential pulse code modulation, 

or delta modulation. The occurrence of binary digits, 1s and 0s, is not uniform in any digital data 

sequence. These binary digits are converted into electrical pulses or waveforms.

Digital transmission is the most preferred method for transmission of either analog signal (after 

digitization) or digital data. Why is that so? Let us discuss some of its inherent advantages.

•  Noise immunity. Digital signals are inherently less susceptible to interference and external 

noise since the relative levels of received pulses are evaluated during a precise time interval 

at the receiver. Digital communication systems are more resistant to additive noise because 

they use signal regeneration rather than signal amplifi cation as in analog transmission 

systems. 

• Error detection and correction. Digital signals are simpler to measure and compare the 

error performance of different digital communication systems. Digital circuits are less 

subject to distortion and interference mainly because binary digital signals are two-state (on 

or off) signals. Transmission errors can be easily detected and corrected with reasonable 

accuracy. An important measure of system performance in a digital communication system 

is the  probability of error, that is, the probability of incorrectly detecting a digit. Using 

digital signal processing techniques, extremely low error rates with capability of producing 

high signal fi delity are possible by employing appropriate error detection and correction 

schemes.

• Ease of multiplexing. Digital signals are better suited for processing and combining many 

baseband signals using time-division multiplexing techniques. Even digitized analog 

signals are processed using digital signal-processing methods, which includes bandlimiting 

the signals with fi lters and amplitude equalization. 

• Integration of analog and digital information data. Both analog and digital information 

data can be processed digitally using latest digital hardware and software technologies. 

Thus, digital transmission meets the user requirement of integrating voice, digital data, and 

video using the same electronic communication systems.

• Use of signal regenerators. Digital transmission systems use signal regeneration rather 

than signal amplifi cation as in analog transmission systems. Digital regenerators sample the 

received noisy signals, then reproduce an entirely new digital signal with same signal-to-

noise ratio (S/N) as that of original transmitted signal. So digital signals can be transmitted 

over much longer distances without signal deterioration. 

Digital 

Transmission — 

Advantages
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• Data integrity. Due to usage of digital repeaters or signal regenerators for longer distance 

transmission of digital data, the effects of noise and other transmission impairments can 

be minimized to a large extent. It is relatively simpler to store digital signals. Moreover, 

the transmission data rate can be made adaptable to interface with different type of 

equipments.

• Data security. Various encryption techniques can be easily applied to digitized analog data 

and digital data in digital transmission.

• Ease of evaluation and measurement. The received digital pulses are evaluated during a 

pre-defi ned precise sample interval, and a decision is made whether the received digital 

pulse is above or below a specifi ed threshold level. 

• More suitable for processing. Digital transmission is more convenient for processing, 

regeneration, and amplifi cation of digital signals. The digital signal processing includes 

fi ltering, equalizing, phase-shifting, and storing of digital data. There are techniques 

( source coding) for removing redundancy from a digital transmission, so as to minimize 

the amount of information that has to be transmitted. Also, there are techniques ( channel 

coding) for adding controlled redundancy to a digital transmission, such that errors that 

occur during transmission may be corrected at the receiver. 

• Improved performance. Digital signals can be easily measured and evaluated. It enables 

to compare the error performance in terms of bit-error rate (BER) of one digital system to 

another. Moreover, transmission errors can be accurately detected and corrected.

• Advancement of digital technology. The advent of VLSI, microcontroller, digital signal 

processing, and embedded systems technology has paved way for miniaturization of 

electronic devices, besides considerable reduction in power consumption, weight, and 

cost.

• Utilization of available capacity. Using optical fi bers and satellite transmissions, very high 

bandwidth is available which can be optimally utilized with effi cient digital multiplexing 

techniques.

•  Transmission of digitally encoded analog signals requires signifi cantly more bandwidth 

than that required for transmission of the original analog signal. 

•  Digital transmission requires precise time synchronization between the clocks used in 

transmitters and receivers, thereby a signifi cant part of their resources are required to be 

allocated. 

• There is need of additional hardware for encoding for converting analog signals to digital 

pulses prior to digital transmission, as well as additional decoding circuitry at the receiver 

to convert back to the original analog signals. 

•  There is another aspect—the quality of service can degrade all of a sudden from very 

good to very poor when the signal-to-noise ratio drops below a specifi ed threshold level in 

digital transmission.

•  Digital transmission systems are incompatible with existing analog transmission facilities.

A PRIMER
It is required to use complicated signal-processing techniques to implement various functional 

needs of digital communication link effi ciently. Some of these functions include source-

coding and channel-coding techniques, sophisticated timing and fast acquisition operations for 

synchronizing, and for the effi cient and reliable transmission of data over the communication 
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channel. Passband modulation techniques are required to be used for the transmission of 

digitized speech and data over a wireless channel. This necessitates the use of synchronization 

for the locally generated carrier frequency, carrier phase, and symbol timing at the receiver. 

Figure 1B shows the block diagram of a typical digital communication link.

Figure 1B Block Diagram of a Typical Digital Communica  on Link

∑ The analog signal input is fi rst sampled and quantized to convert an analog signal into 

equivalent digitized analog signal. 

∑ In order to remove redundant information, the digitized analog signal is source encoded 

without compromising the ability of the receiver to provide a high-quality reproduction of 

the original signal. 

∑ The  channel encoder introduces controlled redundancy bits into the analog-encoded signal 

to provide protection against channel noise. 

∑ A wireless channel produces errors in the form of data bursts, mainly due to deep signal 

fades. 

∑ To mitigate this particular channel impairment, an  interleaver is used for the purpose of 

pseudo-randomizing the order of the binary symbols in the channel-encoded signal in a 

deterministic manner. 

∑ The function of a packetizer is to convert the encoded and interleaved sequence of digitized 

analog data into successive packets. Each packet occupies a signifi cant part of a basic data 
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frame. Each frame also includes synchronization bits in order to synchronize the timing 

operations in the receiver with the corresponding ones in the transmitter. Knowing the 

estimate of the channel impulse response, channel equalization at the receiving end of the 

digital communication link is made possible. 

∑ The packetized speech data is then modulated onto a sinusoidal carrier for transmission 

over the wireless channel.

∑ The receiver side consists of a cascade of several functional blocks in order to reverse the 

corresponding operations performed by the transmitter and the wireless channel. 

∑ The digital demodulator converts the modulated received RF signal into its baseband form 

without any loss of information. 

∑ The baseband processor operates on the resulting complex baseband signal to estimate the 

unknown channel impulse response, and channel equalization. 

∑ The resulting output is then deinterleaved, channel decoded, source decoded, and low-

pass fi ltered for fi nal delivery of an estimate of the original analog signal to the receiver 

output.

With digital transmission systems, a wireline medium such as a pair of wires, coaxial cable, 

or an optical fi ber cable is required since the pulses can propagate down the physical medium. 

Digital pulses cannot be propagated through a wireless medium such as free space or the earth’s 

atmosphere.

In this chapter…

∑ We begin with a description of the sampling process based on the sampling theorem which 

determines that the sampling rate must be large enough to allow the analog signal to be 

reconstructed from the samples with adequate accuracy.

∑ Then, we discuss the process of obtaining digital representation of analog signal through the 

process of sampling, quantization, and binary encoding, leading to Pulse Code Modulation 

(PCM).

∑ The discussion is carried forward to evolve variants of PCM such as Differential PCM 

(DPCM) and Adaptive DPCM (ADPCM).

∑ For effi cient digital pulse modulation techniques, we employ Delta Modulation (DM), and 

Adaptive Delta Modulation (ADM).

1.1 PRACTICAL ASPECTS OF SAMPLING

As stated earlier, the fi rst step in the evolution from analog to digital transmission is the conversion 

of analog information to digital representation. In order to achieve this, an analog signal is 

sampled at discrete times. This means that an analog signal is converted into a corresponding 

sequence of pulses that are usually spaced uniformly in time.

The process of sampling an analog signal is the fundamental to digital signal processing and 

digital communication. Clearly, the essence of the sampling process lies in the fact that we 

choose the sampling rate properly, so that the sequence of samples uniquely defi nes the original 

analog signal. Sampling is usually described in the time domain.

IMPORTANT!

LO 1.1 >

LO 1.2 >

LO 1.3 >

LO 1.4 >

LO 1.1

Why Sampling?

IMPORTANT!
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1.1.1 Sampling Theorem

The process of sampling is essentially based on the  sampling theorem which determines that 

the sampling rate must be large enough to allow the analog signal to be reconstructed from the 

samples with adequate accuracy.1

The sampling theorem for a baseband signal (strictly bandlimited analog signal of fi nite energy) 

may be stated in two equivalent parts: 

∑  A baseband signal having no frequency components higher than fm Hz may be completely 

recovered from a knowledge of its samples taken at the rate of at least 2 fm samples per 

second, that is, the sampling frequency fs ≥ 2 fm. 

∑ A baseband signal having no frequency components higher than fm Hz is completely 

described by its sample values taken at uniform intervals less than or equal to 1/(2fm) 

seconds apart, that is, the sampling interval Ts ≤ 1/(2fm) seconds.

The sampling theorem for bandpass analog signal may be stated as follows:

∑  An analog bandpass signal with highest frequency fh and specifi ed bandwidth B = fh – fl 

where fl is the lowest frequency, can be recovered from its samples through bandpass 

fi ltering by sampling it at fs ≥ 2(fh – fl), assuming fh to be an integral multiple of fs.

Important Definitions

For Baseband Signal
∑ The minimum sampling rate fs = 2 fm samples per second is called the  Nyquist rate.

∑ The maximum sampling interval Ts = 1/(2fm) seconds is called the  sampling time, or 

 Nyquist interval.

For Bandpass Signal
∑ The minimum sampling rate of (2B) samples per second, for an analog signal bandwidth of 

B Hz, is called the Nyquist rate. 

∑ The reciprocal of Nyquist rate, 1/(2B), is called the Nyquist interval, that is, Ts = 1/(2B).

Dear student...  For proof of the Sampling Theorem, visit student’s resources available at 
h  p://www.mhhe.com/singal/dc1

The Nyquist sampling theorem is also called uniform sampling theorem because the samples 

are taken at uniform intervals. Note that the sampling theorem requires the following: 

∑  The sampling rate be fast enough so that at least two samples are taken during the time 

period corresponding to the highest frequency spectral component present in the analog 

signal. 

∑ Then these samples uniquely determine the analog signal, and the analog signal may be 

reconstructed from these samples with no distortion. 

1 The Sampling Theorem is the fundamental principle of digital communications. It provides the basis for 

transmitting analog information signal by use of digital transmission techniques. The analog information signal 

such as speech or video signals is sampled with a pre-determined train of narrow rectangular pulses in such a 

way so as to closely approximate the instantaneous sampling process. In the sampling process, a continuous-time 

varying analog signal is converted into a discrete-time signal by measuring the signal amplitude level at periodic 

instants of time.

Sampling 
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The Nyquist sampling theorem establishes the minimum sampling rate (fs) that must be used to 

transmit analog signal in a given digital communication system. As per Nyquist criterion, the 

minimum sampling rate must be equal to twice the highest frequency present in the input analog 

signal in order to ensure reliable reconstruction of the information signal at the receiver. 

Thus, Nyquist criterion is just a theoretically suffi cient condition which may allow an analog 

signal to be reconstructed completely from a set of uniformly spaced discrete-time samples.

There is an interesting result which follows from the Sampling Theorem. It establishes a basic 

relationship in digital communications, which states that theoretically a maximum of 2B 

independent pieces of information (samples) per second can be transmitted, error-free, over 

a noiseless channel of B Hz bandwidth (specifi ed earlier as Shannon capacity for noise-free 

channel).

Let us now apply the Sampling Theorem to analog signals represented by mathematical 

expressions. This is illustrated with the help of the following examples.

Nyquist RateSOLVED EXAMPLE 1.1.1

Using the Nyquist Sampling theorem for a baseband signal, determine the Nyquist rate for an 

analog signal represented by s(t) = 10 sin [2p (4 × 103)t].

Solu  on As per the Nyquist sampling theorem for a baseband signal, the Nyquist rate is given 

as fs = 2fm samples per second.

For the given analog signal, s(t) = 10 sin [2p (4 × 103)t]; we deduce that fm = 4 kHz.

Hence, Nyquist rate fs = 2 × 4 kHz = 8 kHz Ans.

Nyquist Rate and Nyquist IntervalSOLVED EXAMPLE 1.1.2

Using the Nyquist sampling theorem for a baseband signal, determine allowable sampling 

rate and Nyquist interval for an analog signal represented by s(t) = 5 cos (100 p t) + 10 cos 

(2000p t).

Solu  on The given analog signal s(t) = 5 cos (100 p t) + 10 cos (2000p t) is a composite signal 

which contains two frequency components that can be deduced as below:

 2p f1t =100 p t  fi f1 = 50 Hz

 2p f2t =2000 p t  fi f2 = 1000 Hz

Thus, highest frequency component present in the signal, fm = 1000 Hz

Allowable sampling rate is the minimum Nyquist rate. 

As per the Nyquist sampling theorem for a baseband signal, the minimum Nyquist rate is given 

as fs = 2fm samples per second.

Therefore,  fs = 2 × 1000 Hz = 2000 Hz, or 2 kHz Ans.

We know that the Nyquist interval Ts is related with the Nyquist rate as Ts = 1/fs.

Hence, Nyquist interval Ts = 1/2000 = 0.5 ms Ans.

Recommended Sampling FrequencySOLVED EXAMPLE 1.1.3

Consider a composite analog signal represented by 

 s(t) = 3 cos (50 p t) + 10 sin (300 p t) – cos (100 p t)

Determine

 (a) the highest frequency component present in the given analog signal

IMPORTANT!

ATTENTION

What next
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 (b) Nyquist rate

 (c) recommended sampling frequency.

Solu  on The given analog signal s(t) = 3 cos (50 p t) + 10 sin (300 p t) – cos (100 p t) contains 

three frequency components as calculated below:

 2p f1t = 50 p t fi f1 = 25 Hz

 2p f2t = 300 p t fi f2 = 150 Hz

 2p f3t = 100 p t fi f3 = 50 Hz

(a) It is seen that the highest frequency component present in the given analog signal,

fm = 150 Hz Ans.

(b) Nyquist rate, fs = 2fm = 2 × 150 Hz = 300 Hz Ans.

(c) Recommended sampling frequency, fs ≥ 2fm; fi fs ≥ 300 Hz Ans.

Nyquist RateSOLVED EXAMPLE 1.1.4

Determine the Nyquist rate and Nyquist interval for the analog signal represented by

1
( ) cos(4000 ) cos(1000 ).

2
s t t tp p

p
=

 

Solu  on Using the trigonometric identity 2 cos A cos B = cos(A + B) + cos(A – B) for the 

given analog signal 
1

( ) cos(4000 ) cos(1000 ),
2

s t t tp p
p

=  we get

 s(t) = [ ]1
cos(4000 1000 ) cos(4000 1000 )

4
t t t tp p p p

p
+ + -

fi s(t) = [ ]1
cos(5000 ) cos(3000 )

4
t tp p

p
+

It contains two frequency components which can be calculated as

 2p f1t = 5000 p t; fi f1 = 2500 Hz

 2p f2t = 3000 p t; fi f2 = 1500 Hz

Therefore, the highest frequency component present in the signal, fm = 2500 Hz 

Nyquist rate, fs = 2fm = 2 × 2500 Hz = 5000 Hz Ans.

Nyquist interval, 
1 1

s 0.2 ms
5000 Hz

s
s

T
f

= = =  Ans.

Sampling for Baseband and Bandpass SignalsSOLVED EXAMPLE 1.1.5

Consider an analog composite signal described by the mathematical expression as s(t) = 5 cos 

(6000 p t) + 5 cos (8000 p t) + 10 cos (10000 p t). Find minimum value of the sampling rate 

considering the sampling theorem for (a) low-pass signals; and (b) band-pass signals.

Solu  on 

 s(t) = 5 cos (6000 p t) + 5 cos (8000 p t) + 10 cos (10000 p t) (Given)

or, s(t) = 5 cos (2p × 3000 t) + 5 cos (2p × 4000 p t) + 10 cos (2p × 5000 p t)

Thus, the input analog signal has three frequency components,

 fm1 = 3000 Hz, fm2 = 4000 Hz, and fm3 = 5000 Hz

(a) The minimum value of the sampling frequency considering the sampling theorem for low-

pass signals is twice the maximum frequency component present in the input signal, that is,
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fs = 2 fm3 = 2 × 5000 Hz = 10000 Hz Ans.

(b) The minimum value of the sampling frequency considering the sampling theorem for 

band-pass signals is twice the difference between maximum and minimum frequency 

components present in the input signal, that is, 

 fs = 2 (fm3 – fm1) = 2 × (5000 – 3000) Hz = 4000 Hz Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

 Ex 1.1.6  Calculate the maximum value of the Nyquist interval required to sample an 

analog signal, s(t) = cos (500 p t) + 0.5 sin (1000 p t).

 Ex 1.1.7  The analog signal s(t) = 10 cos (20 p t) cos (200 p t) is sampled at the rate of 250 

samples per seconds. Determine the following:

  (a) The maximum frequency component present in the analog signal.

  (b) Nyquist rate.

For an analog signal s(t) whose highest frequency spectral component is fh, the sampling 

frequency fs must be no less than fs = 2 fh only if the lowest frequency spectral component of 

s(t) is fl = 0. In the more general case, where fl π 0, it may be that the sampling frequency need 

be no longer than fs = 2 (fh – fl).

1.1.2 Methods of Sampling

As discussed in the preceding section, sampling is required to faithfully represent an analog 

signal by its discrete samples in the time domain. For practical needs, these samples are of fi nite 

width in the form of pulses.

There are three distinct methods of sampling:

∑ Ideal Sampling—An impulse at each instant of sampling. It is also known as impulse 

sampling.

∑ Natural Sampling—A pulse of short width with varying amplitude at each instant of 

sampling.

∑ Flat-top Sampling—A pulse of short width with fi xed amplitude at each instant of 

sampling.

In ideal sampling, an arbitrary analog signal is sampled by a train of impulses at uniform intervals, 

Ts. An impulse (having virtually no pulse width) is generated at each instant of sampling. Figure 

1.1.1 shows the waveform for ideal sampling. 

Figure 1.1.1 Ideal Sampling

ATTENTION

Recall

Three Methods

 Ideal Sampling
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Natural sampling refers to sampled signals when tops of the sampled pulses retain their natural 

shape during the sample interval. In natural sampling, an arbitrary analog signal is sampled by 

a train of pulses having fi nite short pulse width occurring at uniform intervals. The amplitude of 

each rectangular pulse follows the value of the analog information signal for the duration of the 

pulse. Figure 1.1.2 shows the waveform for natural sampling. 

Figure 1.1.2 Natural Sampling

The original analog signal can be recovered at the receiver by passing the sampled signal through 

an ideal low-pass fi lter without any distortion provided its bandwidth satisfi es the condition fm 

< B < (fs – fm).

It is quite evident that there are certain disadvantages of natural sampling. It is diffi cult for 

an analog-to-digital converter to convert the natural sample to a digital code. In fact, the output 

of analog-to-digital converter would continuously try to follow the changes in amplitude levels 

and may never stabilize on any code.

Flat-top sampling refers to sampled signals when the tops of the sampled pulses remain 

constant during the sample interval. In fl at-top sampling, an arbitrary analog signal is sampled 

by a train of pulses having fi nite short pulse width occurring at uniform intervals. A fl at-

topped pulse has a constant amplitude established by the sample value of the signal at some 

point within the pulse interval. We have arbitrarily sampled the signal at the beginning of the 

pulse, retaining the amplitude of each rectangular pulse at the value of the analog signal, as 

shown in Figure 1.1.3. 

Figure 1.1.3 Flat-top Sampling

Natural  Sampling

Flat-top 

Sampling
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Flat-top sampling has the merit that it simplifi es the design of the electronic circuitry used 

to perform the sampling operation. A  sample-and-hold circuit is used to keep the amplitude 

constant during each pulse in fl at-top sampling process.

In fl at-top sampled signals, the high-frequency contents of the analog signal are lost which 

results into distortion known as the  aperture effect, or  aperture distortion. It is due to the 

presence of fi nite pulse width at the instant of sampling in pulse-amplitude modulated signal. In 

fact, the sampling process in fl at-top sampling introduces aperture error because amplitudes of 

analog signal changes during the sample pulse width.

In fl at-top sampling, the analog signal cannot be recovered exactly by simply passing the 

samples through an ideal low-pass fi lter. It can be easily seen that the use of fl at-top samples 

results into amplitude distortion. In addition, there is a delay by Tb/2, where Tb is the width of 

the pulse, which results into lengthening of the samples during transmission. At the receiver, 

amplitude distortion as well as delay causes errors in decoded signal. However, the distortion 

may not be large.

In ideal, natural, or fl at-top sampling, the sampling rate must be at least twice the highest 

frequency contained in the analog signal, according to the Nyquist criterion specifi ed in the 

sampling theorem. In natural or fl at-top sampling, the resulting distortion may be corrected by 

including an equalizer in cascade with the output low-pass fi lter.

1.1.3 Significance of Sampling Rate

The sampling rate must be fast enough so that at least two samples are taken during the period 

corresponding to the highest frequency spectral component present in the analog information 

signal. The minimum sampling rate is known as  Nyquist rate.

Now, let us discuss practical diffi culties in reliable reconstruction of the sampled analog 

signal in the process of sampling. 

∑ If the sampling rate is larger than 2fm then there is a gap between the highest frequency fm 

of the spectrum of the baseband signal and the lower limit (fs – fm) of the spectrum of the 

sampled signal, where fs is the sampling frequency (i.e., Nyquist rate).

∑ This range from fm to (fs – fm) is called a  guard band and is always required in practice, 

since a low-pass fi lter with infi nitely sharp cutoff frequency is, of course, not realizable.

An increase in the sampling rate above the Nyquist sampling rate increases the width of the 

guard band, thereby simplifying the design of reconstruction fi lter. Of course, this would also 

mean that higher bandwidth is required to transmit the sampled signal. 

When sampling is used for transmitting voice signals on telephone lines, the voice signal is 

limited to fm = 3.4 kHz, while sampling frequency fs is selected at 8 kHz (instead of 2 × 3.4 kHz 

= 6.8 kHz). The guard band is then 8 kHz – 6.8 kHz = 1.2 kHz.

An interesting special case is the sampling of a sinusoidal signal having the frequency fm. 

Here, all the signal power is concentrated precisely at the cut-off frequency of the low-pass 

reconstruction fi lter. So, it is recommended to use fs> 2fm rather than fs = 2 fm so as to avoid the 

situation when all successive samples will be zero if an initial sample is taken at the moment the 

sinusoid passes through zero.

What happens if sampling rate is less than that of the Nyquist rate? When the sampling rate is 

reduced (sampling at too low a rate called undersampling), such that fs < 2 fm, spectral components 

Aperture Effect

IMPORTANT!

Application

Recall

IMPORTANT!

ExampleExample

ATTENTION

 Aliasing
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of adjacent samples will overlap and some information will be lost. This phenomenon is called 

aliasing.

Aliasing can be defi ned as the distortion in the sampled analog signal due to the presence of 

high-frequency components in the spectrum of the original analog signal. It is also known as 

 aliasing distortion, or  foldover distortion.

Figure 1.1.4 An Illustra  on of Aliasing

Note that an arbitrary rectangular waveform has been shown here for simplicity. If fs = 2 fm, the 

resultant sampled signal is just on the edge of aliasing. In order to separate the signals suffi ciently 

apart, the sampling frequency fs should be greater than 2 fm, as stated by the sampling theorem. 

If aliasing does take place, the interfering frequency component, called as  aliasing frequency, 

will be at a frequency

 fa = fs – fm

where fa is the frequency component of the aliasing distortion (Hz), fs is the minimum Nyquist 

sampling rate (Hz), fm is the maximum analog input (baseband) frequency (Hz).

It is quite clear that the use of a low-pass reconstruction fi lter, with its pass-band extending 

from –fs/2 to +fs /2, where fs is the sampled frequency, does not yield an undistorted version 

of the original analog information signal. It results into the portions of the frequency-shifted 

replicas folded over into the desired frequency spectrum. So we can say that the absolute 

error between the original analog signal and the signal reconstructed from the sequence obtained 

by sampling is termed as aliasing distortion or foldover distortion, or simply  aliasing error. In 

a nutshell, if fs < 2 fm, aliasing will occur.

Due to aliasing problem, not only we lose all the components of frequencies above the folding 

frequency, fa/2, but aliased frequency components reappear as lower frequency components. 

Such aliasing destroys the integrity of the frequency components below the folding frequency.

1.1.4 Anti-aliasing Filter

An  anti-aliasing fi lter is a low-pass fi lter of suffi cient higher order which is recommended to 

be used prior to sampling. This will attenuate those high-frequency spectral components of 

the analog signal that do not contribute signifi cantly to the information content of the analog 

signal.

Define

Aliasing 

Frequency

Aliasing Distortion

Application

What is anti-

aliasing Filter?
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There are certain corrective measures for sampling of an analog signal in order to overcome the 

practical diffi culties encountered in sampling and recovery process. A practical procedure for 

the sampling of an analog signal whose frequency spectrum is not strictly band-limited involves 

the use of the anti-aliasing fi lter, also known as  pre-alias fi lter.

∑ The fi ltered analog information signal (by pre-alias fi lter) is recommended to be sampled 

at a rate slightly higher than that determined by the Nyquist rate, that is, greater than 2 fm 

Hz where fm Hz is the 3 dB high cut-off frequency of the pre-alias fi lter.

∑ With such a sampling rate, there are frequency gaps each of width (fs – 2fm) Hz between the 

frequency-shifted replicas of the analog signal. As mentioned earlier, these frequency gaps 

are generally referred as  guard bands.

In practice, anti-aliasing fi lter is used at the front end of the  impulse modulator (used 

for sampling). This enables to exclude the frequency components greater than the required 

maximum frequency component of the information signal. Thus, the application of sampling 

process allows the reduction of continuously varying information waveform to a fi nite limited 

number of discrete levels in a unit time interval. Figure 1.1.5 shows the use of an anti-aliasing 

fi lter to minimize aliasing distortion.

Figure 1.1.5 Minimizing Aliasing Distor  on by using a Pre-alias Filter

It is emphasized that the anti-aliasing operation must be performed before the analog signal is 

sampled. Accordingly, the reconstruction fi lter (low-pass fi lter) at the receiver end is designed 

to satisfy the following characteristics:

∑ The passband of the reconstruction fi lter should extend from zero to fm Hz.

∑ The amplitude response of the reconstruction fi lter rolls off gradually from W Hz to

 (fs – 2 fm) Hz.

∑ The guard band has a width equal to (fs – 2 fm) Hz which is non-zero for (fs > 2 fm) Hz.

An anti-aliasing fi lter also helps reduce noise. Generally, noise has a wideband spectrum. 

Without anti-aliasing, the aliasing phenomenon itself will cause the noise components outside 

the signal spectrum to appear within the signal spectrum. Anti-aliasing suppresses the entire 

noise spectrum beyond fs/2.

Aliasing FrequencySOLVED EXAMPLE 1.1.8

A baseband signal having maximum frequency of 30 kHz is required to be transmitted using a 

digital audio system with a sampling frequency of 44.1 kHz. Estimate the aliasing frequency 

component available at the output.

Importance of 

anti-aliasing fi lter

IMPORTANT!

Application
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Solu  on For given value of fs = 44.1 kHz, and fm= 30 kHz, we observe that fs < 2 fm.

This would result into aliasing frequency which is given as

 fa = fs – fm = 44.1 kHz – 30 kHz = 14.1 kHz

Thus, the output would have the original baseband frequency of 30 kHz as well as aliasing 

frequency of 14.1 kHz.

Aliasing FrequencySOLVED EXAMPLE 1.1.9

For a maximum audio input frequency of 4 kHz, determine the minimum sampling rate and the 

aliasing frequency produced if a 5 kHz input signal were allowed to enter the sampler circuit.

Solu  on For given maximum audio input analog frequency of fm = 4 kHz, the recommended 

sampling rate is given by Nyquist’s sampling theorem as fs ≥ 2 fm.

Therefore, fs ≥ 8 kHz Ans.

If a 5 kHz audio signal enters the sampler circuit, an aliasing frequency fa of 3 kHz (8 kHz – 5 kHz)

is produced. Hence, fa = 3 kHz Ans.

Prac  cal Sampling RateSOLVED EXAMPLE 1.1.10

Realizable fi lters require a nonzero bandwidth for the transition between the passband and the 

required out-of-band attenuation, called the transition bandwidth. Consider 20% transition 

bandwidth of the anti-aliasing fi lter used in a system for producing a high-quality digitization of 

a 20-kHz bandwidth music source. Determine the reasonable sampling rate.

Solu  on For given fm = 20 kHz, and 20% transition bandwidth of the anti-aliasing fi lter, 

Transition bandwidth = 20 kHz × 0.2 = 4 kHz

Therefore, the practical Nyquist sampling rate, fs ≥ 2.2 fm

The practical Nyquist sampling rate fs ≥ 44.0 ksamples/second

The reasonable sampling rate for the digital CD audio player = 44.1 ksamples/second

Standard sampling rate for studio-quality audio = 48 ksamples/second Ans.

Spectrum of Sampled SignalSOLVED EXAMPLE 1.1.11

Consider an analog signal given by s(t) = 2 cos (2p 100t) cos (2p 10t) is sampled at the rate of 

250 samples per seconds. Determine the maximum frequency component present in the signal, 

Nyquist rate, and cut-off frequency of the ideal reconstruction fi lter so as to recover the signal 

from its sampled version. Draw the spectrum of the resultant sampled signal also.

Solu  on The analog signal, s(t) = 2 cos (2p 100t) cos (2p 10t)  (Given)

Using the trigonometric identity 2 cos A cos B = cos (A + B) + cos (A – B), we have

 s(t) = cos (2 p 110 t) + cos (2 p 90 t)

fi f1 = 110 Hz; f2 = 90 Hz

\ the maximum frequency present in analog signal, fm = 110 Hz Ans.

The sampling frequency, or Nyquist rate, fs ≥ 2 fm

fi fs ≥ 220 Hz Ans.

The cut-off frequency of the ideal reconstruction fi lter should be more than the Nyquist rate. 

Therefore, fs > 220 Hz  Ans.
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Figure 1.1.6 shows the spectrum of the resultant sampled band-pass signal.

Figure 1.1.6 Spectrum of Sampled Band-pass Signal

It may be noted here that an arbitrary waveform has been chosen for simplicity purpose only. 

Sampling Rate versus Nyquist RateSOLVED EXAMPLE 1.1.12

Let the maximum frequency component (fm) in an analog signal be 3.3 kHz. Illustrate the 

frequency spectra of sampled signals under the following relationships between the sample 

frequency, fs and the maximum analog signal frequency, fm.

 (a) fs = 2 fm

 (b) fs > 2 fm

 (c) fs < 2 fm

Solu  on

(a) For a given value of fm = 3.3 kHz, 

 Given, fs = 2 fm; fi fs = 2 × 3.3 kHz = 6.6 kHz

 Figure 1.1.7 illustrates the frequency spectra of sampled signals for fs = 2 fm. (In ideal 

sampling, spectrum will repeat for every fs Hz, as shown).

Figure 1.1.7 Frequency Spectra of Sampled Signals for fs = 2 fm
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 It may be noted here that any arbitrary waveform can be drawn with equal spacing between 

their centers.

(b) For given value of fm= 3.3 kHz, fs is greater than 2 fm (i.e., 6.6 kHz).

 Let fs = 8 kHz, 

 Therefore, guard band = fs – 2 fm = (8 – 2 × 3.3) kHz = 1.4 kHz

 Figure 1.1.8 illustrates the frequency spectra of sampled signals for fs > 2 fm

Figure 1.1.8 Frequency Spectra of Sampled Signals for fs > 2 fm

(c) For given value of fm= 3.3 kHz, fs is less than 2 fm (6.6 kHz).

 Let fs = 6 kHz, 

Therefore, overlap band = [fm – (fs – fm)] = [3.3 – (6 – 3.3)] kHz = 0.6 kHz

 Figure 1.1.9 illustrates the frequency spectra of sampled signals for fs < 2 fm

Figure 1.1.9 Frequency Spectra of Sampled Signals for fs < 2 fm

The extent of overlapping between adjacent waveforms is clearly seen.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 1.1.13  An analog signal having a single frequency as 4 kHz is sampled with a

7 kHz signal. Describe its frequency spectrum. What will be the output if the 

sampled signals are passed through a low-pass fi lter having cut-off frequency at

3.5 kHz?

Ex 1.1.14  The specifi ed voice spectrum is 300 Hz–3400 Hz. The sampling frequency used 

is 8 kHz. In practice, the frequency spectrum of human voice extends much 

beyond the highest frequency necessary for communication. Let the input analog 

information signal contain a 5 kHz frequency component also. What would 

happen at the output of the sampler? How can this problem be prevented?

Ex 1.1.15  An analog signal having a single frequency as 4 kHz is sampled with a 10 kHz 

signal. Describe its frequency spectrum. What will be the output if the sampled 

signals are passed through a low-pass fi lter having cut-off frequency at 5 kHz?
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1.1.5 Application of Sampling Theorem — PAM/TDM

The Sampling Theorem allows us to replace a continuous time signal (analog signal) by a 

discrete sequence of pulses in the time domain. This amounts to processing of a continuous 

time signal by discrete sequence of number of pulses—the aspect which is quite important in 

signal analysis and processing of analog signals using digital fi lters.

One of the most signifi cant application of the Sampling Theorem is in the fi eld of communication 

in which an analog signal is sampled by a train of pulses, and sample values are used to modify 

certain parameters of a periodic pulse train. This leads us to various analog pulse modulation 

techniques such as 

∑  Pulse Amplitude Modulation (PAM) by varying the amplitude of the pulses in proportion 

to the instantaneous value of the analog signal.

∑  Pulse Width Modulation (PWM) by varying the width of the pulses in proportion to the 

instantaneous value of the analog signal.

∑  Pulse Position Modulation (PPM) by varying the position (starting point on time scale) of 

the pulses in proportion to the instantaneous value of the analog signal.

In all these cases, we detect the information of the pulse-modulated signal and reconstruct 

the original analog signal.

One signifi cant advantage of using the PAM technique is that it permits the simultaneous 

transmission of several baseband signals on a time-sharing basis, known as PAM—time division 

multiplexing (PAM-TDM). In fact, PAM is suitable for both TDM and digital representation of 

analog signals. Multiplexing of several PAM signals is possible because various signals are kept 

distinct and are separately recoverable because they are sampled at different times. For example, 

Time-Division Multiplexing (TDM) systems use PAM for multiplexing many baseband analog 

signals.

Dear student... You can read more about other forms of TDM techniques in Unit 2.

Let us now try to understand the concept and design of PAM/TDM systems with the help of 

following examples.

Design of PAM/TDMSOLVED EXAMPLE 1.1.16

Four analog information signals are required to be transmitted by a PAM/TDM system. One out 

of four signals is band-limited to 3 kHz, whereas the remaining three signals are band-limited 

to 1 kHz each. Design a TDM scheme where each information signal is sampled at its Nyquist 

rate.

Solu  on The PAM/TDM system can be used to multiplex analog signals. The analog signals 

are sampled using pulse amplitude modulation (PAM), prior to time-division multiplexing. For 

the given data, Figure 1.1.10 shows the design of the PAM/TDM system.

The multiplexer (MUX) is a single-pole rotating mechanical or electronic switch or 

commutator, rotating at fs (sampling frequency) rotations per second, such that fs ≥ 2 fm where 

fm is the highest signal frequency present in all the channels. 

We know that Nyquist rate, fs = 2 fm, where fm is the highest frequency present in the analog 

information signal after band-limiting. Therefore,

∑ For the fi rst band-limited signal, s1(t) of given fm1 = 3 kHz; fs1 = 6 kHz

∑ For the second band-limited signal, s2(t) of given fm2 = 1 kHz; fs2 = 2 kHz

 Recall

 Pulse Modulation

  PAM/TDM

What next
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∑ For the third band-limited signal, s3(t) of given fm3 = 1 kHz; fs3 = 2 kHz

∑ For the fourth band-limited signal, s4(t) of given fm4 = 1 kHz; fs4 = 2 kHz

If the sampling commutator rotates at fs= 2000 rotations per second then the information signals 

s2(t), s3(t), and s4(t) will be sampled at their Nyquist rate, and the signal s1(t) has to be sampled 

at its fs1 which is three times higher than that of the other three signals. In order to achieve this, 

s1(t) should be sampled three times in one rotation of the commutator.

Figure 1.1.10 Design of PAM/TDM System for Example 1.1.16

So number of poles of commutator switch connected to s1(t) = 3 

Thus, total number of poles of commutator switch connected to all signals = 6

Recommended speed of the commutator = 2000 rotations per second

Number of samples per second for signal s1(t) = 3 × 2000 = 6000 samples/second

Number of samples per second for signal s2(t) = 1 × 2000 = 2000 samples/second

Number of samples per second for signal s3(t) = 1 × 2000 = 2000 samples/second

Number of samples per second for signal s4(t) = 1 × 2000 = 2000 samples/second

Hence, signaling rate = 6000 + 2000 + 2000 + 2000 = 12000 samples/seccond Ans.

We know that minimum transmission bandwidth, BTDM = (1/2) × signaling rate

Hence, minimum transmission bandwidth, BTDM = (1/2) × 12000 = 6000 Hz

Alternatively, minimum transmission bandwidth, BTDM = fm1 + fm2 + fm3 + fm4

Hence, minimum transmission bandwidth, BTDM = 6 kHz Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 1.1.17  Six analog information signals, each band-limited to 4 kHz, are required to be 

transmitted using PAM/TDM system. Determine the Nyquist rate, signaling 

rate, and minimum transmission bandwidth of the PAM/TDM channel.

Ex 1.1.18  Four independent band-limited analog information signals have bandwidths of 

300 Hz, 600 Hz, 800 Hz, and 800 Hz, respectively. Each signal is sampled at 

Nyquist rate, and the samples are time-division multiplexed and transmitted. 

Determine the transmitted sample rate in Hz.
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MATLAB simula  on exercises on genera  on of sampled signal for analog signals using the 

sampling theorem,

Scan the QR code given here OR visit: h  p://qrcode.fl ipick.com/index.php/143

Self-Assessment Exercise linked to LO 1.1

Q1.1.1 A video signal has a bandwidth of 4.5 MHz. Determine the sampling rate 

and sampling intervals for

  (a) minimum sampling

  (b) 10% undersampling

  (c) 20% oversampling

Q1.1.2 An analog signal having single frequency as 3 kHz is sampled with

5 kHz signal. Describe its frequency spectrum. What will be the output 

if the sampled signals are passed through a low-pass fi lter having cutoff 

frequency at 2.5 kHz?

Q1.1.3 What are the pros and cons of exceeding the sampling rate beyond the 

required Nyquist rate?

Q1.1.4 There are number of benefi ts of digital representation of analog signals such 

as voice, image, and video. Highlight them. Are there any drawbacks too?

Q1.1.5 Distinguish between natural and fl at-top sampling.

Q1.1.6 Why is there always a defi ned upper limit to the analog information signal 

frequency that can be transmitted in a digital communication system? What 

is the signifi cance of the Nyquist sampling rate?

Note  Level 1 and Level 2 Category

 Level 3 and Level 4 Category

 Level 5 and Level 6 Category

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 1.1: Understand various prac  cal aspects of sampling such as methods of sampling, 

Nyquist sampling theorems, aliasing, PAM/TDM applica  on.

1.2 PULSE CODE MODULATION (PCM) 

In the conventional sense, the complete process of PCM is not a modulation technique in 

which the term modulation usually refers to the alteration of some characteristics (amplitude, 

frequency, or phase) of a high-frequency carrier signal (sinusoidal or pulse train) in accordance 

with instantaneous value of an information-bearing analog signal. However, the only part of PCM 

that confi rms to this basic defi nition of modulation is the process of sampling in which the analog 

information signal is sampled (modulated) with a continuous train of narrow rectangular pulses, 

known as  impulse modulation.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/144

LO 1.2

Just a Minute...
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An analog signal is usually sampled to get a discrete-time signal and then quantized to get a 

discrete-level signal as well. Thus, the combined operation of sampling and quantizing generate 

a quantized pulse-amplitude modulation waveform, that is, a train of uniformly spaced narrow 

pulses whose amplitudes are restricted to a fi nite number of discrete levels. Then, we represent 

each quantized level by an equivalent decimal number (also called code number), which is 

further converted into its binary representation (a sequence of 1s and 0s)—the process known 

as encoding. In a nutshell, an analog signal is converted to a PCM signal through three essential 

processes—sampling, quantizing, and encoding. Various aspects of PCM process are illustrated 

here.

1.2.1 Block Diagram of PCM

Figure 1.2.1 shows a simplifi ed block diagram of a single-channel one-way PCM system.

Figure 1.2.1 Block Diagram of a PCM System

The band-pass fi lter (BPF), or low-pass fi lter, limits the frequency of the input analog signal to 

desired baseband signal frequency range. 

∑ The  sample-and-hold circuit periodically samples the analog input signal and converts 

these samples to a multi-level PAM signal. 

∑ The analog-to-digital (A/D) converter performs the function of the quantizer and encoder. 

Its output is a sequence of binary symbols (also known as code words) for each sample. 

Each symbol consists of a train of pulses in which each pulse may represent a binary 

digit. 

What We Discuss 

Here …..

Functional 

Description
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∑ PCM codes are then converted to serial binary data in the parallel-to-serial converter 

and then presented to the transmission medium as serial digital pulses. Thus, the signal 

transmitted over the communication channel in a PCM system is referred to as a digitally 

encoded signal. 

∑ When the digitally encoded signal is transmitted, noise is added during the transmission 

along the channel. 

∑ The transmission channel regenerative repeaters are placed at prescribed distances to 

regenerate the digital pulses and enable to remove interference, if any, due to channel 

noise. 

∑ In the PCM receiver, the serial-to-parallel converter converts serial pulses received from 

the transmission line to parallel PCM codes. 

∑ The digital-to-analog (D/A) converter generates sequence of quantized multi-level 

sampled pulses, resulting in reconstituted PAM signal. 

∑ The hold circuit is basically a low-pass fi lter (LPF) to reject any frequency component 

lying outside its baseband. It converts the recovered PAM signal back to its original analog 

form.

PCM belongs to a class of signal coders in which an analog signal is approximated by mimicking 

the amplitude-versus-time waveform; hence known as  waveform coders. In principle, waveform 

coders are designed to be signal-independent. PCM is used in digital telephone systems (trunk 

lines) and is also the standard form for digital audio in computers and various compact disc 

formats, digital videos, etc. PCM is the preferred method of communications within Integrated 

Services Digital Network (ISDN) because with PCM it is easy to combine digitized voice and 

digital data into a single, high-speed digital signal and transmit it over either coaxial or optical 

fi ber cables.

1.2.2 PCM Sampling

Let an arbitrary analog signal s(t) be applied to a pulse modulator circuit (may be a high-speed 

transistor switching circuit) controlled by a pulse signal c(t). The pulse signal consists of an 

infi nite succession of rectangular pulses of amplitude A, pulse width Tb, and occurring with time 

interval Ts. Figure 1.2.2 depicts a simplifi ed block diagram of pulse sampler.

Figure 1.2.2 A Simplifi ed Block Diagram of Pulse Sampler

The sampled signal x(t) consists of a sequence of positive and negative pulses of 

predetermined duration Tb, taken regularly at the rate 
1

s
s

f
T

= , as shown in Figure 1.2.3.

Assume that the analog signal s(t) does not contain any frequency component outside the 

frequency range from –fm to +fm, and that the sampling rate fs > 2 fm (Nyquist criterion) so that 

there is no aliasing. The effect of using ordinary pulses of fi nite duration on the spectrum of a 

sampled signal is illustrated in Figure 1.2.4.

Application
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Figure 1.2.3 The Process of Natural Sampling

S f f s t( ) =  { ( )}

sinc nf T( )s b

–3fs –2fs –fs –fm 0 fm fs 2fs 3fs

Figure 1.2.4 Spectrum of Sampled Signal using Natural Sampling

We have earlier discussed that when the sampling rate exceeds Nyquist rate, there is an 

increase in the width of the guard band between two adjacent samples. This makes the fi ltering 

operation easier. But it extends the minimum bandwidth required for transmitting the sampled 

signal.
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1.2.3  Quantization of Sampled Signal

In our discussion for conversion of an analog signal into its equivalent digitized form, we have 

covered an important step of sampling the analog signal along its time axis, i.e., discrete-time 

representation of analog signal.

Now we need to discretize the amplitude axis too. The simple reason for doing this is that an 

analog signal is characterized by an amplitude that can take on an infi nite number of values 

over a continuous range, whereas amplitude of a digital signal can take on only a fi nite number 

of values. The conversion of a analog signal into a discrete digital signal can be done by the 

process of sampling and quantizing.

Figure 1.2.5 Quan  za  on—Discrete Time & Discrete Amplitude Signal

The value of the sampled analog signal can be rounded off to one of the nearest permissible 

numbers, known as quantized levels. Thus, the process of converting an infi nite number of 

possible levels of a sampled analog signal into fi nite number of discrete approximate levels is 

called quantization. The operation of quantization is represented in Figure 1.2.6.

Figure 1.2.6 Opera  on of Quan  za  on

An analog signal s(t) has peak-to-peak amplitude excursion from VL (lowest amplitude level) to 

VH (highest amplitude level). 

∑ Let us divide this total range of amplitude values into L equal intervals, each interval 

having size D. Accordingly D, called the  step size, is given as L HV V

L

-
D = .
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∑ In this fi gure, L = 8, i.e., VL to L01 (marked as D0), L01 to L12 (marked as D1), …, L67 to VH 

(marked as D7), where L01, L12, …. L67 are termed transition levels. 

∑ In the middle of each of these eight steps (i.e., D0, D1, … D7,), we locate the quantization 

levels marked as s0, s1, …, s7. 

∑ Now we generate the quantized signal, sq(t) in such a way that whenever the amplitude of 

analog signal s(t) is in between the range of two adjacent quantization levels, the quantized 

signal sq(t) maintains the previously held constant level. 

 For example, 

 – Whenever the amplitude of s(t) lies in the range of D0, the quantized signal sq(t) 

maintains the constant level at s0; 

 – Whenever the amplitude of s(t) lies is in the range of D1, the quantized signal sq(t) 

maintains the constant level at s1; and so on. 

∑ Thus, the quantized signal sq(t) will at all times be found at one of the quantized levels 

s0, s1, …, s7. In other words, we can say that, at every instant of time, sq(t) either does not 

change at all with time or it changes by step size D only.

∑ Although the adjacent quantization levels are each separated by D, even the separation of 

the extremes VL and VH each from its nearest quantization level is only D/2. 

Therefore, we see that the quantized signal is an approximation to the original analog signal. 

At any instant of time, the difference in the values of analog signal s(t) and its quantized signal 

sq(t), i.e., s(t) – sq(t) has a magnitude which is equal to or less than D/2. This difference can be 

regarded as noise, known as  quantization noise or  quantization error. A quantizer is memoryless 

in the sense that the quantizer output is determined only by the value of a corresponding input 

sample only.

We know that the transmitted signal gets attenuated as well as corrupted by the additive noise 

during transmission through communication channel. As long as the channel noise has an 

instantaneous amplitude less than the quantization noise (D/2), the noise will not appear at the 

output of the  digital regenerator (a combination of a quantizer and an amplifi er, also known as 

repeater) installed between transmitter and distant receiver. However, the statistical nature of 

noise is such that even if the average noise magnitude is much less than D/2, there is always a 

fi nite probability of occurrence of error. Hence, the received signal is not an exact replica of the 

original signal due to errors caused by quantization noise and additive channel noise.

So far we have discussed uniform quantization in which the step size D was kept uniform. Thus, 

 uniform quantization is a process in which the quantization levels are uniformly spaced over the 

complete input amplitude range of the analog signal. That means the uniform quantizer has a 

linear characteristics. The largest possible quantization noise is one-half the difference between 

successive levels, i.e., ±D/2.

For transmission of digitized speech signals, the quantizer has to accommodate input signals 

with widely varying power levels. For example, the range of voltage amplitude levels covered 

by normal speech signals, from the peaks of loud speech levels to the lows of weak speech 

levels, is on the order of 104 : 1 (equivalent to power ratio of 40 dB). We can say that in practice, 

the  signal-to-quantization noise ratio, which is a measure of the quality of the received signal, 

does not remain same over the complete input range. This means that the signal-to-quantization 

noise ratio varies with the signal level and is higher for large signal levels. So it is highly 

desirable that signal-to-quantization noise ratio should remain essentially constant for a wide 

range of input signal levels. The amount of quantization noise can be decreased by increasing 

the number of levels, but it also increases the complexity at the receiver for decoding these 
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levels precisely. The only solution to have a constant signal-to-quantization noise ratio is to 

adjust the step-size in accordance with the input signal amplitude levels. This is known as  non-

uniform quantization.
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Figure 1.2.7 Uniform vs Non-uniform Quan  za  on

Thus, in non-uniform quantization, the spacing between the quantization levels is not uniform 

and step size varies in accordance with the relative amplitude level of the sampled value. This 

results into an advantage of having higher average signal to quantization noise power ratio 

value than that of possible in the uniform quantizer. Moreover, the RMS value of the quantizer 

noise power of a non-uniform quantizer is substantially proportional to the sampled value and 

hence the quantization noise is also reduced. Since the signal-to-quantization noise remains 

essentially constant for a wide range of input power levels, the non-uniform quantization is said 

to be robust. In other words,  robust quantization requires that the step-size must be small for 

low amplitude levels and large for high amplitude levels of analog signal. The provision for such 

robust performance necessitates the use of a non-uniform quantizer.

The non-uniform quantization technique employs an additional logarithmic amplifi er before 

processing the sampled speech signals by a uniform quantizer. The operation of a non-uniform 

quantizer is equivalent to passing the analog signal through a compressor and then applying 

the compressed signal to a uniform quantizer at transmitter end. At the receiver, a device with 

a characteristic complementary to the compressor, called expander, is used to restore the signal 

samples to their correct relative level. The combination of a compressor and an expander is 

called a compander. So,  companding is the process of compressing the signal at transmitter end 

and expanding it at the receiver end to achieve non-uniform quantization. An arrangement of 

companding or robust quantization is shown in Figure 1.2.8.
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Figure 1.2.8 Block Diagram of Companding

Figure 1.2.9 Characteris  cs of Compressor and Uniform Quan  zer

Figure 1.2.10 Characteris  cs of Non- Uniform Quan  zer

ITU-T has recommended the µ-law companding standard for use in North America and Japan. 

The compression parameters, µ determines the degree of compression. In the µ-law companding, 

the compressor characteristics are continuous, approximating a linear dependence for low input 

levels and a logarithmic one for high input levels. The compression characteristics for µ-law (for 

positive amplitudes) is given by

 Vout = 

in

max
max

ln 1

ln(1 )

V

V
V

m

m

Ê ˆ
+Á ˜Ë ¯

+

where Vout is the compressed output amplitude level in volts

 Vmax is the maximum uncompressed analog input amplitude level in volts

 µ is the parameter used to defi ne the amount of compression (unit less)

 Vin is the amplitude of input signal at a particular instant of time in volts

It is observed that the value µ = 0 corresponds to uniform quantization. For a relatively constant 

signal-to-quantization ratio and a 40 dB dynamic range, the value of µ ≥ 100 is required (suitable 

for 7-bit or 128-level PCM encoding). An optimum value of µ = 255 has been used for all North 

American 8-bit or 256-level digital terminals.

m-law 
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Figure 1.2.11 μ-law Characteris  cs

ITU-T has recommended the A-law companding standard for use in Europe and rest of the 

world except North America and Japan. The compression parameters, A determines the degree 

of compression. The compression characteristics for A-law is given as

in
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out max
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where Vout is the compressed output amplitude level in volts

 Vmax is the maximum uncompressed analog input amplitude level in volts

 A is the parameter used to defi ne the amount of compression (unit less)

 Vin is the amplitude of input signal at a particular instant of time in volts
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The value A = 1 corresponds to uniform quantization. A typical value of A = 87.6 gives 

comparable results and has been standardized by the ITU-T.

PAM signals are never used directly for transmission, as the receiver circuits will have to handle 

a large number of fi nite voltage levels, equal to the number of quantization levels. Instead, these 

quantization levels are binary encoded. This gives resultant signals only two voltage levels, 

irrespective of the number of quantization levels. This is the pulse code modulation system 

which can be handled by very simple circuits.

MATLAB simula  on exercises on companding,

Scan the QR code given here OR visit: h  p://qrcode.fl ipick.com/index.php/149

1.2.4 Encoding of a Quantized Sampled Signal

We have just discussed that PCM is a type of signal encoding technique in which the analog 

information signal is sampled (sampling) and the amplitude of each sample is approximated 

to the nearest one of a fi nite set of discrete levels (quantization), so that both amplitude and 

time are represented in discrete form. With PCM, the continuously varying analog signals are 

converted into pulses of fi xed amplitude and fi xed duration.

LPF

Analog
Input

Sampler Quantizer Encoder
Parallel to
Serial

Converter

PCM
Modulation
Signal

CLK

Figure 1.2.13 PCM—Func  onal Blocks

In fact, PCM is a binary system where a pulse or no pulse within a prescribed time slot represents 

either a logic 1 or logic 0 condition. For a binary PCM, we assign a distinct group of n binary 

digits (bits) to each of the L-quantization levels. As an instance, in a binary code, each code-

word consisting of n number of bits will represent total 2n distinct patterns. That is, for n = 4 

bits, there will be 16 distinct patterns, ranging from 0000 to 1111, each can represent a unique 

quantized sample. Thus, the number of quantized levels is related to the number of bits as 

 L = 2n
 or n = log2L

where L is the number of quantized levels, and n is the number of bits per sample. It shows that 

L must be chosen as power of 2.2

Let the peak-to-peak range of the analog signal is ±4V and the number of quantization levels is 

8. The magnitude of seven consecutive samples is found to be 1.3 V, 3.6 V, 2.3 V, 0.7 V, – 0.7 V, 

–2.4 V, and –3.4 V.

2 The magnitude levels of the sampled signal are quantized which are invariable an approximation of analog 

signal, followed by digital encoding. The process of sampling, quantization and encoding leads us to the most 

important form of digital modulation technique known as pulse code modulation (PCM).

IMPORTANT!
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Figure 1.2.14 An Illustra  on of Sampling, Quan  za  on and PCM Encoding

For given 8 quantization levels, the step size will be 8 V/8 = 1 V. That means the quantization 

levels will be –3.5 V, –2.5 V, –1.5 V, –0.5 V, +0.5 V, +1.5 V, +2.5 V, and +3.5 V. To represent 8 

distinct quantization levels, we require 3 bits. So, the corresponding code number and binary 

representation will be 0 (000), 1 (001), 2 (010), 3 (011), 4 (100), 5 (101), 6 (110), and 7 (111). 

Table 1.2.1 shows the determination of code number and binary code for the given quantized 

level of seven samples.

Table 1.2.1 Determina  on of Binary Code

Sample # Quantized Level Nearest Quantized Value Code Number Binary Code

1 1.3V +1.5V 5 101

2 3.6V +3.5V 7 111

3 2.3V +2.5V 6 110

4 0.7V +0.5V 4 100

5 –0.7V –0.5 V 3 011

6 –2.4V –2.5V 1 001

7 –3.4V –3.5V 0 000

1.2.5 PCM System using Codec

PCM is a digital  pulse modulation technique, also known as time-domain waveform coding 

technique. It is the only digitally encoded modulation technique used for baseband digital 

transmission. It is not, in real sense, a type of modulation but rather a form of digitally encoding 

of analog signals.

So far we have discussed the process of converting an analog signal into a PCM signal, known 

as  waveform coding technique, and the process of converting the PCM signal back from digital 

to analog, i.e., decoding. An integrated circuit that performs the PCM encoding as well as 
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decoding functions is called a  codec (coder + decoder). Hence, a codec is expected to perform 

the functions of sampling, quantization, analog-to-digital (A/D) converter as encoder on the 

PCM transmitter side, and digital-to-analog (D/A) converter as decoder on the PCM receiver 

side. One codec is used for each PCM channel. Figure 1.2.15 shows a functional block diagram 

of PCM system using codec.

Figure 1.2.15 Func  onal Block Diagram of a PCM System using Codec

∑ An analog signal is applied to transmitter side of a codec through a low-pass fi lter (used for 

band-limiting the analog signal). 

∑ The codec-Tx will sample, quantize and encode this band-limited analog signal to produce 

a PCM signal at its output.

∑ It is then applied to one of many input ports of a digital multiplexer (MUX) alongwith 

similar PCM signals from other codecs (if available).

∑ The MUX combines all these PCM signals and produces a serial-bit sequence for 

transmission. 

∑ The received signal is routed through digital demultiplexer (DEMUX), D/A converter and 

low-pass fi lter at the receiver side of codec in order to reconstruct the analog signal. 

∑ The hybrid is a device which couples the analog information signal to a low-pass fi lter 

(LPF) on the Tx side and LPF on the Rx side to the source and destination, respectively. It 

avoids any signal coupling between transmitter and receiver.

A  combo chip can provide the codec functions, as described above, as well as the transmit and 

receive fi ltering to interface a full-duplex voice telephone circuit to the PCM channel. As stated 

earlier, the codec performs the functions of analog signal sampling, encoding/decoding (A/D 

and D/A) including digital companding. The transmit/receive low-pass fi lters perform functions 

of bandlimiting the analog information signal, noise rejection, anti-aliasing, and reconstruction 

of analog signals after decoding.

1.2.6 PCM System Parameters

For a binary PCM, we assign a distinct group of n bits to each of the L quantization levels 

such that n = log2 L. Thus, each quantized sample is encoded into n bits. As stated previously, 

an analog signal bandlimited to fm Hz requires a minimum of 2fm samples per second (i.e., 
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sampling frequency, fs = 2fm as per Nyquist rate). So, we require a total of 2nfm bits per second, 

called  PCM transmission data rate, or  PCM transmission speed. In other words, 

PCM transmission data rate, fb = 
Ê ˆÊ ˆ

¥Á ˜ Á ˜Ë ¯ Ë ¯
Samples Bits

Second Sample

PCM transmission data rate, fb = fs × n bits/second

Substituting fs = 2fm, we get

PCM transmission data rate, fb = 2 nfm bits/second 

We know that a unit bandwidth (1 Hz) can transmit a maximum of two bits per second. We can 

generalize that a minimum channel bandwidth BPCM (Hz) = n × fm Hz. This is the theoretical 

minimum transmission bandwidth required to transmit the PCM signal. However, for practical 

reasons, we may use a transmission bandwidth higher than this.

Alternately, we may state that the transmission bandwidth in a PCM system, BPCM, should 

be greater than or equal to half of the transmission data rate, fb. That is,

 BPCM ≥ 
1

2
bf¥

fi BPCM ≥ 

1

2
sf n¥ ¥

Since fs ≥ 2fm (as per Nyquist criterion),

 BPCM ≥ n × fm

where fm is the highest frequency component present in analog signal.

This expression clearly shows that increasing the number of bits per sample would result into 

an increase in the transmission bandwidth in PCM system. The actual transmission bandwidth 

will be slightly higher than calculated above. In practical PCM communication systems, 

additional bits would be needed to detect and correct errors as well as to ensure synchronization 

between transmitter and receiver, which would further increase the effective transmission 

bandwidth.

The dynamic range of a PCM system is defi ned as the ratio of the strongest possible signal 

amplitude level to the weakest possible signal level (other than 0 V) which can be decoded by 

the digital-to-analog converter in the receiver. 

Dynamic range, DR(dB) = max

min

20 log
V

V

Ê ˆ
Á ˜Ë ¯

where Vmax is the maximum value that can be detected by the digital-to-analog converter in the 

receiver, Vmin is the minimum value (also called the  resolution).

The number of bits used for a PCM code depends on the dynamic range which are related as DR £
(2n – 1); where n is the number of bits in a PCM code (excluding the sign bit, if any) and DR 

is dynamic range expressed in ratio. Note that one positive and one negative PCM code is used 

for 0 V, which is not considered for determining the dynamic range. It can be easily seen that 

the minimum number of bits required to achieve the specifi ed value of dynamic range is given 

by n = 10

10

log ( 1)

log 2

DR +
.

 PCM  Bandwidth

Dynamic Range
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Expressing dynamic range in dB, we have

DR(dB) = 20 log (2n – 1)

For values of n > 4, dynamic range can be approximated as 

 DR(dB) ª 20 log (2n) ª 6 n

The  coding effi ciency of a PCM system is defi ned as the ratio of the minimum number of 

bits required to obtain the desired dynamic range to the actual number of bits used in a PCM 

system.

By defi nition, the coding effi ciency (hPCM) of a PCM system is given by

PCM

min_bits
(%) 100

actual_bits
h = ¥

A PCM coding technique using 8 bits per sample (256 quantization levels) at a sample 

frequency of 8 kHz adopted for commercial telephone application at 64 kbps data rate for an 

acceptable signal-to-noise ratio of a telephone toll-grade quality voice is an example of  uniform 

quantization.

Dear student... Now we illustrate various aspects of PCM with the following examples.

Number of Quan  zed Levels in PCMSOLVED EXAMPLE 1.2.1

The number of bits per sample used in standard telephony voice transmission and compact disc 

audio storage systems is 8 and 16 respectively. Calculate the number of quantized levels in PCM.

Solu  on We know that the number of quantized levels, L = 2n; where n is the number of bits 

per sample.

For telephony voice transmission system, n = 8 (Given)

Therefore, L = 28= 256 levels Ans.

For compact disc audio storage systems, n = 16 (Given)

Therefore, L = 216 = 65,536 levels Ans.

Mean-Square Quan  za  on ErrorSOLVED EXAMPLE 1.2.2

The quantized signal and the original signal from which it was derived, differ from each other in 

a random manner. As such, the process of quantization involves rounding off the sample values 

of an analog signal to the nearest permissible level of the quantizer. Derive an expression for 

the mean-square quantization error or quantization noise and show that Nq = D2/12, where D is 

the step-size.

Solu  on The  quantization error is directly proportional to the difference between consecutive 

quantization levels. However, the quantization error is inversely proportional to the number of 

quantization levels for complete amplitude range. With a higher number of quantization levels, 

a lower quantization error is obtained. However, the performance of a quantizer is measured as 

the output  signal-to-quantization noise ratio.

Now, we calculate the mean-square quantization error, 2
eq , where qe= s(t) – sq(t). Let p(s) be the 

probability density function that s(t) lies in the voltage range 
2

ds
s

Ê ˆ
-Á ˜Ë ¯

 to 
2

ds
s

Ê ˆ
+Á ˜Ë ¯
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Then the mean-square quantization error, 2
eq  is given as

 

1 2

1 2

2 2 2
2 2 2 2

1 2
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s s s

e L
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+ + +

D D D
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Usually, the number of quantization levels L is large, and the step size D is very small as 

compared to peak-to-peak range LD of the information signal. In this case, the probability 

density function p(s) is constant within each quantization range. Then,

1 2

1 2

2 2 2
2 (1) 2 (2) 2 ( ) 2

1 2

2 2 2

( ) ( ) ( ) ( ) ( ) ( )
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s s s

L
e L

s s s

q p s s s ds p s s s ds p s s s ds
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Let x = s – sk, where k = 1, 2, … L; so that dx = ds, and range of integration becomes to
2 2

D D
- + .

Therefore,

fi  

2 2 2
2 (1) 2 (2) 2 ( ) 2

2 2 2

( ) ( ) ( ) L
eq p s x dx p s x dx p s x dx

D D D
+ + +

D D D
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fi  
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2
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L
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Since the sum of probability of all L quantization ranges is equal to unity, i.e.,

  
(1) (2) ( )( ) ( ) ( ) 1L

p s p s p sÈ ˘D + D + + D =Î ˚ 

Then, we get
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The mean-square quantization error 2
eq  is also known as  quantization noise Nq in PCM and is 

related to the step size D as 
2

12
qN

D
= .

Quan  za  on ErrorSOLVED EXAMPLE 1.2.3

The measurement of fi ve consecutive samples shows 1.20 V, 1.0 V, 0.95 V, 1.41 V, 1.65 V 

readings. The number of quantization levels is 8 in the peak-to-peak range of the analog signal 

of 2 V. Determine the quantization error in terms of its mean square value.

Solu  on For given 8 quantization levels and dynamic range of 2 V, the step size = 2 V/8 

= 0.25 V. That means the quantization levels will be 0.25 V, 0.5 V, 0.75 V, 1.0 V, 1.25 V,

1.50 V, 1.75 V, and 2.0 V.

For calculating the quantization error in discrete form, each sample is considered separately, 

that is, the difference between measured amplitude and the quantized amplitude of the sample 

will give the quantization error. Table 1.2.2 shows the calculation of quantization error of each 

sample.

Table 1.2.2 Calcula  on of Quan  za  on Error

Sample # Measured Value Nearest Quantized Value Quantization Error

1 1.20 V 1.25 V –0.05 V

2 1.0 V 1.0 V 0 V

3 0.95 V 1.0 V +0.05 V

4 1.41 V 1.50 V +0.09 V

5 1.65 V 1.75 V +0.1 V

For calculating the mean square error, quantization errors of all samples must be squared, 

added and then averaged. That is,

Mean square value of quantization error = 

2 2 2 2 2( 0.05) (0) (0.05) (0.09) (0.1)

5

È ˘- + + + +Î ˚

fi   
[ ]2 0.0025 0 0.0025 0.0081 0.01 0.0231

0.00462
5 5

eq
+ + + +

= = =  Ans.

μ-law CompandingSOLVED EXAMPLE 1.2.4

Consider an input analog information signal to a µ-law compressor has a positive voltage and 

amplitude 25% of its maximum value. Compute the output voltage as a percentage of the 

maximum output voltage.

Solu  on We know that for a m-law compressor,

 Vout = 

in

max
max

ln 1

ln(1 )

V

V
V

m

m

Ê ˆ
+Á ˜Ë ¯

+
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For given value of µ = 255, and Vin = 0.25 Vmax, we get

 Vout = 
max max

ln(1 255 0.25)
0.752 V

ln(1 255)
V

+ ¥
=

+
Thus, it is observed that the output voltage is approximately 75% of the maximum output 

voltage level which would be produced at the output of m-law compressor with m = 255.

Number of PCM Bits Per SampleSOLVED EXAMPLE 1.2.5

Discrete samples of an analog signal are uniformly quantized to PCM. If the maximum value 

of the analog sample is to be represented within 0.1% accuracy, fi nd the minimum number of 

binary digits required per sample.

Solu  on For a given accuracy of 0.1%, D/2 = (0.1/100) × V … where D is the uniform step 

size, and V is the maximum value of the analog signal.

or, D = 0.002 V

We know that D = 2V/L….. where L is the number of quantization levels, and the discrete 

samples are quantized from –V to +V.

Therefore, 0.002V = 2V/L

or, L = 1000

We know that L = 2n … where n is the minimum number of binary digits per sample. 

Therefore, 1000 = 2n or, n = 10

Hence, the minimum number of binary digits required per sample = 10 bits Ans.

Number of PCM Bits Per SampleSOLVED EXAMPLE 1.2.6

Consider an analog input signal to PCM whose bandwidth is limited to 4 kHz and varies in 

amplitude from –3.8 V to +3.8 V, with an average signal power of 30 mW. The required signal-

to-quantization error ratio is given to be 20 dB. Assuming uniform quantization, determine the 

number of bits required per sample.

Solu  on The average signal power, Si = 30 mW  (Given)

Signal-to-quantization error ratio, Si/Nq= 20 dB or 100 

Or, (30 mW)/Nq = 100; Æ Nq = 0.3 mW

We know that in case of uniform quantization, Nq = D2/12

Therefore, D2/12 = 0.3 mW; Æ D = 0.06

But D = (3.8 + 3.8)/2n

Hence, the number of bits required per sample, n = 7 bits Ans.

PCM Transmission Data RateSOLVED EXAMPLE 1.2.7

Determine the PCM transmission data rate for a single-channel PCM system employing a 

sample rate of 8000 samples per second and an 8-bit compressed PCM code.

Solu  on We know that PCM transmission data rate = fs × n

For given value of fs = 8000 samples/second and n = 8

PCM transmission data rate = 8000 × 8 = 64 kbps Ans.

Dear student...  This is an example for 4 kHz voice digi  za  on with a standard word size 
as 8 bits. Thus, the maximum transmission bit rate for telephony system 

using PCM is specifi ed as 64 kbps.
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PCM Coding Effi  ciencySOLVED EXAMPLE 1.2.8

A PCM system is used for an analog signal with maximum frequency of 4 kHz. If the minimum 

dynamic range of the quantizer used is 46 dB, and the maximum decoded voltage at the receiver 

is ±2.55 V, determine the minimum sampling rate, the minimum number of bits used in the 

PCM code, the step size, the maximum quantization error, and the coding effi ciency.

Solu  on

(a) We know that the minimum sampling rate, fs = 2 fm (Nyquist rate) 

 For given fm = 4 kHz,   fs = 2 × 4 kHz = 8 kHz Ans.

(b) The minimum number of bits (n) used in the PCM code depends on the dynamic range 

(DR). We know that for values of n> 4, DR (dB) ª 6n

 For given DR = 46 dB, we get n ª 46/6 ª 7.66.

 Since the number of bits has to be a whole number, therefore, n = 8 bits.

 But for given maximum decoded voltage of ±2.55 V, one additional sign bit is required.

 Hence, the minimum number of bits used in the PCM code = 9 bits Ans.

(c) Step size, D = the maximum decoded voltage/(2n – 1) 

 Hence, D = 2.55V/ (28 – 1) = 0.01V Ans.

(d) Maximum quantization error = D/2 = 0.01 V/2 = 0.005 V Ans.

(e) We know that coding effi ciency is the ratio of the minimum number of bits required to 

obtain the desired dynamic range to the actual number of PCM bits used. Mathematically, 

the coding effi ciency (hPCM) of a PCM system is

 hPCM (%) = 
min_bits

100
actual_bits

¥

 hPCM (%) = [(7.66 + 1 sign bit)/9 bits] × 100 ª 95.9 % Ans.

PCM Signal-to-Quan  za  on Noise Ra  oSOLVED EXAMPLE 1.2.9

Derive an expression for signal-to-quantization noise ratio in an n-bit binary PCM system, 

where n is the number of bits uniquely assigned to each of the L quantization levels (L = 2
n). 

Solu  on Let an analog signal has peak-to-peak range of amplitude values as +Vm and –Vm 

(i.e., 2 Vm). Then D = 2Vm/L. 

We know that the mean-square quantization noise, Nq = D2/12, where D is the quantization level 

interval or step size. By substituting D = 
2 mV

L
, we get

 Nq = 

2 2 2

2 2

(2 ) 4

12 12 3

m m mV L V V

L L
= =

Let Si be the normalized average signal power of the input analog signal. For a sinusoidal 

analog signal having peak amplitude Vm, the normalized average signal power (assuming that 

the quantization has not changed average power of the analog signal) is given as 

 Si = 

2 2

22

m mV VÊ ˆ
=Á ˜Ë ¯

Then signal-to-quantization noise ratio for an n-bit binary PCM signal is given by

       

22 2

2

3

2 23

i m m

q

S LV V

N L
= =
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Substituting L = 2n, we have 
2

2

PCM

3(2 ) 3
2

2 2

n
ni

q

S

N
= =

Thus, we fi nd that for an n-bit binary PCM with a sinusoidal analog signal, the signal-to-

quantization noise power ratio is given by 

  

2

PCM

3
2

2

ni

q

S

N
=

Expressing it in dB, we get

  

2
10 10 10

PCM

3 3
(dB) 10log 2 10log (10 2 )log 2

2 2

ni

q

S
n

N

Ê ˆ Ê ˆ
= = + ¥Á ˜ Á ˜Ë ¯ Ë ¯

fi  

PCM

(dB) 1.76 6i

q

S
n

N
= +

This expression shows that if one bit is added in the code word transmitted by a binary PCM 

system, the output signal-to-quantization noise power ratio increases by 6 dB for a sinusoidal 

analog signal.

Signal-to-Quan  za  on Noise Ra  o in PCMSOLVED EXAMPLE 1.2.10

Compute the signal-to-quantization noise power ratio (Si/Nq) for 4-bit binary PCM with a 

sinusoidal analog signal. Show that Si/Nq increases successively by 6 dB for n = 4, 5, 6, 7 and 8.

Solu  on We know that for a sinusoidal analog signal input, the output signal-to-quantization 

noise power ratio in and n-bit binary PCM system is given by 

  PCM

(dB) 1.76 6i

q

S
n

N
= +

For given n = 4, we get 

PCM

(dB) 1.76 6 4 25.76i

q

S

N
= + ¥ =  Ans.

Similarly, for n = 5, we get 

PCM

1.76 6 5 31.76i

q

S

N
= + ¥ =  Ans.

Similarly, for n = 6, we get 

PCM

1.76 6 6 37.76i

q

S

N
= + ¥ =  Ans.

Similarly, for n = 7, we get 

PCM

1.76 6 7 43.76i

q

S

N
= + ¥ =  Ans.

Similarly, for n = 8, we get 

PCM

(dB) 1.76 6 8 49.76i

q

S

N
= + ¥ =  Ans.
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Thus, we see that for each additional bit in the code word transmitted by a binary PCM system, 

the output signal-to-quantization noise power ratio increases by 6 dB for a sinusoidal analog 

signal.

Signal-to-Quan  za  on Noise Ra  o in PCMSOLVED EXAMPLE 1.2.11

An audio signal, s(t) = 3 cos (2 p 500t) is quantized using 10-bit PCM. Determine the signal-

to-quantization noise ratio.

Solu  on 

Average signal power, 
2 23

4.5 watts
2 2

m
i

V
S = = =  (Vm = 3 volts given)

Total swing of the signal = [Vm – (–Vm)] = 2 Vm = 2 × 3 = 6 volts

For 10-bit PCM, the step size, 3

10

6
5.86 10

2

-D = = ¥

We know that quantization noise, 
2

12
qN

D
=

Therefore, 
3 2

6(5.86 10 )
2.86 10

12
qN

-
-¥

= = ¥

The signal-to-quantization noise ratio, 
6

6

4.5
1.57 10

2.86 10

i

q

S

N -= = ¥
¥

Expressing it in dB, 6(dB) 10 log(1.57 10 ) 62 dBi

q

S

N
= ¥ ¥ =  Ans.

Self-Assessment Exercise linked to LO 1.2

Q1.2.1 An analog information signal at the input to a m-law compressor (m = 

255) is positive, with its voltage level one-half the maximum value. What 

proportion of the maximum output voltage level would be produced at the 

output of compressor?

Q1.2.2 An analog information signal at the input to A-law compressor (A = 100) 

is positive, with its voltage level one-half the maximum value. What 

proportion of the maximum output voltage level would be produced at the 

output of compressor?

 Q1.2.3 Let the peak-to-peak range of the analog signal is specifi ed as –4 V to +4 

V and the maximum number of quantization levels is taken as 8. The mag-

nitude of seven consecutive samples is found to be 1.3 V, 3.6 V, 2.3 V, 0.7 

V, –0.7 V, –2.4 V, and –3.4 V. Determine the binary representation of each 

sample.

 Q1.2.4 Consider a 4-bit PCM coded system. The normalized peak-to-peak input 

voltage range is ±16 V for a uniform quantizer. Justify that non-uniform 

quantization would have yielded better results.

 Q1.2.5 A linear PCM system uses 12-bit quantization and encoding process for a 

sinusoidal analog signal. Show that the signal-to-quantization noise power 

ratio (Si/Nq) is approximately 74 dB.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/147
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�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 1.2: Analyze the func  onal processes (sampling, quan  za  on and binary encoding) 

of pulse code modula  on (PCM) technique.

 

Mid-Chapter CheckMid-Chapter Check

So far you have learnt the following:

 ∑  Practical Aspects of Sampling – Methods, Nyquist Theorem, Aliasing, PAM/TDM 

Applications

 ∑ Pulse Code Modulation – Sampling, Quantization, Binary Encoding

Therefore, you are now skilled to complete the following tasks:

MQ1.1 Defi ne Nyquist rate and Nyquist interval.

MQ1.2 “Digital techniques are preferred over analog techniques for transmission 

of analog signals such as telephone voice signals”. Provide key attributes 

to support this statement.

MQ1.3 Outline the basic principle of sampling, and distinguish between ideal 

sampling and practical sampling.

MQ1.4 What happens when an analog information signal is sampled at less 

than the Nyquist rate?

MQ1.5 Find the basis for differentiating two types of quantizers — uniform 

quantizers and non-uniform quantizers.

MQ1.6 Hypothesize assumptions made in creating the transfer characteristics 

of an ideal compander. Detect the parameter due to which it cannot be 

realized practically.

MQ1.7 Discriminate pulse code modulation from pulse amplitude modulation 

as well as from quantized pulse amplitude modulation. List advantages 

of using binary PCM over quantized PAM signal.

MQ1.8 A linear PCM system uses 16-bit quantization and encoding process 

for a sinusoidal analog signal. Solve and show that the signal-to-

quantization noise power ratio (Si/Nq) is approximately 98 dB.

MQ1.9 Design a digital communication system using PCM so as to achieve 

a signal-to-quantization noise ratio of minimum 40 dB for an analog 

signal of s(t) = 3 cos (2p 500t).

MQ1.10 An audio signal is required to be digitally transmitted with a 

sampling rate of 40 kHz and 14 bits per sample using linear PCM 

system. Evaluate the minimum transmission data rate needed in the 

communications channel.

Sure of what you 
have learnt so far? 
For answers, scan 
the QR code

OR

visit h  p://

qrcode.fl ipick.

com/index.

php/148

Be ready for the 
next sec  ons!

LO 1.1

LO 1.2
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1.3 DPCM AND ADAPTIVE DPCM 

We have earlier discussed that a baseband analog signal can be transmitted in the form of its 

sample values at each sampling time—either in the form of pulse amplitude modulation after 

the process of sampling, or in the form of L-ary quantized levels after the process of sampling 

and quantization. In these cases, the sampling is usually carried out at a rate fs slightly higher 

than the Nyquist rate. Even in transmission of encoded quantized levels, i.e., PCM signal, the 

number of quantized levels and, hence, the number of bits n required per quantized sample are 

usually kept quite high in order to minimize the quantization noise. This results into higher 

transmission bandwidth (fs × n), which makes PCM system not very effi cient.

The concept of differential pulse code modulation (DPCM) that is specifi cally designed to take 

advantage of the sample-to-sample redundancies in typical analog signal waveforms.

DPCM transmitter and receiver with predictor to take advantage of sample correlation 

property. 

Adaptive differential pulse code modulation (DPCM) in which the step size is responsive to 

varying level of the input analog signal.

In case of practical baseband signals such as speech waveforms, we observe that the resulting 

sampled signal does not usually change much from one sample value to the next one. In other 

words, adjacent samples carry same information with a little difference, resulting in redundant 

number of bits for successive sample. We can exploit this basic characteristics of the baseband 

signal to explore an effi cient system for digital transmission of analog signal which may require 

less number of bits per sample. 

In analog signals, we can make a good prediction and estimate about a sample value from 

the knowledge of past sample values. This amounts to the fact that the sample values are not 

completely independent, and generally there is adequate redundancy available in the Nyquist 

samples. Hence, the name differential pulse-code modulation (DPCM).3

Instead of transmitting the sample values, we transmit only the difference between successive 

sample values in  differential PCM. 

∑ Let us consider the kth sample having sample value as s[k]. 

∑ Then we transmit the difference value d[k] = s[k] – s[k – 1] instead of transmitting s[k] as 

such. 

∑ At the receiver, s[k] can be reconstructed iteratively by knowing the current difference 

sample value d[k] and previous sample value s[k – 1]. 

Now, the range of difference values is substantially less than the range of individual sample 

values, the peak amplitude and, hence, the step size D for a given number of quantization levels 

L (or number of bits, n) is reduced considerably. 

∑ This reduces the quantization noise (since Nq = D2/12). 

∑ This clearly means that for a given n (or transmission bandwidth = fs × n), we can obtain 

better S0/Nq, or for a given S0/Nq, we can reduce transmission bandwidth. 

3 If the difference in the amplitude levels of two successive samples is transmitted rather than the absolute value 

of the actual sample, it is called differential PCM (DPCM). DPCM works well with data that is reasonably 

continuous and exhibits extremely gradual changes such as photographs with smooth tone transitions.

LO 1.3
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Hence, we conclude that fewer number of bits per quantized difference sample are required for 

DPCM as compared to that needed for conventional PCM. This results into reduction in overall 

bit rate as well as the transmission bandwidth. Thus, more effi cient encoded signal is obtained.

We know that when the sampling rate is set at the Nyquist rate, it generates unacceptably 

excessive quantization noise in DPCM as compared to that of in PCM. So, the quantization 

noise can be reduced by increasing the sampling rate considerably. In fact, 

∑ With increased sampling rate, the difference from sample to sample becomes smaller and 

the rate of producing large quantization errors is reduced. 

∑ Moreover, it results into increase in transmission bit rate (and, hence, transmission 

bandwidth). Generally, it exceeds that required for PCM! 

On the other hand, when the signal is sampled at a rate exceeding the Nyquist rate, there is a 

strong correlation between successive samples of the baseband signal and the difference signal. 

Knowledge of the values of the past sample or at least the difference between values of the past 

successive samples enables to predict the range of the next required increment with reasonable 

accuracy. So a predictor is included in DPCM system to take advantage of sample correlation 

property. However, it requires provision for memory to store the difference values of past 

samples and to implement sophisticated algorithm to predict the next required increment.

1.3.1 DPCM Transmitter with Predictor

Figure 1.3.1 shows a simplifi ed block diagram of a  DPCM transmitter with a predictor in the 

feedback loop.

Figure 1.3.1 DPCM Transmi  er with Predictor

As mentioned earlier, in DPCM we transmit the quantized version dq[k] of the difference 

value d[k] between the present sample value s[k] and the estimate of the quantized sample sq¢[k], 

also known as the predicted quantized value of sq[k]. 

The difference value d[k] = s[k] – sq¢[k] is quantized in the differential quantizer. 

Its output is given as dq[k] = d[k] – q[k], where q[k] is the  quantization error and is given as 

q[k] = d[k] – dq[k]. 

The output of the predictor sq¢[k] is fed back to its input after adding the output of the 

quantizer. That is,

 sq[k] = sq¢[k] + dq[k]

Re-writing the expression, d[k] = s[k] – sq¢[k]

or, sq¢[k] = s[k] + d[k]

IMPORTANT!

Need of Predictor 

in DPCM

Derivation for 

 Prediction Error
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Substituting sq¢[k] = s[k] + d[k] in the expression sq[k] = sq¢[k] + dq[k], we have

 sq[k] = s[k] – d[k] + dq[k]

or, sq[k] = s[k] + dq[k] – d[k]

or, sq[k] = s[k] + q[k] {∵ q[k] = dq[k] – d[k]}

This clearly shows that sq[k] is the quantized version of original baseband signal s[k]. In fact, 

the quantized signal sq[k] is the input of the predictor, as assumed. The difference between the 

output and input of the predictor sq¢[k] – s[k] is known as prediction error. 

It is desirable that the variance of the prediction error should be as small as possible for a good 

predictor. In that case, a quantizer with a given number of representation levels can be adjusted 

to produce a quantization error with a small variance of the prediction error. The output signal 

is encoded and DPCM signal is obtained for transmission.

1.3.2 DPCM Receiver with Predictor

Figure 1.3.2 shows a simplifi ed block diagram of a  DPCM receiver with a predictor in the 

feedback loop.

Fig. 1.3.2 DPCM Receiver with Predictor

The DPCM receiver consists of a decoder to reconstruct the quantized error signal. The quantized 

version of the original input signal is reconstructed using exactly a similar type of predictor as 

used in DPCM transmitter. In the absence of channel noise, the receiver output differs from the 

input signal by quantizing prediction error.

From the above analysis, it is quite clear that by using a predictor as well as increasing sampling 

rate, the transmission bandwidth requirement in DPCM is much less than that of required in 

PCM. Moreover, the quality of signal transmission using DPCM can be made comparable to 

that of PCM.

By using a second-order predictor processor for speech signals, the improvement in signal-to-

quantization noise ratio (S/N) is typically 5.6 dB. Alternately, for the same S/N, the bit rate for 

DPCM could be lower than that for PCM by 3–4 bits per sample. Thus, telephone systems using 

DPCM can often operate at 32 kbps or even 24 kbps, instead of 64 kbps in PCM.

1.3.3 Adaptive Differential PCM

The term adaptive means being responsive to changing level of the input analog signal. We use 

an adaptive quantizer at the encoder of Adaptive DPCM (ADPCM) in which the step size D is 

varied in accordance with the current change in the amplitude level of the analog signal, while 

keeping the number of quantization level L fi xed. When D is fi xed then either it is too large 

which results into larger quantization error, or it is too small that the quantizer is unable to cover 
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the desired signal range. Therefore, the step size can be made adaptive so that D is large or small, 

depending on whether the prediction error for quantizing is correspondingly large or small. In 

practice, the combined use of adaptive quantization and adaptive prediction is used to achieve 

the best performance. 

It is obvious that the quantized prediction error dq[k] can decide the prediction error and hence 

the appropriate step-size D. For example, 

∑ If the quantized prediction error samples are very small then the prediction error is also 

very small and D needs to decrease. 

∑ Similarly, when the quantized prediction error samples are very close to the largest positive 

or negative value, it indicates that the prediction error is large and D needs to increase.

It is necessary that both ADPCM encoders and decoders have access to the same quantized 

samples. Therefore, the adaptive quantizer and ADPCM decoder can apply the same algorithm 

to adjust D exactly in the same way.

As compared to DPCM, ADPCM can further reduce the number of bits needed for encoding an 

analog signal waveform. 

In practice, an 8-bit PCM codeword is encoded into a 4-bit ADPCM codeword at the same 

sampling frequency. This results into 2:1 reduction in transmission bandwidth without any 

degradation in the quality. 

Thus, the use of adaptive quantization and adaptive prediction in ADPCM is useful in many 

practical applications because speech signals are inherently non-stationary but do not change 

rapidly from one sample to next sample. 

This implies that the design of predictors for such input signals should likewise be time-

varying, that is, adaptive.

Adaptive quantization is an effi cient quantization technique because usually the speech signals 

have a large dynamic range, as large as 40 dB or more. The ITU-T standard G.726 specifi es 

an ADPCM codec @ 32 kbps for speech signals sampled at 8 kHz and is widely used in the 

DECT (Digital Enhanced Cordless Telecommunications) system and PHS (Personal Handy-

Phone System).

Self-Assessment Exercise linked to LO 1.3

Q1.3.1 Differentiate the key features of differential PCM and conventional

PCM.

Q1.3.2 Check the purpose of including an accumulator and a predictor in generating 

differential PCM.

Q1.3.3 Compare and contrast the major features of differential PCM and adaptive 

differential PCM.

Q1.3.4 If the DPCM transmitter predictor uses previous input samples for prediction 

then paraphrase the problem encountered at the DPCM receiver and give the 

reasons.
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�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 1.3: Generate variants of PCM such as diff eren  al PCM (DPCM) and adap  ve 

diff eren  al PCM (ADPCM).

1.4 DELTA MODULATION

In the previous sections, we have seen that in PCM, the analog signal samples (i.e., sampling) 

are quantized in L levels (i.e., quantization), and then binary encoded (n bits per sample, where 

n = log2L). As discussed in differential PCM, fewer number of bits (<n) are used to represent 

the prediction error between the adjacent samples because there is always some correlation 

among successive samples. This leads to higher encoding effi ciency.

We begin with the illustration of the basic concept of delta modulation (DM) which is a single-

bit version of differential PCM technique.

Then, we describe briefl y the mathematical model of DM encoder and decoder.

The encoding process in delta modulation gives rise to slope overload and granular noise. 

These are elaborated.

Finally, we discuss adaptive delta modulation in which step size is automatically varied in 

order to minimize the effects of slope overload and granular noise.

If we sample a baseband signal such as voice or video, with a sampling rate much higher than 

the Nyquist rate (oversampling) then there is substantial increase in the correlation between 

adjacent samples of the analog signal. The difference between highly correlated adjacent 

samples will then have a much smaller range of quantized values (dynamic range). This means 

that we can further explore the possibility of adopting a simple quantizing and encoding 

strategy for obtaining the encoded signal with just 1-bit per sample! This is the essence of  delta 

modulation.

In its simplest form,  delta modulation (DM) is a single-bit version of DPCM technique. DM 

quantizes the difference between the present and the previous sample value with just two-levels 

(L = 2) and encodes it by using just a single bit. The single bit, providing for two possibilities, 

binary logic 1 and 0, is used to increase or decrease the estimated or approximated waveform 

of the baseband signal.

The simple algorithm is followed to generate a delta-modulated signal waveform. The present 

sample value is compared with the previous approximated sample value. Then, there may be 

one of two possibilities only—either the value of the present sample is smaller, or larger than 

the value of the previous sample. Accordingly, a binary logic ‘0’ is assigned in the former case, 

whereas logic ‘1’ is assigned in the latter case. Hence, for each sample, only one binary bit is 

transmitted. The difference between the actual input signal and the approximation signal is 

quantized into two representation levels only: +D and –D, corresponding to positive and negative 

difference respectively.

In its basic form, delta modulation provides a staircase approximation to the oversampled 

version of an input baseband signal, as shown in Figure 1.4.1. 
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DM bits 1 01 1 1 1 1 0 0 1 1 0 0 0 0 1 1 1 1 1 1 10 0 0 0 0

Figure 1.4.1 An Ideal Delta Modula  on Waveform

Delta modulation (DM) is, in fact, a differential PCM (DPCM) scheme in the sense that in both 

schemes it is the difference signal between the current sample and its previous sample which is 

encoded into binary digits. The difference between DM and DPCM lies in the number of bits 

which represents the difference signal. In DM, the difference signal is encoded into just a single 

bit which provides just two possibilities – either to increase or decrease the estimated signal 

(i.e., quantized approximation signal having just two levels only). Whereas in DPCM, fewer 

levels will be required to quantize the magnitude of the difference signal and correspondingly, 

fewer number of bits (but certainly more than one bit) will be needed to encode the quantized 

levels. Accordingly, a comparator is used in DM in place of difference amplifi er and quantizer 

in DPCM because we need to know only whether current sample is larger or smaller than the 

quantized approximation value of the previous sample and not the magnitude of the difference 

signal. The up-down counter used in DM serves as the accumulator in DPCM.

We can say that in PCM, the information of each quantized sample is transmitted by an n-bit 

codeword, whereas in DM the information of the difference between successive samples is 

transmitted by a 1-bit codeword. As mentioned earlier, the difference could be positive or 

negative. Accordingly, a positive or a negative pulse is generated in the delta modulated signal. 

Basically, DM carries the information about the derivative of baseband signal, hence, the name 

delta modulation.

In delta modulation (DM), we compare the present sample of the analog signal with an 

approximation of the previous sample, and their difference is applied to a single-bit quantizer, 

or the hard-limiter (comparator). So, if the comparator output is positive, whatever may be its 

actual magnitude, it gives an output of +D (step-size) and if the comparator output is negative, 

irrespective of its actual magnitude, it gives an output of –D. This output goes to the encoder 

(generating binary 1 for +D and binary 0 for –D) and through it, to the channel for transmission. 

Also, this signal serves as the approximation to the next sample by giving it as input to the 

accumulator. Initially, the approximate signal starts building up from zero to catch-up with the 

analog signal, thereby producing a staircase approximation to the information signal by trying 

to track the analog signal.

Figure 1.4.2 Basic Concept of Linear DM Encoding
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Figure 1.4.3 DM Encoder Waveforms

When DM encoded waveform propagates through the channel, it will be corrupted by additive 

noise and so it will be distorted. An amplifi er-integrator circuit followed by a low-pass fi lter will 

produce the estimate of the original analog signal. The amplifi er-integrator serves the purpose 

of regenerating the received DM pulses as well as the decision-making and pulse generator 

part of DM receiver to decide, during each time slot, whether a positive or negative pulse is 

received. Accordingly, the output will be +D or –D volts at each sampling instant. This sequence 

is then fed to an accumulator (part of amplifi er-integrator circuit) in the receiver which gives 

the staircase approximation signal. The low pass fi lter having the cutoff frequency as the 

bandlimited frequency of the original analog signal removes the high frequency out-of-band 

noise components and gives at its output a waveform that approximated the original analog 

signal waveform. Figure 1.4.4 shows the basic concept of DM decoder functions.

Figure 1.4.4 Basic Concept of DM Decoding

As compared to PCM and DPCM, DM is a very simple and inexpensive method of digitization 

of analog signal (or A/D conversion). It implies that a 1-bit codeword in DM does not require 

any additional framing bit for synchronization of transmitter and receiver.

1.4.1 Slope Overload and Granular Noise

As clearly observed from the encoding process in delta modulation, if the variations in adjacent 

samples of the analog signal are quite fast as compared to the step size (also known as  threshold 

of coding), overloading occurs. In other words, if the derivative of the analog signal waveform is 

too high such that the approximate quantized signal waveform cannot follow the original signal 

waveform then the resulting slope overload gives rise to the  slope overload noise. This is the 

basic limiting factor in the performance of DM.
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Therefore, in delta modulation, we must choose the step size D and the sampling frequency fs 

carefully. We know that the baseband signal has a specifi ed maximum frequency and the fastest 

rate at which it can change. To account for fastest possible change in the signal, the step size 

and/or sampling frequency must be increased. Assuming that the input signal does not change 

too rapidly from sample to sample, the staircase approximation remains within ±D/2 of the 

input signal. Increasing the sampling frequency results in the delta modulation waveform that 

requires a large bandwidth. Hence, when the slope of the analog signal is greater than the delta 

modulator can maintain, it is called  slope overload distortion.

Figure 1.4.5 Slope Overload Distor  on

Interpretation Thus, we can say that slope-overload distortion occurs when the input 

analog signal changes at a faster rate than the D/A converter in the delta encoder can maintain. 

∑ It is more prevalent in analog signals that have steep slopes or whose amplitude levels vary 

rapidly. 

∑ In fact, the slope overload occurs when the delta-modulated quantized signal cannot follow 

the slope of the analog signal. 

∑ During the sample interval Ts, the delta-modulated quantized signal can change at the most 

by step size D.

∑ Hence, the maximum slope that the quantized signal can follow is (D/Ts), or (D × fs), where 

fs (= 1/Ts) is the sampling frequency. 

Therefore, in DM, the step size is related to the sampling frequency.

In order to avoid slope-overload distortion, the maximum slope of the analog signal must be 

equal to or less than the maximum slope of the staircase approximation.

Mathematical Analysis We can analyze this situation for the case of a given sinusoidal 

analog signal s(t) = Vmcos(2p fmt), where Vm is its peak amplitude, and fm is its frequency. 

Let this analog signal waveform is sampled with sampling frequency fs(= 1/Ts, where Ts 

is the sampling interval) which is related to frequency of the analog signal by fs >> 2fm (i.e., 

oversampling, as desired in case of DM). 

The condition for no slope overload distortion states that slope of the input analog signal 

should be less than or equal to the maximum slope which the quantized sample signal can 

follow. Mathematically, 

        max max

( ) ;   cos(2 )    m m
s s

d d
s t V f t

dt T dt T
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D D
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Thus, we see that the overload amplitude of the sinusoidal analog signal is inversely proportional 

to its frequency. This also means that for higher sinusoidal signal frequency, the slope-overload 

distortion occurs for smaller amplitude. Thus, we conclude that in order to reduce slope-

overload distortion, an increase in the magnitude of the minimum step size is required. But a 

large step-size is required to accommodate wide dynamic range of the input signal. Moreover, 

the sample frequency should also be increased. So, we must choose the step size D and the 

sampling frequency fs carefully for optimum performance of DM system.4

In fact, there are two major sources of noise in delta modulation systems, namely, slope-

overload distortion and granular noise. If we increase the step size to overcome the slope-

overload distortion then quantization noise, known as  granular noise in delta modulation, 

increases. Granular noise is more prevalent in analog signals that have gradual slopes and 

whose amplitude levels vary only by a small amount.

When the input analog signal has a relatively constant amplitude, the reconstructed signal has 

variations that were not present in the original signal. This is known as granular noise. It is 

similar to quantization noise in conventional PCM.

Figure 1.4.6 Granular Noise

Interpretation It is seen that to reduce granular noise, a decrease in the magnitude of the 

minimum step size and a small resolution is required. These are contrary to the requirement 

of increasing the step size to reduce the slope overload distortion. Thus, there is an optimum 

value of D, which yields the best compromise giving the minimum overall noise (slope overload 

distortion and granular noise). As indicated earlier, the optimum value of D depends on the 

sampling frequency and the slowly varying or fast-changing nature of the baseband analog 

signal.5

4 The maximum amplitude of the voice signal that can be used without causing slope overload distortion is the 

same as the maximum amplitude of a sinusoidal signal of reference frequency 800 Hz that can be used without 

causing slope overload distortion in the same system. In practice, a fi rst order predictor along with a single 

integrator up to 2 kHz and a double integrator beyond 2 kHz is used.
5 For voice signals, DM system operating at 4 kbps data rate is equivalent to a standard PCM system operating 

with a sample rate of 8 kHz and 5 bits/sample that means at 40 kbps data rate—a clear cut advantage of using DM 

over PCM. DM is well suited for voice and television signals because the voice or video spectrum decays with 

frequency and closely follows overload characteristics.

Possible Solution
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1.4.2 DM Encoder and Decoder

As stated previously, delta modulation is a special case of DPCM. In DM, we use a fi rst-

order predictor which is just a time delay of the sampling interval Ts. Thus, the  DM encoder 

(modulator) of DM transmitter as well as decoder (demodulator) of DM receiver are identical 

to those of the DPCM except that there is a time delay for the predictor in accumulator. Figure 

1.4.7 shows a typical model of DM system encoder (modulator). The discrete-time relationship 

between input signal, error signal and their quantized versions are also indicated.

Figure 1.4.7 Mathema  cal Model of a DM Encoder

Mathematical Analysis From the fi gure, we can write

 sq[k] = sq[k – 1] + dq[k] and sq[k – 1] = sq[k – 2] + dq[k – 1]

Therefore,  sq[k] = sq[k – 2] + dq[k – 1] + dq[k]

This means we can proceed iteratively in the same way for each sample. Assuming the initial 

condition, sq[0] = 0, we obtain the generalized form as

 sq[k] = 
0

[ ]

k

q

s

d s

=
Â

This shows that the feedback part of the DM encoder is just an accumulator which may be 

simply realized by an integrator. Figure 1.4.8 shows the corresponding model of DM system 

decoder (demodulator).

Figure 1.4.8 Mathema  cal Model of DM Decoder

DM  Encoder

DM Decoder
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Functional Description As shown in the fi gure, the decoder (demodulator) of DM receiver 

is just an accumulator. The incoming delta-modulated data sequence of positive and negative 

pulses is passed through an accumulator in a similar manner as used in DM encoder. The 

output is passed through a low-pass fi lter which yields the desired signal reconstructed from 

the quantized samples.

In delta modulation, a single transmission bit error may result in an offset error of twice the step 

size in all later values. This is quite serious. In PCM, a single transmission bit error causes an 

error in reconstructing the associated sample value only. 

The amount of quantization noise in delta modulation process is given by

 d(t) = ˆ( ) ( )m t m t-

where m(t) represents the analog signal waveform, and ˆ ( )m t  represents the delta-modulated 

waveform.

As long as the slope overloading is avoided, the error signal d (t) is always less than the step 

size D. Assuming that d (t) takes on all values between –D to +D with equal probability, then the 

probability density of d (t) is given as

 p(d) = 
1

;
2

d- D £ £ +D
D

The normalized power of the error waveform, d(t) is given by

 2
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The spectrum of d (t) extends continuously from normally zero up to transmission bit rate fb, 

where 
1

;bf
t

=  t being the duration of the step. 

The output noise power is given by
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where fM is the upper limit of the analog signal frequency range.

The two-sided power spectral density (PSD) of d (t) is then given as

 SD(f) = 
2 23

;
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f f f
f f
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The maximum output signal power which may be transmitted is given as
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The output signal-to-quantization ratio for DM is computed as
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In order to avoid overload distortion, fb has to be increased by same factor as fM.6

To Avoid Slope OverloadSOLVED EXAMPLE 1.4.1

A sinusoidal analog signal is applied to a DM encoder having a fi xed step-size of 0.5V. If 

the sampling frequency is 20 times the Nyquist rate, then determine the maximum allowed 

amplitude of the input analog signal so as to avoid slope overload distortion. 

Solu  on We know that the maximum allowed amplitude of the input analog signal, 

  max 2

s
m

m

f
V

fp

D ¥
=

For analog frequency of fm Hz, the Nyquist rate fs(min) = 2fm

It is specifi ed that sampling frequency, fs = 20 fs(min) = 20 × 2fm = 40 f m 

For given Δ = 0.5V, we have 
max

0.5 40
3.18 V

2

m
m

m

V f
V

fp

¥
= =  Ans.

Minimum Sampling Frequency in DMSOLVED EXAMPLE 1.4.2

A linear delta modulator is fed with an analog signal m(t) = 4 sin (2p 15t). Determine the 

minimum sampling frequency required to prevent slope overload distortion, assuming that the 

step size of the modulator is 0.1p. 

Solu  on We know that the minimum sampling frequency of the input analog signal required 

to prevent slope overload distortion in DM encoder,

 fs = 
2 m mf Vp

D
The given analog signal m(t) = 4 sin (2p 15t) contains the single frequency component as 

 2p fmt = 2 15     15 Hzmt fp fi =

For specifi ed Vm = 4V and Δ = 0.1p, we have

 fs = 
2 15 4

1200 Hz
0.1

Vp

p

¥
=  Ans.

Dear student...  For analog frequency of fm = 15 Hz, the Nyquist rate fs(min) = 2fm = 30 Hz. 
Thus we see that in this case the minimum sampling frequency of the 

input analog signal required to prevent slope overload distor  on in DM 

encoder is 40   mes the Nyquist rate.

6 In PCM, the value of each quantized sample is transmitted by an n-bit code word, whereas in DM the value of 

the difference between successive samples is transmitted by a 1-bit code word.
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Maximum Allowable Amplitude in DMSOLVED EXAMPLE 1.4.3

A delta modulator system is designed to operate at fi ve times the Nyquist rate for an analog 

information signal band-limited to 3 kHz. The quantizing step-size is 40 mV. Determine the 

maximum allowable amplitude of input analog signal for which the delta modulator does not 

experience slope-overload distortion. 

Solu  on Let the analog information signal is represented as vm(t) = Vm sin(2p fmt). We have to 

determine its maximum allowable amplitude Vm(max) for which the delta modulator does not 

experience slope-overload distortion. 

We know that the slope of the analog information signal Vm(t) will be maximum when its 

derivative ( )m

d
v t

dt
È ˘Î ˚  will be maximum, that is, 

Slope of the analog signal, sin(2 ) 2 cos(2 )m m m m m

d
V f t V f f t

dt
p p p=È ˘Î ˚  is maximum. 

Taking maximum value of cos(2p fmt) = 1, 

max

( ) 2m m m

d
v t V f

dt
p=

Maximum slope of delta modulator is given as the ratio of its step size and sampling period, that 

is, 
sT

D
, where sampling period 

1
s

s

T
f

= (fs is the sampling frequency).

We know that slope overload distortion will take place if slope of analog information signal is 

greater than maximum slope of delta modulator. To avoid slope overload distortion,
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For given values of 40 mV, 3 kHz, and 5 2m s mf f fD = = = ¥ ¥ , we get

 Vm(max) = 
40 mV 5 2

63.7 mV
2

m

m

f

fp

¥ ¥ ¥
=  Ans.

Signal-to-Quan  za  on Noise Ra  o in DMSOLVED EXAMPLE 1.4.4

An audio signal comprising of a single sinusoidal term, s(t) = 3 cos (2 p500t) is quantized using 

DM. Determine the signal-to-quantization noise ratio.

Solu  on 

The average signal power, 
2 23

4.5 watts
2 2

m
o

V
S = = =  (Vm = 3 volts given)

Since  fm = 500 Hz (Given)

Therefore, the Nyquist rate, fs = 2fm = 1000 samples/second

Let the sampling frequency is 8 times the Nyquist rate, that is, fb = 8000 samples/second, because 

delta modulation sampling takes place at a rate well above Nyquist rate.



1.54 Digital Communica  on

Let the maximum amount that the function can change in 1/8000 seconds is approximately

1 V. Generally, a step size is chosen which is equal to or greater than the maximum slope of 

the analog signal. This is required to avoid slope overload distortion. Let us choose a step size 

of 1 V. 

The quantization noise power is then given by
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 Ans.

So/Nq for PCM and DM system SOLVED EXAMPLE 1.4.5

Compute the Signal-to-quantization noise ratio (So/Nq) for PCM and DM system for given 8 

number of bits (n=8) in a code-word. Comment on the result. 

Solu  on

We know that for PCM, 22 no

q

S

N

¥=

For given value of n=8, 
2 8( ) 2o

q

S
PCM

N

¥=

Therefore, 16( ) 10 log(2 ) 48 dBo

q

S
PCM

N
=   Ans.

We also know that for DM, 33
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For given value of n=8, 
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= ¥  = 153.6

Therefore, ( ) 10 log(153.6) 22 dBo

q

S
DM

N
=   Ans.

Comment on the result: For a fi xed channel bandwidth (that is for same number of bits, say 8), 

the performance of DM in terms of Signal-to-quantization noise ratio (So/Nq) is 22 dB only as 

compared to that for PCM which is as high as 48 dB.

So/Nq ComparisonSOLVED EXAMPLE 1.4.6

Compute the Signal-to-quantization noise ratio (So/Nq) for PCM and DM system for the speech 

signal which has a bandwidth of 3200 Hz. Assume n=2 in a code-word. Comment on the 

result. 

Solu  on In case of speech signal, the given bandwidth of 3200 Hz is adequate, and the 

voice frequency spectrum has a pronounced peak at 800 Hz (that is one-fourth of specifi ed 

bandwidth).
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We know that for PCM, 22 no

q

S

N

¥=

For given value of n=2, 2 2( ) 2o

q

S
PCM

N

¥=

Therefore, 4( ) 10 log(2 ) 12dBo

q

S
PCM

N
=   Ans.

We also know that for DM, 
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N
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Comment on the result: For a speech signal, the performance of DM in terms of Signal-to-

quantization noise ratio (So/Nq) is better than that offered by PCM by about 3.8 dB. 

1.4.3 Delta-Sigma Modulation

As per our discussion on slope-overload distortion and granular noise in case of delta modulation, 

we emphasized that the conventional DM quantizes and encodes the derivative of the analog 

signal. This implies that the regenerative repeaters or the receiver of DM requires an integrator. 

We know that the transmitted signal inevitably is subjected to random channel noise. The channel 

noise will also be integrated and accumulated at the output of the DM receiver. This degrades 

the overall performance of the communication which is a major drawback of DM systems.

In order to overcome this drawback of DM, we combine the operation of transmitter integrator 

(in the accumulator part) and the receiver integrator, and then shift it prior to the encoder in the 

transmitter. It can be easily analyzed that this modifi cation does not affect the overall modulator-

demodulator response of DM communication link. This modifi ed system is known as the  delta-

sigma modulation (D – S). 

In delta-sigma modulation (D – S), the input to the delta modulator is actually the difference 

between the integral of the analog signal and the integrated output pulses. One of the advantage 

of shifting the receiver integrator is that the channel noise is not accumulated and demodulated 

at the receiver, thereby improving the performance of the system. Moreover, the low-frequency 

components of the analog signal are pre-emphasized (boosted) by the integrator which is 

helpful in speech signals whose low-frequency components are more important. In this way, 

the correlation between adjacent samples of delta modulator is also increased, which in turn 

reduces the variation of the error signal at the input of quantizer. The integrator effectively 

smoothens the analog signal for encoding, thereby reducing overloading.

High oversampling is employed in sigma-delta modulation systems, they are mostly useful in 

low-frequency applications such as digital telephony, digital audio encoders (compact disc) and 

digital spectrum analyzers.

1.4.4 Adaptive Delta Modulation (ADM)

As discussed in conventional delta modulation, the dynamic range of amplitude level of the 

difference between adjacent sample values is very small. Moreover, the step size cannot be 
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made large due to the slope overload effect. This problem can be overcome by  adaptive delta 

modulation in which the step size is automatically varied, depending on the level of the derivative 

of the input analog signal. For example, 

∑ If the input signal is varying very fast, the step size is increased suitably during this period 

with which the slope overload could also be avoided.

∑ Similarly, if the input signal is varying slowly, the step size is reduced which, in turn, will 

reduce granular noise. 

This amounts to discrete changes in the value of step size in accordance with changes in the 

input signal levels.

Of course, the receiver must be able to adapt step sizes in exactly the same manner as the 

transmitter. Since the transmission consists of a series of binary digits, the step size must be 

derived from this bit sequence. 

For example, the  slope overload causes the quantized difference signal to have several 

successive pulses of the same polarity. The increased step size will avoid this situation to happen. 

Similarly, small-level variations will cause the successive pulses to alternate continuously in 

polarity. This requires a reduction in step size to minimize this effect. 

In ADM, we detect such type of pulse patterns and automatically adjust the required step 

size. This results in a much larger dynamic range and thereby improved performance.

A common algorithm followed for an ADM is that when three consecutive 1s or 0s occur, the 

step size is increased or decreased by a factor of 1.5. However, various algorithms may be used 

for ADM, depending on the requirement of the particular system. After the next sample, if the 

output level is still below the current sample level, the next step size increases even further until 

the output is closer to that of current sample value of analog signal. Slope-overload distortion 

reduces but  granular noise (quantization error) increases. Therefore, when an alternative 

sequence of 1s and 0s occur, ADM automatically reverts to its minimum step size.

The performance of ADM can be further improved by adjusting the step size D continuously 

according to the input signal characteristics.

The  continuous variable slope delta modulation (CVSDM) is a delta modulation technique 

which employ continuously varying step size. CVSDM may be viewed as a special case of 

adaptive delta modulation, which also encodes at the rate of 1 bit per sample so that the baseband 

signal is sampled at 8 kHz which results into transmission encoded data rate of 8 kbps.

CVSDM is quite robust under high bit-error rate conditions. Usually bit rates achieved are 9.6 

kbps to 128 kbps. 12 kbps CVSDM is used for digitally encrypted two-way radio systems. 16 

kbps CVSDM is used for military digital telephones to provide voice recognition quality audio 

systems. 64 kbps CVSDM is one of the options used to encode voice signals in Bluetooth 

devices.

1.4.5 Comparison of PCM and DM Techniques

Now, we are in a position to compare various parameters associated with digitization of an 

analog signal with respect to traditional PCM, Differential PCM, DM, and Adaptive DM 

techniques as summarized in Table 1.4.1.
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Table 1.4.1 Comparison of PCM and DM Techniques

S. 

No.

Parameter PCM DPCM DM ADM

1. Number 

of bits per 

sample

4/8/16 bits More than one bit but 

less than PCM

One bit One bit

2. Number of 

levels, L

Depends on num-

ber of bits, L = 2
n

Fixed number of 

levels

Two levels, L = 2 Two levels, 

L = 2

3. Step size Fixed or variable Fixed or variable Fixed Variable

4. Transmission 

bandwidth

More bandwidth 

needed

Lesser than that of 

PCM

Lowest Lowest

5. Feedback Does not exist Exists Exists Exists

6. Quantization 

noise/distor-

tion

Quantization noise 

depends on step-

size

Quantization noise 

and slope overload 

distortion

Slope overload dis-

tortion and granular 

noise

Quantiza-

tion noise 

only

7. Complexity 

of implemen-

tation

Complex Simple Simple Simple

Self-Assessment Exercise linked to LO 1.4

 Q1.4.1 Delta modulation provides a staircase approximation to the oversampled 

version of an input baseband signal. Interpret the meaning of over sampling 

of a baseband signal.

 Q1.4.2 Delta modulation needs a simple circuit as compared to pulse code 

modulation. Outline the comparative benefi ts and drawbacks of delta 

modulation.

 Q1.4.3 Hypothesize the possible situations in which the use of delta modulation 

scheme is recommended.

 Q1.4.4 A sinusoidal modulating signal m(t) = Vm (2p fmt) is applied as input 

to a linear delta modulator. Find the expression for the signal power to 

quantization noise power under the condition that no slope overload 

distortion occurs. Assume that the quantization error has uniform 

distribution with zero mean.

Q1.4.5 A linear delta modulator is fed with an analog signal having a single 

tone frequency of 1 kHz and maximum amplitude level of 1V. Determine 

the minimum sampling frequency required to prevent slope overload 

distortion, assuming that the step size of the modulator is 0.1p. Find the 

corresponding number of samples to be transmitted if 2 seconds duration 

sampled signal is to be transmitted without slope overload distortion.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/145
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�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 1.4: Implement delta modula  on and adap  ve delta modula  on techniques.

Key Concepts

∑ adap  ve delta modula  on

∑ adap  ve diff eren  al PCM
∑ aliasing
∑ codec
∑ companding
∑ delta modula  on
∑ decoding
∑ diff eren  al PCM

∑ encoding
∑ foldover distor  on
∑ granular noise
∑ pulse amplitude 
modula  on

∑ pulse code modula  on 
(PCM)

∑ sampling

∑ quan  zing
∑ quan  za  on error
∑ quan  za  on noise
∑ sample-and-hold circuit
∑ slope overload

Learning Outcomes

∑ Modern digital communication systems have better performance and use less bandwidth 

than equivalent analog communication systems.

∑ For digital transmission of an analog information signal, it must be sampled at least twice 

per cycle of its highest frequency component; else it will result into undesirable aliasing 

distortion.

∑ Pulse amplitude modulation is mainly used for time-division multiplexing (TDM) of 

several analog signals, and for generating the most popular pulse code modulation.

∑ PCM system essentially requires that the amplitude of each sample of an analog signal be 

converted to a binary code.

∑ PCM essentially involves sampling (PAM), quantizing, and binary encoding.

∑  More number of bits used per sample in PCM, greater is the accuracy but the higher bit 

rate (and transmission bandwidth) will be required.

∑ The signal-to-noise ratio (SNR) can often be improved by using companding for PCM.

∑ In differential PCM (DPCM), only the difference between the amplitude of the previous 

and present samples is encoded.

∑ In DPCM, fewer levels and, hence, fewer bits will be required to quantize and encode the 

difference between successive samples.

∑ If the sampling frequency in DPCM is same as that used in PCM, the quantization noise 

will be increased because only the differences in samples are encoded.

∑ Delta modulation system transmits only one bit per sample corresponding to whether the 

signal level is increasing or decreasing from its previous sample value.

∑ DM needs a higher sampling rate than PCM for desirable results. 

LO 1.1

LO 1.2

LO 1.3

LO 1.4
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Hands-on Projects

1.1 Design and implement PCM modulator using IC CW6694 from CONWISE alongwith 

circuits for associated functional blocks such as 2048 kHz square wave generator, IC µA 

741C Op-amp for voltage controlled voltage source low-pass fi lter.

1.2 Search through the web to enlist various types of codec and combo ICs used in generation 

and reception of PCM signals. Prepare a comparative chart of their key features and 

applications. Design a PCM link selecting any one of these chips. Implement it on PCB, 

apply a composite analog signal and evaluate the received signal.

1.3 Maxim’s DS2164Q ADPCM processor chip is a dedicated digital-signal-processing 

(DSP) chip that has been optimized to perform adaptive differential pulse-code modulation 

(ADPCM) speech compression at three different rates. The chip can be programmed 

to compress (expand) 64kbps voice data down to (up from) either 32kbps, 24kbps, or 

16kbps. Study the data sheet and evolve algorithm to design ADPCM technique.

1.4 Realize a practical circuit to implement delta modulator and demodulator using 

functions such as comparator, digital-to-analog converter, up/down counter, digital-to-

analog converter along with other components. Compare its performance with that of 

conventional PCM link.

Objective-Type Questions

1.1 Identify which process of sampling in pulse code modulation is known as

 (a) analog modulation

 (b) impulse modulation

 (c) digital modulation

 (d) quadrature amplitude modulation

1.2 Choose the sampling rate at which the amplitude of the analog speech signal 

is sampled in standard digital voice communication systems.

 (a) 1600 samples/second

 (b) 3200 samples/second

 (c) 6400 samples/second

 (d) 8000 samples/second

1.3 Select the appropriate Nyquist sampling rate when an analog signal having 

highest frequency of 1630 Hz and lowest frequency of 250 Hz is sampled.

 (a) 1630 Hz

 (b) 1880 Hz

 (c) 2760 Hz

 (d) 3260 Hz

1.4 A continuous time signal is represented by s(t) = 8 cos (200 p t). The minimum 

sampling rate to avoid aliasing should be

 (a) 100 Hz

 (b) 200 Hz

 (c) 400 Hz

 (d) 800 Hz
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1.5 Statement I: In uniform quantizers, step size remains same throughout the 

amplitude range of the input analog signal.

 Statement II: The process of companding allows binary codes to be compressed, 

thereby reducing transmission time and bandwidth requirements.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

1.6 In ___________________, the code used for each sample is based on the 

difference between successive samples rather than samples themselves. 

 (a) differential pulse code modulation

 (b) delta modulation

 (c) delta-sigma modulation

 (d) adaptive delta modulation

1.7 To avoid slope-overload distortion in delta modulation, which one of the 

following relationships between the sampling rate fs, the maximum frequency 

fm, the maximum amplitude of the input sinusoidal signal Vm, and the step size 

D is correct?

 (a) 
2 m

s
m

f
f

V

p D
≥

 (b) 2 m m
s

f V
f

p
≥

D

 (c) 
2 m

s
m

V
f

f

p
≥

D

 (d) 
2 m

s
m

f
f

V

p
≥

D

1.8 Statement I: The So/Nq performance of DM is better than PCM by more than 

3 dB.

 Statement II: For same quality of transmission, the bit rate needed for DM is 

much higher than by PCM.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

1.9 Slope overload is a large difference between the original and replicated delta 

modulation signals. It can be avoided by using

 (a) uniform step size

 (b) non-uniform step size

 (c) adaptive step size

 (d) non-adaptive step size

1.10 The use of PCM at the standard transmission bit rate of 64 kbps 

 (a)  requires 4 kHz channel bandwidth for transmission of digitized voice 

signals
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 (b)  requires 8 kHz channel bandwidth for transmission of digitized voice 

signals

 (c)  requires 32 kHz channel bandwidth for transmission of digitized voice 

signals

 (d)  requires 64 kHz channel bandwidth for transmission of digitized voice 

signals

Short-Answer-Type Questions

1.1 What is the signifi cance of Nyquist criterion for the process of sampling an 

analog signal? Give an account of performance of natural and fl at-top sampling 

with suitable illustrations.

1.2 Defi ne Nyquist rate. What happens when an analog signal is sampled at less 

than the Nyquist rate? 

1.3 How do you justify that pulse code modulation is a modulation as well as 

encoding technique?

1.4 State three criteria for proper signal encoding so as to determine how successful 

a PCM receiver would be to decode the signal. 

1.5 Voice-quality telephone signals require a relatively constant signal-to-

quantization noise ratio performance over a wide dynamic range. Can it be 

achieved with compander characteristics?

1.6 Bring out clearly the similarities and dissimilarities between m-law and A-law 

companding.

1.7 Discuss critically the benefi t of using companding. Give at least one technical 

reason for use of different companding schemes in the US and Europe.

1.8 List the essential operations performed at the PCM receiver. 

1.9 What is meant by quantization range and quantization error? How does it 

depend upon the step size?

1.10 Outline the basic principle of differential PCM technique.

1.11 How is adaptive quantization useful in adaptive differential PCM?

1.12 Specify the algorithm that is followed to generate delta-modulated signal 

waveform. 

1.13 Delta modulation is a special case of differential PCM. Carry out the comparative 

study of similarities among these two techniques.

1.14 What happens when the variations in adjacent samples of the analog signal are 

quite fast as compared to the step-size in delta modulation? Draw an appropriate 

illustration to depict this phenomenon.

1.15 Specify two unique features offered by delta modulation.
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Discussion Questions

1.1 The analog signal such as speech or video signals is sampled with a pre-determined train 

of narrow rectangular pulses in such a way so as to closely approximate the instantaneous 

sampling process. State and discuss the criteria for faithful representation of analog signal 

with discrete samples. [LO 1.1]

1.2 The sampling rate must be fast enough so that at least two samples are taken during the 

period corresponding to the highest frequency spectral component present in the analog 

signal. Critically analyze the impact of oversampling and under sampling. [LO 1.1]

1.3 PCM is used in digital telephone systems (trunk lines) and is also the standard form for 

digital audio in computers and various compact disc formats, digital videos, etc. How can 

an analog voice signal be digitized and transmitted? [LO 1.2]

1.4 It is highly desirable that signal-to-quantization noise ratio should remain essentially 

constant for a wide range of input signal levels such as speech. Suggest a practical 

solution so as to obtain a constant signal-to-quantization noise ratio and elaborate the 

implementation scheme. [LO 1.2]

1.5 In case of practical baseband signals such as speech waveforms, we observe that the 

resulting sampled signal does not usually change much from one sample value to the next 

one. Show that differential PCM is more bandwidth effi cient than conventional PCM. 

 [LO 1.3]

1.6 In order to reduce slope-overload distortion in delta modulation (DM), an increase in 

the magnitude of the minimum step size is required. But a large step size is required to 

accommodate wide dynamic range of the input signal. Moreover, the sample frequency 

should also be increased. In view of these aspects, establish a relationship among various 

parameters for optimum performance of DM system. [LO 1.4]

1.7 In conventional delta modulation, the dynamic range of amplitude level of the difference 

between adjacent sample values is very small. Moreover, the step size cannot be made 

large due to the slope overload effect. Plan an alternate delta modulation technique to 

overcome the problem of slope overload distortion. [LO 1.4]

Problems

1.1 For the analog signal s(t) = 2 cos (100 p t) + 18 cos (2000 p t), determine the 

allowable sampling rate and sampling interval. 

1.2 The signal x(t) = 2 cos (400 p t) + 6 cos (640 p t) is ideally sampled at fs = 500 Hz.

If the sampled signal is passed through an ideal low-pass fi lter with cut off 

frequency of 400 Hz, then calculate the frequency component that will appear 

in the fi lter output.

1.3 A binary channel with bit rate of 36 kbps is available for PCM voice transmission. 

Evaluate the Nyquist sampling rate, recommended sampling rate, the number of 

quantization levels, and the number of binary digits in PCM encoder.

1.4 Audio signals having bandwidth up to 15 kHz are recorded digitally using 

PCM. If the audio signal is sampled at a rate 20% more than the Nyquist rate 

for practical considerations and the samples are quantized into 65, 536 levels, 

determine the minimum bandwidth required to transmit the PCM signal.
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1.5 Consider a PAM signal whose amplitude varies from –0.5 V to +7.5 V. This 

range is divided into eight uniform quantization levels. The pulses from –0.5 V

to +0.5 V are approximated (quantized) to a value 0 V, the pulses from +0.5 V

to +1.5 V are quantized to 1 V, and so on. Determine the 3-bit binary code 

corresponding to three pulses having amplitudes 3.8 V, 1.2 V, and 5.7 V 

respectively.

1.6 The information in analog signal having maximum frequency of 3 kHz is 

required to be transmitted using 16 quantization levels in PCM system. Find 

the number of bits per sample and minimum sampling rate required for PCM 

transmission.

1.7 A 6-bit single-channel PCM system gives an output transmission data rate of 60 kbps.

What could be the maximum possible analog frequency for this system?

1.8 Consider the maximum frequency of an analog information signal is 3.2 kHz. 

A binary channel of bit rate 36 kbps is available for PCM voice transmission. 

Compute the minimum sampling frequency, number of bits required per sample, 

and number of quantized levels.

1.9 Consider an analog signal x(t) = 3 cos (500 p t).Evaluate the signal-to-noise 

power ratio using 10 bit PCM system.

1.10 Determine the step size for a quantized PAM signal whose peak voltages are 

+16.8 V and –22.4 V, assuming 16-bit PCM code for each sample.

1.11 A PCM system uses a uniform quantizer followed by n-bit encoder. Show that 

rms signal to quantization noise ratio is approximately given as (1.8 + 6 n) dB.

1.12 Given maximum voltage amplitude of 3.6 V, determine the compressed value for 

an input voltage of 1.26 V using (i) µ-law compander; (ii) A-law compander.

1.13 A delta modulator system is designed to operate at fi ve times the Nyquist rate 

for an analog information signal band limited to 3 kHz. The quantizing step size 

is 40 mV. Determine the maximum allowable amplitude of input analog signal 

for which the delta modulator does not experience slope-overload distortion.

1.14 Compare the signal-to-quantization noise ratio (So/Nq) for PCM and DM system 

for given 8 number of bits (n = 8) in a code word. Comment on the result.

1.15 Compute the signal-to-quantization noise ratio (So/Nq) for PCM and DM system 

for the speech signal which has a bandwidth of 3200 Hz. Assume n = 2 in a code 

word.

Critical Thinking Questions

1.1 A signifi cant advantage of digital transmission over analog transmission against the 

background noise is that it is not necessary to know the exact amplitude of the received 

pulse waveform. Consider an arbitrary analog signal waveform. Illustrate the process of 

natural sampling and depict its spectrum. [LO 1.1]

1.2 For conversion of an analog signal into its equivalent digitized form, we sample the 

analog signal along its time axis, followed by discretization of its amplitude-axis too. 

Why is it necessary to quantize the pulse amplitude modulated signal? Compare and 

contrast two methods of quantization—uniform and robust, and bring out clearly the 

benefi t of robust quantization. [LO 1.2]
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1.3 Differential PCM works well with data that is reasonably continuous and exhibits 

extremely gradual changes such as photographs with smooth tone transitions. With 

DPCM, more effi cient encoded signal can be obtained. Analyze the mathematical models 

of DPCM encoder and decoder and highlight the utility of predictor in its feedback path. 

 [LO 1.3]

1.4 Delta modulation quantizes the difference between the present and the previous sample 

value with just two-levels and encodes it by using just a single bit. Illustrate the simple 

algorithm to implement delta modulation. Also critically analyze the problem encountered 

when the variations in adjacent samples of the analog signal are quite fast as compared to 

the step size. [LO 1.4]

References for Further Reading

[Cou00] Couch, L., Digital and Analog Communication Systems. Upper Saddle River, NJ: 
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[SI12] Singal, TL; Analog and Digital Communication. Tata McGraw-Hill, 2012.
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Baseband Transmission and 
Digital Multiplexing

Learning Objectives

To master baseband transmission and digital mul  plexing, you must cover these milestones:

2

LO 2.1

Know how to convert digital data to digital signal 

using various line codes for reliable baseband 

transmission

Hypothesize Nyquist pulse-shaping criteria and 

outline equalizer schemes to minimize the eff ects of 

ISI

Discuss intersymbol interference (ISI) problem in dig-

ital transmission

Illustrate the concept of digital mul  plexing and 

design TDM systems

Integrate TDM–PCM encoded digital carrier systems 

and calculate their data rates

LO 2.2

LO 2.3

LO 2.4

LO 2.5
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Essence of Baseband Transmission and Digital MultiplexingEssence of Baseband Transmission and Digital Multiplexing

Baseband transmission means sending a digital signal directly over a communications channel. 

We know that the information such as text, computer fi les, and programs, have a natural digital 

(usually binary) representation. This information needs to be converted to a digital signal for 

digital transmission. Digital information or data can be represented, in binary form, by two 

voltage levels. Generally, binary data usable to an application are not in a form that can be 

transmitted over the desired communications channel. To improve propagation characteristics, 

however, the digital data are often encoded into a more complex form of digital signals. Line 

coding is the process of converting digital data to digital signals with certain properties. Digital 

data have a broad spectrum with a signifi cant low-frequency content. Baseband transmission of 

digital data, therefore, requires the use of a low-pass channel with a bandwidth large enough to 

accommodate the essential frequency contents of the data stream. In this chapter, we study the 

transmission of digital data over a baseband channel. Digital multiplexers enable simultaneous 

transmission of many line-encoded digital signals over a common communications channel.

INTRODUCTION
We have discussed in the previous chapter that analog signal waveforms are transformed into 

a sequence of 1s and 0s using waveform coding technique such as pulse code modulation, 

delta modulation, and other digital pulse modulation techniques. These binary digits are just 

abstractions—a way to describe the analog information signal. The digital output of these 

source encoders is required to be converted into electrical pulses for the purpose of baseband 

transmission over the channel.

How can you convert digital data, usually available in the form of 0s and 1s, to digital signals 

that must represent digital data in the form of appropriate voltage levels on a wireline?

Probably the simplest process is line coding, also known as transmission coding, or digital 

baseband signaling. You will fi nd the details of line codes and its types in Section 2.1.

∑  There are several line codes available for electrical representation of binary data stream. 

These line codes differ from one another with respect of desirable line properties which 

are necessary for efficient transmission of baseband digital signals. 

∑ Due to dispersive nature of the channel, each received pulse is affected by an adjacent 

pulse. This results into Intersymbol Interference (ISI) which is a major source of bit errors 

in the reconstructed data stream at the receiver. 

∑ Pulse shaping and equalization techniques employed in the baseband signal receiver help 

to control bit errors. 

∑ For simultaneous transmission of many baseband digital signals over a common channel, 

digital multiplexing techniques such as time-division multiplexing (TDM) is employed.

A PRIMER
The term ‘ baseband’ is used to designate the frequency band of the original message (information) 

signal directly from the source or from the input transducer of an electronic communication 

system. For example, in telephony, the baseband is the audio band (band of voice signal) of 

300 Hz–3400 Hz. In television, the video baseband is the video band 0 to 4.5 MHz. For digital 
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data or pulse code modulation (PCM) that uses bipolar line code signaling at a rate of R pulses 

per second, the baseband is approximately 0 to R Hz.

In  baseband communication, information signals are directly transmitted without any change 

in its frequency band (i.e., that do not use carrier modulation). Bandwidth utilization means the 

effi cient use of available bandwidth which can be achieved by the process of multiplexing.

In this chapter…

∑ We begin with a description of the need and properties of line codes, followed by discussion 

on various line coding techniques and their power spectra.

∑ Next, we describe an undesirable phenomenon associated with baseband digital data 

transmission, known as intersymbol interference (ISI).

∑ The discussion is carried forward to describe different methods to minimize the effect of 

ISI on the performance of digital communication, by employing special techniques such as 

pulse shaping and equalization.

∑ For simultaneous transmission of several baseband digital signals, we employ digital 

multiplexers known as Time-Division Multiplexers (TDM).

∑ Finally, North American T1 and European E1 digital carrier systems that are capable 

of carrying several PCM-encoded multiplexed digital data (or digitized analog data) on 

common channel are discussed.

2.1 LINE CODING AND ITS TYPES 

We know how to convert an analog signal to a digital data (sequence of binary symbols 

1’s and 0’s) either by using waveform encoders such as PCM, DM, etc. The digital output 

comprising of a long sequence of binary symbols 1’s and 0’s is neither uniform nor suitable 

for direct transmission over the communications channel. These binary symbols are required 

to be converted into electrical pulses or waveforms having fi nite voltage levels so as to make it 

compatible for transmission over the communications channel. It is in a line code that a binary 

stream of data takes on an electrical representation.1

Line coding is the process by which digital symbols are transformed into waveforms that 

are compatible with the characteristics of the baseband channel. Thus, line coding involves 

converting (encoding) the binary data output of a waveform encoder or a source encoder into 

electrical pulses (waveforms) for the purpose of baseband digital signal transmission. It is 

obvious that the communication channel such as wireline can propagate digital (usually binary) 

pulse waveforms directly.

Figure 2.1.1 depicts baseband digital transmission of digitized data over communication 

channel such as a wireline.

1 We know how to represent binary data, i.e., in terms of two symbols 0 and 1. But how do we assign electrical 

voltages to them that suits communication over wireline media? This issue is addressed in line coding. That is 

why, line coding is sometimes referred to as digital carrier line encoding or baseband digital modulation.

IMPORTANT!

< LO 2.1

< LO 2.2

< LO 2.3

< LO 2.4

< LO 2.5

LO 2.1

What is Line 

Coding?



2.4 Digital Communica  on

Figure 2.1.1 Baseband Digital Transmission

Thus, line coding converts a sequence of information data bits to a digital signal. We assume 

that data, in the form of text, numbers, graphical images, audio, or video, are stored in computer 

memory as sequences of bits in computer communications. At the sender, digital data are 

encoded into a digital signal; and at the receiver, the digital data are reconstructed by decoding 

the digital signal.

Figure 2.1.2 shows the process of line coding (Encoder) and decoding (Decoder).

Figure 2.1.2 Process of Line Coding

Line coding, in general, looks into factors such as

 (i) Power and bandwidth required for transmission

 (ii) Ability to extract timing information

 (iii) Presence of dc or low-frequency components which is not suitable for ac-coupled 

circuits

 (iv) Error-detecting ability

Before we proceed further, let us understand the basic terminology associated with transmission 

of line-encoded digital data, i.e., digital signal.

A  data element is the smallest entity that can represent a piece of information, that is, the bit. It 

is data elements which we need to send through a digital communication system. The  data rate, 

or the  bit rate, is defi ned as the number of data elements (bits) sent in one-second time duration. 

The unit of data rate is bits per second (bps).2

 A  signal element is the shortest unit (time wise) of a digital signal which can be sent through a 

a digital communication system. In digital data communications, a signal elements carries data 

elements. The  signal rate is defi ned as the number of signal elements sent in one-second time 

duration. The unit of signal rate is the  baud, sometimes called the  baud rate, the  pulse rate, or 

the  modulation rate.

2 Data elements are being carried; signal elements are the carriers. In other words, a signal element carries 

data element in digital data communications. Our goal is to increase the data rate while decreasing the signal 

rate. Increasing the data rate increases the speed of data transmission; decreasing the signal rate decreases the 

transmission bandwidth requirement.
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We now discuss the relationship between data rate (or, bit rate) and signal rate (or, baud rate). 

Let us defi ne a ratio r which is given as the number of data elements carried by each signal 

elements. For example,

∑ One data element per one signal element, i.e., r = 1. Time duration of a signal element is 

exactly the same as that of a data element.

∑ One data element per two signal elements, i.e., r = 1/2. Time duration of a signal element 

is one-half that of a data element. In other words, there are two signal elements (two 

transitions) to carry each data element.

∑ Two data elements per one signal element, i.e., r = 2. This means a signal element carries 

two data elements.

∑ Four data elements per three signal elements, i.e., r = 4/3. This means a group of 4 bits is 

carried by a group of three signal elements, and so on.

The relationship between data rate and signal rate (i.e., bit rate and baud rate), of course, 

depends on the value of r as well as the data pattern. For example, if we have a data pattern of 

all 1s or all 0s, the signal rate may be different from a data pattern of alternating 0s and 1s. 

From the above discussion, we can formulate the relationship between data rate and signal 

rate as

1
bS k f

r
= ¥ ¥ baud

S is the number of signal elements in one second, expressed in baud;

k  is the factor which depends on the requirement of minimum or maximum signal rate (k 

varies from 0 to 1, with an average value taken as ½);

fb is the data rate, expressed in bps; 

r is ratio of the number of data elements carried by each signal elements.

Let us consider that a signal is carrying data in which one data element is encoded as one 

signal element (r = 1). The average baud rate to transmit 100 kbps data rate will be S = 
1

2

Ê ˆ
Á ˜Ë ¯

 × 

(100000) × 
1

1

Ê ˆ
Á ˜Ë ¯

 = 50000 baud; taking an average value of k as ½.

However, in practice, most digital signals have a fi nite bandwidth (range of frequencies). 

In other words, the actual bandwidth of a digital signal is theoretically infi nite, but many of its 

frequency components have such a small amplitude that they can be ignored.

So, we can say that the effective bandwidth is fi nite.

It is, in fact, the baud rate, not the bit rate, which determines the required transmission bandwidth 

for a digital signal. For the moment, we can say that the bandwidth of the channel is directly 

proportional to the signal rate (baud rate).

Therefore, the minimum bandwidth required can be given as

min

1
bB k f

r
= ¥ ¥ Hz

k, fb, and r have same meanings, as defi ned previously.

We know that a signal with L number of levels actually can carry log2 L bits per level, i,e., r = log2 L.
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If each level corresponds to one signal element then for an average case k = ½, we have

 fb(max) = 2 × (B) × (log2L) bps

It may be recalled that this is, in fact, Nyquist formula which is used to determine the maximum 

data rate of a channel.

Let us consider that a channel has a bandwidth of 200 kHz. If we use four levels of digital 

signaling then the maximum data rate of the channel will be

 fb(max) = 2 × (200 kHz) × (log24) = 800 kbps

Digital transmission systems are usually synchronous, that is, they operate in conjunction with 

a clock waveform, which is a regular periodic waveform whose time period is equal to the bit 

duration Tb.

∑ The clock signal also serves the purpose to mark the beginning and end of the time duration 

allocated to each bit. 

∑ In a digital transmission system, there must be a clock waveform at both the transmitting 

end as well as at the receiving end. 

∑ These clocks must be synchronized with one another. 

∑ This implies that the receiver’s bit duration must correspond exactly to the sender’s bit 

duration. 

∑ Then, only the digital signals received by the receiver from the sender can be correctly 

interpreted. 

The  signaling rate or transmission data rate, fb is defi ned as the rate at which the digital data is 

transmitted, and is related to the bit duration as 
1

b
b

f
T

=  bps. 

2.1.1 Desirable Properties of Line Codes

The line codes often use the terminology non-return-to-zero (NRZ) or return-to-zero (RZ). As 

the name suggests, 

∑ Non-Return-to-Zero (NRZ) indicates that the binary pulse used to represent the bit does 

not necessarily return to zero or neutral level during the bit period.

∑ Return-to-Zero (RZ) implies that the binary pulse used to represent the bit always returns 

to zero or neutral level usually at the middle of the bit period. 

Before we discuss different types of line-coding techniques, we address their common 

characteristics and desirable properties of a good line code for a specifi ed application. Upon 

reading this subsection, you will be able to answer how to optimize the performance of digital 

data transmission.

There are certain desirable properties which must be considered for line coding.

∑ Transmission power effi ciency

∑ Duty cycle

∑ The dc components

∑ Baseline wandering

∑ Bandwidth considerations

∑ Self-clocking capability or self-synchronization

∑ Immunity to noise and interference

∑ Error detection capability

∑ Ease of detection and decoding
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All these desirable properties of line-coding signaling formats are now discussed for better 

understanding of different types of line codes in the next sub-section.

 Transmission power effi ciency, or transmission voltage levels, can be categorized as either 

unipolar (UP), or polar, as given below:

∑ In  unipolar voltage levels, only one nonzero voltage level is specifi ed. For example, 

positive voltage level is used to represent binary data 1 and zero (ground) voltage level is 

used to represent binary data 0. 

∑ In  polar voltage levels, two distinct nonzero symmetrical but opposite voltage levels are 

specifi ed. For example, positive voltage level is used to represent binary data 1 and negative 

voltage level is used to represent binary data 0.

Dear student...  A  er reading this material, you should be able to answer how power 
effi  ciency can be increased by using polar voltage levels. This is illustrated 

with the help of the following example.

Transmission Power Effi  ciency—Polar versus UnipolarSOLVED EXAMPLE 2.1.1

Show that there is 200% improvement in power effi ciency in case of a polar line code using 

symmetrical voltage levels as compared to that of a unipolar line code for the same voltage 

level. Assume a load resistor of 1 W.

Solu  on 

Case I: Unipolar Line-Coding Waveform

Step 1: Let binary data 1 be represented by +5 V (peak) and binary data 0 is represented by 0 V.

 [Assume]

Step 2: Therefore, average power in case of unipolar waveform, 

 Pav(UP) = 
2 2

2 2rms rms
rms rms

(1) (0) 1
(1) (0)

V V
V V

R R R
È ˘+ = +Î ˚

Substituting the values as R = 1 W, Vrms = Vp/√2; we have

 Pav(UP) = 

2
1 5

0 12.5 W
1 2

È ˘Ê ˆÍ ˙+ =Á ˜Ë ¯W Í ˙Î ˚
 [Compute it carefully]

Case II: Polar Symmetrical Line-Coding Waveform

Step 3: Let binary data 1 be represented by +5 V (peak) and binary data 0 is represented by –5 

V (peak). [Assume]

Step 4: Therefore, average power in case of polar waveform, 

 Pav(UP) = 
2 2

2 2rms rms
rms rms

(1) (0) 1
(1) (0)

V V
V V

R R R
È ˘+ = +Î ˚

Substituting the values as R = 1 W, Vrms = Vp/√2; we have

 Pav(Polar) = 

2 2
1 5 5

25 W
1 2 2

È ˘Ê ˆ Ê ˆ+ -Í ˙+ =Á ˜ Á ˜Ë ¯ Ë ¯W Í ˙Î ˚
 [Compute it carefully]

Step 5: Improvement in Transmission Power Effi ciency

  
av

av

(Polar) 25
100 100 200%

(UP) 12.5

P

P
¥ = ¥ =  [Hence, Proved]

Property 1 

Transmission 

Power Effi ciency 
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Thus, there is an improvement in transmission power effi ciency by 200% in case of polar 

symmetrical voltage levels (+V and –V) as compared to that of unipolar line code using the 

same voltage level (+V).

BASED ON THE ABOVE EXAMPLE, 

you are now ready to attempt problems related to transmission power effi ciency of unipolar,

polar, and bipolar voltage levels.

  Duty cycle is defi ned as the ratio of the bit duration for which the binary pulse has defi ned 

transmission voltage to the entire bit duration.

For example, 

∑ In  non-return-to-zero (NRZ) line-encoding format, the binary pulse is maintained high for 

binary data 1 for the entire bit duration, or the binary pulse is maintained low for binary data 

0 for the entire bit duration. So, the duty cycle is 100%. We will see the details of NRZ line-

encoding format in Section 2.1.2.

∑ In  return-to-zero (RZ) line-encoding format, the binary pulse is maintained high for 

binary data 1 for 50% of the entire bit duration only, and the binary pulse is maintained low 

for binary data 0 for the entire bit duration. So, the average duty cycle is less than 100% of 

specifi ed bit duration. We will see the details of RZ line-encoding format in Section 2.1.2.

Some communication systems like a telephone system (a telephone line cannot pass frequencies 

below 200 Hz), and a long-distance link using transformers (to isolate different parts of the line 

electrically) do not allow transmission of frequencies around zero, called direct-current (dc) 

components. This situation occurs when the voltage level in a digital signal is constant for a 

while, the frequency spectrum shows very low-frequency components. Therefore, we need a 

line-coding technique with no dc component. Figures 2.1.3 and 2.1.4 show a signal without dc 

component and with dc component respectively.

Figure 2.1.3 A Digital Signal without dc component

Figure 2.1.4 A Digital Signal with dc component

Define

Property 2: 

Duty Cycle

Property 3:

DC Components
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In digital transmission, a long sequence of either 1s or 0s produces a condition in which a 

receiver may lose its amplitude reference. This reference is needed for optimum determination 

of received 1s and 0s with clear-cut discrimination between them. Similar conditions may 

also arise when there is a signifi cant imbalance in the number of 1s and 0s transmitted. This 

condition causes a drift in the baseline (a running average received signal power calculated by 

the receiver while decoding a digital signal), called  baseline wandering. This makes it diffi cult 

for the receiver to decode received data correctly. Therefore, a good line-coding scheme needs 

to prevent baseline wandering.

Obviously, it is desirable that the bandwidth of a line code should be as small as possible. This 

allows more information to be transmitted per unit channel bandwidth.

A self-synchronizing digital signal includes timing information in the data being transmitted. 

This can be achieved if there are transitions in the line-encoded transmitted digital signal that 

alert the receiver to the beginning, middle, or end of the pulse waveform. If the receiver’s clock 

is out of synchronization, these transitions can reset the clock. We will discuss later that there 

are some line coding techniques which exhibit self-clocking capability.3

Figure 2.1.5 shows the effect of lack of  self-synchronization in which the receiver has a 

shorter bit duration. 

Figure 2.1.5 Need of Synchroniza  on between Transmi  ed and Received Data

As it can be seen from the fi gure, the receiver receives extra bits (110111000011) in the same 

time duration as the transmitter transmits (10110001). Thus, we can say that due to mismatch 

of the sender and receiver clock intervals, the receiver might misinterpret the received digital 

signals. 

So, it is imperative to say that the receiver’s bit intervals must correspond exactly to the 

sender’s bit intervals for correct interpretation of digital bit stream.

Signifi cance of Synchroniza  onSOLVED EXAMPLE 2.1.2

A digital transmission system transmits data at the data rate of 1 Mbps.

(a) How many extra bits per second are received by the receiver if the receiver clock is 0.1% 

faster than the sender clock?

3 In synchronous digital transmission systems, digital data is transmitted serially over a communication channel. 

If the receiver clock is faster or slower, the bit intervals are not matched and the receiver might misinterpret the 

signals.

Property 4:

Baseline 

Wandering 

Property 5: 

Bandwidth 

Considerations 

Property 6: 

Self-clocking 

Capability or Self-

synchronization 
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(b) What happens if the data rate of sender is 1 kbps only?

Solu  on

(a) In one second, the sender sends 1,000,000 bits (i.e., data rate of 1 Mbps).

 Now, the receiver clock is 0.1% faster than the sender clock. 

 This means that the receiver receives 1,000,000 × 0.1/100 = 1,000 extra bits in one 

second.

 Hence, at 1 Mbps, the data rate at which the receiver receives is 1,001,000 bps. Ans.

(b) At 1 kbps data rate, the receiver receives 1 extra bit in 1 second.

 Hence, at 1 kbps, the data rate at which the receiver receives is 1,001 bps. Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.3  In a digital transmission, the sender clock is 0.2 percent faster than the receiver 

clock. How many extra bits per second does the sender send if the data rate is 1 

Mbps?

It is desirable that a line-encoding format should be capable to minimize the effects of noise 

and interference. This will enable to have minimum errors introduced in transmitted data due 

to external noise and interference. We will see later that there are some line coding techniques 

which exhibit this capability.

It is desirable that line codes should have a built-in  error-detection capability which should 

enable to detect some or all errors that occurred during transmission. There should not be any 

need to introduce additional bits into the transmitted data sequence for this purpose. Some line-

coding techniques do have this capability.

In order to make receiver design simple and reliable, line-coding techniques should be such so 

as to have easy detection and decoding of digital data information. Moreover, a complex line-

coding technique is more costly to implement than a simple one. For example, a technique that 

uses four signal levels is more diffi cult to interpret than one that uses only two levels.

LET’S RECONFIRM OUR UNDERSTANDING!!

∑ Defi ne bit rate and baud rate.

∑ What do you understand by line coding?

2.1.2 Types of Line-Coding Techniques

As mentioned earlier, a line code converts a binary stream of data to an appropriate representation 

of electrical waveform, as depicted in Figure 2.1.6 in its simplest form.

Figure 2.1.6 A Simplest Form of Line Coding

Property 7: 

Immunity to 

Noise and 

Interference

Property 8: 

Error-Detection 

Capability 

Property 9:

Ease of Detection 

and Decoding 

Recap
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Various line-coding techniques can also be distinguished based on polarity of voltage levels 

used to represent the binary digits. Accordingly, line-coding techniques can be broadly classifi ed 

in three types, as depicted in Figure 2.1.7. 

Figure 2.1.7 Classifi ca  on of Line-Coding Techniques

∑ Unipolar (represented by only one level +V or –V). Thus, Unipolar line coding can be 

Unipolar Non-Return-to-Zero (UP-NRZ) and Unipolar Return-to-Zero (UP-RZ).

∑ Polar (represented by two distinct non-zero symmetrical but opposite voltage levels, +V 

and –V).4

∑ Bipolar (also known as pseudo-ternary +V, –V, and 0 V or alternate mark inversion). 

Polar line codes can be further classifi ed as depicted in Figure 2.1.8.

Figure 2.1.8 Classifi ca  on of Polar Line Codes

Any one of several line coding techniques can be used for the electrical representation of a 

binary data stream:

∑ Unipolar Non-Return-to-Zero (NRZ) Line Code

∑ Unipolar Return-to-Zero (RZ) Line Code

∑ Polar Non-Return-to-Zero (NRZ) Line Code

∑ Manchester Polar Line Code

∑ Differential Manchester Polar Line Code

∑ Bipolar Non-Return-to-Zero Alternate Mark Inversion (BP-NRZ-AMI) Line Code

∑ Bipolar RZ Line Code

∑ Bipolar RZ-AMI Line Code

∑ High-Density Bipolar (HDB) NRZ-AMI Line Code

∑ Binary Eight Zeros Substitution (B8ZS) RZ-AMI Line Code

Now, we describe each one of these line codes briefl y in order to develop better 

understanding.

In  unipolar NRZ line code, a binary symbol 0 is represented by 0 V for the entire bit interval 

Tb and the binary symbol 1 is represented by a constant voltage level, say +V or –V, during its 

entire bit interval Tb (where bit rate is 1/Tb), and, hence, called non-return-to-zero (NRZ).

4 The polar line coding is the most effi cient one because it requires the least power for a given error probability. 

The bipolar line code has the advantage that one single error can be detected because the received pulse sequence 

will violate the bipolar rule.

List of Types of 

Line Codes

Type 1:

Unipolar NRZ 

Line Code
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Mathematically, unipolar NRZ waveform can be expressed as

For symbol ‘0’; v(t) = 0 during 0 £ t < Tb interval

For symbol ‘1’; v(t) = +V or –V during 0 £ t < Tb interval

Unipolar NRZ Line CodeSOLVED EXAMPLE 2.1.4

Illustrate the unipolar NRZ line coding waveform for the binary data sequence given as 0 1 0 

0 1 1 1 0 1 0.

Solu  on We know that in unipolar NRZ line code, a binary symbol 0 is represented by 0 V for 

the entire bit interval Tb and the binary symbol 1 is represented by a constant voltage level, say 

+V or –V during its entire bit interval Tb (where the bit rate is 1/Tb).

Figure 2.1.9 depicts the unipolar NRZ line coding waveform for the  given binary data sequence 

0 1 0 0 1 1 1 0 1 0.

Figure 2.1.9 Unipolar NRZ Line Coding Waveform for Example 2.1.4

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.5  Draw the unipolar NRZ line coding waveform for the binary data sequence 

given as 1 0 1 1 0 0 0 1 0 1.

It can be easily seen that in unipolar NRZ line code, the following holds good:

∑ Long strings of 1s and 0s produces high dc as well as low-frequency components which 

do not carry any information. For example, in case of an equal number of 1s and 0s, the 

average dc voltage level is equal to one-half of the nonzero voltage, that is, V/2 with 100% 

duty cycle. 

∑ The clock recovery is diffi cult because there is no separation between the pulses and 

thereby causes synchronization problem. 

∑ With NRZ line coding, a long sequence of either 1s or 0s produces a condition in which 

a receiver may lose its amplitude reference. This reference is needed for optimum 

determination of received 1s and 0s with clear-cut discrimination between them. Similar 

conditions may also arise when there is a signifi cant imbalance in the number of 1s and 0s 

transmitted. This typical condition is called  dc wandering.

∑ The unipolar NRZ line code format contains substantial power in its dc component. Usually, 

the dc component does not carry any useful information, so the power in it gets wasted. 
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If unipolar NRZ line code is used then the communications channel should be able to pass 

dc components which requires dc-coupled circuits. So the clock signal cannot be extracted 

from this code.

∑ NRZ line code has more energy of the pulse since pulse width extends for the complete bit 

period. 

Where to use Unipolar NRZ Line Code?

The unipolar NRZ is the simplest form of commonly used line code in internal computer 

waveforms. Unipolar NRZ format is very simple to generate—it requires only one dc power 

supply. Standard TTL and CMOS circuits can be used to implement it.

In  unipolar RZ line code, the binary symbol 0 is represented by 0 V for the entire bit interval Tb

and the binary symbol 1 is represented by a pulse of voltage level +V which returns to zero (RZ) 

after one-half bit period (Tb/2).

Mathematically, unipolar RZ waveform can be expressed as

For symbol ‘0’; v(t) = 0 during 0 £ t < Tb interval

For symbol ‘1’; v(t) = 
0

V+Ï
Ì
Ó

 for 
0 ( 2)

( 2)

b

b b

t T

T t T

£ <ÏÔ
Ì £ <ÔÓ

 interval

Unipolar RZ Line CodeSOLVED EXAMPLE 2.1.6

Illustrate the unipolar RZ line coding waveform for the binary data sequence 0 1 0 0 1 1 1 0 1 

0.

Solu  on We know that in unipolar RZ line code, the symbol 0 is represented by 0 V for the 

entire bit interval Tb and a symbol 1 is represented by a pulse of voltage level +V which returns 

to zero (RZ) after one-half bit period (Tb/2).

Figure 2.1.10 depicts a unipolar RZ line encoding waveform for the given binary data sequence 

0 1 0 0 1 1 1 0 1 0.

Figure 2.1.10 Unipolar RZ Line Coding Waveform for Example 2.1.6

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.7  Draw the unipolar RZ line coding waveform for the binary data sequence given 

as 1 0 1 1 0 0 0 1 0 1.

Application

Type 2: Unipolar 

RZ Line Code
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It can be seen that in unipolar RZ line code, the following holds good:

∑ Since only one nonzero voltage level is used, each pulse is active for only 50% of a bit 

period. 

∑ Assuming an equal probability of 1s and 0s occurring in a data sequence, the average dc 

voltage of a UP-RZ waveform is one-fourth of the nonzero voltage (i.e., V/4). 

∑ The dc component is lower compared to that of unipolar NRZ.

∑ The synchronous data sequence with RZ line encoding signaling format has transitions of 

state for consecutive logic 1 data bits that are not present in NRZ formats. These transitions 

help in clock recovery for synchronous receivers. So, the clock recovery is better.

∑ Unipolar RZ line-code format contains a discrete impulse train at every clock frequency. 

This gives desirable self-clock extracting capability at the receiver. However, to maintain 

the same probability of error, it requires 3 dB more power as compared to that needed in 

binary signaling.

Now where to use Unipolar RZ Line Code?

Unipolar RZ line codes are used in baseband data transmission and in magnetic tape-recording 

applications.

In  polar NRZ-Level (NRZ-L) line code, a binary symbol 0 is represented by one voltage level 

(say, –V) for the entire bit interval Tb and the binary symbol 1 is represented by another voltage 

level (say, +V) for its entire bit interval Tb (where bit rate is 1/Tb), and, hence, called polar non-

return-to-zero (polar NRZ-L).

Mathematically, polar NRZ-L waveform can be expressed as

For symbol ‘0’; v(t) = –V during 0 £ t < Tb interval

For symbol ‘1’; v(t) = +V during 0 £ t < Tb interval

Polar NRZ-L Line CodeSOLVED EXAMPLE 2.1.8

Illustrate the polar NRZ-L line coding waveform for the binary data sequence

0 1 0 0 1 1 1 0 1 0.

Solu  on We know that in polar NRZ-Level (NRZ-L) line code, a binary symbol 0 is 

represented by one voltage level (say, –V) for the entire bit interval Tb and the binary symbol 1 

is represented by another voltage level (say, +V) for its entire bit interval Tb. 

Figure 2.1.11 depicts the polar NRZ-L line-coding waveform for the given binary data sequence 

0 1 0 0 1 1 1 0 1 0. 

Figure 2.1.11 Polar NRZ-L Line-Coding Waveform for Example 2.1.8

Application

Type 3: Polar NRZ 

Line Code
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 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.9  Draw the polar NRZ-L line coding waveform for the binary data sequence given 

as 1 0 1 1 0 0 0 1 0 1.

It can be seen that in polar NRZ-L line coding, the following holds good:

∑ A problem can arise when the binary data contains a long string of 0s or 1s. The receiver 

clock signal may or may not be synchronized with the source clock signal. 

∑ The average dc value is minimum, and if the probability of occurrence of symbols ‘0’ and 

‘1’ are same then it would be even zero. 

∑ As compared to unipolar NRZ (signal level change between 0 V and +V), polar NRZ-L has 

higher transmission power requirement (due to signal level change between –V and +V) 

although the power spectral density (PSD) is same.

∑ Polar NRZ-L has better noise immunity, easy detection of binary levels 0 and 1 at receiver 

and low probability of error. 

Where to use Polar NRZ-L Line Code?

Polar NRZ-L line code is extensively used in digital logic circuits. We must remember that 

polar line code uses two distinct nonzero symmetrical but opposite voltage levels (+V and –V) 

to represent the symbols 1 and 0, respectively, and there is no 0 V level. Accordingly, there is 

only polar NRZ-L line coding technique, not polar RZ.

Differential line-coding techniques such as polar NRZ-M (M stands for Mark), a binary data 

1 (or mark) is represented by a change in voltage level from its previously held voltage level, 

and a binary data 0 is represented by no change in voltage level from its previous one (that is, 

it remains same). Polar NRZ-M is primarily used in magnetic tape recording. Polar NRZ-S (S 

stands for Space) is complement of NRZ-M.

In  Manchester polar line code, a binary symbol 0 is represented by a –V pulse during fi rst half 

of the bit period followed by a +V pulse during the second half of the bit period, and a binary 

symbol 1 is represented by a +V pulse during the fi rst half of the bit period followed by a –V

pulse during the second half of the bit period. Due to this reason, this type of line code is also 

known as split phase or biphase.

Mathematically, Manchester polar line coding waveform can be expressed as

For symbol ‘0’; v(t) = 
V

V

-Ï
Ì+Ó

 for 
0 ( 2)

( 2)

b

b b

t T

T t T

£ <ÏÔ
Ì £ <ÔÓ

For symbol ‘1’; v(t) = 
V

V

+Ï
Ì-Ó

 for 
0 ( 2)

( 2)

b

b b

t T

T t T

£ <ÏÔ
Ì £ <ÔÓ

Manchester Polar Line CodeSOLVED EXAMPLE 2.1.10

Illustrate the Manchester polar line-coding waveform for the binary data sequence given as 0 1 

0 0 1 1 1 0 1 0.

Solu  on We know that in Manchester polar line code, a binary symbol 0 is represented by a 

–V pulse during the fi rst half of the bit period followed by a +V pulse during the second half of 

the bit period, and a binary symbol 1 is represented by a +V pulse during the fi rst half of the bit 

period followed by a –V pulse during the second half of the bit period.

Application

ATTENTION

Type 4: 
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Line Code



2.16 Digital Communica  on

Figure 2.1.12 depicts the Manchester polar line-coding waveform for the given binary data sequence

0 1 0 0 1 1 1 0 1 0.

Figure 2.1.12 Manchester Polar Line-Coding Waveform for Example 2.1.10

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.11  Draw the Manchester polar line-coding waveform for the binary data sequence 

given as 1 0 1 1 0 0 0 1 0 1.

Thus, for the Manchester line encoding signaling format, a data bit is split into two parts: 

The voltage level during the fi rst half of the data bit interval is the inverse of the voltage level 

during the second half of the data bit interval. This clearly means that at the midway point, 

the level is inverted. This midway transition occurs at the middle of each data bit interval and 

serves as the recovered clock signal at the receiver. The level transition in the middle of every 

Manchester encoded data bit is used as a clock signal.

It is seen that in the Manchester line code, the following holds good:

∑ The transition occurs from +V to –V or from –V to +V at the middle of each bit period (that 

is, the split-phase signal passes through zero at least once per bit duration or clock cycle), 

the recovery of clock information at the receiver becomes easier. 

∑ Since the biphase signal voltage changes level more frequently than does the NRZ signal, 

we naturally expect that its spectrum will have higher frequency components than are 

present in the NRZ signal and does not cause unnecessary dc level. 

∑ Manchester line encoding has a distinct advantage of facilitating easy clock recovery 

because it has a built-in clock capability at the center of each data bit interval.

∑ Its disadvantage is that the interpretation of the data is dependent on the level of the fi rst 

half of the bit period.

∑ The bandwidth occupied is approximately double that of polar NRZ-L line code.

Where is Manchester line code used?

Manchester line code is specifi ed in IEEE 802.3 standard for Ethernet Local Area Network 

(LAN). It is mostly used in satellite telemetry communication links, optical communications, 

and magnetic tape-recording systems.

Application
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In  differential Manchester polar line code, the binary symbol (1 or 0) is represented by a 

transition for symbol 0 and no transition for binary 1 at the beginning of the bit, in addition to 

transition at the middle of the bit interval.

Diff eren  al Manchester Polar Line CodeSOLVED EXAMPLE 2.1.12

Illustrate the differential Manchester polar line-coding waveform for the binary data sequence 

given as 0 1 0 0 1 1 1 0 1 0.

Solu  on We know that in the differential Manchester polar line code, the binary symbol 0 is 

represented by a transition at the beginning of the bit, followed by transition at the middle of the 

bit interval too, and the binary symbol 1 is represented by no transition at the beginning of the 

bit, but followed by transition at the middle of the bit interval.

Figure 2.1.13 depicts the differential Manchester polar line-coding waveform for the given 

binary data sequence 0 1 0 0 1 1 1 0 1 0. 

Figure 2.1.13 Diff eren  al Manchester Polar Line-Coding Waveform for Example 2.1.12

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.13  Draw the Differential Manchester polar line-coding waveform for the binary 

data sequence given as 1 0 1 1 0 0 0 1 0 1.

It may be noted here that 

∑ Differential Manchester line code requires only one transition to represent binary 1 but two 

transitions to represent binary 0 in order to achieve better synchronization, and

∑ It is more complex to design and implement.

Diff eren  al Manchester vs Manchester Line Code SOLVED EXAMPLE 2.1.14

What are the similarities and dissimilarities between differential Manchester line code and 

Manchester line code? Illustrate them with the help of their respective line-coding waveforms 

for the binary data sequence given as 0 1 0 0 1 1 1 0 1 0.

Type 5: 

Differential 

Manchester Polar 

Line Code
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Solu  on Both differential Manchester and Manchester line codes provide a clock transition at 

the midpoint of each data bit period. 

Differential Manchester line code moves the detection of the data level to the leading edge of a 

data bit interval. It accomplishes this by using a comparison of the data levels at the beginning 

of a data bit to determine if the bit is a 1 or a 0. If there is a change of state at the beginning of 

the data bit interval then the data bit is 0. If there is no change of state, then the data bit is a 1. 

Manchester line code detects the data based on transition from low to high (for bit 0), or high to 

low (for bit 1) at the middle of a data bit interval. 

This is illustrated in Figure 2.1.14.

Figure 2.1.14 Manchester and Diff eren  al Manchester Line-Coding Waveforms

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.15  Illustrate the similarities and dissimilarities between differential Manchester and 

Manchester line codes with the help of their respective line-coding waveforms 

for the binary data sequence given as 1 0 1 1 0 0 0 1 0 1.

Many line codes use three voltage levels (+V, 0, and –V), instead of two voltage levels (+V and 

0, or 0 and –V, or +V and –V) as used in polar line codes, to encode the binary data. These are 

known as  bipolar line codes or  multilevel binary line codes or dicodes or  duobinary signaling. 

Bipolar NRZ Alternate Mark Inversion (BP-NRZ-AMI), High-Density Bipolar (HDB) NRZ-

AMI, Bipolar RZ (BP-RZ), and BP-RZ-AMI type of line-coding techniques belong to this 

category of line codes.

Bipolar Line 

Codes



 Baseband Transmission and Digital Mul  plexing 2.19

In  bipolar NRZ-AMI line coding, the following holds good:

∑ The binary symbol 1s are represented alternatively by +V and –V voltage levels, and the 

binary symbol 0 is represented by 0 V. 

∑ It means that if fi rst binary symbol 1 is represented by +V, then the next binary symbol 1 

will be represented by –V, and the third binary symbol 1 will be represented again by +V, 

and so on. 

∑ Thus, the alternate transitions occur even when consecutive binary data 1s occur. 

∑ The binary symbol 0 is always represented by 0 V level.

Bipolar NRZ-AMI Line CodeSOLVED EXAMPLE 2.1.16

Illustrate the bipolar-NRZ-AMI line-coding waveform for the binary data sequence specifi ed 

as 0 1 0 0 1 1 1 0 1 0.

Solu  on Figure 2.1.15 depicts the bipolar NRZ-AMI line-encoding waveform for the given 

binary data 0 1 0 0 1 1 1 0 1 0.

Figure 2.1.15 Bipolar NRZ-AMI Line-Coding Waveform for Example 2.1.16

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.17  Draw the Bipolar NRZ-AMI line coding waveform for the binary data sequence 

given as 1 0 1 1 0 0 0 1 0 1.

It can be seen that in bipolar NRZ-AMI line code, the following holds good:

∑ Assuming an equal probability of the occurrence of 1s and 0s, the average dc level is 0 V 

with 100% duty cycle. 

∑ However, there is a problem in synchronization when a long sequence of binary symbol 0s 

is present.

∑ Bipolar NRZ line code format contains substantial power in the dc component and there is 

no possibility of clock extraction from this code. Moreover, it requires two distinct power 

supplies.

∑ In BP-NRZ-AMI signaling format, the polarity of the encoded logic alternates between 

+V and –V voltage levels. As long as the logic 1 levels continue to alternate polarity, it 

is assumed that the received data is without any errors. If two consecutive logic 1 bits 

appear at the same polarity then a polarity violation seems to have occurred and the data 

is believed to be having errors.

Type 6: Bipolar 

NRZ-AMI Line 

Code
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∑ In BP-RZ-AMI signaling format, the voltage level returns to zero at the center of every 

logic 1 bit period. This adds more transitions between +V, 0 V, and –V levels and helps 

in recovering clock signals for synchronous data transmissions. Alternate mark inversion 

uses polarity violation to detect the possibility of corrupted data.

∑ Bipolar AMI-RZ line-code format is more prone to error. To maintain the same probability 

of error, it requires additional 3 dB power as compared to other line-code formats. A 

long sequence of zeroes may cause a loss of the clock signal. The receiver also requires 

distinguishing three distinct voltage levels.5

In  bipolar RZ line code, the binary symbol 0 and 1 are represented by opposite-level pulses

(–V and +V) during the fi rst half of the bit period, respectively, and 0 V during the second half 

of the bit period. 

Mathematically, in a bipolar RZ waveform,

For binary ‘0’; v(t) = 
0
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For binary ‘1’; v(t) = 
0
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Bipolar RZ Line CodeSOLVED EXAMPLE 2.1.18

Illustrate the bipolar RZ line coding waveform for the binary data sequence given as 0 1 0 0 1 

1 1 0 1 0.

Solu  on We know that in bipolar RZ line code, the binary symbol 0 is represented by –V 

voltage level during the fi rst half of the bit period and 0 V during its second half, whereas the 

binary symbol 1 is represented by +V voltage level during the fi rst half of the bit period and 0 V 

during the second half of the bit period. Figure 2.1.16 depicts bipolar RZ line-coding waveform 

for given binary data sequence 0 1 0 0 1 1 1 0 1 0. 

Figure 2.1.16 Bipolar RZ Line-Coding Waveform for Example 2.1.18

5 Coded Mark Inversion (CMI) is a two-level NRZ code which has higher clock content. In CMI, logic 0 is 

represented by a negative pulse followed by a positive pulse, each of half-bit duration, and logic 1 is represented 

by +V and –V for complete bit duration.

Type 7: Bipolar RZ 

Line Code
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 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.19  Draw the bipolar RZ line-coding waveform for the binary data sequence given 

as 1 0 1 1 0 0 0 1 0 1.

It can be easily seen that in bipolar RZ line code, the following holds good:

∑ The transition in every bit period ensures better synchronization.

∑ Each pulse is active only for 50% of a bit period, so the average dc level of a BP-RZ 

waveform is 0 V (assuming an equal probability of 1s and 0s occurring in binary data 

sequence). 

∑ Moreover, it performs better in the presence of noise. 

∑ However, it has higher transmission power requirement although the power spectral density 

is similar to the polar RZ line-coding format. 

∑ The main disadvantage of bipolar RZ line coding is that it occupies more bandwidth.

In Bipolar Return-to-Zero Alternate-Mark-Inversion (BP-RZ-AMI) line code, the binary symbol 

0 is represented by 0 V for the entire bit interval Tb, and the binary symbol 1 is represented by 

alternating pulses of +V and –V voltage levels which returns to zero (RZ) after one-half bit 

period (Tb/2).

Mathematically, bipolar RZ-AMI waveform can be expressed as

For symbol ‘0’; v(t) = 0 during 0 £ t < Tb interval

For symbol ‘1’; v(t) = 
,  or  alternatively

0

V V+ -Ï
Ì
Ó

 for 
0 ( 2)

( 2)

b

b b

t T

T t T

£ <ÏÔ
Ì £ <ÔÓ

Bipolar RZ AMI Line CodeSOLVED EXAMPLE 2.1.20

Illustrate the BP-RZ-AMI line coding waveform for the binary data sequence given as 0 1 

0 0 1 1 1 0 1 0.

Solu  on We know that in the bipolar return-to-zero alternate-mark-inversion (BP-RZ-

AMI) line code, the binary symbol 0 is represented by 0 V for the entire bit interval Tb, and 

the binary symbol 1 is represented by alternating pulses of +V and –V voltage levels which 

returns to zero (RZ) after one-half bit period (Tb/2).

Figure 2.1.17 depicts BP-RZ-AMI line-coding waveform for given binary data sequence 0 

1 0 0 1 1 1 0 1 0. 

Figure 2.1.17 BP-RZ-AMI Line-Coding Waveform for Example 2.1.20

Type 8:  Bipolar-

RZ-AMI Line Code
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 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.21  Draw the bipolar RZ-AMI line-coding waveform for the binary data sequence 

given as 1 0 1 1 0 0 0 1 0 1.

It is seen that in the bipolar RZ-AMI line code, the following holds good:

∑ Due to alternating +V and –V voltage levels for representing binary symbol 1, and 0V for 

representing binary symbol 0, the average dc voltage level is approximately 0V, regardless 

of the presence of number of 1s and 0s in binary data sequence. 

∑ Bipolar RZ-AMI line code format is the most effi cient for ac coupling as its power spectra 

is null at dc.

∑ Due to alternating binary 1s, a single error can be easily detected.

∑ The clock signal can be easily extracted by converting RZ-AMI to unipolar RZ.

Where does bipolar RZ-AMI line code fi nd applications?

BP-RZ-AMI line-coding technique is used in telephone systems as signaling scheme, and 

T-carrier lines with +3 V, 0 V, and –3 V voltage levels to represent binary data.

Contrary to linear line codes described so far, High Density Bipolar (HDB) is a scrambling-type 

technique of line code, which provides synchronization without increasing the number of bits. 

In  HDB-NRZ-AMI line coding, 

∑ Some pre-defi ned number of pulses are added when the number of consecutive binary 

symbol 0s exceeds an integer value n.

∑ It is denoted as HDBn, where n = 1, 2, 3, ....

∑ In HDBn coding, when the input data sequence contains consecutive (n + 1) zeros, this 

group of zeros is replaced by special (n + 1) binary digit sequence. 

∑ These special data sequences consist of some binary 1s so that they may be detected at the 

receiver reliably. 

For example, when n = 3, the special binary sequences used are 000V and B 00V, where B

(B stands for Bipolar) and V (V stands for Violation to AMI rule of encoding) are considered 1s. 

This means that four consecutive 0s are replaced with a sequence of either 000V or B00V, as 

explained in the following solved example.

Bipolar HDB3 NRZ-AMI Line CodeSOLVED EXAMPLE 2.1.22

Illustrate the bipolar HDB3 NRZ-AMI line-coding waveform for the binary data sequence given 

as 1 1 1 0 0 0 0 1 0 1 1 0 1 0 0 0 0 0 0 0 0 1.

Solu  on Figure 2.1.18 depicts the bipolar HDB3 NRZ-AMI line coding waveform for the 

given binary data 1 1 1 0 0 0 0 1 0 1 1 0 1 0 0 0 0 0 0 0 0 1. 

Application

Type 9: High 

Density Bipolar 

(HDB) NRZ-AMI 

Line Code
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Figure 2.1.18 HDB3 NRZ-AMI Line-Coding Waveform for Example 2.1.22

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.23  Draw the bipolar HDB3 NRZ-AMI line-coding waveform for the binary data 

sequence given as 1 0 1 0 0 0 0 1 0 1 1 1 0 1 0 0 0 0 0 0 0 0 1 1.

It is seen that in High Density Bipolar (HDB)6 NRZ-AMI line code, the following holds good:

∑ The problem of synchronization in bipolar NRZ-AMI line code is eliminated in HDB3

NRZ-AMI line code. 

∑ Despite deliberate bipolar violations, HDBn line coding retains error detecting capability. 

∑ The dc wandering condition is avoided.

∑ The dc null condition in its power spectral density is maintained, as in case of conventional 

bipolar line codes.

Just like HDB3, B8ZS is another scrambling-type technique of line code, which provides 

synchronization without increasing the number of bits. In  B8ZS-RZ-AMI line coding, whenever 

eight consecutive binary 0s appear in given binary data sequence, one of two special bit sequence 

– + – 0 – + 0 0 0 or – + 0 + – 0 0 0 (where + and – represent bipolar logic 1 conditions) is 

substituted for eight consecutive 0s. 

B8ZS-RZ-AMI Line Code Type I SOLVED EXAMPLE 2.1.24

Illustrate the B8ZS-RZ-AMI line-coding waveform for the binary data sequence given as 0 0 0 

0 0 0 0 0 0 1 1 0 1 0 0 0. Use special bit sequence as + – 0 – + 0 0 0.

6 High Density Bipolar (HDB) NRZ-AMI line code is a scrambling-type technique of line code, which provides 

synchronization without increasing the number of bits. HDB3 line code is used in E1 digital carrier systems.

Type 10: Binary 

Eight Zeros 

Substitution 

(B8ZS) RZ-AMI 

Line Code
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Solu  on Figure 2.1.19 illustrates waveforms for B8ZS-RZ-AMI line code using special bit 

sequence + – 0 – + 0 0 0 for the given binary data 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0. 

Figure 2.1.19 B8ZS Line-Coding Waveform for Example 2.1.24

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.25  Draw the B8ZS-RZ-AMI line-coding waveform for the binary data sequence 

given as 1 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0. Use special bit sequence as + – 0 – + 0 0 

0 1.

B8ZS-RZ-AMI Line Code Type IISOLVED EXAMPLE 2.1.26

Illustrate B8ZS-RZ-AMI line-coding waveform for the binary data sequence given as 0 0 0 0 0 

0 0 0 0 1 1 0 1 0 0 0. Use special bit sequence as – + 0 + – 0 0 0.

Solu  on Figure 2.1.20 illustrates waveforms for B8ZS signaling format type II using alternate 

bit sequence – + 0 + – 0 0 0 for the given binary data 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0. 
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Figure 2.1.20 B8ZS Line-Coding Waveform for Example 2.1.26

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.1.27  Draw the B8ZS-RZ-AMI line-coding waveform for the binary data sequence 

given as 1 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0. Use special bit sequence as – + 0 + – 0 0 0.

It may be noted that the following holds good:

∑ B8ZS line code ensures that suffi cient transitions occur in the data to maintain clock 

synchronization. 

∑ The receiver will detect the bipolar violations in the fourth and seventh bit positions and 

then substitute the eight 0s back into the data sequence.

Name typical application areas of B8ZS line Code.

Bipolar violation means two consecutive binary logic 1s with the same voltage polarity. B8ZS 

encoding is used to avoid conventional bipolar encoding of 8 consecutive 0s. Therefore, the 

B8ZS line-coding technique is widely used in T1 digital carrier systems.7

 In B6ZS RZ-AMI line-code, one of two special bit sequences 0 – + 0 + –, or 0 + – 0 

– + (where + and – represents bipolar logic 1 condi  on) is subs  tuted for six 

consecu  ve 0s in a given binary data sequence. It ensures adequate number of 

transi  ons necessary for proper clock synchroniza  on, and is used in T2 digital 

carrier systems. Similarly, in B3ZS RZ-AMI line code, one of four special bit 

sequences 0 0 –, – 0 –, 0 0 +, or + 0 + is subs  tuted for three consecu  ve 0s. It is 

used in T3 digital carrier systems.

7 There is a block-type line code, 2BIQ, abbreviated for 2 binary digits encoded into quaternary symbol, having 

the block size of 2. The block to symbol transformation is as follows: 00 Æ –3 V, 01 Æ –1 V, 10 Æ +1 V, 11 Æ
+3 V. This results in 4-level PAM signal having zero dc component, less bandwidth and better performance with 

respect to intersymbol interference and cross talk as compared with linear codes.

Application
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2.1.3 Power Spectra of Line Codes

The term ‘ Power Spectral Density (PSD)’ PX(f) of a signal represents the power per unit 

bandwidth (in Hz) of the spectral components at the frequency f. The PSD is a positive, real, 

and an even function of f. It is expressed in volts squared per Hz. Since the autocorrelation 

function for random binary pulse signals (as given by various line codes) can be determined 

from their statistical information, we can directly apply the relationship between the PSD 

(spectral information) and the autocorrelation function. The power spectral density of various 

line codes depends on the signaling pulse waveform.

Power spectral densities of the unipolar NRZ, polar NRZ, bipolar NRZ-AMI and Manchester 

line codes. A comparison between them is also presented.

Note  For deriva  on of their expressions, the readers may refer to Appendix C—Power 

Spectra of Discrete PAM Signals.

The expression for PSD of unipolar NRZ line code is given as

2 2
2( ) sin ( ) ( )

2 4

b
X b

V T V
P f c f T fd= +

It is observed that the presence of the Dirac delta function d(f) in the second term accounts 

for one half of the power contained in the unipolar NRZ data format. Specifi cally, the power 

spectral density PX (f) is normalized with respect to V2
Tb, and the frequency f is normalized with 

respect to the bit rate 1/Tb. 

Figure 2.1.21 shows the power spectral density of unipolar NRZ line-code waveform.

Figure 2.1.21 PSD of Unipolar NRZ Line Code

The PSD of unipolar NRZ line code has the following properties:

∑ The value of PX (f) is maximum at f = 0.

∑ The value of PX(f) is signifi cant at all multiples of the bit rate fb = 1/Tb.

∑ The peak value of PX (f) between fb and 2 fb  occurs at f = 1.5 fb, and is 14 dB lower than the 

peak value of PX (f) at f = 0.

Recap

What We Discuss 

Here…

PSD of Unipolar 

NRZ Line Code
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∑ The main lobe centered around f = 0 has 90% of the total power.

∑ When the NRZ signal is transmitted through an ideal low-pass fi lter with cut-off frequency 

at f = fb, the total power is reduced by 10% only.

∑ The NRZ signal has no dc component.

∑ The power in the frequency range from f = 0 to f = ± Df is 2G(f) Df.

∑ In the limit as Df approaches to zero, the PSD becomes zero.

The expression for  PSD of Polar NRZ line code is given as

2
2( ) sin ( )

2

b
X b

V T
P f c f T=

Specifi cally, the power spectral density PX (f ) is normalized with respect to V2
Tb, and the 

frequency f is normalized with respect to the bit rate 1/Tb.

Figure 2.1.22 shows the power spectral density of polar NRZ line-code waveform.8

The PSD of Polar NRZ line code has the following properties:

∑ Most of the power of the polar NRZ line code lies within the main lobe of the sine-shaped 

curve, which extends up to the bit rate 1/Tb.

∑ In general, the polar signaling format has most of its power concentrated near lower 

frequencies.

∑ Theoretically, the power spectrum becomes very small as frequency increases but never 

becomes zero above a certain frequency.

∑ The fi rst non-dc null frequency, known as  essential bandwidth, is Rb Hz where Rb is the 

clock frequency. The Nyquist bandwidth required to transmit Rb pulses per second is 

Rb/2.

Figure 2.1.22 PSD of Polar NRZ Line Code

8 Polar line code is the most effi cient from the power requirement viewpoint. Although they are not the most 

bandwidth effi cient. For a given power, the error-detection probability is the lowest among all line codes. There 

is no discrete clock-frequency component in the spectrum of the polar line code, yet the rectifi cation of the polar 

RZ code yields a periodic signal of clock frequency which can be used to extract timing and synchronization 

purpose.

PSD of Polar NRZ 

Line Code
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This shows that the essential bandwidth of polar NRZ is twice the Nyquist bandwidth. So we 

can say that the essential bandwidth of polar RZ line code will be 2Rb Hz which is four times 

the Nyquist bandwidth required to transmit Rb pulses per second.

In bipolar NRZ-AMI line code (also known as  pseudo-ternary signaling), +V and –V levels are 

used alternately for transmission of successive 1s, and no pulse for transmission of binary 0 

(that is, 0V). With consecutive pulses alternating, we can avoid dc wandering condition and thus 

cause a dc null in the PSD.

The occurrence of binary 0s and 1s of a random binary sequence is equally probable.

The expression for  PSD of bipolar NRZ-AMI line code is given as

 
2 2 2( ) sin ( )sin ( )X b b bP f V T c f T f Tp=

Specifi cally, the power spectral density PX (f ) is normalized with respect to V2
Tb, and the 

frequency f is normalized with respect to the bit rate 1/Tb.

Figure 2.1.23 shows the power spectral density of a bipolar NRZ-AMI line code.

Figure 2.1.23 Power Spectra of Bipolar NRZ-AMI Line Code

The PSD of bipolar NRZ-AMI line code has the following properties:

∑ The value of PX (f) is zero at f = 0.

∑ The main lobes extend from f = 0 to f = 2fb.

∑ The main lobes have peaks at approximately 
3

4

bf± .

∑ When the bipolar NRZ signal is transmitted through an ideal low-pass fi lter, with cut-off 

frequency at f = 2fb, 95% of the total power will be passed.

∑ When the bipolar NRZ signal is transmitted through an ideal low-pass fi lter, with cut-off 

frequency at f = fb, then only approximately 70% of the total power is passed.9

9 The spectrum of the bipolar NRZ line code has higher frequency components than are present in the unipolar 

or polar NRZ signal.

IMPORTANT!

PSD of Bipolar 

NRZ-AMI Line 

Code

Assume
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This shows that the essential bandwidth of the bipolar NRZ-AMI as well as bipolar RZ signal is 

Rb, which is half that of the polar RZ signal and twice the Nyquist bandwidth (Rb/2). Although 

most of the power lies within a bandwidth equal to the bit rate 1/Tb, the spectral content is 

relatively small around zero frequency or dc.

∑  Assume that the input binary data consisting of independent and equally likely symbols. 

∑ The autocorrelation function of Manchester line code is same as that for the polar RZ line 

code.

The expression for PSD of  Manchester line code is given as

2 2 2( ) sin sin
2 2

b b
X b

fT fT
P f V T c

pÊ ˆ Ê ˆ
= Á ˜ Á ˜Ë ¯ Ë ¯

Specifi cally, the power spectral density PX (f) is normalized with respect to V2
Tb, and the 

frequency f is normalized with respect to the bit rate 1/Tb. It can be easily seen that the PSD of 

the Manchester line code has a dc null. The  PSD of Manchester line code is shown in Figure 

2.1.24 along with the power spectral density of unipolar NRZ, polar NRZ, and bipolar NRZ line 

codes for comparison purpose.

Figure 2.1.24 Power Spectra of diff erent Line Codes

∑ In case of bipolar NRZ, most of the power lies within a bandwidth equal to the bit rate

1/Tb.

∑  The spectral content of a bipolar NRZ line code is relatively small around zero frequency 

as compared to that of unipolar NRZ and polar NRZ line-code waveforms. 

∑  In case of Manchester line code, most of the power lies within a bandwidth equal to the bit 

rate 2/Tb, which is twice that of unipolar NRZ, polar NRZ, and bipolar NRZ line codes.

IMPORTANT!

PSD of 

Manchester Line 

Code

IMPORTANT!
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2.1.4  Attributes of Line Coding Techniques — A Comparison

Table 2.1.1 shows the comparison of advantages and disadvantages of unipolar line codes, i.e., 

UP-NRZ and UP-RZ.

Table 2.1.1 Comparison of Unipolar Line Codes

Parameter UP-NRZ UP-RZ

Advantages ∑ Simplicity in implementation.

∑ Doesn’t require a lot of bandwidth 

for transmission.

∑ Simplicity in implementation.

∑ Presence of a spectral line at 

symbol rate which can be used as 

symbol timing clock signal.

Disadvantages ∑ Presence of dc level (indicated by 

spectral line at 0 Hz in its PSD).

∑ Contains low-frequency compo-

nents. 

∑ Does not have any error correction 

capability.

∑ Does not possess any clocking com-

ponent for ease of synchronization.

∑ Is not transparent. Long string of 

zeros causes loss of synchroniza-

tion.

∑ Presence of dc level (indicated by 

spectral line at 0 Hz in its PSD).

∑ Continuous part is non-zero at 0 Hz. 

∑ Does not have any error correction 

capability.

∑ Occupies twice as much bandwidth 

as Unipolar NRZ.

∑ Is not transparent.

Figures 2.1.25 and 2.1.26 shows PSD waveforms of unipolar non-return-to-zero (UP- NRZ) 

and unipolar return-to-zero (UP-RZ) line codes, respectively, for comparison.

Figure 2.1.25 PSD of Unipolar NRZ Line Code
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Figure 2.1.26 PSD of Unipolar RZ Line Code

Note  When unipolar NRZ signals are transmi  ed over links with either transformer or 
ac coupled repeaters, the dc level is removed conver  ng them into a polar format. 

The con  nuous part of the PSD is also non-zero at 0 Hz (i.e., contains low-frequency 

components). This means that ac coupling will result in distor  on of the transmi  ed 

pulse shapes. The ac coupled transmission lines typically behave like high-pass RC 

fi lters and the distor  on takes the form of an exponen  al decay of the signal amplitude 

a  er each transi  on. This eff ect is referred to as “Signal Droop”. In conclusion, it 

can be said that neither type of unipolar signals is suitable for transmission over ac 

coupled lines.

Table 2.1.2 shows the comparison of advantages and disadvantages of polar line codes, i.e., 

polar NRZ, polar RZ, and Manchester polar RZ.

Table 2.1.2 Comparison of Polar Line Codes

Parameter Polar NRZ Polar RZ Manchester Polar RZ

Advantages ∑ Simplicity in implemen-

tation.

∑ No dc component.

∑ Simplicity in implemen-

tation.

∑ No DC component.

∑ No dc component.

∑ Suitable for transmission 

over ac coupled lines.

∑ Easy to synchronize.

∑ Is transparent.
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Disadvan-

tages

∑ Continuous part is non-

zero at 0 Hz. 

∑ Does not have any error 

correction capability.

∑ Does not possess any 

clocking component for 

ease of synchronization.

∑ Is not transparent.

∑ Continuous part is non-

zero at 0 Hz. 

∑ Does not have any error-

correction capability.

∑ Does not possess any 

clocking component for 

easy synchronization. 

However, clock can be 

extracted by rectifying 

the received signal.

∑ Occupies twice as much 

bandwidth  as  polar 

NRZ.

∑ Because of the greater 

number of transitions it 

occupies a signifi cantly 

large bandwidth.

∑ Does not have error-

detection capability.

Figures 2.1.27, 2.1.28, and 2.1.29 show PSD waveforms of polar NRZ, polar RZ, and 

Manchester polar RZ line codes, respectively, for comparison.

Figure 2.1.27 PSD of Polar NRZ Line Code
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Figure 2.1.28 PSD of Polar RZ Line Code

Figure 2.1.29 PSD of Manchester Polar RZ Line Code
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Polar NRZ and RZ line codes have almost identical spectra to that of unipolar NRZ and RZ 

line codes. However, due to the opposite polarity of the 1 and 0 symbols, neither contain any 

spectral lines. 

Manchester polar RZ line encoding is self-synchronizing. The transition at the center of 

every bit interval is used for synchronization at the receiver. Synchronization at the receiving 

end can be achieved by locking on to the transitions, which indicate the middle of the bits. 

It is worth highlighting that the traditional synchronization technique used for unipolar, polar 

and bipolar schemes, which employs a narrow band-pass fi lter to extract the clock signal cannot 

be used for synchronization in Manchester encoding. This is because the PSD of Manchester 

encoding does not include a spectral line at symbol rate (1/Tb). Even rectifi cation does not 

help. 

The characteristics of Manchester RZ line code make it unsuitable for use in wide-area 

networks. However, it is widely used in local area networks such as Ethernet and Token Ring.

Table 2.1.3 shows the comparison of advantages and disadvantages of bipolar line codes, 

i.e., bipolar AMI NRZ, bipolar AMI RZ, and high-density bipolar (HDBn) RZ.

Table 2.1.3 Comparison of Bipolar Line Codes

Parameter Bipolar AMI NRZ Bipolar AMI RZ HDBn RZ

Advantages ∑ No dc component.

∑ Occupies less bandwidth 

than unipolar and polar 

NRZ schemes.

∑ Suitable for transmission 

over ac coupled lines.

∑ Possesses single error 

detection capability.

∑ No dc component.

∑ Occupies less bandwidth 

than unipolar and polar 

RZ schemes.

∑ Suitable for transmission 

over ac coupled lines.

∑ Possesses single error 

detection capability.

∑ Clock can be extracted 

by rectifying (a copy of) 

the received signal.

∑ No dc component.

∑ Occupies less bandwidth 

than unipolar and polar 

RZ schemes.

∑ Suitable for transmission 

over ac coupled lines.

∑ Possesses single error 

detection capability.

∑ Clock can be extracted 

by rectifying (a copy of) 

the received signal.

∑ Is Transparent.

Disadvan-

tages

∑ Does not possess any 

clocking component for 

ease of synchronization.

∑ Is not transparent.

∑ Is not transparent.

Figures 2.1.30, 2.1.31, and 2.1.32 show PSD waveforms of bipolar AMI NRZ, bipolar AMI 

RZ, and High-Density Bipolar (HDBn) RZ line codes, respectively, for comparison.

IMPORTANT!
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Figure 2.1.30 PSD of Bipolar AMI NRZ Line Code

Figure 2.1.31 PSD of Bipolar AMI RZ Line Code
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Figure 2.1.32 PSD of High Density Bipolar (HDB3) RZ Line Code

Note  The PSD of HDB3 RZ is similar to the PSD of bipolar RZ. The characteris  cs of HDBn RZ 

line code make it ideal for use in Wide Area Networks.

Table 2.1.4 gives the comparison of desirable properties in various line-coding techniques.

Table 2.1.4 Comparison of Desirable Proper  es in Line Coding Techniques

S. No. Property Polar NRZ Polar RZ Manchester BP-AMI-RZ

1. Transmission of dc 

component

Yes Yes No No

2. Signaling rate 1/Tb 1/ Tb 1/Tb 1/Tb

3. Noise immunity Low Low High High

4. Synchronizing 

capability

Poor Poor Very good Very good

5. Bandwidth 

required

1/(2Tb) 1/Tb 1/(2Tb) 1/Tb

6. Crosstalk High High Low Low

7. Power spectral 

density (PSD)

Mostly in main 

lobe extending 

up to 1/Tb

---- The whole 

power lies 

within 1/Tb

Mostly power 

lies up to 2/Tb

Table 2.1.5 shows the comparison of various attributes of most common unipolar and bipolar 

line-coding techniques.
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Table 2.1.5 Comparison of A  ributes of Line-Coding Techniques

S. 

No.

Line-Coding 

Technique

Average 

dc Level

Minimum 

Bandwidth Required

Clock Recovery 

Capability

Error-Detec-

tion Capability

1. UP-NRZ +V/2 ª ½ × bit rate Not Good No

2. UP-RZ +V/4 ª bit rate Good No

3. BP-NRZ  0 V ª ½ × bit rate Not Good No

4. BP-RZ  0 V ª bit rate Very Good No

5. BP-RZ-AMI  0 V ª ½ × bit rate Good Yes

6. Manchester  0 V ª ½ × bit rate Best No

2.1.5 Application Areas of Line-Coding Techniques

Binary data can be transmitted using a number of different types of pulses. The choice of a 

particular pair of pulses to represent the symbols 1 and 0 is called line coding and the choice is 

generally made on the grounds of one or more of the following considerations:

∑ Presence or absence of a dc level.

∑ Power spectral density—particularly its value at 0 Hz.

∑ Bandwidth.

∑ Transparency (i.e., the property that any arbitrary symbol, or bit, pattern can be transmitted 

and received).

∑ Ease of clock signal recovery for symbol synchronization.

∑ Presence or absence of inherent error detection properties. 

∑ BER performance.

Table 2.1.6 Applica  on Areas of Line-Coding Techniques

S. No. Line-Coding 

Technique

Application Areas

1. Unipolar NRZ Internal computer waveforms

2. Unipolar RZ Baseband data transmission, Magnetic tape recording

3. Polar NRZ-L Digital logic circuits, Magnetic tape recording

4. Bipolar RZ Satellite telemetry communication links, Optical communications, 

Magnetic tape-recording systems

5. Manchester IEEE 802.3 standard for Ethernet local area network (LAN)

6. Bipolar RZ-AMI Telephone systems as signaling scheme, T-digital carrier systems

7. B8ZS T1 digital carrier system

8. B6ZS T2 digital carrier system

9. B3ZS T3 digital carrier system

Choice of Line 

Code
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Various Line Coding WaveformsSOLVED EXAMPLE 2.1.28

Draw the line-coding waveforms for the binary data sequence 1 1 0 0 0 0 1 0 using bipolar RZ, 

polar NRZ-L, and bipolar NRZ-AMI types of line-coding techniques. 

Solu  on Figure 2.1.33 illustrates the line-coding waveforms for the given binary data

1 1 0 0 0 0 1 0.

t

t

t

1 0 01 0 0 01

+V

–V

+V

+V

–V

–V

0

0

0

Binary Data
Sequence

Data Waveform
BP-RZ

Data Waveform
Polar NRZ-L

+ for 1
– for 0
V

V

Data Waveform
BP-NRZ-AMI

Tb

Tb/2

Figure 2.1.33 Line-Coding Waveforms for Example 2.1.28
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Various Line-Coding WaveformsSOLVED EXAMPLE 2.1.29

The binary data 1 0 1 1 0 0 0 1 is transmitted over a baseband channel. Draw the line-coding 

waveforms using unipolar NRZ, bipolar RZ, and BP-RZ-AMI.

Solu  on Figure 2.1.34 illustrates line-coding waveforms for the given binary data

1 0 1 1 0 0 0 1.

t

t

t

1 0 1 0 0 0 1

+V

–V

+V

0

Binary Data
Sequence

Tb Tb/2

1

UP-NRZ

BP-RZ

BP-RZ-AMI

–V

+V

0

0

Figure 2.1.34 Line-Coding Waveforms for Example 2.1.29

Various Line-Coding WaveformsSOLVED EXAMPLE 2.1.30

Consider the binary data sequence 1 1 0 0 0 0 1. Draw the waveforms for the following line-

coding techniques:

 (a) Bipolar NRZ-AMI (alternate mark inversion) 

 (b) Split phase or Manchester

 (c) Unipolar RZ 
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Solu  on Figure 2.1.35 illustrates the line-coding waveforms for the given binary data 1 1 0 

0 0 0 1.

Figure 2.1.35 Line-Coding Waveforms for Example 2.1.30

MATLAB simula  on exercises on genera  on of various types of line codes,

Scan the QR code given here OR visit: h  p://qrcode.fl ipick.com/index.php/100

Self-Assessment Exercise linked to LO 2.1

 Q2.1.1 Distinguish between (a) a data element and a signal element, and (b) data 

rate and signal rate.

 Q2.1.2 A signal has two data levels with a pulse duration of 1 ms. Calculate the 

pulse rate and bit rate. If a signal has four data levels with the same pulse 

duration, then show that the pulse rate remains same whereas the bit rate 

doubles.

 Q2.1.3 Show that dc component or baseline wandering affects digital transmis-

sion.

 Q2.1.4 Defi ne the characteristics of a self-synchronizing signal. Evaluate how 

lack of synchronization between transmitter and receiver clocks affects the 

performance of digital transmission.

 Q2.1.5 Given the binary data sequence 1 1 1 0 0 1 0. Represent it using the line 

codes: (a) Unipolar RZ, and (b) Bipolar RZ-AMI.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/101
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Q2.1.6 Given the binary data sequence 1 1 1 0 0 1 0, outline the transmitted sequence 

of rectangular pulses using the line coding techniques or digital data signaling 

formats as (a) unipolar RZ, (b) polar NRZ, (c) polar RZ, (d) Manchester, and 

(e) bipolar RZ-AMI.

Q2.1.7 In a digital transmission, the sender clock is 0.3 percent faster than the 

receiver clock. Calculate the data rate at which the receiver receives the data 

if the transmitted data rate is 1 Mbps.

Q2.2.8 A digital transmission system is using NRZ line-coding technique to transfer 

10 Mbps data. Check that the average signal rate is 500 kbaud and the 

minimum bandwidth for the calculated baud rate is 500 kHz.

Note  Level 1 and Level 2 Category

 Level 3 and Level 4 Category

 Level 5 and Level 6 Category

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 2.1: Know how to convert digital data to digital signal using various line codes for 

reliable baseband transmission.

2.2 INTERSYMBOL INTERFERENCE (ISI)

When line-coded rectangular waveform is transmitted over a bandlimited channel, spectral 

distortion occurs due to suppression of a small part of the spectrum. This results into spreading 

of the pulse, known as  pulse dispersion. Obviously, spreading of a pulse beyond its allotted time 

period Tb (pulse width) will tend to interfere with adjacent pulses. This is known as  Intersymbol 

Interference (ISI).

In  digital baseband signal transmission, ISI arises due to the dispersive nature of a communications 

channel. ISI is caused by non-ideal channels that are not distortionless over the entire signal 

bandwidth (since the transmitted signal bandwidth is more than the available channel bandwidth). 

ISI is not equivalent to channel noise but it is due to channel distortion. The ISI occurs due 

to the imperfections in the overall frequency response of the digital communication system. 

When a pulse of short width is transmitted through a band-limited communication system then 

the frequency components contained in the input pulse are differentially attenuated as well as 

delayed by the system. The pulse appearing at the output of the system will be dispersed over 

an interval which is longer than the transmitted pulse of short width.

2.2.1 Effects of ISI

Figure 2.2.1 shows a typical dispersed pulse due to ISI.

Figure 2.2.1 Dispersed Pulse due to ISI

LO 2.2

What We Discuss 

Here ….

What is 

InterSymbol 

Interference (ISI)?
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It is seen that due to pulse dispersion, each symbol having short duration will interfere with 

each other when transmitted over the communication channel. This will result in ISI, as shown 

in Figure 2.2.2.

Figure 2.2.2 Eff ect of ISI on transmission of pulses

We know that in the absence of ISI and channel noise, the transmitted symbol can be decoded 

correctly at the receiver. However, due to occurrence of ISI, an error will be introduced in the 

decision-making device at the receiver output.10

In a bandlimited PCM channel, the received pulse waveforms may be distorted due to ISI 

and may extend to the next time slot (termed  interchannel interference). If ISI is large enough 

then it can cause errors in detection of the received pulse at the regenerative repeater or the 

receiver of baseband digital communication system such as PCM.

Let us consider a mathematical model of a baseband binary data transmission system, as 

shown in Figure 2.2.3.

Figure 2.2.3 Baseband Binary Data Transmission System Model

Step I Let the waveform of the kth pulse in the baseband-modulated binary signal be given as

 Xk(t) = Akv (t – kTb)

where Ak is the coeffi cient, which depends on the input data and the type of line code used; v(t) 

denotes the basic pulse waveform normalized such that v(0) = 1, and Tb is the pulse duration in 

seconds.

10 When digital pulses from more than one source are multiplexed together, the amplitude, frequency, and phase 

responses become even more critical. For example, in Time-Division Multiplexed (TDM) systems, adjacent 

pulses from different sources may interfere with each other due to ISI, thereby resulting into crosstalk. In TDM 

system, adjacent pulses could be from other conversations, so the conversations can interact with each other (thus 

the name crosstalk) due to ISI.

Mathematical 

Expression of ISI
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Step II This signal passes through a transmitting fi lter of transfer function, HT( f ) and presented 

to the channel.

Assume The channel is noiseless, but dispersive in nature.

Step III The output is distorted as a result of transmission through the bandlimited channel 

(represented as a bandpass fi lter) of transfer function, HC( f ).

Step IV The channel output is passed through a receiving fi lter of transfer function, HR( f ).

Step V This fi lter output is sampled synchronously with that of transmitter.

The output of the receiving fi lter, y(t) may be expressed as

 y(t) = ( )k b

k

A v t kTm
•

= -•

-Â
where m is a scaling factor.

The receiving fi lter output, sampled at time ti = iTb (with i can assume integer values), 

yields

 y(ti) = ( )k b b

k

A v iT kTm
•

=-•

-Â

fi y(ti) = ( ) ( )k b b k b b

k i k
k i

A v iT kT A v iT kTm m
•

= = -•
π

- + -Â Â

fi y(ti) = ( )i k b b

k
k i

A A v iT kTm m
•

= -•
π

+ -Â

In this expression, we note that 

∑ the fi rst term is produced by the transmitted pulse itself; and

∑ the second term represents the residual effect of all other transmitted pulses on the decoding 

of the ith bit. 

This residual effect is known as  Intersymbol Interference (ISI).

Step VI The sequence of samples is used to reconstruct the original data sequence by means of 

a decision device depending upon the preset threshold value.

If there is no ISI at the decision-making instants in the receiver despite pulse spreading or 

overlapping, pulse amplitudes can still be detected correctly. So it is utmost necessary either to 

eliminate or at least minimize ISI before it happens!

Eff ect of Intersymbol InterferenceSOLVED EXAMPLE 2.2.1

A speech waveform is sampled at the rate of 10,000 samples per second to produce a discrete 

time analog signal. The width of each sampling pulse is 0.01 ms. The resultant signal is 

transmitted through a communication channel which can be approximated by a low-pass fi lter 

with cutoff frequency at 100 kHz. How does the channel affect the transmitted pulse?

Solu  on Corresponding to the given sampling rate of 10,000 samples per second, it can be 

assumed that the maximum frequency of the input speech waveform has a maximum frequency 

less than 5 kHz in order to avoid aliasing errors.

Width of the transmitted pulse signal = 0.01 ms (Given)

IMPORTANT!
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This means that the cut-off frequency of low-pass fi lter representing communication channel 

will be 1/0.01ms = 100 kHz.

∑ When the transmitted pulse forms the input to this channel, it may be confi ned to its 

assigned time interval. 

∑ But the fi ltering effects of the channel may widen the pulse to overlap adjacent intervals. 

∑ The overlap from one time slot to adjacent time slots is intersymbol interference.

This may result into crosstalk (in TDM systems).

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.2.2  A speech waveform is sampled at the rate of 1000 samples per second to 

produce a discrete-time analog signal. The width of each sampling pulse is

0.1 ms. The resultant signal is transmitted through a communication channel 

which can be approximated by a low-pass fi lter with cut-off frequency at

10 kHz. How does the channel affect the transmitted pulse?

2.2.2 Eye Diagram

In the previous subsection, we learnt that when a pulse of short duration is transmitted through 

a bandlimited digital communication system then the frequency components contained in the 

transmitted pulse are differentially attenuated as well as delayed by the system. The pulse 

appearing at the output of the system will be dispersed over an interval which is longer than that 

of the transmitted pulse.

The  eye diagram is a very effective tool for digital signal analysis during real-time experiments. 

An eye diagram, also known as an eye pattern, is a practical technique for determining the 

severity of the degradations introduced by intersymbol interference and channel noise into the 

line-encoded digital pulses in baseband transmission.

Thus, an eye diagram is a simple and convenient engineering tool applied on received signals 

for studying the effects of 

∑ Intersymbol interference 

∑ Accuracy of timing extraction

∑ Noise immunity

∑ Determining the bit-error-rate (BER)

An eye diagram provides information about the state of the channel and the quality of the 

received pulse. This information is useful for faithful detection of received digital signal and 

determination of overall performance of digital communication systems.

An analog oscilloscope is generally used to plot an eye diagram on its display.

∑ The received pulse input which may be dispersed in time due to channel noise and ISI, is 

given to the vertical input of the oscilloscope. 

∑ A sawtooth type time base generator is provided to its horizontal input. It has the same time 

period as the incoming data, that is, sweep rate is nearly same as the symbol rate. 

∑ The symbol clock is applied to the external trigger input. 

∑ At the end of the fi xed time interval, the signal is wrapped around to the beginning of the 

time axis. 

Thus, an eye diagram consists of many overlapping curves.

Recall

What is an Eye 

Diagram?

Its Signifi cance

How to Generate 

an Eye Diagram?
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Figure 2.2.4 The Concept of Eye Diagram

Figure 2.2.5 shows a typical picture of eye diagram with many overlapping curves.

Figure 2.2.5 A Typical Eye Diagram

When the eye opening is quite wide in the eye diagram, it pertains to perfect eye pattern for 

noise-free, bandwidth-limited transmission of an alphabet of two digital waveforms encoding a 

binary signal (0s and 1s). The open part of the signal represents the time that 

we can safely sample the signal with fi delity. From the typical eye diagram, we can extract 

several key measures regarding the signal quality. These may include the following:

Noise Margin Noise margin is the amount by which the received signal level exceeds the 

specifi ed threshold level for a proper logic ‘0’ or ‘1’. In case of an eye diagram, noise margin 

or the vertical eye opening is related to the signal-to-noise ratio (S/N), and thus the BER. For 

example, a large eye opening corresponds to a low BER.

Sensitivity to Timing Jitter Timing jitter refers to short-term variations of a digital 

signal’s signifi cant instants from their ideal positions in time. In case of an eye diagram, the 

horizontal eye opening relates the jitter and the sensitivity of the sampling instant to jitter. Slope 

indicates sensitivity to timing error, smaller is the slope, better it is.

Level-crossing Timing Jitter It refers to the deviation from the ideal timing of detection 

of received pulse and the threshold level. The best sampling time occurs at the center of the eye. 

Jitter can cause bit errors by shifting the bit sampling instant away from the optimum position 

Inference from 

Eye Diagram
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and into regions of the bit time that are close to (or beyond) the bit transition points (at the rising 

and falling edges of the pulse).

An eye diagram is used for fi nding the best decision point where the eye is most widely 

opened. That is, the following:

∑ When the received bit pattern is ideal (free of any errors), the oscilloscope display will 

show two vertical lines across its display. 

∑ If the bit sequence is slightly distorted, the oscilloscope display shows the pattern which is 

very similar to the human eye, the central portion of the pattern representing the opening 

of the eye. 

∑ If the received digital signal is further distorted, the eye appears to have closed. 

Figure 2.2.6 Monitoring Transmission Quality by An Eye Diagram

From this fi gure, we observe the following:

∑ The vertical lines labeled +1, 0, and –1 correspond to the ideal received amplitude levels. 

∑ The horizontal lines, separated by the signaling interval, Tb, correspond to the ideal decision 

times. 

∑ The eye opening is the area in the middle of the eye diagram.

As intersymbol interference increases, the eye opening reduces. If the eye is closed 

completely, it is next to impossible to avoid errors. The effect of pulse degradation is a reduction 

in the size of the ideal eye.

In fact, ISI can be represented as the ratio of ideal vertical opening per unit length to degraded 

vertical opening in the same unit length in the eye diagram.

∑  Eye diagram is a means of evaluating the quality of a received digital waveform. By quality 

we mean “the ability to correctly recover symbols as well as timing”. The received signal 

could be examined at the input of a digital receiver or at some stage within the receiver 

before the decision stage.

∑ Eye diagram reveals two major issues: noise margin (sample value variations), and jitter 

and sensitivity of sampling instant.

IMPORTANT!

Benefi ts of Eye 

Diagram
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∑ Eye diagrams reveal the impact of ISI and noise.

∑ Eye diagram can also give an estimate of achievable BER.

MATLAB simula  on exercise on Eye Diagram,

Scan the QR code given here OR visit: h  p://qrcode.fl ipick.com/index.php/102

Self-Assessment Exercise linked to LO 2.2

Q2.2.1 Discuss different ways to reduce the effects of intersymbol interference.

Q2.2.2 Analyze the quality of digital transmission using the concept of an eye 

diagram.

Q2.2.3 Monitor the effects of intersymbol interference on an analog oscilloscope 

for transmission of binary sequence at a faster data rate.

Q2.2.4 Create an example of occurrence of ISI in an 8-bit PCM signal.

Q2.2.5 Differentiate between occurrences of crosstalk in PAM systems and 

intersymbol interference in PCM systems.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 2.2: Discuss intersymbol interference (ISI) problem in digital transmission.

2.3 NYQUIST PULSE SHAPING AND EQUALIZATION

The PSD of a baseband digital modulated signal (line-coded signal) varies for different 

line codes. It can be controlled by selecting a proper line code. So far we have considered 

a rectangular-shaped pulse waveform having either full-width or half-width bit duration to 

represent the digital data in any line code. In the case of half-width rectangular pulse, the signal 

bandwidth is, strictly speaking, infi nity. Accordingly, the bandwidth of PSD of a rectangular 

pulse is also infi nite although the essential bandwidth was fi nite. We have observed that most of 

the power of a bipolar line-coded signal is contained within the specifi ed essential bandwidth up 

to Rb Hz from 0, but small amount of PSD is still available beyond f > Rb Hz.

In  digital baseband signaling, pulse shape is chosen to satisfy the following requirements:

∑ To yield maximum S/N at the time instance of decision

∑ To accommodate signal to channel bandwidth that means rapid decrease of pulse energy 

outside the main lobe in frequency domain improving fi lter design and lowering cross-talk 

in multiplexed systems

The PSD of a particular line code can be controlled by proper shaping of the rectangular pulse 

waveform itself. Nyquist proposed different criteria for pulse shaping by which ISI is either 

eliminated (zero ISI) or controlled even after the pulses are allowed to overlap, known as 

Nyquist pulse shaping.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/105

LO 2.3

Recall

Why Pulse 

Shaping?

What We Discuss 

Here ….
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 Equalization is a special technique that helps the demodulator at the baseband receiver to 

recover a rectangular pulse with the best possible signal-to-noise ratio, free of any intersymbol 

interference.

Before exploring the solution to the problem caused by ISI, let us fi rst try to analyze this 

phenomenon. The system requirement is that 

“we need to transmit a sequence of time-limited pulses (after baseband modulation or 

line coding), each of width Tb over a channel having fi nite bandwidth, and we must be 

able to detect the pulse amplitude correctly without ISI.” 

2.3.1 Nyquist Criterion for Zero ISI

If the ISI is not eliminated or at least the amount of ISI is not adequately controlled then 

its presence may introduce errors in the decision device at the receiver of baseband digital 

communication system. 

The impact of ISI can be minimized by using a properly shaped bandlimited pulse prior to 

transmission.

Recalling from the previous subsection, ISI is represented by the term ( ).k b b

k
k i

A v iT kTm
•

= -•
π

-Â  

The receiver extracts the received data sequence by sampling it at the instant ti = iTb. It implies 

that the contribution from the weighted pulse Akv(t – kTb) for k = i should be free from ISI due 

to all other weighted pulse contributions represented by k π i. That is,

 Akv(t – kTb) = 
1;    

0;   

i k

i k

=Ï
Ì πÓ

In fact, y(ti) = mAi implies zero ISI. Then the received sequence is without any error in the 

absence of channel noise. This is the  Nyquist criterion for distortionless baseband binary signal 

transmission.

Nyquist proposed different criteria for pulse shaping by which ISI is either eliminated (zero 

ISI) or controlled even after the pulses are allowed to overlap.

The simplest method (known as Nyquist’s fi rst criterion for zero ISI) is to choose a pulse shape 

that has a nonzero amplitude at its center (usually unity at t = 0) and zero amplitude at t = ± nTb 

for n = 1, 2, 3, .... where Tb is the pulse duration or the separation between successive pulses 

(Tb = 1/Rb).

A pulse satisfying this criterion causes zero ISI because the samples at t = 0, Tb, 2Tb, 3Tb .... 

consists of the amplitude of only one pulse (centered at the sampling instant) and zero amplitude 

at the centers of all the remaining pulses, thereby no interference from all other pulses.

We know that transmission of Rb bits per second requires at least Rb/2 Hz bandwidth. 

Incidentally, there exists one and only one pulse which meets Nyquist’s fi rst criterion for zero 

ISI which also has the minimum bandwidth Rb/2 Hz. 

This pulse waveform is of the type given by sinc (x) = [(sin x)/x] pulse instead of a rectangular-

shaped pulse waveform, known as Nyquist pulse shaping. The pulse signal given as v(t) =

sinc (pRbt) has the required property.

Recap

What Can be 

Done?

IMPORTANT!

Nyquist’s First 

Criterion

IMPORTANT!
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The Fourier transform of this pulse can be expressed as

 V(f ) = 
0 0

1
rect

2 2

f

B B

Ê ˆ
Á ˜Ë ¯

where 0
2

bR
B =  denotes the bandwidth which is equal to one-half of the pulse rate Rb. 

This shows that we can transmit this pulse at a rate of Rb pulses per second without ISI, over 

a bandwidth 0
2

bR
B =  only. The pulse signal v(t) can be regarded as the impulse response of 

an ideal low-pass fi lter with passband amplitude response 
0

1

2B
 and bandwidth B0, and is given 

by

 v(t ) = 
0 0

1
rect

2 2

f

B B

Ê ˆ
Á ˜Ë ¯

Figure 2.3.1 shows an ideal amplitude response of the basic pulse shape and its plot.
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Figure 2.3.1 An Ideal Rectangular Pulse
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The following can be seen:

∑ The waveform v(t) has its peak value at the origin and goes through zero at ±nTb

where n = 0, ±1, ±2, ....

∑ The waveform v(t) is optimized in bandwidth and offers the best solution for zero ISI with 

minimum bandwidth. 

∑ However, there are certain practical diffi culties such as it requires that the amplitude 

characteristics V(f) be fl at from –B0 to B0, and zero elsewhere. 

∑ This is physically not realizable and impractical because it starts at –• and requires abrupt 

transitions at ±B0 (fl at response of a fi lter) which is not possible. 

Figure 2.3.2 Minimum Bandwidth Pulse that Sa  sfi es Nyquist’s First Criterion

The function v(t) decreases with 
1

| |t
 for large | t |, resulting in a slow rate of decay. This is 

caused by discontinuity of v(f) at ±B0. This too leads to some other serious practical diffi culties. 

For instance, the following:

∑ If the required nominal pulse rate of Rb bits/s is slightly deviated, the pulse amplitudes will 

not be zero at the other pulse centers. 

∑ Moreover, the cumulative interference at any pulse center from all the remaining pulses 

will be very large. 

∑ A similar result will be obtained if the sampling instants at the receiver deviate a little 

because of pulse time jitter. 

So all these practical problems exist due to the fact that the pulse v(t) = sin c(pRbt) decays too 

slowly as 1/t. The solution is to apply a pulse that decays faster than 1/t. Nyquist has shown that 

such a pulse requires a bandwidth slightly greater than Rb/2, that is kRb/2 where 1 £ k £ 2.

 It is emphasized that the pulses arriving at the detector input of the receiver 

need to meet the desired Nyquist criterion. Hence, the transmi  ed pulses 

should be so shaped that a  er passing through the channel, they are received 

in the desired Nyquist form. However, in prac  ce, pulses need not be shaped 

rigidly at the transmi  er. The fi nal pulse shaping can be carried out by an 

equalizer at the receiver.

We have seen that the practical Nyquist pulse requires baseband transmission bandwidth 

slightly larger than the theoretical minimum bandwidth. In order to reduce the transmitted pulse 

bandwidth, the pulse width itself needs to be increased. We know that pulse broadening in the 

time domain leads to reduction in its bandwidth. This is  Nyquist’s second criterion.

Nyquist’s Second 

Criterion
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However, widening the pulse means interference with the neighbouring pulses (ISI). Since 

there are only two symbols (1 and 0) in the binary transmission, a known and controlled amount 

of ISI may be allowed. The ISI is controlled in the same sense that it comes only from the 

succeeding symbol. For this, we use polar line codes, i.e., symbol 1 is transmitted by +V and 

symbol 0 is transmitted by –V. The received signal is sampled at t = kTb, and the pulse has zero 

value at all k except for k = 0 and 1, where its value is +V or –V. It is obvious that such a pulse 

causes zero ISI with all the remaining pulses except the succeeding pulse. 

The technique of introducing controlled ISI is known as  duo-binary signaling or  correlative 

coding or  partial-response signaling, and the pulse used is known as  duo-binary pulse.

Thus, by adding ISI to the transmitted pulse signal in a controlled manner, it is possible 

to achieve the Nyquist signaling rate or Nyquist bandwidth. The effect of known ISI in the 

transmitted pulse signal can be easily interpreted at the receiver in a deterministic manner. 

How? Consider two such successive pulses located at t = 0 and t = Tb, respectively. There are 

three possible values only. 

∑ First, if both pulses were positive, the sample value of the resulting signal at t = Tb would 

be +2 V. As per the defi ned decision rule, the present bit is 1 and the previous bit is also 1 

because the sample value is positive. 

∑ Second, if both pulses were negative, the sample value of the resulting signal at t = Tb 

would be –2 V. 

So as per the decision rule, the present bit as well as and the previous bit is 0 because the 

sample value is negative. 

∑ Third, if one pulse is positive and the second pulse is negative then the sample value of the 

resulting signal at t = Tb would be zero. 

In such a case, the present bit is the opposite of the previous bit. Then knowledge of the 

previous bit allows us to determine the present bit.11

 The correla  ve-level coding may involve the use of tapped-delay-line fi lters with 

diff erent tap-weights. The detec  on procedure followed at the receiver uses a 

stored es  mate of the previous symbol, called decision feedback technique. It is 

essen  ally an inverse of the opera  on of the simple delay-line fi lter employed 

at the transmi  er.

2.3.2 Raised-Cosine Pulse Shaping

Use the  raised-cosine fi lter whose transfer function can be expressed as

2 0
0

0

0

2
cos (2 )

4

1                                     ; for (2 )
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( )  ; for       

0                                     ; for 

f B B
B B f B

B B

f B B

H f
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- < <
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Ô

Ê ˆÔ
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Ô >Ó

where B is the absolute bandwidth; B0 = Rb/2 represents the theoretical minimum Nyquist 

bandwidth for the rectangular pulse (Rb = 1/Tb; Tb being the pulse width) and the –6 dB 

11 Duo-binary baseband signaling or partial-response signaling utilizes controlled amounts of ISI for transmitting 

pulses at a rate of Rb bits per second over a communication channel having a bandwidth of Rb/2 Hz. This means 

that the dc null occurs at f = 1/2Tb and the essential bandwidth is at the minimum transmission bandwidth needed 

for a data rate of Rb. Moreover, it provides an additional mean to reshape the PSD.

IMPORTANT!

An Alternate 

Solution to 

Minimize ISI
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bandwidth for the raised cosine fi lter; (B – B0) is the excess bandwidth beyond the minimum 

Nyquist bandwidth.

Let us defi ne the  roll-off factor of the raised-cosine fi lter, a as the ratio of excess bandwidth 

(B – B0) to the -6 dB bandwidth B0. That is, 

 a = 0 0
0

0

( ) ( )
2 ( )

2
b

b

B B B B
T B B

B R

- -
= = -

Since (B – B0) cannot be larger than Rb/2, therefore, 0 £ a £ 1. 

In terms of frequency f, 

∑ the theoretical minimum bandwidth is Rb/2, and 

∑ the excess bandwidth is (B – B0) = aRb/2 Hz. 

Therefore, the bandwidth of the pulse signal V (f) is given as

 BT = 
(1 )

2 2 2

b b bR R Ra a+
+ =

For a given B0, the roll-off factor a specifi es the required excess bandwidth as a fraction of B0 

and characterizes the steepness of the fi lter roll-off. It can be seen that 

∑ The a = 0 is the case of Nyquist minimum bandwidth 

∑ The a = 1 is the case of 100% excess bandwidth required

If V(f) is a Nyquist fi rst criterion spectrum with a bandwidth that is 50% more than the 

Nyquist bandwidth, its roll-off factor a = 0.5 or 50%. Because 0 £ a £ 1, the pulse transmission 

varies from 2BT to BT, depending on the choice of roll-off factor a. 

∑ A smaller value of a gives a higher signaling rate. But the resulting pulse decays slowly as 

in the case of rectangular pulse. 

∑ For the raised-cosine fi lter having a = 1 and BT = Rb, we achieve half the theoretical 

maximum rate. But the pulse spectrum decays faster (as 1/t3) and is less vulnerable to ISI.12

Figure 2.3.3 shows the normalized frequency response, 2B0V(f ) of raised-cosine fi lter for 

various values of roll-off factor, a = 0, 0.5, 1.

Figure 2.3.3 Nyquist Pulse and Raised-cosine Spectrum

It is observed that the bandwidth of this pulse is Rb Hz and has a value Rb at t = 0 and is zero 

at all the remaining signaling instants as well as at points midway between all the signaling 

12 The amount of ISI resulting from the pulse overlapping decreases as a increases from 0 to 1. Thus, a pulse-

shaping fi lter should provide the desired roll-off. Its impulse response must be truncated to a fi nite duration so 

that it can be physically realizable.

Signifi cance of 

Roll-off Factor
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instants. For a = 0.5 or 1, the roll-off characteristics of 2B0V(f ) cut-off gradually as compared 

with an ideal low-pass fi lter (a = 0), and is, therefore, easier to realize in practice.

16-level PAM System without ISISOLVED EXAMPLE 2.3.1

Determine symbol rate and the theoretical minimum system bandwidth needed for a 10 Mbps 

data using 16-level PAM without ISI.

Solu  on We know that the symbol rate, 
2log

b
s

R
R

L
= ; where Rb is the bit rate of data and L is 

the number of levels in PAM signal.

For specifi ed 16-level PAM and given Rb = 10 Mbps, we have

Symbol rate, 
4

2 2

10 Mbps 10 Mbps 10 Mbps
2.5 Msymbols/s

log (16) 4log (2 )
sR = = = =  Ans.

Theoretical minimum system bandwidth is given as

  
2.5 Msymbols/s

BW 1.25 MHz
2 2

sR
= = =  Ans.

Pulse Roll-off  FactorSOLVED EXAMPLE 2.3.2

A digital communication system using 16-level PAM has symbol rate of 2.5 Msymbols per 

second. If the applicable system bandwidth is 1.375 MHz then what should be the value of roll-

off factor (a) of the transmitted pulse shape for zero ISI.

Solu  on We know that the system bandwidth, 
1

(1 )
2

sW Ra= + ; where Rs is the symbol rate.

For given system bandwidth W = 1.375 MHz and Rs = 2.5 Msymbols/s, we have

 1.375 MHz = 
1

(1 ) 2.5 Msymbols/s
2

a+ ¥

fi a = 
1

2 1.375 1 0.1
2.5

Ê ˆ
¥ ¥ - =Á ˜Ë ¯  Ans.

Raised Cosine Roll-off  FilterSOLVED EXAMPLE 2.3.3

A baseband digital system uses 4-level PAM along with a raised cosine roll-off fi lter 

characteristics. The system has a frequency response of 3.2 kHz. If binary data is transmitted at 

9600 bps data rate, then what would be the symbol rate and roll-off factor (a) of the transmitted 

pulse shape for zero ISI? 

Solu  on We know that the symbol rate, 

2log

b
s

R
R

L
= ; where Rb is the bit rate of data and L is 

the number of levels in PAM signal (or, n = log2L is the number of bits per symbol).

For specifi ed 4-level PAM and given Rb = 9600 bps, we have

 Rs = 
2

2 2

9600 bps 9600 bps

log (4) bits/symbol log (2 ) bits/symbol
=
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  = 
9600 bps

4800 symbols/s
2 bits/symbol

=  Ans.

We know that the system bandwidth, 
1

(1 )
2

sW Ra= + ; where a is the roll-off factor of raised-

cosine fi lter used for pulse shaping.

It is given that the system has frequency response of 3.2 kHz. This means that the system 

bandwidth W = 3.2 kHz.

Therefore, 3.2 kHz = 
1

(1 ) 4800 symbols/s
2

a+ ¥

fi a = 
1

2 3200 1 0.33
4800

Ê ˆ
¥ ¥ - =Á ˜Ë ¯

 Ans.

System Bandwidth RequirementSOLVED EXAMPLE 2.3.4

A voice signal having frequency range of 300 Hz to 3400 Hz is sampled at 8000 samples/s. We 

may transmit these samples directly as PAM pulses or we may fi rst convert each sample to a 

PCM format and use binary (PCM) waveform for transmission. Assume the fi lter roll-off factor 

of 1. Compute the minimum system bandwidth required for the detection of 

 (a) PAM signal with no ISI.

 (b) Binary PCM waveform if the samples are quantized to 8-levels.

Solu  on Given voice signal frequency range = 300 Hz – 3400 Hz

Specifi ed sampling frequency fs = 8000 samples/s

Given roll-off factor of the fi lter used for pulse shaping a = 1

(a) In a binary PAM transmission without ISI, symbol rate Rs = 8000 pulses/s

 We know that the required system bandwidth for ISI free transmission is given by

 W = 
1

(1 )
2

sRa+

fi W = 
1

(1 1) 8000 pulses/s = 8 kHz
2

+ ¥  Ans.

(b) In a binary PCM transmission using 8-level quantization, the bit rate

 Rb = fs × log2L; where L is the levels of quantization (L = 8 given)

fi Rb = 8000 sample/s × log2(8) = 24 kbps

 We know that the required system bandwidth for ISI free transmission is given by

 W = 
1

(1 )
2

bRa+

fi W = 
1

(1 1) 24 kbps = 24 kHz
2

+ ¥  Ans.

Thus, system bandwidth required increases by three times for 8-level quantized PCM as 

compared to binary PAM transmissions.
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 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 2.3.5  Determine symbol rate and the theoretical minimum system bandwidth needed 

for a 100 Mbps data using 16-level PAM without ISI.

Ex 2.3.6 A digital communication system using 16-level PAM has symbol rate of 25 M 

symbols per second. If the applicable system bandwidth is 13.75 MHz, then 

what should be the value of roll-off factor (a) of the transmitted pulse shape for 

zero ISI.

Ex 2.3.7 A baseband digital system uses 8-level PAM alongwith a raised cosine roll-off 

fi lter characteristics. The system has a frequency response of 2.4 kHz. If binary 

data is transmitted at 9600 bps data rate, then what would be the symbol rate and 

roll-off factor (a) of the transmitted pulse shape for zero ISI.

Ex 2.3.8 A band-limited analog signal has bandwidth of 4 kHz. It is sampled at minimum 

Nyquist rate. Assume the fi lter roll-off factor of 1. Show that the minimum 

system bandwidth required for the detection of binary PCM signal quantized to 

128 levels and with no ISI is 56 kHz. 

2.3.3 Equalization to Reduce ISI

We know that a sequence of pulses is attenuated (reduced in amplitude level) as well as distorted 

(dispersed mainly due to an attenuation of certain critical frequency components of the pulses 

transmitted) during transmission through a channel. The signal attenuation can be compensated 

by the preamplifi er at the front-end of the digital regenerative repeater or receiver. However, the 

function of reshaping the received dispersed pulses in order to minimize ISI is performed by a 

device known as equalizer.

Equalization helps the demodulator to recover a baseband pulse with the best possible signal-

to-noise ratio, free of any intersymbol interference (ISI). In order to eliminate the effects of 

amplitude, frequency, and phase distortions causing ISI, amplitude, delay, and phase equalizers 

are used, respectively.

An equalizer is a specially designed fi lter which is located between the demodulator and decision 

making device at the receiver.

The transfer function of the equalizer should be the inverse of the transfer function of the channel 

so that the effect of the channel characteristics at the input of the decision-making device at the 

receiver is completely compensated. It implies that the equalizer should be able to adapt to the 

changes in channel characteristics with time.

We can say that an equalizer is needed to eliminate or minimize ISI with neighboring pulses 

at their respective sampling instants only because the receiver decision is based on sample 

values. 

A pulse waveform satisfying a Nyquist criterion can be generated directly using a  transversal 

fi lter equalizer, also known as  tapped delay line.

The  adaptive equalizer need to be trained by a known fi xed length of training sequence bits for 

a minimum bit error rate. The adaptive equalizer at the receiver utilizes a recursive algorithm 

to evaluate the channel and estimate the fi lter coeffi cients to compensate for ISI. In practice, we 

do the following:

What is meant by 

Equalization?

What is an 

Equalizer?

Principle of 

Working of an 

Equalizer
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∑ We transmit a pseudorandom training sequence prior to actual data. 

∑ This training sequence is known to the receiver which enables to compute the initial 

optimum tap coeffi cients of the adaptive equalizer. 

∑ After the training sequence, the adaptive equalizer then uses the previously detected data 

symbols. 

∑ The fi lter tap coeffi cients are updated using appropriate algorithm to estimate the 

equalization error. 

This is the simplest form of equalizer described here.

The pulse to be generated is sampled with a suffi ciently small sampling interval Ts, and the 

fi lter tap gains are set in proportion to these sample values in sequence, as shown in Figure 2.3.4. 

Figure 2.3.4 Linear Adap  ve Tapped-Delay Line Equalizer

∑ When a narrow rectangular pulse having width Ts (same as sampling interval) is applied at 

its input, the output will be a staircase approximation of the input. 

∑ This output is smoothed out by passing through a low-pass fi lter. 

∑ Such an equalizer is easily adjustable to compensate against different channel characteristics, 

or even slowly time-varying channels. 

∑ The time delay between successive taps is chosen to be same as the interval between pulses, 

i.e. Tb. 

∑ This enables to force the equalizer output pulse to have zero ISI at the decision-making 

instants. 

∑ That is why such type of equalizer is sometimes called  zero-forcing equalizer. 

Thus, the equalizer output pulses satisfy the Nyquist or the controlled ISI criterion. It may be 

noted that when number of delay lines is suffi ciently large, then typically the residual nonzero 

sample values will be small, indicating that most of the ISI has been eliminated.

A non-linear decision feedback adaptive equalizer contains two fi lters: a forward fi lter 

and a feedback fi lter. The forward fi lter is similar to the linear adaptive equalizer whereas 
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the feedback fi lter contains a tapped delay line whose inputs are the decisions made on the 

equalized signal. Figure 2.3.5 depicts a typical structure of  non-linear adaptive equalizer.

Figure 2.3.5 Nonlinear Adap  ve Equalizer

As it can be seen that the received signal is the input to the feed-forward fi lter and the 

input to the feedback equalizer is the stream of the detected symbols. The fi lter coeffi cients 

are the estimates of the channel sampled impulse response. Due to past samples, intersymbol 

interference is cancelled while minimizing noise enhancement.

The Maximum-likelihood Sequence Estimation (MLSE) adaptive equalizer consists of two 

main parts: the adaptive channel estimator and the MLSE algorithm. The adaptive channel 

estimator measures the sampled impulse response of the channel, taken at symbol intervals. 

It is compared with the sequence of the sampled received signal with all possible received 

sequences. It then determines the most likely transmitted sequence of symbols. Figure 2.3.6 

depicts a functional block schematic of the adaptive MLSE receiver.13

Figure 2.3.6  Adap  ve MLSE Equalizer

13 The MLSE is the optimal method of canceling the ISI. However, the complexity of MLSE receiver grows 

exponentially with the length of the channel impulse response. The decision feedback equalizer is particularly 

useful for channels with severe amplitude distortions and has been widely used in wireless communication 

applications. MLSE is mostly used in cellular communication applications such as GSM receivers.
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2.3.4  Self-Synchronization

We know that the most important feature of baseband digital communication system such as 

PCM lies in its ability to control the effects of channel noise and distortion. Basically, there are 

three major functions that are required to be performed at the regenerative repeater or at the 

baseband receiver:

∑ Reshaping the incoming distorted pulses (due to ISI) by means of equalizer

∑ Extracting the timing information for sampling the equalized pulses at the instant where 

signal-to-noise ratio is maximum

∑ Decision-making based on the amplitude of the equalized pulse plus noise exceeding a 

predetermined threshold value. 

Figure 2.3.7 A Basic Func  onal Arrangement of Pulse Detec  on

We have discussed in the previous section as how an equalizer reshapes the received distorted 

pulses in order to compensate for amplitude, frequency, or phase distortions introduced due to 

imperfections in the transmission characteristics of the channel.

The equalized pulses need to be sampled at precise instants, for which a clock signal at the 

receiver in synchronization with the clock signal used at the transmitter, delayed by the channel 

response. 

The  self-synchronization method is the most effi cient one in which the  timing extraction or 

 clock-recovery circuit derives a periodic timing information from the received signal itself. It 

does not require additional channel capacity or transmission power as in case of pilot clock 

transmission along with data.

We have earlier seen the following: 

∑  Polar RZ line coding techniques contains a discrete component of the clock frequency 

itself. 

∑ In case of bipolar line codes, it has to be converted to a polar one by rectifi cation process, 

which can then be used to extract timing information. 

The extracted timing instants are used for sampling the equalized pulses at that instant of 

time where signal-to-noise ratio is maximum.

Small random deviations of the incoming pulses from their actual positions are always 

present due to presence of noise, interference, and mistuning of the clock circuits. Variations 

of the pulse positions or sampling instants cause  timing jitter. This may have severe effect on 

the proper functioning of timing extraction and clock recovery circuit. If it is excessive, it may 

signifi cantly degrade the performance of cascaded regenerative repeaters.

Recall
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The signal received at the detector consists of the equalized pulses alongwith a random 

channel noise. The detector samples each pulse based on the clock information provided by 

the timing extraction circuit. The decision-making device is enabled when the amplitude of the 

equalized pulse plus noise exceeds a predetermined threshold value. It can be seen that the noise 

can cause error in pulse detection. 

In case of polar transmission, the threshold value is set as zero. 

∑ If the pulse sample value is positive, the symbol is detected as binary 1.

∑ If the pulse sample value is negative, the symbol is detected as binary 0.

It may so happen that the random noise has a large negative value at the sampling instant 

for the transmitted symbol 1, the net value may be slightly negative. This will result into wrong 

detection of symbol 1 as 0. 

Similarly, at some other sampling instant, the random noise has a large positive value for the 

transmitted symbol 0, the net value may be slightly positive. This will also result into wrong 

detection of symbol 0 as 1. 

Generally, the performance of digital communication systems is typically specifi ed by the 

average ratio of the number of detection errors to the total number of transmitted data, known 

as  detection error probability.

Self-Assessment Exercise linked to LO 2.3

Q2.3.1 List different ways to minimize the effects of intersymbol interference.

Q2.3.2 Design a procedure to identify the phenomenon responsible for intersymbol 

interference in baseband binary data transmission system. 

Q2.3.3 Analyze Nyquist’s fi rst and second criteria for pulse shaping and highlight 

the salient aspects to eliminate or control ISI.

Q2.3.4 Defi ne roll-off factor in case of raised-cosine fi lter. Interpret its different 

values with the help of suitable diagram.

Q2.3.5 Classify equalizers based on their structures as well as type of algorithms 

used for decoding data.

Q2.3.6 Identify three major functions that are required to be performed at the 

regenerative repeater or at the baseband receiver. Illustrate it with the help of 

suitable illustration.

Q2.3.7 Show that the theoretical minimum system bandwidth needed for a

20 Mbps signal using 4-level PAM without ISI will be 5 MHz.

Q2.3.8 Binary data at 9600 bps are transmitted using 8-level PAM alongwith a 

raised cosine roll-off fi lter characteristics. The system has a frequency 

response of 2.4 kHz. Show that the symbol rate is 3200 symbols/s and roll-

off factor is 0.5.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 2.3: Hypothesize Nyquist pulse-shaping criteria and outline equalizer schemes to 

minimize the eff ects of ISI.

Detection Error 

Probability

For answers, scan 

the QR code given 
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php/111
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Mid-Chapter CheckMid-Chapter Check

So far you have learnt the following:

 ∑ Line Coding and its Types

 ∑ Intersymbol Interference (ISI)

 ∑ Nyquist Pulse Shaping and Equalization

Therefore, you are now skilled to complete the following tasks:

MQ2.1 Classify various line codes based on different voltage level 

representations of binary data 0 and 1. Compare and contrast the clock 

recovery and error-detection capabilities of non-return-to-zero (NRZ) 

and return-to-zero (RZ) line coding techniques.

MQ2.2 Discriminate between bipolar NRZ and Manchester line codes for 

synchronous transmission of binary data.

MQ2.3 With the help of appropriate example data and illustrations, evaluate 

and confi rm that Manchester line code is preferred over BP-RZ-AMI 

line code.

MQ2.4 Calculate the transmission bandwidth requirement for unipolar NRZ 

line code if the pulse width is 10 µs.

MQ2.5 Generate the waveform for transmission of binary data sequence

1 0 1 1 0 0 1 1 0 1 0 1 over a baseband channel using BP-RZ-AMI and 

Manchester line-coding techniques.

MQ2.6 Describe the problem of Intersymbol interference (ISI) in context to 

baseband transmission of digital signals. How can it be avoided?

MQ2.7 Select the four parameters observed from an eye pattern. How can 

you judge from the eye diagram that the binary symbol is received 

faithfully?

MQ2.8 The output of a baseband binary data transmission system model is 

given by ( ) ( ).i i k b b

k
k i

y t A A v iT kTm m
•

=-•
π

= + -Â  Identify the parameter(s) 

on which intersymbol interference depend.

MQ2.9 Outline Nyquist’s criteria for distortionless baseband transmission.

MQ2.10 Moderate to severe intersymbol interference is experienced in a 

wireless communication channel. For a given number of taps, construct 

a typical linear adaptive tapped-delay line-feedback equalizer.

Sure of what you 
have learnt so far? 
For answers, scan 
the QR code

OR

visit h  p://

qrcode.fl ipick.

com/index.

php/108

Be ready for the 
next sec  ons!
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2.4 DIGITAL MULTIPLEXING AND TDM

The analog signals are sampled to generate Pulse Amplitude Modulation (PAM) signals. A 

number of PAM signals can be multiplexed using Time-Division Multiplexing (TDM) technique, 

known as a  PAM/TDM system. Each signal occupies a short time slot and multiple signals are 

then separated from each other in the time domain. The main advantage of such scheme is that 

entire bandwidth of the communication channel is available to each signal being transmitted, 

thereby resulting into increased data rate. The concept of TDM can be extended for data sources 

such as PC as well as pulse-code modulation (PCM) signals.

The available bandwidth of a transmitting medium linking more than one source is usually 

greater than the bandwidth requirement of individual sources. Several low-bit-rate digital 

signals from different sources such as a computer output, or a digitized voice signal (PCM) 

can be multiplexed to form one high-bit-rate digital signal. This combined signal can be then 

transmitted over a high-bandwidth medium (broadband channel) such as optical fi ber, terrestrial 

microwave, satellite channel. Thus, multiplexing enables to share the communication link 

among many sources for simultaneous operation.

Digital multiplexing is achieved by interleaving data from various sources in the time 

domain either on a bit-by-bit basis (known as  bit interleaving), or on a word-by-word 

basis (known as  word interleaving). This process of digital multiplexing is known as  time-

division multiplexing (TDM) that allows several signal sources to share the available high 

bandwidth of a communication link, occupying a portion of time by each source.

Figure 2.4.1 shows the fundamental arrangement of a 4-channel TDM system.

Figure 2.4.1 A 4-channel TDM System

As shown in the fi gure, 

∑ Different data are arranged into smaller parts, called packets (1, 2, 3, 4, …), of equal 

length; 

∑ Packets are then interleaved into their assigned time slots to form a frame; and 

∑ A header, containing address and packet sequence number information, precedes each 

packet.

The minimum length of the multiplexed frame must be a multiple of the lowest common multiple 

of the incoming channel bit rates. The minimum bandwidth of the multiplexed signal will be the 

multiplication of individual bandwidth and the number of signals.

LO 2.4
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The interleaved packets are transmitted in form of frames and received by the destination 

receiving stations through demultiplexer. The appropriate packets are extracted by each receiver 

and reassembled into their original form, as shown. Let us try to understand the design aspects 

of a TDM system with the help of following example.

Design of a TDM SystemSOLVED EXAMPLE 2.4.1

Each of four channels carrying digital data sends binary data at 6400 bps rate. These channels 

are multiplexed using TDM. Let the number of bits per channel is 8. 

 (a) Calculate the size of one TDM frame.

 (b) Determine the frame rate and duration of one TDM frame?

 (c) Find the bit rate for the link.

Comment on the relationship between link bit rate and channel bit rate.

Solu  on

(a) Number of bits from each channel carried in one TDM frame = 8 bits (given)

 Number of channels = 4 channels (given)

 Therefore, size of one TDM frame = 4 channels × 8 bits = 32 bits Ans.

(b) Transmission bit rate by each channel = 6400 bps (given)

  Number of bits from each channel carried in one TDM frame = 8 bits (given)

 Therefore, the frame rate = 6400 bps/8 bits = 800 frames/second Ans.

(c) Duration of one TDM frame = 1/800 = 1.25 ms Ans.

 Number of TDM frames in one second = 800 frames ….. as calculated in Part (b)

 Number of bits in one TDM frame = 32 bits ….. as calculated in Part (a)

 Hence, bit rate for the link = 800 frames/second × 32 bits/frame = 25600 bps Ans.

Figure 2.4.2 TDM System Design

Comments on relationship between link bit rate and channel bit rate:

Transmission bit rate by each channel = 6400 bps (given)

Link bit rate = 25600 bps … as calculated in part (c)

Hence, link bit rate = 4 × channel bit rate

Thus, it is concluded that the bit rate of the communication link is n times the channel bit rate 

where n is the number of channels being multiplexed.
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 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.4.2  Design a TDM system for multiplexing 16 similar digital sources transmitting 

digital data at 6400 bps rate. Let the number of bits per channel is 8. Calculate 

the size of one TDM frame, the frame rate, duration of one TDM frame, and the 

combined bit rate for the link.

2.4.1 Synchronous TDM

For allocation of time slots to different sources to a digital multiplexer, there are two possibilities: 

fi xed-length, and dynamically, i.e., on requirement basis.

A digital multiplexer which allocates fi xed-length time slots to all input sources connected to 

it is known as synchronous digital multiplexer.  Synchronous TDM systems assign time slots of 

equal length to all packets regardless of whether or not any data is to be sent by the sender with 

an assigned time slot.

A master clock governs all the data sources, with the provisions to distribute the master clock 

signal to all the sources. Hence, this method is called synchronous time-division multiplexed.

Due to elimination of bit rate variations, the synchronous digital multiplexer systems attain very 

high throughput effi ciency. It is easy to implement but it occupies higher bandwidth as well as 

the effi ciency of channel bandwidth utilization is quite low.

TDM is widely used in digital communication systems to maximize the use of channel capacity. 

The synchronous TDM can be achieved in two ways:

∑ Bit Interleaving

∑ Word Interleaving

Bit Interleaving In bit (binary digit) interleaving, one by one bit is taken from each of n

input data channels. After the fi rst bit from samples of all channels are taken, the multiplexer 

takes the second bit from all channel samples, and so on. 

Figure 2.4.3 Synchronous TDM–Bit Interleaving

Recall

Synchronous 

Digital 

Multiplexer

IMPORTANT!

Good to 
Know!

Two Ways of 

Synchronous TDM



2.64 Digital Communica  on

 Word Interleaving All code bits of the sample of the fi rst channel are taken together 

followed by all code bits of the sample of second channel and so on. In this method, the desired 

multiplexing speed is less than that required in the fi rst method of synchronous TDM.

Figure 2.4.4 Synchronous TDM–Word Interleaving

 ∑ A  synchronous TDM frame is constituted by combining all bits corresponding to a specifi c 

sample code from all channels.

∑ Thus, if there are n number of channels and m bits per sample, then the size of a frame is 

(n × m) bits.

∑ A synchronizing bit is added at the end of each frame for the purpose of providing 

synchronization between the multiplexer on the transmitting side and demultiplexer on the 

receiving side. 

∑ The digital signal is bandlimited to the same frequency, resulting in the same sampling 

frequency for all channels.14

2.4.2 Asynchronous TDM

A digital multiplexer which allocates variable-length time slots to all input sources connected 

to it dynamically on requirement basis is known as  asynchronous TDM, or  statistical TDM. All 

devices attached to the input of asynchronous multiplexer may not transmit data all the time.

Asynchronous digital multiplexer has a fi nite number of low-speed data input lines with one 

high-speed multiplexed data output line. Each input line has its own digital encoder and buffer 

amplifi er. The multiplexer scans the input buffers collecting data until a TDM frame is fi lled. As 

such control bits must be included within the frame.15

14  Quasi-synchronous digital multiplexers are arranged in a hierarchy of increasing bit rates to constitute the 

basic building blocks of an interconnected digital telecommunication system. Quasi-synchronous multiplexers 

are needed when the input bit rates vary within specifi c limits. Quasi-synchronous multiplexers should have a 

suffi ciently high output bit rate so that it can accommodate the maximum input bit rate.
15 The asynchronous digital multiplexers are used for the digital data sources which produce data in the form of 

bursts of characters with a variable spacing between data bursts. Character interleaving and buffering techniques 

make it possible to merge these data sources into a synchronous multiplexed bit stream.
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The data rate on the multiplexed line is lower than the combined data rates of the attached 

devices. The frame format used by a statistical TDM multiplexer is signifi cant in determining 

the system performance. It is quite desirable to have minimum overhead in order to improve 

data throughput.

Figure 2.4.5 Basic Asynchronous TDM Frame Structure

In general, the overall statistical TDM frame includes the following fi elds:

∑ Start and end fl ags to indicate the beginning and end of the frame

∑ An address fi eld to identify the transmitting source

∑ A control fi eld

∑ A statistical TDM sub frame containing data

∑ A frame check sequence (FCS) fi eld that provides error detection

With multiple sources, the TDM frame consists of sequence of data fi elds labeled with 

an address and a bit count. The address fi eld can be shortened by using relative addressing 

technique. Each address specifi es the position of the current transmit source relative to the 

previously transmitted source and the total number of sources. The data fi eld length is variable 

and limited only by the minimum length of the frame. The length fi eld indicates the size of the 

data fi eld. 

Step I Different information data signals are bandlimited to different frequencies using low-

pass fi lters having different cut-off frequencies.

Step II Accordingly, they are sampled at different sampling frequencies.

Step III The samples are then stored on different storage devices. It may be noted that the rate 

of storing data of each storage device is different due to the different sampling frequencies.

Step IV The stored signals are retrieved at different rates in such a way that the output sample 

rate of each device is the same.

Step V Thus, these signals can now be synchronously time-division multiplexed, and then 

transmitted.

Step VI At the receiver, this process is just reversed to recover each signal.

Synchronous versus Asynchronous TDMSOLVED EXAMPLE 2.4.3

Consider four sources A, B, C, and D. The data on each of these sources are sampled 

independently in pre-defi ned time slots t1, t2, t3, and t4. The availability of data on each of four 

sources in different time slots is as follows:

Good to 
Know!

Procedure for 

Asynchronous 

TDM Operation
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 Source A: Data available during the time slots t1, and t4
 Source B: Data available during the time slots t1, t2, and t3
 Source C: Data available during the time slots t2, and t4
 Source D: Data available during the time slot t4
Illustrate the operation of synchronous and asynchronous TDM.

Solu  on

Figure 2.4.6 Illustra  on of TDM-MUX opera  on for Example 2.4.3

In synchronous TDM, the data frames from all sources in a particular time slot (irrespective 

of whether there is data present or no data present) form a TDM frame and are sent together, 

followed by data frames of next time slot.

Figure 2.4.7 Synchronous TDM Opera  on

In asynchronous TDM, the data frames from only those sources which contain data in a 

particular time slot form a TDM frame and are sent together, followed by data frames of 

next time slot. 

Figure 2.4.8 Asynchronous TDM Opera  on
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This illustrates not only the operational difference between synchronous and asynchronous 

TDM but also higher effi ciency obtained with asynchronous TDM.16

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.4.4  Consider four data sources A, B, C, and D. The data on each of these sources are 

sampled independently in pre-defi ned time slots t1, t2, t3, and t4. The availability 

of data on each of four sources in different time slots is as below:

   Source A: Data available during the time slots t2, and t3
   Source B: Data available during the time slots t2, t3, and t4
   Source C: Data available during the time slots t1, and t3
   Source D: Data available during the time slot t1
  Illustrate the operation of synchronous and asynchronous TDM.

Self-Assessment Exercise linked to LO 2.4

Q2.4.1 Summarize the salient features of time-division multiplexing.

Q2.4.2 The frame format used by asynchronous TDM multiplexer is signifi cant in 

determining the system performance. Generate hypotheses to account for 

enhanced effi ciency of asynchronous TDM technique.

Q2.4.3 Implement the operation of asynchronous TDM for multiplexing of data 

from four different sources A, B, C, and D. The data on each of these 

sources are sampled independently in pre-defi ned time slots t1, t2, t3, and t4. 

The availability of data on each of four sources in different time slots is as 

below:

   Source A: Data available during the time slots t2, and t4
   Source B: Data available during the time slots t1, and t3
   Source C: Data available during the time slots t2, t3, and t4
   Source D: Data available during the time slot t3
 Q2.4.4 Predict advantages and disadvantages of asynchronous time-division 

multiplexing.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 2.4: Illustrate the concept of digital mul  plexing and design TDM systems.

16 A lower data rate is required in asynchronous TDM as compared to that needed by synchronous TDM to support 

the same number of inputs. Alternately, asynchronous TDM can support more number of users if operating at 

same transmission rate. But there is more overhead per time slot because each time slot must carry an address as 

well as data fi eld.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/103
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2.5 DIGITAL CARRIER SYSTEMS

The process of digital multiplexing, known as  time-division multiplexing (TDM), allows several 

data signal sources (such as PCM) to share the available high bandwidth of a communications 

channel, occupying a portion of time by each source. This combined signal can be then 

transmitted over a high-bandwidth transmitting medium (broadband channel) such as digital 

carrier lines.

We begin with a single-channel PCM transmission system that serves as fundamental building 

block for most of digital carrier systems based on TDM, known as digital signal at zero level 

(DS0), operating at 64 kbps data rate.

North American  digital carrier system, also known as  T lines, are digital transmission 

lines which are designed to represent digitized audio or video, or digital data signal. Then we 

elaborate two popular types of digital carrier systems—North American T (Transmission) or 

DS (Digital System) lines, and European E lines.

A single-channel PCM transmission system is the fundamental building block for most of the 

TDM systems in the North American or European  digital signal hierarchy with a DS0 channel 

(digital signal level 0 channel), as shown in Figure 2.5.1. 

Figure 2.5.1 Single-Channel PCM System

As shown, the sample pulse rate is 8 kHz, i.e., 8000 samples/second. An 8-bit PCM code 

per sample is used for encoding the quantized signal in analog-to-digital converter (ADC). 

The transmission line speed of a single channel PCM system is given as 8000 samples/second 

multiplied by 8 bits/sample, that is, 64 kbps.

2.5.1 North American Digital Carrier System

In general, a digital carrier system is a baseband digital communication system that uses digital 

multiplexers such as TDM for multiplexing pre-specifi ed number of data channels of given data 

rates. North American digital carrier system, also known as T-lines, are digital transmission 

lines which are designed to represent digitized audio or video, or digital data signal. There are 

four levels of digital multiplexing in North American digital carrier system—T1, T2, T3, T4, 

and T5. Figure 2.5.2 depicts a functional block diagram of North American Digital Carrier 

System, or Digital Signal Hierarchy.

Now we will describe various levels of T-lines with calculation of respective data rates.

LO 2.5

Recap

What We Discuss 

Here …..
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T1 (Transmission One) digital carrier system, also known as DS1 (digital level 1) digital carrier 

system is a  North American digital hierarchy ANSI standards for telecommunications and is 

recognized by ITU-T.

  T1 digital carrier system is designed to multiplex 24 PCM voice grade channels (each carrying 

digitally encoded voice-band telephone signals or data), each operating at a maximum data rate 

of 64 kbps.

Figure 2.5.2 North-American Digital Carrier System

Figure 2.5.3 depicts a functional block schematic of T1 TDM-PCM encoded digital carrier 

system. 

T1 Digital Carrier 

System

IMPORTANT!
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Figure 2.5.3 T1 TDM-PCM Encoded Digital Carrier System

As stated earlier, twenty-four DS0 lines are multiplexed into a digital signal at level 1 (DS1 

line), commonly known as T1 digital carrier system or simply T1 line.17

It is essential to make available the data-encoded bits as well as synchronizing or timing 

information at the receiver.  Synchronization in T1 digital carrier system is provided by adding 

one bit at the end of the 192-bits data-encoded in each frame. Thus, one TDM frame essentially 

contains 193 bits.

17 The transmission data rate (line speed) of a T1 digital carrier system is 1.544 Mbps. This includes an 8 kbps 

sync bit. It uses BP-RZ-AMI and B8ZS line encoding techniques. T1 lines are designed to interconnect stations 

that are placed up to 80 km apart. The transmission medium used is generally twisted pair metallic cable (19¢¢–22¢¢ 

wide). T1 line is multiplexed further to constitute T2/T3/T4 lines to provide higher data rates.

Synchronization in 

T1 Digital Carrier 

System
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Figure 2.5.4 shows PCM-TDM T1 frame using channel associated signaling.

Figure 2.5.4 PCM-TDM T1 Frame

In order to establish synchronization at the receiver, 

A special 12-bit code comprising of 1 1 0 1 1 1 0 0 1 0 0 0 is transmitted repetitively once 

every 12 frames. 

The synchronizing bit in a TDM frame occur once per frame or every 125 µs 

Thus, time taken for 12 frames = 12 × 125 µs = 1500 µs or 1.5 ms

The frame sync code rate = 1/(1.5 ms) = 667 frame sync code per second. 

A process of bit-slot sharing is utilized which allows a single PCM channel to transmit both 

voice and signaling information data. 

In bit-slot sharing scheme, the following hold:

∑ The 8th bit (LSB) of each encoded sample of every 6th frame is used for signaling purpose 

only. 

∑ During fi ve successive TDM frames, each sample is PCM-encoded using 8 bits and in 

6th TDM frame, the samples are encoded into 7 bits only; the 8th bit (LSB) is used for 

signaling. 

∑ In one frame out of every six frames, each of the least signifi cant bits in the 24 samples is 

used for signaling information rather than as part of the PCM signal.

This pattern is repeated every 6 frames. Thus, in six TDM frames, the number of bits used 

for quantization encoding is (5 frames × 8 bits/sample of a channel + 1 frame × 7 bits/sample 

of that channel) 47 bits. 

Therefore, average number of bits per sample is (47 bits/6 frames) 7.82 bits approximately. 

This implies that the frequency of the bits used for signaling is one-sixth of the frame bit 

rate. 

Since frame rate is 8000 frames/second, the signaling bit rate of T1 digital carrier system is 

(1/6th of 8000) 1.333 kbps. 

This type of signaling is known as  channel-associated signaling.

There is a variant of T1 digital carrier system, known as  T1C digital carrier system which 

uses 48 DS0 lines or 2 T1 lines. All other parameters are similar to that of T1 digital carrier 

system.

Channel 

Associated 

Signaling in T1 

Digital Carrier 

System

ATTENTION
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T1 Digital Carrier System Line SpeedSOLVED EXAMPLE 2.5.1

Show that transmission data rate or the line speed for a standard T1 digital carrier system is 

1.544 Mbps. 

Solu  on

Given: In a standard T1 digital carrier system, 

Number of channels in each TDM frame = 24 channels

Number of bits in each channel = 8 bits

Number of TDM frames in one second = 8000 frames

Number of sync bits in one TDM frame = 1 bit

Step I: Number of data bits in each TDM frame = 24 channels/frame × 8 bits/channel

 = 192 bits/frame

Step II: Duration of one frame = 1/8000 frames = 125 µs

Step III: Number of data bits per second = 192 bits/frame × 8000 frames/second

      or, Data transmission speed = 1.536 Mbps (without sync bit)

Step IV: Total number of bits in each TDM frame = 192 + 1 = 193 bits/frame

We know that the samples must be transmitted at the same data rate as they were obtained from 

their respective signal sources. This requires the multiplexed signal to be sent at a rate of 8000 

frames per second. Therefore,

Step V: Data rate or line speed of T1 line  = 193 bits/frame × 8000 frames/second

= 1.544 Mbps

Alternately, 

Step V: Duration of one bit in a frame = 125 µs / 193 bits = 0.6476 µs

Step VI: Data rate of T1 line= 1/(0.6476 µs) = 1.544 Mbps Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.5.2  Show that the minimum bandwidth required to transmit multiplexed data on T1 

line is 772 kHz.

Four T1 lines (equivalent to 96 DS0 lines) are multiplexed into a digital signal at level 2

( T2 line), also known as DS2 digital carrier system. Control bits or additional bits, sometimes 

called stuffed bits are required to be added to yield a steady output data rate. Additional 

synchronizing bits totaling 17 sync bits are required in  T2 digital carrier systems due to increased 

number of channels to be multiplexed.18

Transmission Data Rate for T2 LineSOLVED EXAMPLE 2.5.3

Show that transmission data rate or the line speed for a standard T2 digital carrier system is 

6.312 Mbps. 

18 The transmission data rate (line speed) of a T2 digital carrier system is 6.312 Mbps. This includes (17 × 8) kbps 

sync bit. It uses B6ZS RZ line coding technique. T2 lines are designed to interconnect stations that are placed up 

to 800 km apart with repeater spacing of 3.7 km typical.

T2 Digital Carrier 

System
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Solu  on

Given: In a standard T2 digital carrier system, 

 Number of T1 lines multiplexed in a DS2 line  = 4

 Data rate of one T1 line  = 1.544 Mbps

 Number of sync bits at T2 level = 17 bits

Step I: Raw data rate of T2 line = 4 × 1.544 Mbps = 6.176 Mbps

Step II: After adding 17 sync bits at T2 level, 

Net data rate of T2 line = 6.176 Mbps + (17 × 8) kbps = 6.312 Mbps Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.5.4  Show that the minimum bandwidth required to transmit multiplexed data on T2 

line is 3156 kHz.

Seven T2 lines (equivalent to 28 T1 lines, or 672 DS0 lines) are multiplexed into a digital signal 

at level 3 ( T3 line), also known as  DS3 digital carrier system. Additional synchronizing bits 

totaling 69 sync bits are required in T3 digital carrier systems due to much increased number of 

channels to be multiplexed.19

Transmission Data Rate for T3 LineSOLVED EXAMPLE 2.5.5

Show that transmission data rate or the line speed for a standard T3 digital carrier system is 

44.736 Mbps. 

Solu  on

Given: In a standard T3 digital carrier system, 

 Number of T2 lines multiplexed in a T3 line  = 7

 Data rate of one T2 line  = 6.312 Mbps

 Number of sync bits at T3 level = 69 bits

Step I: Raw data rate of T3 line = 7 × 6.312 Mbps = 44.184 Mbps

Step II:  After adding 69 sync bits at T3 level, 

Net data rate of T3 line = 44.184 Mbps + (69 × 8) kbps = 44.736 Mbps Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 2.5.6  Show that the minimum bandwidth required to transmit multiplexed data on T3 

line is 22.368 MHz.

Six T3 lines (equivalent to 42 T2 lines, or 168 T1 lines, or 4032 DS0 lines) are multiplexed into 

a digital signal at level 4 ( T4 line), also known as  DS4 digital carrier system. Total 720 sync 

19 The transmission data rate (line speed) of a T3 digital carrier system is 44.736 Mbps. This includes (69 × 8) 

kbps sync bit. It uses bipolar 3ZS RZ line-coding technique.

T3 Digital Carrier 

System

T4 Digital Carrier 

System
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bits are required in T4 digital carrier systems due to very much increased number of channels 

to be multiplexed.20

Transmission Data Rate for T4 LineSOLVED EXAMPLE 2.5.7

Show that transmission data rate or the line speed for a standard T4 digital carrier system is 

274.176 Mbps. 

Solu  on

Given: In a standard T4 digital carrier system, 

 Number of T3 lines multiplexed in a T4 line  = 7

 Data rate of one T3 line  = 44.736 Mbps

 Number of sync bits at T4 level = 720 bits

Step I: Raw data rate of T4 line = 6 × 44.736 Mbps = 268.416 Mbps

Step II: After adding 720 sync bits at T4 level, 

Net data rate of T4 line = 268.416 Mbps + (720 × 8) kbps = 274.176 Mbps21 Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 2.5.8  Show that the minimum bandwidth required to transmit multiplexed data on the 

T4 line is 137.088 MHz.

Ex 2.5.9  Show that the bandwidth effi ciency of a T4 line is 11.77%.

Table 2.5.1 summarizes the key parameters for various levels of T-lines.

Table 2.5.1 Key Parameters for T Lines

Digital 

Service 

Line#

Transmis-

sion Carrier 

Line#

No. of PCM voice 

channels

Raw Data 

Rate 

(Mbps)

Net Data 

Rate 

(Mbps)

Minimum 

bandwidth 

Typical 

medium used

DS1 T1 24 DS0 lines 1.536 1.544 772 kHz Twisted-pair 

cable

DS1C T1C 48 DS0 lines (2 T1 

lines)

3.088 3.096 1.548 MHz Twisted-pair 

cable

DS2 T2  96 DS0 lines (4 T1 

lines)

6.176 6.312 3.156 MHz Twisted-pair 

cable, micro-

wave

20 The transmission data rate (line speed) of a T4 digital carrier system is 274.176 Mbps. This includes (720 × 8) 

kbps sync bit. It uses polar NRZ line coding technique. The maximum system length is up to 800 km with typical 

repeater spacing of 1.6 km.
21 It may be noted that 17 synchronizing bits are required in T2 digital carrier systems due to increased number of 

channels to be multiplexed whereas 69 synchronizing bits are required in T3 digital carrier systems due to much 

increased number of channels to be multiplexed. Similarly, total 720 synchronizing bits are required in T4 digital 

carrier systems due to very much increased number of channels to be multiplexed.

(Contd.)



 Baseband Transmission and Digital Mul  plexing 2.75

DS3 T3 672 DS0 lines (28 

T1 lines, or 7 T2 

lines)

44.184 44.736 22.368 

MHz

Coaxial cable, 

microwave

DS4 T4 4032 DS0 lines 

(168 T1 lines, or 42 

T2 lines, or 6 T3 

lines)

268.416 274.176 137.088 

MHz

Coaxial cable, 

optical fi ber 

cable

DS-5 T5 8064 DS0 lines 516.096 560.16 280.08 

MHz

Optical fi ber 

cable

The input signals to a T1 digital multiplexer need not to be restricted only to digitized voice 

channels alone. Any digital signal of 64 kbps of appropriate format can be transmitted. The case 

of higher levels such as T2, T3, and T4 is similar. The T1 and T2 digital carrier systems are 

widely used in voice-band telephone, video phone, and digital data applications. Whereas T3 

and T4 digital carrier system fi nds application in TV broadcast with higher capacity also.

2.5.2 European Digital Carrier System

The  European digital carrier system (recommended by the ITU as an standard) has a TDM 

digital multiplexing hierarchy similar to the North American digital hierarchy except that it is 

based on the basic 32-line-slots (30-voice channels of 64 kbps rate and 2 control channels) E1 

lines (European one) in contrast to 24 T1 lines in North American hierarchy.

In each E1 line, 30 voice-band channels are time-division multiplexed in 32 equal time slots 

in a 125 µs frame. Each time slot has 8 bits. Time slot 0 is used for a frame alignment pattern 

whereas time-slot 17 is used for a common signaling channel on which the signaling for all 30 

voice-band channels is accomplished. There are four levels of digital multiplexing in European 

digital signal hierarchy, as shown in Figure 2.5.5.

The European TDM scheme uses added-channel framing method in which one of the 32 time 

slots in each frame is dedicated to a unique synchronizing bit sequence. The average number 

of bits needed to acquire frame synchronization in E1 system is 128.5 bits. Corresponding to 

E1 transmission line speed of 2.048 Mbps, the synchronizing time is approximately 62.7 µs. 

Table 2.5.2 summarizes number of PCM voice channels and transmission bit rate for various 

E-lines.

Table 2.5.2 European Digital Carrier Hierarchy (E lines)

Transmission Car-

rier Line#

No. of PCM voice 

channels

No. of PCM control 

channels

Transmission bit 

Rate (Mbps)

E1 30 2 2.048

E2 (= 4 E1 lines) 120 8 8.448*

E3 (= 4 E2 lines) 480 32 34.368*

E4 (= 4 E3 lines) 1920 128 139.264*

E5 (= 4 E4 lines) 7680 512 565.148*

*Includes synchronizing bits

ATTENTION

Table 2.5.1 (Contd.)
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Figure 2.5.5 Digital Signal Hierarchy (European)

Self-Assessment Exercise linked to LO 2.5

 Q2.5.1 A PCM-TDM system multiplexes 24 voice-band channels. The sampling 

rate is 9000 samples per second. Each sample is encoded into seven bits, 

and a framing bit is added in each frame. Determine line speed and the 

minimum transmission bandwidth, if BP-AMI-RZ line coding technique is 

used.

 Q2.5.2 A PCM-TDM system multiplexes 20 voice-band channels. Each sample is 

encoded into 8 bits, and a framing bit is added in each frame. The sampling 

rate is 10,000 samples per second. The line encoding technique used is BP-

AMI-RZ. Calculate the line speed and the minimum Nyquist bandwidth.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/106
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Q2.5.3 Evaluate the raw transmission data rate of an E1 line.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 2.5: Integrate TDM-PCM encoded digital carrier systems and calculate their data 

rates.

Key Concepts

∑ alternate mark inversion 

(AMI)

∑ asynchronous TDM
∑ bipolar code
∑ framing bits
∑ E-lines
∑ eye diagram

∑ interleaving
∑ line code
∑ Manchester line code
∑ mul  plexing
∑ non-return-to-zero (NRZ)
∑ polar line code
∑ polar NRZ

∑ return-to-zero (RZ) code
∑ synchronous transmission
∑   me-division mul  plexing 
(TDM)

∑ T-lines
∑ unipolar code

Learning Outcomes

∑ Line coding is the process of converting binary data (1 and 0) to a digital signal (voltage 

levels).

∑ Line-coding techniques must eliminate the dc component and provide a means of 

synchronization between the source and destination.

∑ Line-coding techniques can be categorized as unipolar, polar, and bipolar. NRZ, RZ, and 

Manchester line coding techniques are the most popular polar-coding techniques. 

∑ Bipolar AMI-RZ is widely used bipolar line-coding technique in several applications 

related to baseband digital transmission.

∑ Intersymbol Interference (ISI) is spreading of a pulse beyond its allotted time period (i.e., 

pulse width) and tends to interfere with adjacent pulses, due to the dispersive nature of a 

communications channel.

∑ Due to occurrence of ISI, an error will be introduced in the decision-making device at the 

receiver output.

∑ An eye diagram, also known as an eye pattern, is a practical technique for determining 

the severity of the degradations introduced by intersymbol interference and channel noise 

into the digital pulses in baseband digital transmission systems.

∑ The impact of ISI can be controlled by a properly shaped bandlimited Nyquist pulse prior 

to transmission.

∑ This pulse waveform of the type sinc (x) = [(sin x)/x] is popularly known as Nyquist pulse 

shaping.

∑ Equalization helps the demodulator to recover a baseband pulse with the best possible 

signal-to-noise ratio, free of any intersymbol interference (ISI).

 
LO 2.1

LO 2.2

 

LO 2.3
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∑ Multiplexing is simultaneous transmission of multiple baseband signals across a single 

data link. 

∑ Time-Division Multiplexing (TDM) technique is used for digital signals, either digital 

data or digitized analog signals. 

∑ In TDM, digital signals from n sources are interleaved with one another, forming a frame 

of data bits.

∑ Framing bits allow TDM multiplexer to synchronize properly. 

∑ Digital signal (DS) is a hierarchy of TDM signals.

∑ T carrier lines (T1 to T4) are the implementation of DS services. A T1 line consists of

24 voice channels.

∑ E carrier lines (E1 to E5) is based on the basic 32-line-slots (30-voice channels of 64 kbps 

rate and 2 control channels) E-lines (European lines).

Hands-on Projects

2.1 Imagine you wish to transmit 10-digit mobile number over a wired digital communication 

medium. First, you will need to convert your mobile number from its decimal (base 10) 

representation into an equivalent binary (base 2) representation. Using clearly labeled 

diagrams, show an encoding of your mobile number using (a) NRZ-L, (b) bipolar-RZ-

AMI, (c) Manchester, and (d) differential Manchester line code signaling formats. 

2.2 Devise a TDM system to time-division multiplex two channels. Verify the operation of 

the system by sending two distinct short messages (data packets) at a very slow data rate 

so as to check that they are received correctly.

2.3 Study MAXIM’s DS34T108DK Evaluation Kit for 1- to 8-Port TDM-over-Packet ICs 

and confi gure it to be used as T1/E1 Interface. 

2.4 Search through the Web and study the data sheet of T1/E1 line interface IC CS61535A 

manufactured by CIRRUS LOGIC. Develop an application for line interface or SONET.

Objective-Type Questions

2.1 Identify the technique for creating digital database of real signals.

 (a) Pulse amplitude modulation

 (b) Pulse code modulation

 (c) Binary conversion

 (d) Manchester coding

2.2 Choose the fundamental frequency of alternating 1s and 0s of a UP-NRZ 

signal if a UP-NRZ serial data sequence is transmitted at data rate of 1,000 

bps.

 (a) 100 Hz

 (b) 500 Hz

 (c) 2000 Hz

 (d) 4000 Hz

LO 2.4

LO 2.5
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Quiz with 

answers, scan the 

QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/81



 Baseband Transmission and Digital Mul  plexing 2.79

2.3 Select the most commonly used line-coding technique with the best overall 

desirable line properties.

 (a) BP-NRZ

 (b) BP-RZ

 (c) BP-AMI-RZ

 (d) UP-RZ

2.4 Check that the fundamental frequency of UP-RZ line-coding signaling format 

is ________ that of the UP-NRZ line-coding signaling format.

 (a) same as

 (b) half

 (c) twice

 (d) four times

2.5 Statement I: The non-return-to-zero (NRZ) line coding causes a binary logic 1 

data bit to be returned to a 0 V at the midpoint of the bit interval.

 Statement II: The return-to-zero (RZ) line coding causes a binary logic 1 data 

bit to be returned to a 0 V at the midpoint of the bit interval.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

2.6 Exemplify that the information which can be obtained from an eye diagram 

include(s) the effects of

 (a) noise

 (b) Intersymbol interference (ISI)

 (c) jitter

 (d) noise, ISI, and jitter

2.7 Find the range of roll-off factor of the raised-cosine fi lter used for pulse 

shaping in baseband data transmission system.

 (a) 0 £ a £ 0.5

 (b) 0 £ a £ 1

 (c) 0 £ a £ •
 (d) 1 £ a £ •
2.8 Statement I: An equalizer is a specially designed fi lter which is located 

between the demodulator and decision making device at the receiver.

 Statement II: Equalization helps the demodulator to recover a baseband pulse 

with the best possible signal-to-noise ratio, free of any intersymbol interference 

(ISI).

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

2.9 The important functions that must be performed by a digital multiplexer 

include one of the following.

 (a) To establish a bit.

 (b)  To assign a number of unique bit slots within the frame to any one input.

 (c) To insert control bits for frame identifi cation and synchronization.

 (d)  Not to make any allowance for any variations of the input bit rate by bit 

stuffi ng or word stuffi ng in multiplexed data stream.
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2.10 A T1 carrier line handle ________ voice-grade PCM channels, whereas an E1 

line handles _______ voice-grade PCM channels.

 (a) 32; 24

 (b) 30; 24

 (c) 24; 30

 (d) 24; 32

Short-Answer-Type Questions

2.1 What is the importance of a baseband digital transmission system? Give an 

account of performance determining metrics (fi gure of merit) of a digital 

communications channel.

2.2 Bring out clearly similarities and dissimilarities between Manchester and 

differential Manchester line-coding techniques, considering a binary data 

sequence of 0 1 0 0 1 1 1 0 1 0.

2.3 Distinguish between waveform coding and line coding. Why are line codes 

necessary for baseband transmission of signals?

2.4 Map advantages and disadvantages of non-return-to-zero (NRZ) and return-to-

zero (RZ) line coding techniques.

2.5 Identify at least four primary causes of occurrence of Intersymbol Interference 

(ISI) in baseband digital data transmission system.

2.6 Discuss critically the effects of intersymbol interference on the performance of 

digital transmission.

2.7 List the benefi ts and drawbacks of Nyquist pulse shaping.

2.8 Defi ne roll-off factor (a) of a raised-cosine fi lter. Draw its frequency response 

for a = 0, 0.5, 1.

2.9 Determine the bandwidth expansion factor for the PCM signal with rectangular 

pulses, whose basic bandwidth is 4 kHz and the number of bits per sample is 

8. If sync pulses are used in place of rectangular pulses, what is the bandwidth 

expansion factor?

2.10 Equalization is used to minimize intersymbol interference arising due to 

transmission of digital data in time-dispersive channels. Hypothesize three 

essential requirements of a good equalizer.

2.11 TDM has several inherent advantages and some disadvantages. Outline them.

2.12 Pulse stuffi ng and word stuffi ng are two techniques that enable to multiplex 

asynchronously sampled signals. Articulate the effect of them in TDM.

2.13 A digital carrier system is a communications system that uses digital pulses 

rather than analog signals to encode information. Highlight key features of the 

T1 digital carrier system.

2.14 Compare the number of sync bits used in standard T1, T2, T3, and T4 lines.

2.15 Specify the bandwidth of a T1 and an E1 carrier lines.
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Discussion Questions

2.1 The synchronous data sequence with RZ line-coding technique has transitions of state 

for consecutive logic 1 data bits that are not present in NRZ line coding. Paraphrase the 

specifi c benefi t achieved with RZ line coding. [LO 2.1]

2.2 There are several ways to reduce the effects of intersymbol interference or pulse 

spreading in a baseband digital communication system. Carry out concise study of 

various practical methods that can be applied effectively. [LO 2.2]

2.3 If a random pattern of ones and zeros is transmitted and the signal is applied to an analog 

oscilloscope sweeping at the bit rate, the pattern observed on CRO display resembles an 

human eye, known as eye diagram. Under what situation, would the eye diagram begin 

to close? [LO 2.2]

2.4 The intersymbol interference causes distortion that can be minimized by incorporating 

a suitable equalizer. Classify and explain equalizers based on structure and type of 

algorithms used for decoding the data at the digital receiver. [LO 2.3]

2.5 In the synchronous digital multiplexer, a master clock governs all the data sources, with 

the provisions to distribute the master clock signal to all the sources. Explain the concept 

of synchronous TDM with a suitable example. [LO 2.4]

2.6 It is essential to make available the data-encoded bits as well as synchronizing or timing 

information at the receiver in digital carrier systems. Show a PCM-TDM frame using 

channel associated signaling in a T1 line. [LO 2.5]

Problems

2.1 Determine the transmission bandwidth for unipolar NRZ signaling format if the 

pulse width is 10 µs. 

2.2 Calculate the bit duration if the transmission bandwidth of bipolar RZ line 

format is 1 kHz.

2.3 Represent the given data sequence 1 0 1 1 0 0 1 0 with the resulting waveform 

using unipolar RZ, BP-AMI-RZ, and Manchester line coding techniques.

2.4 Consider a binary data sequence with a long sequence of binary 1s followed by 

a single binary 0, and then a long sequence of binary 1s. Draw the waveforms 

for the given binary data sequence, using bipolar NRZ and bipolar AMI RZ in 

order to understand the difference between these two line codes.

2.5 Binary data at 9600 bps are transmitted using 8-ary PAM modulation with 

a system using a raised cosine roll-off fi lter characteristics having a = 0.5. 

Determine the frequency response of the system.

2.6 A voice signal in the frequency range 300 Hz to 3400 Hz is sampled at 8000 

samples/s. 

 (a)  If we transmit these samples directly as PAM pulses, then evaluate the 

minimum system bandwidth required for the detection of PAM with no 

ISI and with a fi lter roll-off factor of 1.

 (b)  If we fi rst convert each sample to a PCM format and use binary PCM 

waveform for transmission, then using the same roll-off, evaluate the 

minimum bandwidth required for the detection of binary PCM waveform 

if the samples are quantized to 16-levels.

 (c)  Repeat the part (b) using 128 quantization levels.

 (d) Comment on the results obtained. 
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2.7 Four independent bandlimited information data signals have bandwidths of 

100 Hz, 100 Hz, 200 Hz, and 400 Hz, respectively. Each signal is sampled at 

Nyquist rate, and the samples are time-division multiplexed and transmitted. 

Determine the transmitted sample rate in Hz.

2.8 Plot the output waveform of a baseband quaternary (4-level) PAM system for 

the input binary data sequence 0 0 1 0 1 1 0 1 1 1.

2.9 Twenty-four voice-band signals (each having fm = 3.4 kHz), are sampled 

uniformly using fl at-top samples with 1 µs pulse duration, and then time-division 

multiplexed. The Mux operation includes provision for synchronization by 

adding an extra pulse of 1 µs duration. Assuming a sampling rate of 8 kHz, 

calculate the spacing between successive pulses of multiplexed signal.

2.10 Consider time-division multiplexing of 5 PAM signals with sampling time of

1 ms. If the width of each sample pulse is 150 µs, fi nd guard time. If it is required 

to maintain the same guard time to avoid interference between samples, design 

new pulse width to transmit 10 PAM signals in 1 ms duration.

2.11 Design a TDM system (i.e., the size of one TDM frame, the frame rate, duration 

of one TDM frame, and the combined bit rate for the digital communication 

link) for multiplexing 16 similar digital sources transmitting data at 6400 bps 

rate. Assume the number of bits per channel as 8.

2.12 We know that the number of time slots in E1 TDM frame is 32, having 8 bits 

per time slot. If number of frames transmitted in one second is 8000, then solve 

for total number of bits for frame and data rate.

Critical Thinking Questions

2.1 Consider a random binary sequence in which bits are statistically independent and 

equally likely. It is yet to be ascertained about type of line code to be employed so as to 

ensure reliable clock synchronization at the sender and receiver. Analyze at least three 

different types of line codes which can meet this objective. [LO 2.1]

2.2 What functions can be carried out directly using bipolar alternate mark inversion line 

code that cannot be achieved with unipolar type data formats? Implement BP-AMI-RZ 

line code and unipolar NRZ line code for an example binary sequence and compare 

their advantages and disadvantages. [LO 2.1]

2.3 In baseband digital transmission, Intersymbol Interference (ISI) arises due to the dispersive 

nature of a communications channel. Evolve a model depicting baseband binary data 

transmission system and derive an expression for ISI. [LO 2.2]

2.4 A matched fi lter is an optimum detector of a known pulse in the presence of additive white 

noise. Compare the important characteristics of matched fi lters with that of conventional 

fi lters, highlighting their utility in modern digital communication receivers. [LO 2.3]

2.5 T1 digital carrier lines are susceptible to numerous types of problems and impairments 

during the transmission of PCM-encoded digitized and time-division multiplexed data 

over the twisted-pair lines. Review various types of line impairments that are specifi c to 

T1 lines. [LO 2.5]

References for Further Reading

[Cou00]  Couch, L; Digital and Analog Communication Systems. Upper Saddle River, NJ: 

Prentice Hall, 2000.

[SI12] Singal, T L; Analog and Digital Communications. Tata McGraw-Hill, 2012.
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Digital Modulation and 
Demodulation

Learning Objectives

To master digital modula  on and demodula  on, you must cover these milestones:

3

LO 3.1
Analyze binary digital modula  on techniques such as 

ASK, FSK and PSK

Understand coherent and non-coherent detec  on 

including carrier recovery methods

Describe M-ary digital modula  on techniques 

including QPSK, Off set QPSK, p/4-QPSK, MSK, GMSK, 
and QAM

Develop performance-determining criteria in terms 

of bandwidth effi  ciency and error probabili  es of 

various digital modula  on techniques

LO 3.2

LO 3.3

LO 3.4
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Essence of Digital ModulationEssence of Digital Modulation

Baseband signals are suitable for transmission over a pair of wires and coaxial cables because 

they have signifi cant power at low frequencies. However, baseband signals cannot be transmitted 

over a radio or satellite link using wireless communication. One of the main reasons for this 

is because of impractical large antennas required for effi cient radiation of the low-frequency 

spectrum of baseband signals. Hence, for wireless communication systems, the spectrum of 

the baseband signal must be shifted to a high-frequency band. We know that the spectrum of a 

baseband signal can be shifted to a higher frequency by modulating a high-frequency sinusoidal 

carrier signal. Digital modulation is a simple case of transmitting digital data (information) 

using analog carrier signals. Digital modulation systems offer several outstanding advantages 

over traditional analog modulation systems such as easier and faster signal processing as well 

as multiplexing, and greater noise immunity and robustness to channel impairments. In digital 

modulation techniques, the modulated signal occupies a bandwidth centered on the carrier 

frequency.

INTRODUCTION
When the baseband signal, also known as modulating signal in this case, consists of binary 

or multi-level digital data; the process of carrier modulation is known as bandpass digital 

modulation. Thus,  digital modulation is the process in which amplitude, frequency, or phase 

characteristics of a sinusoidal carrier signal is varied in accordance with the instantaneous value 

of the modulating signal consisting of binary or multi-level digital data. In  Amplitude Shift 

Keying (ASK), the amplitude of the analog carrier signal is switched from one value to the other 

in proportion to the instantaneous value of the digital input signal. And when the frequency or 

the phase of the carrier is switched from one value to other (keeping its amplitude constant) 

in proportion to the instantaneous value of the digital input signal, we obtain  Frequency Shift 

Keying (FSK), or  Phase Shift Keying (PSK), respectively. If both the amplitude and phase-angle 

of the carrier signal are varied in proportion to the instantaneous value of the digital input 

signal, a hybrid digitally modulated signal known as  Quadrature Amplitude Modulation (QAM) 

is obtained. Just like baseband signalling, we can have binary or M-ary digital modulation 

techniques in bandpass digital transmission. In  M-ary ASK, M (= 2n) possible signals will have 

M distinct carrier amplitude levels. In  M-ary FSK, M possible signals will have M different 

carrier frequencies but having the same amplitude levels, and in  M-ary PSK, they will all have 

the same amplitude and frequency but M different phase angles.  M-ary bandpass signaling 

enables a given speed of data transmission to be achieved using a smaller bandwidth. 

Geometric interpretation, also known as  signal constellation, is a popular way of representing 

binary as well as M-ary shift keying signals in which the set of message points (in a signal 

space) corresponding to the set of all the transmitted signals. Based on whether or not a locally 

generated carrier signal that is in perfect frequency and phase synchronism with the carrier 

signal used in the transmitter, is used in the receiver for detecting the data from the received 

modulated signals, bandpass digital modulation techniques may be classifi ed as non-coherent 

and coherent types. ASK and FSK signals may be detected either non-coherently, or coherently 

whereas PSK, M-ary FSK and QAM signals are detected coherently only. PSK-derived signals 

produce  orthogonal signaling and the phase information of the received signal is used in the 

detection process to improve the noise performance.

Bandpass 

Transmission of 

Digital Signals
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The  Power Spectral Density (PSD) provide an insight into the bandwidth of the digital 

modulated signals and also the possibility of interference with adjacent channels when 

multiplexing is used. However, we need not derive the spectra of the digital modulated signals 

if we know the PSD of the baseband signal. In order to analyze how fast we can transmit 

signals within a given channel bandwidth, the performance parameter ` bandwidth effi ciency’ 

(the ratio of signalling rate to the bandwidth required) is more important. It depends on the type 

of digital modulation, and for a given modulation technique it depends on whether it is binary or 

M-ary signalling. For a specifi ed transmission data rate, as M increases, the required bandwidth 

decreases and so the bandwidth effi ciency improves. But we cannot increase the value of M 

indefi nitely as the transmission power requirement also increases in order to maintain a specifi ed 

probability of error. 

A PRIMER
Since the early days of electronics, as advances in technology were made, the boundaries of 

both local and global communications began eroding, resulting in a world that is smaller and 

hence more easily accessible for the sharing of knowledge and information. The pioneered 

work by Graham Bell and Marconi formed the cornerstone of the information age exists today 

and paved the way for the future of telecommunications. Traditionally, local communications 

was done over wires, as this presented a cost-effective way of ensuring a reliable exchange 

of information. For long-distance communications, transmission of information over radio 

waves was needed. Although this was convenient from a hardware point of view, radio wave 

transmission raised doubts over the corruption of the information and was often dependent on 

high-power transmitters to overcome environmental conditions, large buildings, and interference 

from other electromagnetic sources.

We have earlier noted that baseband signal in the form of digital data cannot be transmitted 

over analog or wireless channel because the digital encoded data is in the form of sequences of 

pulses. In the frequency domain, these pulses contain frequency range starting from 0 to infi nity. 

This means that these pulses can be transmitted without any distortion over a communication 

channel having an infi nite bandwidth. This is not practical! All types of communication 

channels such as telephone lines, optical fi ber, wireless, or satellite links, are band-limited, and 

represent bandpass channels. Hence, fi nite bandwidth of analog channels is the major limiting 

factor of transmitting almost infi nite bandwidth of digital data. So, for transmitting digital data 

over bandpass channels, the digital data has to be fi rst converted into a suitable form which is 

compatible to band-limited communication channel. So it is required to modulate the digital 

data on a sinusoidal carrier signal for transmission over a bandpass channel. 

 Long-haul communication over a wireless link requires modulation to shift the baseband 

signal spectrum to higher frequencies at which effi cient radiation of electromagnetic signal is 

possible using antennas of practical dimensions. Communication that uses modulation to shift 

the frequency spectrum of a baseband signal is known as  bandpass communication or  carrier 

communication. As the transmission bandwidth changes with the use of modulation, it results 

in better performance against interference. In general, the process of modulation provides ease 

of RF transmission and frequency division multiplexing. Modulation can be analog or digital. 

For example, traditional communication systems such as AM/FM radio and NTSC television 

broadcast signals are based on analog modulation, whereas advanced wireless systems such as 

2G/3G cellular and HDTV are digital modulation systems.

Why Passband 

Modulation?



3.4 Digital Communica  on

In this chapter…

∑ We analyze binary digital modulation techniques (ASK, FSK, PSK) for their modulated 

waveforms, power spectral density representations, transmission bandwidth, functional 

block schematics of modulators and demodulators.

∑ Then, we describe multi-level digital modulation techniques such as quadrature phase 

shift keying (QPSK) and their variants, minimum shift keying (MSK) and their derivatives 

including Gaussian MSK, and M-ary digital modulation.

∑ The discussion is carried forward to understand the fundamentals of coherent and non-

coherent detection including carrier recovery methods.

∑ Finally, we try to develop performance comparison criteria of various digital modulation 

techniques in terms of bandwidth effi ciency.

3.1 BINARY DIGITAL MODULATION TECHNIQUES

As stated earlier,  digital modulation is the process in which amplitude, frequency, or phase 

characteristics of a sinusoidal carrier signal is varied in accordance with the instantaneous 

value of the modulating signal consisting of binary data (0s and 1s) Accordingly, we obtain 

Amplitude Shift Keying (ASK), Frequency Shift Keying (FSK), and Phase Shift Keying (PSK). 

In ASK, a fi nite number of amplitude levels is used for modulation. Similarly, for FSK, a fi nite 

number of frequencies, and phase for PSK. In the case of QAM, as in-phase signal (the I-signal, 

for example a sine waveform) a quadrature-phase signal (the Q-signal, for example a cosine 

waveform) are amplitude modulated with a fi nite number of amplitudes. The resulting signal 

is the combination of ASK and PSK, with a fi nite number of at least two amplitude levels, and 

a fi nite number of at least two phases in QAM. Binary digital modulation techniques such as 

BASK, BFSK and BPSK are discussed in this section whereas QAM is discussed in Section 3.2.6.

When the  baseband signal, also known as modulating signal, consists of binary data; the process 

of carrier modulation is known as digital bandpass modulation, or simply digital modulation. 

For digital signal transmission the term ‘keying’, means switching is used instead of modulation 

because of the nature of digital data (having discrete levels rather than continuous)—hence the 

names as ASK, FSK, and PSK.

3.1.1 Amplitude Shift Keying (ASK)

 Amplitude Shift Keying (ASK) is a form of digital bandpass modulation technique in which the 

amplitude of the analog sinusoidal carrier signal is varied to represent the input binary data. The 

frequency and phase of the carrier signal remains unchanged.

Consider the digital baseband signal (i.e., the modulating signal) is represented by  unipolar-

NRZ(L) line code, i.e., vm(t) = 1 for binary symbol ‘1’ and vm(t) = 0 for binary symbol ‘0’ for 

entire bit duration Tb, in the form of on-off signal.1 

1 Unipolar NRZ(L) rectangular pulse waveform has been used here for the sake of illustration only. Of course, 

we can modulate polar, bipolar, or any other line-coded baseband signal vm(t). In practice, the baseband signal 

may utilize any spectrally shaped pulse to eliminate ISI which will generate an ASK signal that does not have a 

constant amplitude during the transmission of binary logic ‘1’.
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Let the carrier signal is represented by sin(2p fct), where fc is its frequency in Hz.

As per the defi nition of ASK, when the amplitude of the carrier signal is varied in proportion 

to the modulating signal vm(t), we can write the ASK modulated signal as

 vASK(t) = ( )sin(2 )m cv t f tp

In other words, the modulated binary ASK signal can be expressed as

vASK (t) =

 

sin (2 )           for binary 

0                           for binar

‘1’

‘0’y   

cf tpÏ ¸
Ì ˝
Ô ÔÓ ˛

Using the defi nition and mathematical expression for ASK signal, Figure 3.1.1 shows the 

ASK signal waveform for the given binary data 1 0 1 1 0 1 0 1 1 1.

Figure 3.1.1 ASK Signal Waveform

Why is binary amplitude shift keying (BASK) also known as  on-off keying (OOK)?

We see that the modulated ASK signal is either the carrier signal (for binary 1) or no carrier 

signal (for binary 0). That simply means that the carrier signal is either ON or OFF, depending 

on whether the input binary data is either binary 1 or 0, respectively. This is the reason that 

sometimes binary amplitude-shift keying is also referred to as on-off keying (OOK).

For every change in the input binary data stream, either from logic 1 to logic 0 or vice-versa, 

there is corresponding one change in the ASK signal waveform. 

∑ For the entire duration of the input binary data logic 1 (high), the output ASK signal is a 

constant-amplitude, constant-frequency sinusoidal carrier signal. 

∑ For the entire duration of the input binary data logic 0 (low), the output ASK signal is zero 

(no carrier signal).

QuestionQuestion

Answer

Interpretation of 

Binary ASK Signal 

Waveform
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We know that the  bit rate is the reciprocal of the bit duration (Tb). That is,

bit rate  fb = 1/Tb

The time of one signaling element (Ts) is the reciprocal of the baud ( Baud refers to the rate of 

change of a signal element which may represent several information bits, expressed as symbols 

per second). 

In case of binary data, the time of one bit (Tb) is equal to the time of one signaling element (Ts). 

Therefore, the rate of change of the ASK signal (expressed in baud) is the same as the rate 

of change of the binary input data (expressed in bps). 

This means baud rate is same as bit rate in ASK.

The  bandwidth of ASK signal depends on the bit rate of input data. 

In general, the transmission bandwidth for ASK signal is given by

 BASK = (1 + r)fb

where r (typically 0 < r < 1) is related to the modulation process by which the signal is fi ltered 

to establish a bandwidth for transmission; and fb is the bit rate. 

Thus, the transmission bandwidth of ASK signal is directly related to the input bit rate. 

The minimum bandwidth of ASK signal corresponds to r = 0, that is, BASK(minimum) = fb, 

and its maximum bandwidth corresponds to r = 1, that is, BASK(maximum) = 2fb.

Figure 3.1.2 ASK Signal Bandwidth

The ASK signal is basically the product of the binary digital data input and the sinusoidal 

carrier signal. In general, for an appropriately chosen carrier frequency, modulation causes 

a shift in the baseband signal  power spectral density (PSD). Now, in the ASK signal 

considered here, the modulating signal is an on-off signal (using  Unipolar NRZ pulse 

having pulse width as Tb). Hence, the PSD of the ASK signal is the same as that of the 

baseband binary data on-off signal but shifted in the frequency domain by ± fc, where fc is 

the carrier signal frequency.

Bit Rate and 

Baud

Bandwidth of 

ASK Signal

PSD of ASK

Signal
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Figure 3.1.3 PSD of ASK Signal

Interpretation of PSD of ASK Signal Waveform It is seen that the PSD of binary ASK2 

or on-off keying signal has no discrete components except at dc. Therefore, the ASK spectrum 

has discrete component only at fc. The spectrum of ASK signal shows that it has an infi nite 

bandwidth. However, the bandwidth of ASK signal can be reduced by using smooth pulse 

waveform instead of rectangular pulse waveform at the binary digital data input signal.

We know that the ASK modulated signal is simply the multiplication of the modulating signal 

and the carrier signal, ASK ( ) ( )sin(2 )m cv t v t f tp= . Therefore, an ASK signal can be generated 

by applying the input binary data vm(t) and the sinusoidal carrier signal sin(2pfct) to the two 

inputs of a  balanced modulator.

Figure 3.1.4 Func  onal Block Schema  c of  ASK Modulator

∑ The baseband signal is a binary digital data which is a unipolar NRZ(L) line-coded signal 

which acts as the modulating signal input to the balanced modulator. 

∑ The other input to the balanced modulator is the locally generated analog carrier signal. 

∑ The output of balanced modulator is the product of the UP-NRZ signal and the sinusoidal 

carrier signal, i.e., ASK ( ) ( )sin(2 )m cv t v t f tp= .

∑ The output is passed through a bandpass fi lter in order to contain the frequency spectrum 

of the ASK signal.

2 ASK is the simplest form of digital modulation scheme. It is simple to design, easy to generate and detect. ASK 

requires low transmission bandwidth and very less power to transmit the binary data. However, ASK signal it is 

susceptible to sudden amplitude variations due to noise and interference.

ASK Modulator

Functional 

Description of 

ASK Modulator
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The process of recovering the signal from the modulated signal (i.e., translating the spectrum to 

its original position) is referred to as demodulation or detection. 

As seen from the PSD of ASK signal, the ASK modulation translates or shifts the frequency 

spectrum to the left and right by fc (i.e., at + fc and – fc). To recover the original signal from the 

modulated signal, it is necessary to retranslate the spectrum to its original position.

If we observe it closely, the process of demodulation is almost identical to modulation, i.e., 

multiplication of the incoming modulated signal by identical carrier signal as used at the 

modulator, followed by an integrator (low-pass fi lter) and a decision-device to determine 

whether the transmitted data was binary 1 or 0. Therefore, for demodulation, the receiver 

must generate a carrier signal in frequency and phase synchronism with the incoming carrier. 

These type of demodulators are synonymously called synchronous or coherent detectors. Thus, 

 coherent binary ASK detector comprises of a balanced modulator, followed by an integrator and 

a decision-making device.

Figure 3.1.5 Func  onal Block Schema  c of Coherent Binary ASK Detector

∑ The received binary ASK signal and a sinusoidal carrier signal generated by a local 

oscillator are applied to the balanced modulator. 

∑ The integrator operates on the output of the balanced modulator for successive bit intervals, 

Tb and essentially performs a low-pass fi ltering action. 

∑ Its output is applied to a decision-making device which compares it with a preset threshold 

level. 

∑ It makes a decision in favour of the symbol 1 when the threshold level is exceeded, 

otherwise 0. 

∑ Thus, in coherent ASK detector, the local carrier signal is in perfect synchronization with 

the corresponding carrier signal as used in ASK modulator on transmitter side. 

∑ This means that the frequency and phase of the locally generated carrier signal is same as 

those of carrier signal used in ASK modulator. 

In fact, there are two forms of synchronization required for the operation of coherent or 

 synchronous ASK demodulator—phase synchronization and timing synchronization. 

∑  Phase synchronization ensures that the carrier signal generated locally in a coherent ASK 

demodulator is locked in phase with respect to the one that is used in ASK modulator. 

∑  Timing synchronization enables proper timing of the decision-making operation in the 

ASK demodulator with respect to the switching instants, that is switching between 1 and 0 

as in the original binary data. 
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Thus, we see that the coherent detector requires more elaborate equipment. It has superior 

performance, especially when the signal-to-noise power ratio (S/N) is low.3

ASK can be demodulated both coherently (for synchronous detection) as described in the previous 

section or non-coherently (for envelope detection). In non-coherent demodulation method of 

digitally modulated signals, knowledge of the carrier signal’s phase is not required. Therefore, 

 non-coherent binary ASK detector does not require a phase-coherent local oscillator.

Figure 3.1.6 Func  onal Block Schema  c of Non-coherent Binary ASK Detector

∑ It involves rectifi cation and low-pass fi ltering as part of the envelope detector. 

∑ The output is followed by switching operation at bit period, Tb.

∑ The signal is passed through a decision-making device with preset threshold which 

determines whether the received symbol is 1 or 0. 

The design of non-coherent binary ASK detector is quite simple but its error performance is 

poor as compared to that offered by coherent binary ASK detector. However, for higher S/N 

power ratio, the non-coherent detector (basically the envelope detector) performs almost as well 

as the coherent detector.4

ASK Signal BandwidthSOLVED EXAMPLE 3.1.1

A 10 kbps binary data signal is required to be transmitted using ASK digital modulation 

technique. Determine the minimum transmission bandwidth and baud rate necessary.

Solu  on We know that in ASK digital modulation technique.

The minimum bandwidth, BASK(minimum) = fb

where fb is the binary information bit rate. 

For given fb = 10 kbps, BASK(minimum) = 10 kHz Ans.

We also know that in binary ASK digital modulation technique, 1 symbol = 1 bit

3 When we use a carrier of exactly the same frequency (and phase) as the carrier used for modulation, the method 

of recovering the baseband signal is called synchronous detection, or coherent detection. Thus, for demodulation, 

we need to generate a local carrier at the receiver in frequency and phase coherence (synchronism) with the carrier 

used at the modulator.
4 ASK has been mostly used for very low-speed data rate (up to 1200 bps) requirements on voice-grade lines 

in telemetry applications. In practice, ASK as an on-off scheme is commonly used today in optical fi ber 

communications in the form of laser-intensity modulation to transmit digital data. It is also used in wireless 

infrared transmissions using a directed beam or diffuse light in wireless LAN applications.
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For given fb = 10 kbps, baud rate, fb = 10 k symbols/sec. Ans.5

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 3.1.2  A 1200 bps binary data signal is required to be transmitted using ASK digital 

modulation technique. Determine the minimum transmission bandwidth and 

necessary baud rate.

3.1.2 Frequency Shift Keying (FSK)

Frequency shift keying (FSK) is a form of digital modulation technique in which the frequency 

of the analog sinusoidal carrier signal fc is varied to represent the input digital data. However, 

the amplitude of the modulated carrier signal remains constant.

The FSK signal may be viewed as a sum of two interleaved ASK signals (but with constant 

amplitude), one with a carrier frequency fc0 for transmitting binary ‘0’, and the other with 

another carrier frequency fc1 for transmitting binary ‘1’.

In other words, the FSK signal is a superposition of two ASK signals with different carrier 

frequencies but same amplitudes. Thus,  binary FSK (BFSK) signal can be expressed as

0
FSK

1

sin(2  )           for binary 0
( )

sin(2  )            for binary 1  

c

c

f t
v t

f t

p

p

Ï ¸Ô Ô= Ì ˝
Ô ÔÓ ˛

where fc0 and fc1 are typically offset frequencies from the carrier frequency fc by equal but 

opposite values.

Using the defi nition and mathematical expression for binary FSK signal. Figure 3.1.7 shows 

the FSK signal waveform for the given binary data 1 0 1 1 0 1 0 1 1 1.

Figure 3.1.7 Binary FSK Signal Waveform

5 There is a natural and clear connection between digital and analog bandpass (carrier) modulation techniques—

ASK and AM respectively, because the message information (digital in ASK and analog in AM) is directly 

refl ected in the varying amplitude of the modulated signals (the carrier signal being sinusoid in both cases). 

Because of its non-negative amplitude, ASK is essentially an AM signal with modulation index of unity.
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Interpretation of Binary FSK Signal Waveform
∑ When the input binary data changes from a binary logic 1 to logic 0 and vice versa, the 

BFSK output signal frequency shifts from fc1 to fc0 and vice versa (fc1 > fc0).

∑ It can be seen that when the input data changes from a logic 1 to 0 or vice versa, there is an 

abrupt phase discontinuity in the analog binary FSK signal. 

∑  Continuous-phase frequency-shift keying (CP-FSK) is a binary FSK except that two 

frequencies fc1 and fc0 are separated from the center frequency fc by an exact multiple of 

one-half the bit rate fb. 

∑ This ensures a smooth phase transition in the BFSK signal when it changes from fc1 to fc0 

or vice versa.

It is seen that the time duration of one bit (Tb) is the same as the symbol time duration (Ts) of 

the binary FSK signal output. Thus, the bit duration is identical to the time of an FSK signaling 

element. Hence, the  bit rate (fb) equals the  baud.

The minimum bandwidth for binary FSK signal is given as

  BFSK 1 0( ) ( )c b c bB f f f f= + - -

  BFSK 1 0( ) 2c c bB f f f= - +

Although there are only two carrier frequencies (fc0 and fc1) at the binary FSK signal output, the 

process of modulation produces a composite signal which is a combination of many signals, 

each with a different frequency. If the difference (fc1 – fc0) is chosen to be equal to 2fb then 

bandwidth of binary FSK signal is 4fb. In this case, the interference between the spectrum at fc0 

and fc1 is not signifi cant. We have also shown that the FSK signal may be viewed as a sum of 

two interleaved ASK signals using the pulse width as Tb. Hence, the  PSD of FSK is the sum of 

PSD of two ASK signals at frequencies fc0 and fc1.

Figure 3.1.8 PSD of Binary FSK Signal

Interpretation of PSD of FSK Signal Waveform It can be shown that by properly 

choosing the values of fc0 and fc1 and by maintaining phase continuity during frequency 

switching, discrete components can be eliminated at fc0 and fc1. Thus, no discrete components 

appear in the spectrum of FSK signal.6

6 It is important to note that the bandwidth of FSK signal is higher than that of ASK signal. However, FSK is less 

susceptible to errors and thus has better noise immunity than ASK.
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The binary FSK can be viewed as two interleaved ASK signals with carrier frequencies fc0

and fc1, respectively. Therefore, binary  FSK modulator basically comprises of two balanced 

modulators.

Figure 3.1.9 Func  onal Block Schema  c of FSK Modulator

∑ The input binary data is passed through a polar NRZ line coder. 

∑ Its output is applied to two independent balanced modulators M0 and M1. 

∑ The other inputs to balanced modulators M0 and M1 are carrier oscillator signals at fc0 and 

fc1, respectively. 

∑ It may be noted here that the frequencies fc0 and fc1 are typically offset frequencies from the 

carrier frequency fc by equal but opposite values.

∑ The outputs of balanced modulators are added together in a linear adder circuit. 

∑ The resultant binary FSK signal will either have a frequency signal fc0 or fc1, as shown.

An FSK signal can also be detected coherently by generating two carrier frequencies fc0 and fc1 

in synchronization with the modulation carriers respectively. These reference frequencies are 

then applied to two balanced modulators, to demodulate the signal received.

∑ The received BFSK signal is applied to two correlators 1 and 2, each of which comprises 

of a  balanced modulator, followed by an integrator (low-pass fi lter). 

∑ As mentioned, the other inputs to balanced modulators are carrier oscillator signals at fc0 

and fc1 respectively. 

∑ The outputs of two correlators are then subtracted which is then applied to a decision 

device (comparator). 

∑ The decision device compares the input signal with a preset threshold level, usually zero 

volt. 

∑ If its input signal level is greater than 0 volt, the detected output is the binary symbol 1. 

∑ If it is less than 0 volt, the detected output is the binary symbol 0. 

∑ Since the two transmitted frequencies are not generally continuous, it is not practical to 

reproduce a local reference that is coherent with both of them.
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Figure 3.1.10 Func  onal Block Schema  c of Coherent Binary FSK Detector

In non-coherent FSK detection, there is no reference carrier signal involved in the demodulation 

process that is synchronized either in frequency, phase, or both with the received FSK signal.

Figure 3.1.11 shows a simplifi ed functional block schematic of  non-coherent binary FSK 

detector.

Figure 3.1.11 Func  onal Block Schema  c of Non-coherent Binary FSK Detector
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∑ In non-coherent detection, the received binary FSK signal is applied to two bandpass fi lters, 

tuned at fc0 and fc1, respectively.

∑ The fi ltered signals are then applied to its corresponding envelope detectors. 

∑ The outputs of the two envelope detectors are sampled at t = Tb where Tb is the pulse width, 

and compared separately. 

∑ The comparator responds to the larger of the two signal inputs and detected output is 

produced. 

∑ For example, if a binary 0 is transmitted by a pulse of frequency fc0, then this pulse will 

appear at the output of the fi lter tuned at fc0. 

∑ At that instant, practically no signal appears at the output of the fi lter tuned at fc1. 

∑ Hence, the sample of the envelope detector output following the fi lter tuned at fc0 will be 

greater than the sample of the envelope detector output following the fi lter tuned at fc1. 

∑ Therefore, the output of the comparator will be the binary symbol 0. 

∑ Similarly, if a binary 1 is transmitted by a pulse of frequency fc then following the same 

procedure, the output of the comparator will be binary symbol 1. 

Due to its simplicity, a  non-coherent FSK detector is generally used. Consequently, a coherent 

FSK detector is quite complex and is seldom used.

FSK detection using  phase-locked loop (PLL) is the most commonly used circuit for 

demodulating binary FSK signals.

Figure 3.1.12 Func  onal Block Schema  c of Binary FSK Detector using PLL

∑ The incoming FSK signal is applied to the PLL circuit. 

∑ Generally, the natural frequency of the PLL is made equal to the center frequency of the 

 FSK modulator. 

∑ As the input signal shifts between two frequencies fc0 and fc1, the  phase comparator gets 

locked to the input frequency. 

∑ A corresponding dc signal is produced which is used as the dc error voltage to correct the 

output of  Voltage Controlled Oscillator (VCO). 

∑ Thus, the VCO tracks the input frequency between two frequencies fc0 and fc1. 

∑ In fact, the changes in the dc error voltage follow the changes in the input FSK signal 

frequency and are symmetrical around 0 V. 

∑ Because there are only two frequencies fc0 and fc1, corresponding to binary symbol 0 and 

1. 

∑ Therefore, the output is also a two-level binary representation of the incoming FSK 

signal.
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Binary FSK has a comparatively poorer error performance than PSK or QAM, and consequently 

seldom used for high-performance digital radio systems. It is generally used in low-performance, 

low-cost, asynchronous low-speed data modems (up to 1200 bps) over analog voice-band 

telephone lines. It also fi nds application in pager systems, HF radio tele-type transmission 

systems, and Local Area Networks (LAN) using coaxial cables.7

Binary  FSK Signal BandwidthSOLVED EXAMPLE 3.1.3

A 1000 bps binary information data signal is required to be transmitted in half-duplex mode 

using binary FSK digital modulation technique. If the separation between two carrier frequencies 

is 3000 Hz, determine the baud and the minimum bandwidth of the FSK signal.

Solu  on Given input bit rate, fb = 1000 bps

We know that in binary FSK, baud = bit rate

Therefore, baud = 1000 Ans.

The minimum bandwidth of the binary FSK signal is given as

 BBFSK = 1 0( ) 2c c bf f f- +

For given values of (fc1 – fc0) = 3000 Hz, and fb = 1000 bps, we get

BBFSK = 3000 Hz + 2 × 1000 bps = 5000 Hz Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 3.1.4  Determine the baud and the minimum bandwidth for the binary FSK signal using 

39 kHz frequency for transmitting binary symbol ‘0’ and 41 kHz frequency for 

transmitting binary symbol ‘1’. The input bit rate is specifi ed as 2 kbps.

Ex 3.1.5  Determine the bandwidth and baud rate for an FSK signal with two frequency 

offsets placed at 32 kHz and 24 kHz, and a bit rate of 4 kbps.

3.1.3 Phase Shift Keying (PSK)

Phase Shift Keying (PSK) is a form of digital modulation technique in which the phase angle of 

the analog sinusoidal carrier signal fc is varied to represent the input digital data. However, the 

amplitude and frequency of the modulated signal remains constant.

In binary phase shift keying (BPSK), the phase of the sinusoidal carrier signal is changed by 0° 

or 180° (p radians) corresponding to two different voltage levels of binary modulating signals 

(1 and 0). This is the reason that binary PSK is sometimes called  biphase modulation or  phase 

reversal keying. However, the amplitude of the transmitted BPSK signal remains fi xed. For a 

sinusoidal carrier signal sin (2p fct), the binary PSK signal can be expressed as

BPSK

sin(2  )                for binary 1
( )

sin(2  )          for binary 0  

c

c

f t
v t

f t

p

p p

Ï ¸Ô Ô= Ì ˝+Ô ÔÓ ˛

where fc is the frequency of the carrier signal. 

7 There is a natural and clear connection between digital and analog bandpass (carrier) modulation techniques—

FSK and FM respectively, because the message information (digital in FSK and analog in FM) is directly refl ected 

in the varying frequency of the modulated signals (the carrier signal being sinusoid in both cases). Thus, FSK is 

essentially an FM signal with modulation index of unity.
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It may be noted that we have arbitrarily taken amplitude of the signal to be unity because 

only the waveforms of the signals are relevant for our discussion and not the amplitude levels 

at various points in the process of modulation and demodulation.

In BPSK, the data d(t) is a stream of binary symbols 1 and 0 with voltage levels +1 V and

–1 V (say) for  polar NRZ waveform, respectively. Hence, the binary PSK signal can be re-

written as

  BPSK ( ) ( )sin(2  )cv t d t f tp=

where d(t) = +1 V for binary 1, and –1 V for binary 0.

Using the defi nition and mathematical expression for binary PSK signal. Figure 3.1.13 shows 

the PSK signal waveform for the given binary data 1 0 1 1 0 1 0 1 1 1.

Figure 3.1.13 Binary PSK Signal Waveform

∑ When the input binary data changes from 1 to 0 or vice versa, the binary PSK output signal 

phase shifts from 0° to 180° or vice versa. 

∑ Hence, the two pulses are p radians apart in phase. 

∑ The information (input binary data) resides in the phase or the sign of the pulse in binary 

PSK signal.

Geometric interpretation is another way of representing PSK signals, called  signal state-space 

diagram. It is similar to a phasor diagram except that the entire phasor is not drawn, instead 

only the relative positions of the peaks of the phasors (called as dots) are indicated. Such set of 

possible combinations of amplitude levels on the x-y plot in the form of a pattern of dots is also 

known as a  constellation diagram.
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Figure 3.1.14 Constella  on Diagram of BPSK Signal

Table 3.1 Rela  onship between Symbols, Bits, and Phase Shi   in BPSK Signal

Symbol Bits in Symbol Phase Shift in Carrier Signal

s0 Binary level ‘0’ 180° or p radians 

s1 Binary level ‘1’ 0° or 0 radians

It is seen that a 180° phase transition is required for the symbol transition from 0 to 1 or vice 

versa. Thus, the transmitted binary PSK signal has to go to zero amplitude momentarily as it 

makes this transition. Clearly, the time duration of one bit (Tb) is the same as the symbol time 

duration (Ts) of the binary PSK signal output. Hence, the  bit rate (fb) equals the  baud rate.

As we know that for an appropriately chosen carrier frequency, the process of modulation 

causes a shift in the baseband signal PSD. When a  polar NRZ line code, having pulse width as 

Tb, is used to represent the input binary data, the PSD of a binary PSK signal is the same as that 

of the polar baseband signal shifted to ±fc.

Figure 3.1.15 PSD of Binary PSK Signal
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It may be noted here that the PSD of a binary PSK signal has the same shape (with a different 

scaling factor) as the PSD of the ASK signal except its discrete components. Hence, when a 

data stream having bit duration Tb is to be transmitted by BPSK, the  transmission bandwidth 

must be nominally 2fb where fb = 1/Tb is the input bit rate. The spectrum of  power spectral 

density of a BPSK signal extends over all frequencies. But the main lobe contains 90% of power 

of the output waveform. Due to overlapping of spectra for multiplexed binary PSK signals, 

 interchannel interference as well as  intersymbol interference arises.8

In practice, a BPSK signal is generated by applying the sinusoidal carrier signal sin(2p fct) and 

the baseband signal d(t) as the modulating signal to a  balanced modulator.

Figure 3.1.16 Func  onal Block Schema  c of a  PSK Modulator

∑ The binary data sequence of 0s and 1s is converted into a  polar NRZ signal. 

∑ Its output is then applied to a balanced modulator whose other input is from a local carrier 

oscillator. 

∑ The output of the balanced modulator will be in phase with the carrier signal phase for 

binary data 1, and 180° out of phase with the carrier signal phase for binary data 0. 

∑ Thus, the balanced modulator acts as a phase reversing switch.

As we know that in binary PSK, a binary symbol 1 is transmitted by a sinusoidal signal sin(2p 

fct) and a binary symbol 0 by a sinusoidal signal sin(2p fct + p) for a polar NRZ signal. The 

information, therefore, resides in the carrier phase. The binary PSK signal cannot be demodulated 

by non-coherent detection technique which uses an envelope detector because the envelope 

always remains constant for both binary symbols 1 and 0. Hence, binary PSK signals can be 

detected by coherent technique only.

∑ The incoming BPSK signal is applied to correlators which consists of a synchronous 

demodulator (multiplier) and an integrator (low-pass fi lter). 

∑ The other input signal to the synchronous demodulator is the recovered carrier signal. 

∑ It may be noted that the carrier signal can be recovered from the received signal by applying 

it to a square-law device, followed by to a bandpass fi lter tuned at 2fc, and then to a half-

frequency divider comprising of a D-type fl ip-fl op and a narrowband fi lter tuned at fc. 

∑ This part of the schematic is not shown here for the sake of simplicity.

8 The binary PSK modulation is closely connected with the analog QAM signal, as well as it is effectively a digital 

manifestation of the DSB-SC amplitude modulation. Binary PSK has the same transmission bandwidth as that of 

ASK but is more power effi cient as DSB-SC is more power effi cient than AM.
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Figure 3.1.17 Func  onal Block Schema  c of a Coherent Binary PSK Detector

∑ Thus, the recovered carrier signal has the identical frequency as that used in the binary PSK 

modulator. 

∑ The output of a synchronous demodulator is applied to an integrator as well as a bit 

synchronizer.

The  bit synchronizer is a device which is able to recognize precisely the instants which correspond 

to the end of the time interval allotted to one bit (i.e., Tb) and the beginning of the next bit.

The output of the bit synchronizer closes the switch of the integrator at that instant for a very 

brief period to discharge the integrator capacitor, keeping it open during the remaining period 

of the bit interval, closing the switch again very briefl y at the end of the next bit time, and so 

on. This operation is known as  integrate-and-dump fi lter operation because the output signal 

of interest here is the integrator output at the end of a bit interval but immediately before the 

closing of the switch.

The output of the bit synchronizer is also made available to the  decision device (another fast-

operating switch) which samples the output signal just prior to dumping the capacitor. Thus, 

the operation of the bit synchronizer allows us to detect each bit independently of every other 

bit. The brief closing of both switches, after each bit has been determined, also ensures that the 

detector deals exclusively with the present bit. Therefore, we see that our system reproduces at 

the demodulator output the transmitted bit stream d(t).

This consolidates our earlier viewpoint that binary PSK9 signal must be detected coherently to 

achieve good S/N ratio. So far our discussion on coherent detection of binary PSK signal has 

9 The binary PSK, being polar signaling in nature, requires 3 dB less power than ASK or FSK for the same noise 

immunity, that is, for the same error probability in pulse detection. Thus, it is the most power-effi cient scheme. 
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ignored the effects of thermal noise, frequency jitter in the recovered carrier signal and random 

fl uctuations in propagation delay of the transmitted signal through the channel. For considering 

the effects of these factors, a phase-locked synchronization system should be applied for carrier-

recovery. So, the design of a binary  PSK coherent detector is quite complex.

Binary PSK has been used in earlier telephone modems @ 2400 bps and 4800 bps. It is 

commonly applied in digital satellite communications.

Binary PSK Symbol Rate and BandwidthSOLVED EXAMPLE 3.1.6

In a binary PSK digital communication system, the bit rate of a polar NRZ data sequence 

is 1 Mbps and carrier frequency of transmission is 100 MHz. Determine the symbol rate of 

transmission and the minimum bandwidth requirement of the communications channel.

Solu  on Given bit rate of a bipolar NRZ data sequence, fb = 1 Mbps or 1 × 106 bps

Therefore, bit period, 
1 1

1 s
1 Mbps

b
b

T
f

= = = m

In binary PSK digital communication system, each binary bit is a symbol.

That is, symbol duration, Ts = Tb = 1 µs

Therefore, symbol rate of transmission 61 1
10 symbols/second

1 ssT
= = =

m
 Ans.

Minimum bandwidth, BBPSK = 2fb = 2 × 1 Mbps, or 2 MHz Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 3.1.7  Determine the minimum bandwidth and baud rate for a binary PSK modulator 

with a carrier frequency of 40 MHz and an input bit rate of 500 kbps.

Ex 3.1.8  For a binary PSK modulator with an analog carrier signal of 70 MHz and an 

input bit rate of 10 Mbps, determine the minimum bandwidth of BPSK signal, 

and the baud.

MATLAB simula  on exercises on binary digital modula  ons FSK and PSK,

Scan the QR code given here OR visit: h  p://qrcode.fl ipick.com/index.php/122

3.1.4 Differential Binary Phase Shift Keying (DBPSK)

In ordinary binary phase shift keying (BPSK), a signal vBPSK(t) = sin (2pfct) is transmitted in a 

given time slot, if the corresponding baseband binary digit in that time slot is a 1 and a signal 

vBPSK(t) = sin (2pfct + p) = –sin (2pfct) is transmitted in a given time slot, if the corresponding 

baseband binary digit in that time slot is a 0. The BPSK receiver requires coherent detection which 

involves the use of a carrier signal that is in frequency and phase synchronization with that of 

the carrier signal used at the transmitter. As one of these two signals, forming an antipodal pair, 

is transmitted during any time slot, BPSK has the least probability of error for a given bit energy. 

Differential binary PSK (DBPSK), or simply differential PSK (DPSK), is an alternate form of 

binary PSK where the binary data information is contained in the difference between the phases 

of two successive signaling elements rather than the absolute phase.
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A slightly different technique from BPSK, known as differential BPSK (DBPSK), or simply 

DPSK, does not require coherent detection at the receiver. However, it is sub-optimum in its 

error performance in the sense that the transmission rate for this system is fi xed but errors tend 

to occur in pairs.

A binary 1 is represented by sending a signal bit of opposite phase (by 180°) to the preceding 

one. A binary 0 is represented by sending a signal bit of the same phase as the previous one. In 

DBPSK, a symbol consists of two input bits. Therefore, symbol duration, Ts = 2 Tb, where Tb 

is the bit duration.

The bandwidth of  DBPSK signal is

 2/Ts = 2/2 Tb = 1/Tb = fb

This implies that the minimum bandwidth in DBPSK is equal to the maximum baseband 

signal frequency, that is, fb. Hence, the bandwidth of DBPSK signal is one-half that of BPSK 

signal.

The DBPSK receiver makes use of the signal received in the preceding time slot itself as the 

reference phase for detecting the present signal. This is done by correlating the signal received 

during the present time slot with that received in the previous time slot. This implies that the 

receiver must have one-bit storage facility. 

∑ If the two signals are correlated, then the receiver decides that the data bit received in the 

present time slot is a binary 1.

∑ If the two signals are uncorrelated, then the receiver decides that the data bit received in the 

present time slot is a binary 0.

Instead of using the actual carrier signal for phase reference, DBPSK technique utilizes the 

noisy received signal of the preceding time slot as the reference signal for detection purpose, so 

it is a sub-optimum method.

Illustra  on of DBPSK Opera  onSOLVED EXAMPLE 3.1.9

Consider a binary data sequence 1 1 0 0 1 1 0 0 which is required to be transmitted using 

DBPSK. Show the step-by-step procedure of generating and detecting DBPSK signal. Assume 

arbitrary start-up reference bit as 1.

Solu  on Let the given binary data sequence is denoted by b(t), and the differentially encoded 

DBPSK data sequence by d(t). The step-by-step procedure of generating and detecting DBPSK 

signal is given in Table 3.1.1.

Table 3.1.1 DBPSK Signal–Genera  on and Detec  on

Step# Parameter Ref. Bit1 Bit2 Bit3 Bit4 Bit5 Bit6 Bit7 Bit8

1 Data sequence, b(t) — 1 1 0 0 1 1 0 0

2 Encoded sequence, d(t) 1 1 1 0 1 1 1 0 1

3 Transmitted phase of d(t) 0 0 0 p 0 0 0 p 0

4 Detected sequence, b¢(t) — 1 1 0 0 1 1 0 0

Thus, it is observed that the given binary data sequence, b(t): 1 1 0 0 1 1 0 0, is same as the 

detected sequence, b¢(t): 1 1 0 0 1 1 0 0.
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 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 3.1.10  For a given binary data sequence 1 0 0 1 1 0 0 1, show the step-by-step procedure 

of generating and detecting DBPSK signal. Assume arbitrary start-up reference 

bit as 1.

Ex 3.1.11  Consider a binary data sequence 1 0 0 1 1 0 0 1 which is required to be transmitted 

using DBPSK. Show the step-by-step procedure of generating and detecting 

DBPSK signal. Assume arbitrary start-up reference bit as 0.

Figure 3.1.18 Diff eren  al Binary PSK Modulator

∑ The input binary data sequence is applied to the input of an encoder or logic circuit such an 

Ex-OR logic gate (complement of an Ex-OR gate). 

∑ The other input to encoder is one-bit delayed version of previous bit. 

∑ The output of encoder is then applied to bipolar NRZ line encoder, followed by balanced 

modulator. 

∑ The other input to balanced modulator is from a sinusoidal carrier signal oscillator. The 

output is DBPSK signal in which the phase shift depends on the current bit and the previous 

bit.

Differential binary PSK detector may be viewed as a non-coherent version of binary PSK 

detector.

Figure 3.1.19 shows a simplifi ed functional block schematic of non-coherent differential 

binary PSK detector.

Figure 3.1.19 Func  onal Block Schema  c of Non-Coherent DBPSK Detector
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∑ A  non-coherent DBPSK detector is simple to implement because the carrier recovery 

circuit is not needed. 

∑ The received signal is applied to a bandpass fi lter before applying to an encoder or logic 

circuit. 

∑ The confi guration of encoder is inverted as compared to that of in DBPSK detector. 

∑ The input data is delayed by one bit interval. 

∑ Both these signals are then applied to a correlator which comprises of a balanced modulator 

and an integrator. 

∑ The difference in original data and its delayed version is proportional to the difference 

between the carrier phase of the received DBPSK signal and its delayed version, measured 

in the same bit interval. 

∑ This phase difference is used to determine the sign of the correlator output for each bit 

interval. 

∑ When the phase difference is 0°, the integrator output is positive; and when the phase 

difference is 180°, the integrator output is negative. 

∑ The output of the integrator is then compared with zero volt preset threshold level by the 

decision device—if input to the decision device is greater than 0 volt then the detected 

output is 1, and if input to the decision device is less than 0 volt then the detected output is 

0.

∑ And, if the reference phase is incorrectly assumed then only the fi rst demodulated bit is in 

error.

Table 3.1.2 gives comparison of some parameters of BPSK and DBPSK digital modulation 

techniques.10

Table 3.1.2 Comparison of BPSK and DBPSK

S. No. Parameter BPSK DBPSK

1. Variable characteristics of analog 

carrier signal

Phase Phase

2. Maximum transmission band-

width in terms of bit rate, fb

2 fb fb

3. Probability of error Low Higher than BPSK

3. Noise immunity Good Better than BPSK

5. Bit detection at receiver Based on single-bit 

interval

Based on two successive 

bit intervals

6. Synchronous carrier at demodula-

tor

Required Not required

7. System complexity Moderate High

3.1.5 Differentially Encoded Phase Shift Keying (DEPSK)

In  Differentially Encoded PSK (DEPSK), the input sequence of binary data is modifi ed such that 

the next bit depends upon the previous bit.

10 Differential PSK requires less transmission bandwidth and has higher error probability and bit-error-rate 

because it uses two successive bits for its detection (error in the fi rst bit creates error in the second bit too). It 

requires additional 1–3 dB SNR to achieve the same BER performance as that of conventional BPSK scheme.
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It is a common form of phase modulation that conveys data by changing the phase of the 

carrier wave. As mentioned for BPSK, there is an ambiguity of phase if the constellation is 

rotated by some effect in the communication channel through which the signal passes. We can 

overcome this problem by using the data to change rather than setting the phase.

In DEPSK, a binary ‘1’ may be transmitted by adding 180° (p radians) to the current phase 

and a binary ‘0’ by adding 0° to the current phase. So, the phase-shifts are 0°, 90°, 180°, 270° 

corresponding to data ‘00’, ‘01’, ‘11’, ‘10’. This kind of encoding may be demodulated in the 

same way as for conventional PSK but the phase ambiguities can be ignored.

∑ A transition in the given binary sequence with respect to previous encoded bit is represented 

by a phase change of p radians. 

∑ No transition in the given binary sequence with respect to previous encoded bit is 

represented by no phase change or by 0. 

Figure 3.1.20 shows the DEPSK signal in the time-domain.

 

Figure 3.1.20 DEPSK Signal in Time-Domain

Differential encoded PSK modulator is identical to differential PSK modulator except that it 

does not require delay Tb at carrier frequency.

The DEPSK needs coherent detection to recover the differentially encoded bit stream. In a 

DEPSK detector, the previously received bits are used to detect the present bit. The signal b(t) 

is recovered in the same way as done in BPSK, and then applied to one input of an Ex-OR gate. 

The other input to Ex-OR gate is b(t – Tb), that is delayed version of b(t) by Tb. The output of 

a DEPSK detector will be binary logic 0, if b(t) = b(t – Tb). Similarly, the output of DEPSK 

detector will be binary logic 1, if b(t) = b( )t Tb-�.11

Illustra  on of DEPSK Opera  onSOLVED EXAMPLE 3.1.12

A binary data sequence 0 0 1 0 0 1 1 is to be transmitted using DEPSK. Show the step-by-step 

procedure of generating and detecting DBPSK signal. Assume arbitrary starting reference bit 

as 0.

Solu  on Let the given binary data sequence be denoted by b(t), and the differentially encoded 

data sequence by d(t). The step-by-step procedure of generating and detecting a DEPSK signal 

is given in Table 3.1.3.

11 In DEPSK, errors must result from a comparison with the preceding and succeeding bit. Thus, in case of 

DEPSK it can be seen that the errors always occur in pairs, whereas in case of DBPSK the errors may occur 

either in pairs or in single-bit. Analysis shows that differential encoding approximately doubles the error rate 

in AWGN channel. However, the physical channel will introduce an unknown phase-shift to the PSK signal. In 

these cases the differential schemes can yield a better error-rate than the ordinary schemes which rely on precise 

phase information.
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Table 3.1.3 DEPSK Signal—Genera  on and Detec  on

Step# Parameter Ref. Value1 Value2 Value3 Value4 Value5 Value6 Value7

1 b(t) — 0 0 1 0 0 1 1

2 d(t) 0 1 0 0 1 0 0 0

3 Phase of d(t) p 0 p p 0 p p p

4 d(t–Tb) — 0 1 0 0 1 0 0

5 Phase of 

d(t–Tb)

— p 0 p p 0 p p

6 Phase com-

parison

— – – + – – + +

7 Detected b(t) — 0 0 1 0 0 1 1

Thus, it is observed that the given binary data sequence, b(t): 0 0 1 0 0 1 1, is same as detected 

b(t): 0 0 1 0 0 1 1.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 3.1.13  For a given data stream of 1 0 1 1 0 1, determine the phase shift of the carrier in 

differential binary phase shift keying.

Ex 3.1.14  For a given data stream of 1 0 1 1 0 1, determine the phase shift of the carrier in 

a differentially encoded phase-shift keying system.

Self-Assessment Exercise linked to LO 3.1

Q3.1.1 Speech signals must be encoded into a format suitable for digital transmis-

sion. Identify types of speech-signal formatting techniques that can be used 

along with digital modulation.

Q3.1.2 Differentiate between bit rate and baud rate.

Q3.1.3 The use of binary FSK is restricted to low-performance, low-cost, 

asynchronous data modems that are used for data communications over 

analog voice-band telephone lines. Why is it rarely used for high-performance 

digital radio system?

Q3.1.4 Using the binary data sequence 1 1 1 0 0 1 0, represent it using the (a) ASK; 

(b) FSK; (c) PSK.

Q3.1.5 Specify the possible reasons for FSK being suitable for HF radio 

applications.

Q3.1.6 How is binary phase-shift keying digital modulation technique different from 

that of conventional analog phase modulation?

 Q3.1.7 Consider a digital message having an input data rate of 8 kbps. Compute 

the transmission bandwidth required if the message is transmitted through 

binary PSK.

Note  Level 1 and Level 2 Category

 Level 3 and Level 4 Category

 Level 5 and Level 6 Category

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/123



3.26 Digital Communica  on

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 3.1: Analyze binary digital modula  on techniques such as ASK, FSK and PSK.

3.2 M-ARY DIGITAL MODULATION TECHNIQUES

In binary digital modulation techniques, we have seen that the required transmission bandwidth 

for a data stream whose bit duration is Tb must be nominally 2fb, where the input bit rate

fb = 1/Tb. 

For example, in binary PSK, we transmit each data bit individually. Depending on whether 

the bit is logic 1 or logic 0, we transmit one or another of a sinusoidal carrier signal for the bit 

interval Tb, the sinusoids differing in phase by 180°.

In multi-level or M-ary digital modulation techniques, one of the M possible signal elements 

are transmitted during each bit interval of Tb seconds. We begin our discussions on Quadrature 

Phase Shift Keying (QPSK) and its variants such as offset QPSK and p/4-QPSK. Then, we 

move on to understand constant envelope digital modulation techniques such as Minimum Shift 

Keying (MSK) and Gaussian MSK. Finally, we describe hybrid digital modulation technique 

known as Quadrature Amplitude Modulation (QAM).

3.2.1 Quadrature Phase Shift Keying (QPSK)

Quadrature Phase-Shift Keying, or Quadriphase-Shift Keying (QPSK) is one of bandwidth 

effi cient bandpass digital modulation technique that makes use of  quadrature multiplexing. The 

QPSK system can be considered equivalent to two BPSK systems operating in parallel and 

having carrier signals which are of the same frequency but in phase quadrature. Just like in 

BPSK, in QPSK too, the information is carried in the phase of the transmitted signal. However, 

unlike in BPSK, in QPSK, we combine two successive bits in a bit stream to form a symbol.

With two bits, there are four possible conditions: 11, 10, 01, and 00. Depending on which of 

the four two-bit symbols (called  dibits) develops in the input data stream, we transmit one or 

another of four sinusoids of duration 2Tb, the sinusoids differing in phase by 90° or 180° with 

another. Thus, in a QPSK modulator, each dibit code generates one of the four possible output 

phases (+45°, +135°, –45°, –135°), hence, the name “quadrature” meaning “four” phases. 

Mathematically, the QPSK signal for one symbol duration, consisting of two bits each, can 

be expressed as

SQPSK (t) = 

sin  (2   3 4)               for 0 0

sin  (2   4)                 for 0 1

sin  (2   3 4)               for 1 0

sin  (2   4)                 for 1 1 

c

c

c

c

f t

f t

f t

f t

p p

p p

p p

p p
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In general, we can say that QPSK is an M-ary constant-amplitude quadrature PSK digital 

modulation scheme in which number of bits is two (n = 2) and the number of signaling elements 

(symbols) are four, i.e., M = 4 (hence, sometimes known as “quaternary” meaning “4”, 4-ary 

PSK).

Table 3.2.1 Symbols, Bits, and Phase Shi   in QPSK Signal

Symbol Binary Input Phase Shift in QPSK Signal

s1 0 0 –135° or –3p/4 radians

s2 0 1 –45° or –p/4 radians

s3 1 0 +135° or 3p/4 radians

s4 1 1 +45° or p/4 radians

Figure 3.2.1 Constella  on Diagram of QPSK Signal

It is seen that the transmitted QPSK signal has to go to zero amplitude momentarily as it makes 

180° transition (from 11 to 00 or from 10 to 01 or vice versa). Whereas it makes only 90° 

transition (from 11 to 10, 10 to 00, or 00 to 01, or 01 to 11, or vice versa).

The rate of change at the output ( baud) is equal to one-half the input bit rate fb/2 (i.e., two input 

bits produce one output phase change). As a result, each bit in QPSK can be transmitted using 

half the bandwidth that of required to transmit BPSK signal, i.e., QPSK signal requires minimum 

Nyquist transmission bandwidth equal to input bit rate fb only, a signifi cant improvement as 

compared to that of BPSK.12

12 QPSK signal can carry twice as much data in the same bandwidth as can a single-bit system, provided the SNR 

is high enough. QPSK needs more power and higher SNR (approximately 3 dB) than BPSK, to obtain the same 

performance for same probability of error.
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Figure 3.2.2 PSD of binary PSK Signal

If there is any phase change, it occurs at minimum duration of Tb only. The signal transitions 

are abrupt and unequal and this causes large spectrum dispersion. Practically, pulse shaping is 

carried out at baseband to provide proper fi ltering at the QPSK modulator output. A bandpass 

fi lter is used at the output of a QPSK modulator which confi nes the power spectrum of QPSK 

signal within the allocated band, prevents spill-over of signal energy into adjacent channels, and 

removes out-of-band spurious signals generated during modulation process.

In QPSK, the input binary data sequence d(t) is divided into odd and even bit sequences, that is, 

d1(t) and d2(t) respectively. Each symbol in both of these bit sequences has a period of Ts = 2Tb 

seconds. The input is a data stream of binary digits with a data rate of fb = 1/Tb, where Tb is the 

bit duration. This data stream is applied to polar NRZ encoder. It is followed by conversion into 

two separate bit streams by taking alternate bits at the rate of fb/2 bps.

Figure 3.2.3 shows a simplifi ed functional block schematic of QPSK modulator.

Figure 3.2.3 Func  onal Block Schema  c of QPSK Modulator

Interpretation 

of PSD of QPSK 

Signal Waveform 

 QPSK Modulator



 Digital Modula  on and Demodula  on 3.29

QPSK is characterized by two parts of the baseband data signal: the in-phase signal I(t) and 

the Quadrature signal Q(t).  QPSK modulator is a combination of two BPSK modulators. Thus, 

at the output of the I-balanced modulator 1, there are two types of phases produced, which are 

+cos(2p fct) and –cos(2p fct). Similarly, at the output of the Q-balanced modulator 2, again two 

phases are produced as +sin(2p fct) and –sin(2p fct). When the linear adder combines these two 

groups of orthogonal BPSK modulated signals, there will be four possible phases which are

 +cos(2p fct) + sin(2p fct), –cos(2p fct) +sin(2p fct),

 +cos(2p fct) –sin(2p fct), and –cos(2p fct) –sin(2p fct).

∑ The binary input data stream of 1s and 0s is encoded into a  polar non-return-to-zero (NRZ) 

stream of 1s and –1s. 

∑ The  bit splitter (also known as 2-bit demultiplexer) segregates the odd and even indexed 

polar binary digits.

∑ All the odd-indexed bits are directed to the upper in-phase channel (I-channel) where they 

phase-modulate the in-phase carrier signal sin(2p fct) using a balanced modulator 1.

∑ All the even-indexed bits are directed to the lower quadrature-phase channel (Q-channel) 

where they phase-modulate the quadrature-phase carrier signal cos(2p fct) which is p/2-

shift version of the in-phase carrier signal sin(2p fct) using a balanced modulator 2.

∑ The outputs of balanced modulators, v1(t) and v2(t) are basically two BPSK signals which 

are linearly added in summer. 

∑ The output QPSK signal can be expressed as:

 
QPSK

1
( ) ( )sin(2 ) ( )cos(2 )

2
c cv t I t f t Q t f tp p= -È ˘Î ˚

Note...  When d1(t) and d2(t) signals modulate the sinusoidal carrier signals of frequency fc, 
the PSD is shi  ed to ±fc.

Figure 3.2.4 QPSK Signal in Time Domain (Ts: Symbol dura  on)

The binary data shown here is 1 1 0 0 0 1 1 0. The odd bits contribute to the in-phase 

(I-channel) component as 1 1 0 0 0 1 1 0, and the even bits contribute to the quadrature-phase 

(Q-channel) component as 1 1 0 0 0 1 1 0. Note that there are abrupt changes in phase at some 

of the symbol-period boundaries.
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The in-phase and quadrature channels of the coherent QPSK detector are typical BPSK coherent 

detectors.13

Figure 3.2.5 shows a simplifi ed functional block schematic of  coherent QPSK detector.

Figure 3.2.5 Func  onal Block Schema  c of Coherent QPSK Detector

∑ The bit splitter directs the in-phase and quadrature channels of the input received QPSK 

signal to the I and Q synchronous correlators, respectively.

∑ The input received QPSK signal is also applied to the  carrier recovery circuit, which 

reproduces the original transmit carrier signal which must be in frequency as well as phase 

coherence. The carrier recovery circuit is similar to that employed in BPSK except that 

the incoming signal is raised to the fourth power after which fi ltering recovers a waveform 

at four times the carrier frequency and fi nally frequency division by four regenerates the 

required carrier signals sin (2pfct) and cos (2pfct).

∑ The recovered coherent carrier signals are applied to two synchronous correlators, each 

comprising of  balanced modulator and an integrator. 

∑ The integrator circuits integrate the signals over two bit intervals, that is Ts = 2Tb. 

13 The bandwidth required by QPSK is one-half that of BPSK for the same BER. The transmission data rate in 

QPSK is higher because of reduced bandwidth. The variation in QPSK signal amplitude is not signifi cant; hence, 

carrier power almost remains constant. A typical differential QPSK (DQPSK) uses phase shifts with respect to 

the phase of the previous symbol.
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Coherent QPSK 

Detection

∑ If the output of the correlator 1 is greater than reference voltage of 0 in the decision device, 

then the in-phase channel decision device decides that the detected bit is a binary 1, and if 

it is less than 0, then it decides that the detected bit is a binary 0. 

∑ Similarly, if the output of the correlator 2 is greater than reference voltage of 0 in the 

decision device, then the quadrature channel’s decision device decides that the detected bit 

is a binary 1, and if it is less than 0, then it decides that the detected bit is a binary 0.

∑ These binary digits from the outputs of the decision devices in the two channels are then 

multiplexed in the bit combining circuit (MUX). 

∑ The fi nal output is detected binary data of coherent QPSK detector which is an estimate 

of the transmitted binary data sequence with minimum possible probability of error for 

additive white Gaussian noise (AWGN) since it is a correlation reception.

QPSK Symbol Rate and BandwidthSOLVED EXAMPLE 3.2.1

In a QPSK digital communication system, the bit rate of a bipolar NRZ data sequence is 1 Mbps 

and carrier frequency of transmission is 100 MHz. Determine the symbol rate of transmission 

and the bandwidth requirement of the communications channel.

Solu  on Given bit rate of a bipolar NRZ data sequence, fb = 1 Mbps or 1 × 106 bps

Therefore, bit period, 
1 1

1 s
1 Mbps

b
b

T
f

= = = m

In QPSK digital communication system, two successive binary bits form one symbol.

That is, the symbol duration, Ts = 2Tb = 2 µs

Therefore, symbol rate of transmission 
1 1

500 k symbols/second
2 ssT

= = =
m

 Ans.

Minimum bandwidth, BQPSK = fb = 1 MHz Ans.

QPSK Bandwidth RequirementSOLVED EXAMPLE 3.2.2

Consider a QPSK system having a bit rate of 9600 bps. Determine the bandwidth required by 

the QPSK signal using raised-cosine fi lter with roll-off factor of 0.35 and 0.5.

Solu  on We know that transmitted signal bandwidth = Symbol rate × (1 + roll-off factor)

Given bit rate of a bipolar NRZ data sequence, fb = 9600 bps

In QPSK, symbol rate = ½ × bit rate = ½ × 9600 bps = 4800 symbols per second

(a) For given roll-off factor of 0.35, required bandwidth = 4800 × (1 + 0.35)

 Hence, required bandwidth = 6480 Hz Ans.

(b) For given roll-off factor of 0.5, required bandwidth = 4800 × (1 + 0.5)

 Hence, required bandwidth = 7200 Hz Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 3.2.3  For a QPSK modulator, how many symbols are possible at its output? What is 

the phase difference between each symbol?
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3.2.2 Offset QPSK (OQPSK)

In the QPSK, the phase changes of the carrier signal may be by ±90°, or sometimes even by 

±180°, depending upon whether the sign change of the in-phase and quadrature components 

occurs simultaneously or not. From the signal  constellation diagram of QPSK, it can be seen 

that

∑ Whenever adjacent dibits in the binary data sequence differ only in one of the digits (e.g., 

1 1 and 0 1, or 1 1 and 1 0, or 0 0 and 1 0, or 0 0 and 0 1), the transition involves a change 

of carrier phase by ±90° only.

∑ On the other hand, whenever adjacent dibits in the binary data sequence differ in both the 

binary digits (e.g., 1 1 and 0 0, or 0 1 and 1 0), the transition involves a change of carrier 

phase by ±180°.

Such sudden changes in the phase of the carrier signal can result in

∑ Reduction of the amplitude of the QPSK signal when it is passed through a low-pass fi lter 

during transmission (before detection).

∑ The resulting amplitude reduction of the QPSK signal can lead to errors during detection 

process.

∑ The changes in carrier phase by ±180° in particular, cause considerable reduction in the 

envelope amplitude and need to be avoided.

∑ Large amplitude fl uctuation causes signifi cant reduction in the desired quality in digital 

communication systems.

 Offset Quadrature Phase Shift Keying (OQPSK) is a variant of quadrature phase shift keying 

modulation using four different values of the phase to transmit. It is sometimes called  Staggered 

Quadrature Phase Shift Keying (SQPSK). By offsetting the timing of the odd and even bits by 

one bit-period, or half a symbol-period, the in-phase and quadrature-phase components will 

never change at the same time. So, the carrier-phase changes are confi ned to ±90° only. The 

signal doesn’t cross zero, because only one bit of the symbol is changed at a time. So the extent 

of amplitude fl uctuations is reduced, thereby reducing the probability of occurrence of symbol 

errors in the detection process. Theoretically, the average probability of symbol error is exactly 

the same for QPSK and OQPSK for coherent detection.

 Offset QPSK (OQPSK) is a modifi ed form of QPSK where the bit waveforms on the I and Q 

channels are offset or shifted in phase from each other by one-half of a bit interval. This means 

that OQPSK is obtained by introducing a shift or offset equal to one bit delay (Tb) in the bit 

stream for the quadrature component with respect to the in-phase component bit stream.

Mathematically, the OQPSK signal can be expressed as

   
OQPSK

1
( ) ( )cos(2 ) ( )sin(2 )

2
c cS t I t f t Q t f tp p= -È ˘Î ˚

The changes in the I-channel occur at the midpoints of 

the Q-channel bits and vice versa. There is never more 

than a single bit change in the dibit code. There is never 

more than a 90° phase shift in the output phase. In other 

words, the modulated OQPSK signal transitions are 

±90 degree maximum. It has no 180 degree phase shift 

and this result in reduction of out-of-band radiations. 

However, the abrupt phase transitions still remain.
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The changes in the output phase occur at twice the data rate in either I or Q channels.

The minimum bandwidth is twice that of a QPSK for a given transmission data rate.

Figure 3.2.7 shows a simplifi ed functional block schematic of a  OQPSK modulator.

Figure 3.2.7 Func  onal Block Schema  c of OQPSK Modulator

 ∑ The binary input data stream is applied to a binary NRZ encoder for line encoding. 

∑ Then it is separated into odd bit and even bit. 

∑ The quadrature data sequence will start with a delay of one bit period after the fi rst odd bit 

is available in the in-phase data sequence. 

∑ This delay is called offset, which leads to offset QPSK. 

∑ The in-phase data sequence and carrier signal are applied to I-path balanced modulator. 

∑ The quadrature data sequence and p/2-phase shifted version of carrier signal are applied to 

Q-path balanced modulator. 

∑ Their outputs are then combined together to generate OQPSK signal.

Figure 3.2.8 OQPSK Signal in Time Domain (Ts: Symbol dura  on)

The binary data shown here is 1 1 0 0 0 1 1 0. The odd bits contribute to the in-phase 

(I-channel) component as 1 1 0 0 0 1 1 0, and the even bits with the half-period offset contribute 
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to the quadrature-phase (Q-channel) component as 1 1 0 0 0 1 1 0. Note that there are abrupt 

changes in phase at some of the symbol-period boundaries but confi ned to ±90° only.

The modulated OQPSK signal has no 180° phase shift. Instead, it has ±90° maximum transition, 

which may result in reduction of out-of-band radiation. However, abrupt phase transitions are 

still present. Moreover, the minimum transmission bandwidth is twice that of QPSK for a given 

transmission data rate because the changes in the output phase occur at twice the data rate in 

either I or Q channels.14

3.2.3 p/4-Phase Shift QPSK

In offset QPSK, the sudden change in the carrier-phase of ±90° (180° in conventional QPSK) lead 

to reduction in the amplitude of the envelope of the carrier and these can cause detection errors.

The  p/4-phase shift QPSK can be regarded as a modifi cation to QPSK and has carrier phase 

transitions that are restricted to ±p/4 and ±3p/4 radians. So, it does not allow ±90° carrier-phase 

changes to occur.

In fact, p/4-QPSK is a compromise between QPSK and OQPSK in terms of the allowed 

maximum phase transitions. Like OQPSK, the carrier 

phase does not undergo instantaneous 180° phase 

transition as well as no transition requires the signal 

amplitude to go through zero.

Here two separate constellations with identical Gray 

coding are shown but each is rotated by 45° (p/4 radians, 

hence the name p/4-QPSK) with respect to each other. 

Usually, either the even or odd symbols are used to 

select points from one of the constellations or the other 

symbols select points from the other constellation. This 

also reduces the phase-shifts from a maximum of 180°, 

but only to a maximum of 135° and so the amplitude 

fl uctuations of p/4-QPSK are between OQPSK and 

conventional QPSK.

Figure 3.2.10 p/4–QPSK Signal in Time Domain (Ts: Symbol dura  on)

14 OQPSK ensures that the I(t) and Q(t) signals have signal transitions at the time instants separated by Tb/2, where 

Tb is the bit period. Each bit in the in-phase or quadrature bit sequence will be held for a period of 2 Tb seconds. 

Thus, every symbol contains two bits (Ts = 2 Tb). Theoretically, the average probability of symbol error is exactly 

the same for QPSK and OQPSK for coherent detection.

IMPORTANT!
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Actually, a p/4-QPSK signal constellation consists of symbols corresponding to eight phases. 

These eight phase points are formed by superimposing two QPSK signal constellations, offset 

by p/4 radians relative to each other. During each symbol period, a phase angle from only one 

of the two QPSK constellations is transmitted. The two constellations are used alternatively 

to transmit every pair of bits, called  dibits. Thus, successive symbols have a relative phase 

difference that is one of four phases, namely +45°, +135°, –45°, and –135°. In p/4-QPSK, the 

set of constellation points are toggled each symbol, so transitions through zero cannot occur. 

This results into lower envelope variations as compared to that of QPSK and OQPSK.

It is observed that conventional QPSK has transitions through zero, that is, 180° phase 

transition. In offset-QPSK, the transitions on the I- and Q-channels are staggered in such a way 

that transitions through zero do not occur. Phase transitions are limited to 90°. The p/4-QPSK, 

unlike QPSK and OQPSK, can be detected non-coherently. Moreover, like QPSK signals, p/4-

QPSK signals can be differentially encoded. All QPSK modulation schemes require linear 

power amplifi ers. However, highly linear amplifi ers are required in conventional QPSK.

Table 3.2.2 provides a comprehensive comparison between conventional QPSK, offset 

QPSK, and p/4-QPSK digital modulation techniques.

Table 3.2.2 Comparison of QPSK, OQPSK, and p/4-QPSK

S. No. Parameter QPSK OQPSK p/4-QPSK

1. Maximum phase shift ±180° ±90° ±45° or ±135°

2. Amplitude variations at the instants of 

abrupt phase changes

Large Small Medium

3. Simultaneous change of in phase and 

quadrature phase or even and odd bits

Yes No No

4. Offset between in phase and quadrature 

phase or even and odd bits

No Yes, by Tb 

seconds

Yes, by Tb/2 

seconds

5. Preferred method of demodulation Coherent Coherent Coherent or 

non-coherent

6. Minimum bandwidth fb fb fb

7. Symbol duration 2Tb 2Tb 2Tb

8. Receiver design complexity Yes Yes No in case of 

non-coherent

In p/4-QPSK, there will always be a phase change for each input symbol. This enables the 

receiver to perform timing recovery and synchronization. The p/4-QPSK digital modulation 

technique is used for the North American TDMA cellular system, Personal Communication 

Services (PCS) system, and Japanese Digital Cellular (JDC) standards.

Note...  Any number of phases may be used to construct a PSK constella  on but 8-PSK is 
usually the highest order PSK constella  on deployed. With more than 8 phases, 

the error-rate becomes too high and there are be  er, though more complex, 

modula  ons available such as  quadrature amplitude modula  on (QAM). Although 

any number of phases may be used, the fact that the constella  on must usually 
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deal with binary data means that the number of symbols is usually a power of 2 

which allows an equal number of bits-per-symbol. Figure 3.2.11 shows constella  on 

diagram for 8-PSK.

Figure 3.2.11 Constella  on Diagram for 8-PSK

MATLAB simula  on exercises on M-ary digital modula  on techniques,

Scan the QR code given here OR visit: h  p://qrcode.fl ipick.com/index.php/129

QPSK and its variants are the most widely used digital modulation technique in modern digital 

wireless communication systems. This topic is important from examination point of view too.

3.2.4 Minimum Shift Keying (MSK)

Coherent binary FSK receivers use the phase information contained in the received signal only 

for synchronization, not for improved detection.

 Minimum Shift Keying (MSK) is a special case of binary  continuous-phase FSK modulation 

technique in which the change in carrier frequency from symbol 0 to symbol 1 or vice versa is 

exactly equal to one-half the bit rate of input data signal.

As a form of binary FSK, the MSK signal can be expressed by
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where Eb is the transmitted signal energy per bit, Tb is the bit duration, the phase q(0) denotes 

the value of the phase at time t = 0.
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Figure 3.2.12 MSK Signal at 1200 baud for NRZ data 1 0 1 1

As an example, a 1200 baud baseband MSK data signal is composed of 1200 Hz and 1800 

Hz frequencies for a binary 1 and 0, respectively. It can be seen that the modulated carrier 

contains no phase discontinuities and frequency changes occur at the carrier zero crossings 

only. Thus, MSK is a continuous phase modulation technique having modulation index (Df × 

Tb) = 0.5, where Df is the difference in frequency for binary 1 and 0, and Tb is the bit duration.

The two frequencies f1 and f2 satisfy the following equations:
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Therefore, bandwidth of MSK signal, BWMSK = |f1 – f2|

MSK signal produces orthogonal signaling and the phase information of the received signal is 

used in the detection process to improve the noise performance.

The PSD of MSK signal is shown in Figure 3.2.13.

Figure 3.2.13 PSD of MSK Signal

The PSD of the MSK signal falls off as the inverse fourth power of frequency, as compared to 

the inverse square of the frequency in case of QPSK. Thus, the out-of-band radiation is less in 

case of MSK as compared to QPSK.

Bandwidth of 

MSK Signal
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MSK can also be viewed as a modifi ed form of OQPSK, known as  Offset MSK (OMSK) or “shaped 

QPSK”. In MSK, the carrier signal is multiplied by a sinusoidal function. Mathematically, the 

MSK signal can then be expressed as

MSK ( ) ( )cos cos(2 ) ( )sin(2 )
2

c b c
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p p
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= + -Á ˜Ë ¯

∑ MSK is derived from OQPSK by replacing the rectangular pulse with a half-cycle sinusoidal 

pulse. 

∑ The in-phase and quadrature signals are delayed by intervals Tb from each other.

∑ The MSK signal has a constant envelope. 

∑ For a modulation bit rate of fb, the high-frequency, f1 = fc + (0.25 fb) when binary level is 

high (1), and the low-frequency, f2 = fc – (0.25 fb) when binary level is low (0).

∑ The difference frequency, fd = f1 – f2 = 0.5 fb, or 1/(2Tb), where Tb is the bit interval of the 

NRZ signal.

∑ MSK modulation makes the phase change linear and limited to ±p/2 over a bit interval Tb. 

This enables MSK technique to provide a signifi cant improvement over QPSK.

∑ There is a similarity between the constellation of the QPSK system and the MSK system 

except that in MSK, there are only two possible phase changes at any one time depending 

on the initial phase value (as compared to that of QPSK in which there are four possible 

phase changes corresponding to one of the four dibits).

∑ In MSK, the baseband waveform that multiplies the quadrature carrier is much smoother 

than the abrupt rectangular waveform of QPSK.

∑ Although the PSD of MSK has a main lobe which is 1.5 times as wider as the main lobe of 

QPSK, the side lobes in MSK are relatively much smaller in comparison to the main lobe, 

making fi ltering much easier.

∑ The waveform of MSK signal exhibits phase continuity, that is, there are no abrupt phase 

changes as in QPSK. 

∑ As a result, the intersymbol interference caused by nonlinear amplifi ers are lower in MSK 

as compared to that of in QPSK.15

MSK Bandwidth RequirementSOLVED EXAMPLE 3.2.4

Consider a digital message having a data rate of 8 kbps. Compute the transmission bandwidth 

required if the message is transmitted through MSK digital modulator.

Solu  on Input data rate of digital message, fb = 8 kbps (Given)

In MSK, transmission bandwidth = 1.5 fb

Hence, required transmission bandwidth = 1.5 × 8 kbps = 12 kHz Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 3.2.5  For a digital message having a data rate of 4 kbps, show that transmission 

bandwidth required of MSK signal is 6 kHz.

15 It turns out that in MSK, 99% of the signal power is contained in a bandwidth of about 1.2 fb while in QPSK, 

the corresponding bandwidth is about 8 fb. We can also say that QPSK signals are in time quadrature while MSK 

signals are in frequency quadrature.

Offset MSK
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MSK and Gaussian MSK (GMSK) are particular cases of continuous phase modulation 

(CPM). Indeed, MSK is a particular case of the sub-family of CPM known as continuous-

phase frequency-shift keying (CPFSK) which is defi ned by a rectangular frequency pulse (i.e., 

a linearly increasing phase pulse) of one symbol-time duration.

3.2.5 Gaussian Minimum Shift Keying (GMSK)

MSK is a continuous phase modulation scheme where the modulated carrier contains no phase 

discontinuities and frequency changes occur at the carrier zero crossings. MSK is unique due 

to the relationship between the frequencies of a logical 0 and 1: the difference between the 

frequency of a logical 0 and a logical 1 is always equal to half the data rate. In other words, the 

modulation index is 0.5 for MSK. 

The fundamental problem with MSK is that the spectrum is not compact enough to realize data 

rates approaching the RF channel bandwidth. A plot of the spectrum for MSK reveals side lobes 

extending well above the data rate. For wireless data transmission systems which require more 

effi cient use of the RF channel bandwidth, is necessary to reduce the energy of the MSK upper 

side lobes. As we have seen that the power spectral density of MSK falls off as the fourth power 

of the frequency. But it is still not adequate for multi-user wireless communication applications, 

which require very stringent specifi cations with regard to adjacent channel interference.

∑ So the PSD of an MSK signal is modifi ed by passing the NRZ binary data stream through 

a pulse-shaping low-pass fi lter such as Gaussian fi lter before carrier modulation. 

∑ The  Gaussian fi lter has a narrow bandwidth with sharp cut-off characteristics and negligible 

overshoot in its impulse response. 

In addition, this fi lter should permit the carrier-modulated signal in that it has a carrier phase 

of either 0 or p radians at even multiples of Tb, and either +p/2 or –p/2 radians at odd multiples 

of Tb. 

Therefore, the modifi ed MSK using such a Gaussian fi lter, is called ‘Gaussian-fi ltered MSK, 

or simply ‘ Gaussian MSK (GMSK)’.

Gaussian Minimum Shift Keying (GMSK) is a special case of MSK in which a pre-modulation 

low-pass Gaussian fi lter is used as a pulse-shaping fi lter to reduce the bandwidth of the baseband 

signal before it is applied to the MSK modulator.

The use of a fi lter with Gaussian characteristics with the MSK approach achieves the requirement 

of 

∑ reduction in the transmitted bandwidth of the signal 

∑ uniform envelope

∑ spectral containment, i.e., reduction of the side lobe levels of the power spectrum

∑ reduction in adjacent channel interference

∑ suppression of out-of-band noise

The relationship between the pre-modulation fi lter bandwidth f3dB and the bit period, Tb defi nes 

the bandwidth of the system. That is,

  
3

Bit Rate

dB
b

f
B T¥ =

Hence, for a bit rate = 9.6 kbps and (B × Tb) = 0.3, the 3 dB cut-off frequency of Gaussian fi lter 

is 2880 Hz. It may be noted that

∑ If f3dB> 1/Tb, then the output signal waveform is essentially MSK.
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∑ If f3dB < 1/Tb, then the  intersymbol interference occurs since each data pulse overlaps with 

the data pulse in the next position in the symbol duration. 

We know that the product of bandwidth and bit duration (BTb) plays an important role in the 

shape of the response of the pulse-shaping fi lter. 

Since the pulse-shaping Gaussian fi lter acts on the input binary data which has been encoded 

in the form of polar NRZ waveforms, and is further used for  frequency-shift keying, the shape 

of the fi lter response varies for different values of (BTb) product. 

The pre-modulation Gaussian fi ltering introduces marginal intersymbol interference in 

the fi nally modulated signal. However, the degradation in performance can be minimized by 

selecting the appropriate 3 dB bandwidth-bit duration product (BTb) of the fi lter.

Figure 3.2.14 Gaussian Filter Impulse Response for B × Tb (or, BT) = 0.3 and 0.5

For wireless data transmission systems, which require more effi cient use of the RF channel, 

it is necessary to reduce the energy of the side lobes. We have discussed that the spectrum of 

MSK has side lobes which extend well above the data rate. The use of pre-modulation low-pass 

Gaussian fi lter having a narrow bandwidth with a sharp cut-off frequency, the side lobe energy 

is reduced. The resultant modulation scheme is known as Gaussian MSK. 

Figure 3.2.15 PSD Comparison of MSK and GMSK

PSD of GMSK 

Signal
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The PSD of MSK signal has low side lobes because of the effect of the linear phase change. 

This enables to control adjacent channel interference. The power spectrum of GMSK with a 

(BTb) value of infi nity is equivalent to that of MSK. As the (BTb) product decreases, the side 

lobe levels fall off very rapidly. For example, for a (BTb) = 0.5, the peak of the second power 

lobe is more than 30 dB below the main power lobe. However, reducing (BTb) beyond a certain 

value, increases the irreducible error rate generated by the Gaussian fi lter due to ISI. For (BTb) 

= 0.3, adjacent bits or symbols will interfere with each other more than for (BTb) = 0.5. In 

other words, MSK does not intentionally introduce ISI. But greater ISI allows the spectrum 

to be more compact, making demodulation more diffi cult. Hence, spectral compactness is the 

primary trade-off while selecting Gaussian pre-modulation fi ltered MSK. It implies that channel 

spacing can be closer for GMSK as compared to that for MSK for the same  adjacent channel 

interference.

The channel spacing can be tighter for GMSK when compared to MSK for same adjacent 

channel interference.

Considering GMSK as a special case of FSK, it can be generated simply using a frequency 

modulator. Also considering GMSK as a special case of PSK, it can be generated simply using 

phase modulator. Both types of GMSK modulators are briefl y described here.

Figure 3.2.16  GMSK Modulator using Frequency Modulator

∑ The binary data sequence is encoded using a bipolar NRZ encoder. 

∑ The resulting data stream is then applied through a Gaussian low-pass fi lter whose 

characteristics are Gaussian in nature. 

∑ The fi ltered signal acts as modulating signal which modulates the carrier signal in frequency 

modulator. 

∑ The output of the frequency modulator is a GMSK signal.

∑ The bipolar NRZ encoded information binary digital data sequence is converted into two 

parallel data sequences using a serial-to-parallel converter. 

∑ The resulting data streams are then applied to in-phase path and quadrature path respectively, 

each comprising of an integrator and Gaussian fi lter. 

∑ Their outputs are applied to independent balanced modulators whose carrier signals are 

having a phase shift of 90° with each other. This operation is similar to phase modulation. 

∑ Both outputs are added to produce the desired GMSK signal. 

It may be noted that in GMSK, each transmitted symbol spans several bit periods.

Interpretation
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Figure 3.2.17 GMSK Modulator using Phase Modulator

GMSK can be non-coherently detected as in FSK demodulator, or coherently detected as in 

MSK demodulator.

Figure 3.2.18 GMSK Demodulator

 GMSK 

Demodulator
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∑ The received GMSK signal is applied to two balanced modulators, whose carrier signals 

have a phase shift of 90° with each other. 

∑ The output of balanced modulator is applied to Gaussian low-pass fi lter. 

∑ The detection of bit 1 or 0 is done by the decision device.

GMSK provides high spectrum effi ciency, excellent power effi ciency, and a constant amplitude 

envelope. It allows Class C power amplifi ers for minimum power consumption. GMSK is 

widely used in the GSM cellular radio and PCS systems. A choice of (BTb) = 0.3 in GSM is a 

compromise between BER and out-of-band interference since the narrow fi lter increases the ISI 

and reduces the signal power.

Gaussian Filter Pulse WaveformsSOLVED EXAMPLE 3.2.6

In GMSK signal, low values of (BTb) product create signifi cant  Intersymbol Interference (ISI). 

If (BTb) product is less than 0.3, some form of combating the ISI is required. Illustrate it with the 

help of GMSK pulse waveform in comparison to that of MSK pulse waveform.

Solu  on In MSK, the value of (BTb) product is infi nity, whereas it is 0.5 or less in case of 

GMSK.

Figure 3.2.19 depicts the GMSK pulse shapes and intersymbol interference (ISI).

Figure 3.2.19 Gaussian Filter Waveforms

It is observed that

∑ GMSK with BTb = infi nity (∞) is equivalent to MSK. 

∑ Gaussian fi lter’s response for BTb = 0.3 shows that a bit is spread over approximately 3 bit 

periods.

∑ Gaussian fi lter’s response for BTb = 0.5 shows that a bit is spread over approximately 2 bit 

periods. 

This means that adjacent symbols will interfere with each other (intersymbol interference) for 

BTb = 0.3 more than that for BTb = 0.5. Therefore, it is concluded that in GMSK, low values of 

(BTb) product create signifi cant Intersymbol interference (ISI).
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 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 3.2.7  The 3 dB bandwidth of Gaussian fi lter is given by f3 – dB = (BTb)fb, where fb is 

the bit rate in bps, and Tb is the bit duration in seconds. Calculate the 3-dB cut-

off frequency of the Gaussian fi lter (since Gaussian fi lter is a low-pass fi lter, its

3 dB bandwidth is same as that of its 3 dB cut-off frequency) for BTb = 0.5 and 

a data rate of 9600 bps. 

3.2.6 Quadrature Amplitude Modulation (QAM)

In multilevel or M-ary digital modulation techniques, one of the M possible signal elements are 

transmitted during each bit interval of Tb seconds. The number of possible signal levels, M is 

given by M = 2n
, where n is an integer which represents the number of bits in each symbol.

In baseband M-ary modulation (normally called  baseband M-ary signaling), the M signal 

elements are distinguished by M different pulse amplitude levels (e.g., M-ary PAM). In  bandpass 

M-ary digital modulation, the M signal elements can differ in their amplitude levels, as in the 

case of M-ary ASK, or in their frequencies, as in the case of M-ary FSK, or in their phases, as 

in the case of M-ary PSK.

In  bandpass M-ary digital modulation in hybrid form, the M signal elements can differ in their 

amplitude levels as well as in their phases, resulting in M-ary  quadrature amplitude modulation 

(QAM).

In M-ary ASK the average transmitted power sets a limit to the achievable transmission rate 

while maintaining a specifi ed probability of error. We have seen that in BPSK, QPSK and even 

M-ary PSK, all the signals transmitted during a bit interval have the same amplitude and they 

all differ in their phase. 

It is quite obvious that there is an advantage to have amplitude difference as well as the 

phase difference between the M possible signals of an M-ary modulation systems because the 

detection error in the presence of noise depends on the distance between any two adjacent 

message points. 

This leads to a hybrid type of M-ary bandpass amplitude and phase modulation techniques, 

known as M-ary quadrature amplitude modulation (or, simply  QAM), also known as M-ary 

quadrature amplitude and phase shift keying ( QAPSK, or simply  QASK).

Quadrature Amplitude Modulation (QAM), also called  Quadrature Amplitude Shift Keying 

(QASK), is a form of digital modulation technique similar to PSK except that the digital data is 

contained in both the amplitude and the phase of the modulated signal.

QAM can either be considered a logical extension of QPSK or a combination of ASK and PSK. 

In QAM/QASK, two carrier signals of the same frequency but in-phase quadrature (i.e., the 

phase of one carrier signal is shifted by the other by 90°) are independently amplitude modulated 

by discrete amplitude levels of input data stream.

The QAM signal can be expressed as

 SQAM(t) = d1(t) cos (2p fct) + d2(t) sin (2p fct)

where d1(t) and d2(t) represents the binary data (0 and 1).
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As an example of a QAM system, let us consider to transmit a symbol for every 4 bits. There are 

then 24 = 16 different possible symbols which shall have to be able to generate 16 distinguishable 

signals. We may view the M message points in the two-dimensional signal constellation of 

the 16-ary QAM with M = 16 as having been generated by the Cartesian product of the two 

coordinate sets of the message points of an 4-ary ASK with one carrier and another 4-ary ASK 

with the other carrier. 

Thus, the ASK and PSK are combined in such a way that the positions of the signaling 

elements on the  constellation diagram are optimized to achieve the largest possible distance 

between elements. This reduces the likelihood of one element being misinterpreted as another 

element. This enables to reduce the probability of occurrence of errors. For a given system, 

there are fi nite numbers of allowable amplitude-phase combinations. 

∑ If 2-level ASK is used then the combined data stream can be in one of the possible 4 states. 

This is essentially  QPSK. 

∑ If 4-level ASK is used then the combined data stream can be in one of the possible 16 

states. It is called  16-QAM. 

Clearly, more the number of states, higher is the data rate that can be supported within a 

given bandwidth. But probability of occurrence of error also increases. 

The complexity to implement  M-ary QAM also increases and requires the use of linear 

amplifi ers. We can say that the M-ary QAM having more than 16 levels are more effi cient in 

terms of transmission bandwidth than BPSK, QPSK or  8-PSK, but it is also more susceptible to 

noise due to amplitude variations.

Figure 3.2.20 16-QAM Signal Constella  on Diagram

There are four different amplitude levels, two each on positive and negative sides. These four 

amplitude levels are distributed in 12 different phases, 3 in each quadrant. Thus, each transmitted 

symbol represents four bits. In this confi guration each signal point is equally distant from its 

nearest neighbors, the distance being d = 2a.

Let us assume that all 16 signals are equally likely and symmetrically placed about the origin of 

the signal space. The bandwidth of M-ary QAM signal is given by

        
-aryQAM
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M bB f

n
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where n is the number of bits and fb is the input bit rate. 

∑ For M = 8, using M = 2n, we get n = 3. Therefore, 8-QAM

2

3
bB f= ¥

∑ For M = 16, using M = 2n, we get or n = 4, 16-QAM

1

2
bB f= ¥ 16

Figure 3.2.21 shows the simplifi ed functional block schematic of  QAM modulator.

Figure 3.2.21 QAM Modulator

∑ The input is a data stream of binary digits at a rate of fb bps. 

∑ This data stream is converted into two separate data streams of fb/2 bps each, by taking 

alternate bits for the two data streams. 

∑ One data stream is ASK modulated on a carrier frequency fc. 

∑ Other data stream is ASK modulated by the same carrier signal shifted by 90°. 

∑ The two modulated signals are then added and transmitted.

Figure 3.2.22 shows the functional block schematic of QAM coherent demodulator. That is 

similar to the QPSK coherent demodulator.

∑ A local set of quadrature carrier signals is recovered for synchronous detection by raising 

the received signal to the fourth power. 

∑ The component at frequency 4 fc is extracted using a narrow bandpass fi lter tuned at 4 fc and 

then dividing the frequency by 4. 

∑ The available quadrature carrier signals are applied to two correlators, each comprising of 

a balanced modulator and an integrator. 

∑ The integration is done over time interval equal to the symbol time Ts. 

∑  Symbol synchronizers can be used for synchronization. 

16 The number of levels could be increased indefi nitely with a noiseless channel, but a practical limit is reached 

when the difference between adjacent levels becomes too small. It becomes diffi cult to detect reliably in the 

presence of noise and signal distortion.
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Figure 3.2.22 QAM Coherent Demodulator

∑ The original information bits are then recovered by using A/D converter and parallel-to-

serial converter.

 QAM is an effi cient way to achieve high data rates with a narrowband channel by increasing 

the number of bits per symbol, and uses a combination of amplitude and phase modulation. 

Higher level QAM (64-QAM and 256-QAM) are more bandwidth effi cient and are used for 

high data rate transmission applications in fi xed terrestrial microwave digital radio, digital video 

broadcast cable, and modems.

Bits per Symbol in QAMSOLVED EXAMPLE 3.2.8

A QAM modulator uses 4 different amplitudes and 16 different phase angles. How many bits 

does it transmit for each symbol?

Solu  on We know that the number of possible levels per symbol is the multiplication of the 

number of different amplitude levels and number of different phase angles in QAM.

For given 4 different amplitudes and 16 different phase angles,

The number of possible states per symbol, M = 4 × 16 = 64

The number of bits per symbol, n = log2M

Hence, the number of bits transmitted for each symbol, n = log264 = 6 Ans.

Application
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 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 3.2.9  A QAM modulator converts groups of 6 bits into symbols. Determine the symbol 

rate and the number of different symbols if the data rate is 12000 bps.

Self-Assessment Exercise linked to LO 3.2

Q3.2.1 List some of the key aspects of QPSK digital modulation.

Q3.2.2 Bit splitter is basically a shift-register with controlled output. Describe the 

functional block schematic of QPSK modulator with implementation of bit 

splitter at the input of balanced modulators.

Q3.2.3 Outline the possible reasons for higher probability of errors in QPSK and 

minimum probability of errors in offset QPSK.

Q3.2.4 Highlight the unique feature in p/4-QPSK as compared to BPSK and 

QPSK.

Q3.2.5 For an 8-PSK modulator with an analog carrier signal frequency of 70 MHz

and an input bit rate of 10 Mbps, design the minimum double-sided Nyquist 

bandwidth requirement.

Q3.2.6 For a 16-QAM modulator with an analog carrier signal of 70 MHz and an 

input bit rate of 10 Mbps, calculate the minimum double-sided Nyquist 

bandwidth.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 3.2: Describe M-ary digital modula  on techniques including QPSK, Off set QPSK, 

π/4-QPSK, MSK, GMSK, and QAM.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/130
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Mid-Chapter CheckMid-Chapter Check

So far you have learnt the following:

 ∑ Binary Digital Modulation Techniques such as ASK, FSK and PSK

 ∑  M-ary Digital Modulation Techniques such as QPSK, OQPSK, p/4-QPSK, MSK, 

GMSK and QAM

Therefore, you are now skilled to complete the following tasks:

MQ3.1 Implement the operation of binary ASK, FSK and PSK for the binary 

data 1 1 0 0 1 0 1.

MQ3.2 Compare and contrast the bandwidth requirements of binary ASK, 

FSK and PSK signals.

MQ3.3 Draw the PSD waveforms of binary ASK, FSK and PSK signals and 

interpret them to bring out the pros and cons of these digital modulation 

techniques.

MQ3.4 Distinguish between coherent and non-coherent FSK detection.

MQ3.5 “Coherent detection of DBPSK signal is said to be more reliable”. 

Justify this statement with the help of suitable example data depicting 

clearly as how a DBPSK receiver decode the incoming symbols into 

binary bits.

MQ3.6 List and differentiate various types of QPSK modulation techniques.

MQ3.7 For a QPSK modulator, determine the symbol rate at its output for an 

input data rate of 3600 bps.

MQ3.8 In a digital communication system, the bit rate of a bipolar NRZ data 

sequence is 1 Mbps and carrier frequency of transmission is 100 MHz.

Determine the symbol rate of transmission and the bandwidth 

requirement of the communications channel for (a) 8-ary PSK system; 

and (b) 16-ary PSK system.

MQ3.9 Is GMSK better than conventional FSK? Give the signifi cance of (BTb) 

product in GMSK.

MQ3.10 For an 16-QAM modulator with an input bit rate of 10 Mbps and an 

analog carrier frequency of 60 MHz, determine the minimum double-

sided Nyquist bandwidth.

Sure of what you 
have learnt so far? 
For answers, scan 
the QR code

OR

visit h  p://

qrcode.fl ipick.

com/index.

php/125

Be ready for the 
next sec  ons!

LO 3.1

LO 3.2
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3.3 COHERENT AND NON-COHERENT DETECTION

We have earlier discussed coherent and non-coherent detectors/demodulators for various digital 

modulation techniques including ASK, FSK, PSK, QPSK, QAM, and M-ary PSK. When 

the receiver exploits knowledge of the incoming carrier signal’s phase to detect the digitally 

modulated signals, the process is called  coherent detection. Whereas when the receiver does not 

utilize the knowledge of the incoming carrier signal’s phase as reference to detect the digitally 

modulated signals, the process is called  non-coherent detection. Thus, coherent systems need 

carrier phase information at the receiver and they use  matched fi lters to detect and decide 

what data was sent, while non-coherent systems do not need carrier phase information and use 

methods like square law to recover the data.

The concept of coherent and non-coherent detection of digitally bandpass modulated signals.

∑ Various methods of  carrier signal recovery from digital modulated received signals.

∑ Clock signal recovery approach to obtain  symbol synchronization for coherent detection of 

digital modulated signals.

In ideal coherent detection at the receiver, a prototype of each possible received signal is 

available and the receiver multiplies and integrates (correlates) the incoming signal with each 

of its prototype replicas. This implies that the receiver is phase-locked to the incoming signal. 

Practically, the local carrier signal generated at the receiver is phase-locked with the carrier 

signal at the transmitter. It is also called  synchronous detection, which implies that the detection 

is carried out by correlating received noisy signals and locally generated carrier signal.

Non-coherent detection refers to systems employing demodulators that are designed to operate 

without knowledge of the absolute value of the phase of the incoming carrier signal. So 

phase estimation is not required. Although non-coherent systems have reduced complexity in 

comparison to coherent systems but probability of error is more. Practically, the non-coherent 

detection process does not require locally generated receiver carrier signal to be phase locked 

with transmitter carrier signal. It is simpler in design but error probability increases.

There is another variant of coherent detection, known as  differential-coherent detection, in 

which the phase information of the prior symbol is utilized as a phase reference for detecting the 

current symbol. Thus, it does not require a reference in phase with the received carrier signal.

The process of making coherent detection possible and then maintaining it throughout the 

reception of digital modulated signals with optimum error performance is known as carrier 

recovery or  carrier synchronization. In an ideal form of coherent detection, exact replica of the 

received signals is available at the receiver. It implies that the receiver has complete knowledge 

of the phase reference of the carrier signal used at the modulator. In such a case, the receiver is 

said to be phase-locked to its transmitter. Coherent detection is performed by cross-correlating 

the possible incoming received signal with each one of its replica. Then a decision is made 

based on comparisons with pre-defi ned threshold levels.

There are two basic methods of carrier recovery:

∑ Knowledge of frequency as well as the phase of the carrier signal is necessary. This method 

is called carrier signal recovery, or carrier synchronization. 

∑ The receiver has to know the instants of time at which the modulation has changed its 

state so as to determine the instant when to sample. This method of marking the beginning 
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and end times of the individual symbols is called  clock signal recovery, or  symbol 

synchronization.17

The synchronization loop that produces coherent reference signals that are independent of the 

modulation is a  Mth power loop carrier recovery.

Figure 3.3.1 M
th
 Power Loop Carrier Recovery

Step I The received signal is raised to the Mth power before passing it through a bandpass 

fi lter which is used to minimize the effects of noise.

Step II The Mth harmonic of the carrier thus produced is then tracked by a  Phase-Locked 

Loop (PLL).

Step III A PLL consists of a VCO, a loop fi lter, and a multiplier that are connected together in 

the form of a negative feedback system.

Step IV The resulting sinusoidal output is applied to a frequency divide-by-M circuit that 

yields the fi rst reference cosine signal.

Step V By applying it to a 90° phase shift network, the second reference sinusoidal signal is 

obtained.

Step VI Thus, M-reference output signals are obtained for carrier synchronization purpose.

The  Costas loop, named after its inventor, is an alternative method by which the carrier of a 

BPSK (or even QPSK) received signal may be recovered. This method works on the principle 

of phase locked loop (PLL) which mainly comprises of a Voltage Controlled Oscillator (VCO) 

and the loop fi lter. It may be recalled that PLL has the ability to lock to the frequency of the 

incoming signal, track it and smoothen frequency or phase noise. In general, the PLL is a 

17 Carrier signal recovery and clock signal recovery methods of synchronization can occur either together, or 

sequentially one after another. Carrier signal recovery method is primarily used for coherent detection of digital 

modulated signal. Naturally, carrier signal recovery is of no concern in a non-coherent detection.
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feedback mechanism by which phase error between an input signal and locally generated signal 

is minimized. The Costas loop circuit involves two PLLs employing a common VCO and loop 

fi lter.

Figure 3.3.2 Costas-Loop Carrier Recovery

The Costas-loop carrier recovery method consists of in-phase and Quadrature paths. These are 

coupled together via a common VCO and loop fi lter to form a negative feedback loop. 

∑ The received BPSK signal is applied at the inputs of balanced modulators M1 and M2 of 

in-phase and Quadrature paths, respectively.

∑ The low pass fi lters (LPF) used in in-phase and quadrature paths help to remove the double 

frequency terms generated in the balanced modulators. 

∑ The outputs of both low-pass fi lters are applied to phase discriminator which produces the 

signal corresponding to the received signal which is making transitions at random times 

between ±1.

∑ The input signal to the VCO and loop fi lter will serve to keep the VCO oscillating at the 

carrier frequency.

∑ The VCO output is directly applied to balanced modulator M1 of in-phase path whereas it 

is 90° phase shifted before applying to balanced modulator M2 of quadrature path as their 

carrier signals.

∑ When synchronization is attained, the demodulated data waveform is available at the output 

of the in-phase path.

 Clock signal recovery is important in digital communication to generate important timing 

information and bit or symbol synchronization. It can be processed either along with carrier 

signal recovery or independently. There are various approaches to obtain symbol synchronization 

for coherent detection of digital modulated signal such as by transmitting a clock signal along 

with modulated signal in multiplexed form. 

At the receiver, the clock signal is extracted by appropriate fi ltering of the received modulated 

signals. Thus, the time required for carrier/clock signal recovery is minimized. However, a 
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fraction of the transmitted power is consumed for transmission of clock signal. In order to avoid 

any wastage of transmitted power, fi rstly a non-coherent detector is used to extract the clock signal 

in each clocked interval, which is followed by processing the demodulated baseband signals.

A  symbol synchronizer is used in order to ensure that even in the presence of noise, the timing 

offset is acceptably small.  Early-late gate synchronizer is basically a symbol synchronizer 

which uses PLL loop in an intelligent way. It contains a pair of gated integrators, called early 

and late gates. Each gate performs its integration over a time interval equal to half of the symbol 

duration. Gate intervals adjoin each other, but do not overlap. 

∑ If the estimated and incoming data transitions coincide with each other, then the outputs of 

two integrators will be equal. This will result in zero error voltage. The error voltage is also 

zero in case the data transition is missing. 

∑ If the estimated and incoming data transitions does not coincide with each other, then a 

timing and data transition occurs within the operation interval of one of the gates. 

The comparative magnitude of the two integrators gives the error voltage which is used to 

control the VCO frequency after passing through low-pass fi lter. When a pulse signal 0 £ t £
Ts is passed through a  matched fi lter, the output of the fi lter is maximum at t = Ts. If the fi lter 

output is sampled early, that is at t = T – d, or later at t = T + d (d being the time offset), the 

sampled values are not maximum. In the presence of  additive white Gaussian noise (AWGN), 

it implies that the average sampled value may result in wrong symbol decision. Thus, a symbol 

synchronization scheme attempts to ensure that even in presence of noise, the time offset is 

acceptably small.18

Note...  Coherent and non-coherent detec  on methods for various digital modula  on 

techniques have been described in the previous sec  ons.

Self-Assessment Exercise linked to LO 3.3

 Q3.3.1 Distinguish between coherent and non-coherent detection of digital 

modulated signals at the receiver.

 Q3.3.2 Interpret the unique feature of synchronous detection of digital modulated 

bandpass signals.

 Q3.3.3 List two prominent methods of recovery of carrier signals at digital com-

munication receiver. 

 Q3.3.4 Illustrate the Costas-loop carrier signal recovery method as employed in 

digital demodulator.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 3.3: Understand coherent and non-coherent detec  on including carrier recovery 

methods.

18 Early-late gate synchronizer is specifi cally necessary for demodulating narrowband carrier modulated signals. 

Because of its simplicity in implementation and less sensitivity towards dc offset early-gate gate is preferred even 

for on-board Telecommunication system. Early-late gate synchronizer can be used for any data rate depending on 

the sampling speed supported by the device.
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3.4  PERFORMANCE OF DIGITAL MODULATION 

TECHNIQUES

A digital communication system should utilize minimum possible spectrum bandwidth for 

required transmission data rate while maintaining the specifi ed limits of the  probability of 

error. 

Firstly, we describe  bandwidth effi ciency—one of the major performance-determining 

criteria of binary as well as M-ary digitally modulated signals.

Then, we discuss error probabilities— bit error rate and  symbol rate as applied to digital 

modulation techniques with specifi c example of M-ary PSK.

Finally, we present a comparative study of performance determining parameters of various 

digital modulation techniques in terms of bandwidth effi ciency, power versus bandwidth 

requirement, and error probabilities.

Bandwidth effi ciency (also known as  spectral effi ciency) is defi ned as the transmission bit rate 

per unit bandwidth. 

By defi nition, bandwidth effi ciency, bR
B

B
h =

where Rb is the bit rate in bits per second and B is the transmission bandwidth utilized in Hz.

Bandwidth effi ciency is measured in bps/Hz. It is generally normalized to a 1 Hz bandwidth. It 

indicates the number of bits that can be transmitted for each Hz of channel bandwidth.

A high rate of transmission requires a large bandwidth. It is recommended that a digital 

communication system should utilize minimum possible spectrum bandwidth for required 

transmission data rate while maintaining the specifi ed limits of the probability of error. The 

parameter “bandwidth effi ciency” is quite often used to compare the performance of different 

digital modulation techniques.

Consider an M-ary FSK signal that consists of an orthogonal set of M frequency-shifted signals. 

When the orthogonal signals are detected coherently, the adjacent signals need only be separated 

from each other by a frequency difference 1/(2Ts) Hz, where Ts is the symbol duration. Hence, 

the transmission bandwidth required to transmit M-ary FSK signal is given as

 BMFSK ≥ 
1

2 s

M
T

¥

The symbol duration Ts of M-ary FSK signal is given as

 Ts = Tb log2 M

where Tb is the bit duration. Therefore, the transmission bandwidth required to transmit M-ary 

FSK signals is given as

 BMFSK = 
2

1

2 logb

M
T M

¥

Using Rb = 1/Tb, we get

BMFSK = 
22 log

bR
M

M
¥
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Hence, the  bandwidth effi ciency, which is the ratio of the bit rate (Rb) to the transmission 

bandwidth, of M-ary FSK signals, is given by

 Bh-MFSK = 
2( ) (2 log )

b b

MFSK b

R R

B R M M
=

          

2
-MFSK

2log M
B

M
h =

This expression clearly indicates that as M increases, the bandwidth effi ciency of M-ary FSK 

decreases. For example, it is equal to 1 for M = 4, and it is only 0.5 for M = 16. 

We know that the transmission bandwidth corresponding to the main lobe of PSD of M-ary PSK 

signal is given by (2/Ts), where Ts is the symbol duration, which is related to the bit duration Tb 

by the relationship Ts = Tb log2 M. Therefore, the transmission bandwidth required to transmit 

M-ary PSK signals is given as

 BM-ary PSK = 
2

2

logbT M

Using Rb = 1/Tb, the transmission bandwidth of M-ary PSK signals is redefi ned as

 BM-ary PSK = 
2

2

log

bR

M

Hence, the bandwidth effi ciency of M-ary PSK signals is given as

 Bh(M-ary PSK) = 
-ary PSK 2(2 ) (log )

b b

M b

R R

B R M
=

         

2
(M-ary PSK)

log

2

M
Bh =

It may be noted that by considering 3 dB bandwidth of M-ary PSK signal as 1/Ts, its 

bandwidth effi ciency is given as log2M.

In either case, this expression clearly indicates that as M increases, the bandwidth effi ciency of 

M-ary PSK system improves. For example, it is equal to 1 for M = 4, and it increases to 2 for 

M = 16.19

We know that the binary ASK has a bandwidth effi ciency of 1, and that of quadrature-carrier 

ASK is twice that of binary ASK, i.e., 2.

We have discussed earlier that M-ary QAM comprises of two L-ary ASK systems on 

quadrature carriers, where L = √M. Since an L-ary ASK will have a bandwidth effi ciency that 

is log2L times is given by

 BM-ary QAM = 2 22 log 2logL M=

Hence,    -ary QAM 2logMB M=

19 In case of M-ary PSK, as the value of M increases, the distance between message signal points on the 

circumference of the circle on its constellation diagram decreases and so the probability of error increases. This 

can be compensated by increasing the radius of the circle, i.e., by increasing the transmitted power.
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Bandwidth Effi  ciency of M-ary FSK SignalsSOLVED EXAMPLE 3.4.1

Compute and tabulate the results for bandwidth effi ciency of M-ary FSK signals for M = 2, 4, 

8, 16, 32, and 64.

Solu  on

We know that 2
-MFSK

2log M
B

M
h =  bps/Hz

For given M = 2; 2
-MFSK

2log 2
1.0

2
Bh = =  bps/Hz

For given M = 4; 
2

2 2
-MFSK

2log 4 2log 2
1.0

4 4
Bh = = =  bps/Hz

For given M = 8; 
3

2 2
-MFSK

2log 8 2log 2
0.75

8 8
Bh = = =  bps/Hz

For given M = 16; 
4

2 2
-MFSK

2log 16 2log 2
0.5

16 16
Bh = = =  bps/Hz

For given M = 32; 
5

2 2
-MFSK

2log 32 2log 2
0.3125

32 32
Bh = = =  bps/Hz

For given M = 64; 
6

2 2
-MFSK

2log 64 2log 2
0.1875

64 32
Bh = = =  bps/Hz

From the above results, it is observed that the bandwidth effi ciency of M-ary FSK tends to 

decrease with increasing values of M.

Table 3.4.1 gives the bandwidth effi ciency for given values of M for M-ary FSK signal.

Table 3.4.1 Bandwidth Effi  ciency for M-ary FSK Signal

M 2 4 8 16 32 64

Bh–MFSK (bps/Hz) 1.0 1.0 0.75 0.5 0.3125 0.1875

Bandwidth Effi  ciency of M-ary PSK SignalsSOLVED EXAMPLE 3.4.2

Compute and tabulate the results for bandwidth effi ciency of M-ary PSK signals for M = 2, 4, 

8, 16, 32, and 64.

Solu  on

We know that ( )
2

 -ary PSK

log

2M

M
Bh =

For given M = 2; 2
(BPSK)

log 2 1
0.5

2 2
Bh = = =  bps/Hz

For given M = 4; 
2

2 2
(QPSK)

log 4 log 2
1.0

2 2
Bh = = =  bps/Hz

For given M = 8; 
3

2 2
(8PSK)

log 8 log 2
1.5

2 2
Bh = = =  bps/Hz
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For given M = 16; 
4

2 2
(16PSK)

log 16 log 2
2.0

2 2
Bh = = =  bps/Hz

For given M = 32; 
5

2 2
(32PSK)

log 32 log 2
2.5

2 2
Bh = = =  bps/Hz

For given M = 64; 
6

2 2
(64PSK)

log 64 log 2
3.0

2 2
Bh = = =  bps/Hz

From the above results, it is observed that the bandwidth effi ciency of M-ary PSK tends to 

increase with increasing values of M.

Table 3.4.2 gives the bandwidth effi ciency for different values of M for M-ary PSK signal.

Table 3.4.2 Bandwidth Effi  ciency for M-ary PSK Signal

M 2 4 8 16 32 64

Bh(M-ary PSK) (bps/Hz) 0.5 1.0 1.5 2.0 2.5 3.0

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 3.4.3  Show that M-ary PSK signals are spectrally more effi cient than M-ary FSK 

signals for value of M greater than 4.

Ex 3.4.4  Compute and tabulate the results for bandwidth effi ciency of M-ary QAM 

signals for M = 2, 4, 8, 16, 32, and 64.

Bandwidth Effi  ciency ComparisonSOLVED EXAMPLE 3.4.5

Compare and contrast the values of bandwidth effi ciency (in terms of bps/Hz) for M-ary PSK 

systems with that of M-ary FSK systems for different values of M.

Solu  on

We know that ( )
2

 -ary PSK

log

2M

M
Bh = , and ( )

2
 -ary FSK

2log
M

M
B

Mh =

Table 3.4.3 gives the bandwidth effi ciency for M-ary PSK and M-ary FSK systems for different 

values of M including BPSK and BFSK systems.

Table 3.4.3 Bandwidth Effi  ciency for M-ary PSK and M-ary FSK Systems

S. No. Value of M h

M
B

2
 (M-ary FSK)

log
=

2
h

M
B

M

2
 (M-ary FSK)

2 log
=

1. 2 (Binary) 0.5 bps/Hz 1.0 bps/Hz

2. 4-ary 1.0 bps/Hz 1.0 bps/Hz

3. 8-ary 1.5 bps/Hz 0.75 bps/Hz

4. 16-ary 2.0 bps/Hz 0.5 bps/Hz

5. 32-ary 2.5 bps/Hz 0.3125 bps/Hz

6. 64-ary 3.0 bps/Hz 0.1875 bps/Hz
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Hence, it is concluded that as the value of M is increased, bandwidth effi ciency of M-ary PSK 

systems increases whereas that of M-ary FSK systems decreases. Thus, M-ary PSK systems are 

spectrally more effi cient for M ≥ 8.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 3.4.6  Compare the minimum bandwidth requirement and bandwidth effi ciency for 

ASK, FSK, M-ary PSK and M-ary QAM digital modulation techniques in a 

tabular form.

The binary and M-ary digital modulation techniques have an unequal number of symbols. These 

two systems can be compared if they use the same amount of energy to transmit each bit of 

information, Eb. Since it is important that it is the total amount of energy needed to transmit 

the complete information satisfactorily, not the amount of energy needed to transmit a particular 

symbol. Ideally, FSK and PSK signals have a constant envelope which makes them impervious 

to amplitude non-linearities, and are much more widely used than ASK signals. So a comparison 

between binary and M-ary FSK and PSK signals can be made.

One of the main criteria for comparing the performance parameters of digital modulation techniques 

is the average  probability of error, Pe expressed as a function of bit-energy-to-noise density ratio, 

Eb/No. The statistical characteristics of the correlation receiver requires the evaluation of its 

noise performance in terms of probability of error, Pe. 

We know that if binary and M-ary digital modulation systems are to be able to transmit 

information at the same data rate, then it is mandatory that Ts = n × Tb. Accordingly, there are 

two different methods for binary and M-ary modulation systems—the fi rst one is described 

as  bit-by-bit encoding, and the second one is  symbol-by-symbol encoding. It is pertinent to 

determine which method provides the higher probability that the complete information is 

correctly received.

 Bit Error Rate (BER) is defi ned as the ratio of total number of bits received in error and total 

number of bits received over a large session of information transmission. It is assumed that 

total number of bits received is same as total number of bits transmitted from the source. It is 

an average fi gure. 

The system parameter BER signifi es the quality of digital information delivered to the 

receiving end user. It also indicates the quality of service provided by a digital communication 

system.

 Symbol Error Rate (SER) is defi ned as the ratio of total number of symbols detected by 

demodulator in error and total number of symbols received by the receiver over a large session 

of information transmission. It is assumed that total number of symbols received is same as total 

number of symbols transmitted by the modulator. 

It is also an average fi gure. It is used to describe the performance of a digital communication 

system.

If the information data is transmitted through bit-by-bit encoding, the probability that the 

information is correctly received is the probability that all of the n bits of an information data 

are correctly received. If  bit-error probability is the probability that bit is received in error, then 

the probability that the complete information data is correctly received is Pi = (1 – Peb)
n; where 

Peb is the probability of bit error or bit error rate (BER).
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So it is clear that in bit-by-bit encoding, for fi xed Peb, the probability of correctly receiving the 

information decreases with increasing n, and therefore the probability that there is some error in 

the detected information increases with n. For example, in case of binary PSK,

      0

1
(BPSK)

2

b
eb

E
P erfc

N
=

   

-information
0

1
(BPSK) 1

2

m

b
c

E
P erfc

N

Ê ˆ
= -Á ˜

Ë ¯

If a symbol consists of a single bit, as in BPSK, then the bit error probability, Peb is same as 

the symbol error probability, Pes. Generally, a digital system encodes n number of bits into 

M symbols with the relationship M = 2n. When an n-bit symbol is received with error, it may 

be that 1 bit or 2 bits or all n bits are received in error. Assuming that the probability, Pes of 

receiving any of these symbols in errors is the same, then it is possible to relate Pes with Peb.

As an example, consider M-ary PSK in which M = 4; n = 2, that means QPSK signal. With such 

a two-bit transmitted symbol, there are three possible received signals after detection which 

could be in error such as

∑ One such received signal may have an error in the fi rst bit

∑ A second received signal may have an error in the second bit

∑ The third received signal may have errors in both bits

The probability of a bit-error Peb is then the weighted average, that is,

st nd1 1 2
(1 bit-error) (2 bit-error) (two_bit-errors)

2 2 2(QPSK)
3

eb

P P P

P

+ +
=

Since the three bit-symbol probabilities are the same, therefore, 

       

4 2
(QPSK)

3
eb esP P=

Or,   
4 2

(QPSK)
(4 1)

eb esP P=
-

As in QPSK, M = 4; the relationship between bit-error probability and symbol-error 

probability can be expressed in the general form as

 

2
( -ary PSK)

( 1)
eb es

M
P M P

M
=

-

This expression applies to M-ary PSK (or even M-ary FSK) in which the M orthogonal 

symbols are equiprobable. 

Actually, errors in received symbols which involve many bit errors and which contribute heavily 

to  bit-error probability are less likely than received symbols with fewer bit errors. Hence, bit-

error probability is an overestimate, that is, an upper bound. In case of an 8-ary PSK in which 

symbols are encoded in such a way that closest neighboring symbols differ by only a single bit. 

When one of M (M = 8) possible symbols is received and is erroneously decoded, it will be 

misinterpreted as one or another of only a limited number of the other (M – 1) symbols. This 

gives a lower bound on bit-error probability Peb as
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2

( -ary PSK)
log

es
eb

P
P M

M
= ; for M ≥ 2

 
2

( -ary PSK)
log 2

es es
eb n

P P
P M

n
= =

Assuming that every signal has an equal likelihood of transmission, the bit-error probability 

is bounded as follows:

 

2
( -ary PSK)

1

es
eb es

P M
P M P

n M
£ £

-

Note that for large M, the bit-error probability approaches the limiting value Pes/2.

Table 3.4.4 Summary of Peb for Coherent Digital Modula  on Systems

S. No. Digital Modulation Technique Bit-error Probability, Peb

1. ASK
0

1

2 4

bE
erfc

N

2. Coherent BFSK
0

1

2 2

bE
erfc

N

3. Non-coherent BFSK
0

1
exp

2 2

bE

N

Ê ˆ
-Á ˜Ë ¯

4. M-ary FSK
0

1

2 2

sEM
erfc

N

-
£

5. Coherent BPSK
0

1

2

bE
erfc

N

6. Coherent DBPSK
2

0 0

1

2

b bE E
erfc erfc

N N
-

7. Non-coherent DBPSK
0

1
exp

2

bE

N

Ê ˆ
-Á ˜Ë ¯

8. Coherent QPSK
2

0 0

1

4

b bE E
erfc erfc

N N
-

9.
M-ary PSK (for large Eb/N0 and 

M ≥ 4
0

sinsE
erfc

N M

pÊ ˆÊ ˆ
Á ˜Á ˜Ë ¯Ë ¯

10. Coherent MSK
2

0 0

1

4

b bE E
erfc erfc

N N
-
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Figure 3.4.1 depicts BER versus curves 
0

bE

N
 (dB) for non-coherent BFSK, coherent 

BFSK, coherent BPSK, DPSK, coherent QPSK, and coherent MSK modulation techniques for 

comparative analysis.

Figure 3.4.1 BER versus Eb/N0 curves for BFSK, M-ary PSK, and MSK

∑ The probability of error decreases monotonically with increasing values of Eb/N0 for all 

digital modulation systems.

∑ For any value of Eb/N0, coherent BPSK modulation produces a low  probability of error 

than any of the other systems.

∑  Coherent BPSK modulation requires an Eb/N0 value which is 3 dB less than the corresponding 

values for  coherent BFSK.

∑ Increasing the value of M in orthogonal  M-ary FSK systems has the opposite effect to that 

in non-orthogonal  M-ary PSK systems.

∑ For same Eb/N0 value in M-ary PSK system, Peb increases as M increases whereas in M-ary 

FSK, Eb/N0 value decreases as M increases.

∑ In M-ary FSK or M-ary PSK systems, as M increases, the system approaches the Shannon 

limit of Eb/N0 = –1.6 dB.

∑ Increasing M is equivalent to increased bandwidth requirement.

∑ For same Peb, less Eb/N0 is required in case of coherent FSK as compared to  non-coherent 

FSK.

Each of the digital modulation techniques is suited to specifi c applications. In general, techniques 

that rely on more than two levels (e.g., QPSK, QAM) require better signal-to-noise ratios (SNR) 

than two-level techniques (e.g., BPSK) for similar BER performance. Additionally, in a wireless 

environment, multi-level techniques generally require greater power amplifi er linearity than 
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two-level techniques. The fact that  GMSK uses a two-level  continuous phase modulation (CPM) 

format has contributed to its popularity. Another point in its favor is that it allows the use of class 

C power amplifi ers (relatively non-linear) and data rates approaching the channel bandwidth 

(dependent on fi lter bandwidth and channel spacing).

Error Performance of 8-PSK SystemSOLVED EXAMPLE 3.4.7

For an 8-PSK system operating at 20 Mbps with a carrier-to-noise power ratio of 11 dB, 

determine the minimum bandwidth required to achieve a probability of error of 10-6. The 

corresponding minimum Eb/No ratio for an 8-PSK system is 14 dB.

Solu  on The energy per bit-to-noise power density ratio, Eb/N0 is simply the ratio of the 

energy of a single bit to the noise power present in 1 Hz of bandwidth. 

It is used to compare two or more digital modulation systems that use different modulation 

schemes (FSK, PSK, QAM), or encoding techniques (M-ary) operating at different transmission 

rates (bit rates). 

Thus, it normalizes all multiphase modulation techniques to a common noise bandwidth, thereby 

resulting into a simpler and accurate comparison of their error performance. 

Mathematically, 
b b

o b

E C f C B

N N B N f
= = ¥ ; where C/N is carrier-to-noise power ratio, and B/fb is 

noise bandwidth-to-bit rate ratio.

Expressing this expression in dB,

     (dB) (dB) (dB)b

o b

E C B

N N f
= +

Or, (dB) (dB) (dB)b

b o

EB C

f N N
= -

For given C/N = 11 dB and Eb/No= 14 dB, we have

 

(dB) 14 11 3 dB
b

B

f
= - =

3
antilog 2

10b

B

f

Ê ˆ
fi = =Á ˜Ë ¯

For given fb = 20 Mbps, B = 2 × 20 Mbps = 40 MHz Ans.

Power and Bandwidth Requirements for M-ary PSKSOLVED EXAMPLE 3.4.8

Tabulate the relative values of power and bandwidth requirements for M-ary PSK signals with 

respect to BPSK signal for symbol-error probability of 10–4.

Solu  on Table 3.4.5 depicts the relative values of power and bandwidth requirements for 

coherent M-ary PSK signals for with respect to BPSK signal symbol-error probability of 10–4 

under identical noise environment.
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Table 3.4.5 Power and Bandwidth Requirement of M-ary PSK

S. No. Value of M
M-ary PSK

BPSK

(Average Power)

(Average Power)

M
B

B

-ary PSK

BPSK

1. 4 0.34 dB ½ or 0.5

2. 8 3.91 dB 1/3 or 0.333

3. 16 8.52 dB 1/4 or 0.25

4. 32 13.52 dB 1/5 or 0.2

Clearly, for M > 8, the power requirements for M-ary PSK systems become excessive.

Table 3.4.6 shows the comparison of spectral effi ciency and the required SNR (for BER of 

1 in 106) for PSK and MSK digital modulation techniques.20

Table 3.4.6 Performance Comparison of PSK and MSK

Digital Modulation Technique Spectral Effi ciency Required SNR

BPSK 1 bps/Hz 11.1 dB

QPSK 2 bps/Hz 14.0 dB

16-PSK 4 bps/Hz 26.0 dB

2-MSK 1 bps/Hz 10.6 dB

4-MSK 2 bps/Hz 13.8 dB

Table 3.4.7 summarizes various digital modulation techniques adopted in second-generation 

cellular and cordless telephone systems.

Table 3.4.7 Spectral Effi  ciency of QPSK and GMSK

Digital 

Modulation 

Technique

Channel 

Bandwidth, 

kHz

Data 

Rate, 

kbps

Spectral 

Effi ciency, 

bps/Hz

Application

p/4-QPSK 30 48.6 1.62 US Digital Cellular

p/4-QPSK 25 42.0 1.68 Japanese Digital Cellular

GMSK (BTb = 0.5) 1728 1572.0 0.67 Digital Enhanced Cordless Telephony

GMSK 100 72.0 0.72 Cordless Telephony (CT-2)

GMSK (BTb = 0.3) 200 270.8 1.35 GSM

20 Spectral effi ciency infl uences the spectrum occupancy in a mobile radio system. Theoretically, an increase in the 

number of modulation levels results into higher spectral effi ciency. But higher SNR is required to achieve same 

BER performance. p/4-QPSK is the most bandwidth effi cient modulation, having moderate hardware complexity. 

GMSK modulation offers constant envelope, narrow power spectra, and good error rate performance.
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Table 3.4.8 shows typical application areas of various bandwidth-effi cient digital modulation 

techniques. 

Table 3.4.8 Applica  ons of Digital Modula  on Techniques
21

S. No. Digital Modulation Technique Typical Application Areas

1. Frequency Shift Keying (FSK) Paging Services, Cordless Telephony

2. Binary Phase Shift Keying (BPSK) Telemetry

3. Quaternary Phase Shift Keying (QPSK) Cellular Telephony, Satellite Communica-

tions, Digital Video Broadcasting

4. Octal Phase Shift Keying (8-PSK) Satellite Communications

5. 16- or 32-level Quadrature Amplitude 

Modulation (16-QAM or 32-QAM)

Microwave Digital Radio Links, Digital 

Video Broadcasting

6. 64-level Quadrature Amplitude Modula-

tion (64-QAM)

Digital Video Broadcasting, Set-Top 

Boxes, MMDS

7. Minimum Shift Keying (MSK) Cellular Telephony

Self-Assessment Exercise linked to LO 3.4

Q3.4.1 Defi ne the terms: bandwidth effi ciency, bit error rate, symbol error rate, 

error probability.

 Q3.4.2 Compare and contrast the minimum bandwidth requirement in terms of 

input bit rate fb, and bandwidth effi ciency in bps/Hz for binary PSK, QPSK, 

8-PSK, 16-PSK, 32-PSK, 4-QAM, 8-QAM, 16-QAM, 32-QAM and 64-

QAM digital modulation techniques.

Q3.4.3 Derive an expression for probability of bit error for M-ary PSK signal. 

Show that for large value of M, the bit-error probability approaches the 

limiting value.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 3.4: Develop performance determining criteria in terms of bandwidth effi  ciency 

and error probabili  es of various digital modula  on techniques.

21 Orthogonal Frequency Division Multiplexing (OFDM) modulation is based on the idea of a Frequency Division 

Multiplexing (FDM), but is utilized as a digital modulation technique. The bit stream is split into several parallel 

data streams, each transferred over its own sub-carrier using some conventional digital modulation technique. 

The sub-carriers are summed into an OFDM symbol. OFDM is considered as a modulation technique rather than 

a multiplexing technique, since it transfers one bit stream over one communication channel using one sequence 

of so-called OFDM symbols. OFDM can be extended to multi-user multiple access technique, allowing several 

users to share the same physical medium by giving different sub-carriers to different users. It is discussed in 

Chapter 6.
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Key Concepts

∑ amplitude-shi   keying 

(ASK)

∑ coherent detec  on

∑ constella  on diagram

∑ diff eren  al binary phase-

shi   keying (DBPSK)

∑ dibit

∑ digital modula  on

∑ frequency-shi   keying 

(FSK)

∑ Gaussian minimum-shi   

keying (GMSK)

∑ modula  on

∑ non-coherent detec  on

∑ phase-shi   keying (PSK)

∑ quad bit

∑ quadrature phase-shi   

keying (QPSK)

∑ quadrature amplitude-

shi   keying (QAM)

∑ symbol

∑ synchronous detec  on

∑ tribit

Learning Outcomes

∑  Digital transmission uses amplitude, frequency, and phase variations of the analog carrier 

signal, just as in analog transmission.

∑  FSK uses two transmitted frequencies to achieve modest data rates with reasonably good 

error performance.

∑  Most PSK systems such as QPSK, DQPSK, OQPSK, p/4-QPSK use four phase angles 

for slightly higher data rates than are achievable with FSK.

∑  Gaussian minimum-shift keying (GMSK) is a special case of FSK that achieves the 

minimum bandwidth possible for a binary FSK system at a given data rate.

∑  GMSK is considered the most promising digital modulation technique although linear 

digital modulation techniques offer better spectral effi ciency.

∑  QAM achieves higher data rates than FSK or PSK by using a combination of amplitude 

and phase digital modulation.

∑  When the detection process does not require locally generated receiver carrier signal to 

be phase locked with transmitter carrier signal, it is known as non-coherent detection of 

digital modulated signal.

∑  When the detection is carried out by correlating received noisy signals and locally 

generated carrier signal, it is known as coherent detection of digital modulated signal.

∑  In coherent detection, the local carrier signal generated at the receiver is phase-locked 

with the carrier signal at the transmitter.

∑  The maximum data rate for a communications channel is a function of digital modulation 

technique, bandwidth, and signal-to-noise ratio.

∑  Generally, more complex digital modulation technique can achieve higher data rates, but 

only when the S/N is high.

LO 3.1

r

LO 3.2

LO 3.3

LO 3.4



3.66 Digital Communica  on

Hands-on Projects

3.1 The IC MAX1472 is a crystal-referenced phase-locked loop (PLL) VHF/UHF transmitter 

designed to transmit ASK/OOK data in the 300 MHz to 450 MHz frequency range. It 

supports data rates up to 100 kbps, and adjustable output power to more than +10 dBm 

into a 50 Ω load. Design, fabricate and test a typical application using it.

3.2 Design and fabricate wireless transmitter and receiver operating at 433 MHz using ASK 

RF modules alongwith IC HT12E encoder and IC HT12D decoder.

3.3 Design a circuit to realize binary frequency shift-keying (BFSK) demodulator using PLL 

with standard IC 565. Apply its output signal to 3-stage RC low-pass fi lter and then use a 

comparator to obtain binary data output waveform.

3.4 Design a complete FSK communication system comprising of square-wave generator, 

FSK modulator and demodulator, comparator and display unit, using various linear ICs 

such as Timer IC555, PLL IC565, Comparator IC 741/351 and digital ICs as display 

drivers and LCD display.

3.5 Digital satellite broadcast reception set top box uses QPSK demodulation error correction 

IC CXD19611Q alongwith IC CXA3108Q channel selection and IC CXA3038N 

quadrature demodulation. Study its functional block schematic and design the complete 

circuit. 

3.6 Baseband MSK is a robust means of transmitting data in wireless systems where the 

data rate is relatively low compared to the channel bandwidth. Design and implement 

MSK modulation and demodulation circuits using MX-COM’s devices such as MX429 

and MX469 as single chip solution. As an alternative method, you may realize MSK 

modulation circuit by directly injecting NRZ data into a frequency modulator with its 

modulation index set for 0.5.

Objective-Type Questions

3.1 Identify the type of digital modulation technique that allows more bits per 

symbol and, therefore, greater speed in a given bandwidth than other digital 

modulation techniques.

 (a) OQPSK

 (b) p/4-QPSK

 (c) 16-PSK

 (d) QAM

3.2 Which parameter of an analog sine-wave carrier signal can be modulated by 

digital data information, leading to the most popular type of digital modulation 

technique?

 (a) Amplitude

 (b) Frequency

 (c) Phase

 (d) Amplitude and phase

3.3 How many bits per symbol are needed to operate a modem operating at 9600 

bps over the telephone system?

 (a) 2 bits per symbol

 (b) 4 bits per symbol

 (c) 8 bits per symbol

 (d) 16 bits per symbol
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3.4 Check the different symbols that are possible at the output of a 16-QAM 

modulator.

 (a) 8

 (b) 16

 (c) 64

 (d) 256

3.5 Statement I: Conventional QPSK has transitions through zero, that is, 180° 

phase transitions.

 Statement II: In offset QPSK, the transitions on the I and Q channels are 

staggered and the phase transitions are therefore limited to 45°.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

3.6 Exemplify that the __________ type of digital modulation technique gives 

minimum probability of error.

 (a) ASK

 (b) FSK

 (c) PSK

 (d) Differential binary PSK

3.7 Typical value of (BTb) product in MSK digital modulation is

 (a) 0.3

 (b) 0.5

 (c) 1.0

 (d) •
3.8 Statement I: The ratio of bit rate to channel bandwidth, expressed in bits per 

second per Hz, is used as a fi gure of merit in digital radio systems.

 Statement II: As the value of M increases, the phase difference corresponding 

to various symbol decreases and therefore it is diffi cult for M-ary PSK 

demodulator to distinguish between symbols received, especially in the 

presence of noise and interference.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

3.9 In a dibit system, the symbol rate or baud rate is _________ the bit rate.

 (a) half

 (b) same as

 (c) double

 (d) four times

3.10 One of the following type of digital modulation technique is used for high-

speed telephone modems.

 (a) QPSK

 (b) 8-PSK

 (c) QAM

 (d) GMSK
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Short-Answer-Type Questions

3.1 What could be the limiting factor for FSK modems for use over standard analog 

telephone lines? Is FSK generally used for high-performance digital radio 

systems?

3.2 Bring out clearly as how can OQPSK digital modulation be derived from 

conventional QPSK digital modulation scheme.

3.3 Discriminate differential binary PSK digital modulation from that of binary 

PSK. 

3.4 Give suffi cient reasons so as to justify that GMSK modulation offers distinct 

advantage over MSK.

3.5 Identify at least four essential features of GMSK digital modulation technique. 

Mention cell phone system in which GMSK is employed. 

3.6 Discuss the main benefi t of varying amplitude along with phase in M-ary PSK 

digital modulation system.

3.7 List the advantages of constant envelope family of digital modulation 

techniques.

3.8 Defi ne bit error rate and symbol error rate in digital modulation.

3.9 State the reason as why the error performance of M-ary PSK demodulator is 

poor.

3.10 Give examples of non-linear (constant envelope), linear, and combined non-linear 

plus linear digital modulation techniques.

3.11 What do you mean by fi gure of merit in digital radio systems? Discuss them by 

considering the example of QAM digital modulation.

Discussion Questions

3.1 We wish to transmit binary data over bandpass channels having limited bandwidth. It is 

mandatory to have digital communication link which is immune to noise and interference. 

Suggest suitable digital modulation technique. Discuss the functional block schematics of 

its modulator and coherent detector. [LO 3.1]

3.2 In p/4-QPSK, there will always be a phase change for each input symbol. This enables the 

receiver to perform synchronization and timing recovery at the detector. Describe Offset 

QPSK modulator and bring out the changes needed for p/4-QPSK modulator. [LO 3.2]

3.3 Compare and contrast multilevel (M-ary) digital modulation techniques such as 16-

QAM, 16-PSK, and 16-APSK in terms of their respective geometrical representation 

(constellation diagrams). [LO 3.2]

3.4 Carrier signal recovery method is primarily used for coherent detection of digital modulated 

signal. Draw the functional block schematic diagram of Mth power loop carrier recovery 

method and describe its operation. [LO 3.3]

3.5 A digital modulation technique used for mobile environment should utilize the 

transmitted power and RF channel bandwidth as effi ciently as possible because mobile 

radio channel is both power- and bandlimited. Paraphrase the concept of bandwidth 

effi ciency and analyze critically the bandwidth effi ciency in different binary and M-ary 

digital modulation techniques. [LO 3.4]
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Problems

3.1 Represent the binary data sequence 1 0 1 1 0 0 1 0 with the resulting waveform 

using ASK, FSK and PSK digital modulation techniques.

3.2 For a binary FSK signal with a mark frequency of 49 kHz, and a space frequency 

of 51 kHz, calculate the minimum bandwidth requirement and baud rate for an 

input data rate of 2 kbps.

3.3 For a QPSK modulator, how many symbols are possible at its output? Check 

that the phase difference between each symbol is 90°. 

3.4 Consider an 8-PSK modulator with an input data rate of 10 Mbps and an analog 

carrier frequency of 80 MHz. Find the minimum Nyquist bandwidth and the 

resultant baud rate.

3.5 Show that a four-level QAM system would require 3.4 dB less Eb/No ratio as 

compared to that of an 8-PSK system for a specifi ed probability of error = 10–6. 

The corresponding minimum Eb/No ratio for an 8-PSK system is 14 dB, and for 

a four-level QAM system is 10.6 dB.

3.6 For an 8-PSK system operating at 10 Mbps with a carrier-to-noise power ratio 

of 11.7 dB, determine the minimum bandwidth required to achieve a probability 

of error of 10–7.The corresponding minimum Eb/No ratio for an 8-PSK system is 

specifi ed as 14.7 dB.

3.7 A terrestrial microwave radio system uses 256 QAM digital modulation scheme. 

Estimate the number of bits per symbol used.

3.8 For a 16-PSK system with a transmission bandwidth of 10 kHz, design the 

system for maximum bit rate.

3.9 We know that bandwidth effi ciency is given as the transmission bit rate per 

unit bandwidth occupied. Determine the bandwidth effi ciency for QPSK system 

operating at the bit rate of 20 Mbps. Assume B = 10 MHz.

Critical Thinking Questions

3.1 When we use a carrier signal of exactly the same frequency (and phase) as the carrier 

signal used for modulation, the method of recovering the baseband digital data is known 

as synchronous detection, or coherent detection. The binary FSK can be viewed as two 

interleaved ASK signals with carrier frequencies fc0 and fc1, respectively. Illustrate and 

explain the coherent binary FSK detection method. [LO 3.1]

3.2 In Quadrature Phase Shift Keying (QPSK) digital modulation, we combine two successive 

bits in a bit stream to form a symbol. With two bits, there are four possible conditions: 11, 

10, 01, and 00.Write the expression for QPSK signal and draw the constellation diagram 

depicting the relationship between symbol, binary input and phase shift. [LO 3.2]

3.3 Gaussian minimum shift keying (GMSK) is a special case of MSK in which a pre-

modulation low-pass Gaussian fi lter is used as a pulse-shaping fi lter to reduce the 

bandwidth of the baseband signal before it is applied to MSK modulator. Highlight the 

performance improvements achieved with the use of a fi lter with Gaussian characteristics 

with the MSK approach. Show the fi lter characteristics taking (B × Tb) = 0.3, 0.5 and 

infi nity. [LO 3.2]
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3.4 In an ideal form of coherent detection, exact replica of the received digital modulated 

signals is available at the receiver. It implies that the receiver has complete knowledge 

of the phase reference of the carrier signal used at the modulator. Compare and contrast 

two basic methods of carrier signal recovery–carrier synchronization and symbol 

synchronization. [LO 3.3]

3.5 The binary and M-ary digital modulation techniques can be compared in terms of 

average probability of error if they use the same amount of energy to transmit each bit of 

information. Elucidate bit error rate and symbol error rate for binary phase shift keying 

(BPSK) digital modulation. How does the probability of error vary with increasing 

values of Eb/No for any digital modulation system? Draw the BER versus Eb/No curves 

for coherent binary FSK and coherent binary FSK and infer the results. [LO 3.4]

References for Further Reading

[Cou00]  Couch, L; Digital and Analog Communication Systems. Upper Saddle River, NJ: 

Prentice Hall, 2000.

[SI12] Singal, TL; Analog and Digital Communications. Tata McGraw-Hill, 2012.



Information Theory

Learning Objectives

To master informa  on theory, you must cover these milestones:

4

LO 4.1

Understand discrete and con  nuous messages, 

message sources, amount of informa  on and its 

measure

Discuss the probabilis  c behavior of a source of 

informa  on

Illustrate the proper  es of discrete memoryless 

channel and mutual informa  on

Analyze the intrinsic ability of the communica  on 

channel to convey informa  on reliably

LO 4.2

LO 4.3

LO 4.4
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Reliable Transmission of Information – An EssenceReliable Transmission of Information – An Essence

A reliable transmission of information is the basic requirement of any electronic communication 

system. We have discussed digitization of analog information, followed by transmission of 

baseband as well as passband (modulated) digital signals in the previous chapters. It is important 

that the information detected at the receiver end is error-free, or if any error occurs due to 

channel noise, the receiver must be able to detect, locate, and correct it. We know that the 

performance of electronic communication system is determined by the available signal power, 

limited transmission bandwidth, and the presence of undesirable noise along with the received 

signal. So, the question that arises in our mind is how to represent the information for reliable 

transmission over the noisy channel.

INTRODUCTION

In 1948, Claude Shannon developed A Mathematical Theory of Communication in which he 

emphasized that the message should be represented by its information rather than by the signal. 

Recognizing this fact, his pioneered work was renamed  Information Theory, which deals with 

mathematical modeling and analysis of a communication system rather than with physical 

sources and channels.

Information theory provides the fundamental limits on the performance of digital communication 

system by specifying the minimum number of bits per symbol to fully represent the source 

information or message. Information theory describes three basic concepts:

(a) the rate at which the source generates the information;

(b)  the maximum rate at which reliable transmission of information is possible over a given 

channel with an arbitrarily small error; and

(c) a scheme for effi cient utilization of the channel capacity for information transfer.

Interpretation The fi rst concept is related to the measure of source information, the second 

one, to the information capacity of a channel, and the third one to coding.

It is true that a greater amount of information is conveyed when the receiver correctly identifi es 

a less likely message. The average information rate is zero for both extremely likely and 

extremely unlikely messages. The probabilistic behavior of a source of information is known as 

 entropy, and the intrinsic ability (noise characteristics) of the communication channel to convey 

information reliably is known as  capacity.

A remarkable result that emerges from information theory is that if the entropy of the source 

is less than the capacity of the channel then error-free communication over the channel can be 

achieved by employing a coding technique. There is a trade-off between information capacity, 

channel bandwidth, and signal-to-noise ratio (S/N) of communication channel which defi nes the 

maximum rate at which transmission of information can take place over the channel.

A PRIMER

In digital communication systems, the original source messages may be in the form of discrete 

(digitized data) or continuous (analog data). The analog data is converted to digital pulses, known 

as digitized analog data, prior to transmission and converted back to analog form at the receiver 

end. Digitizing an analog information signal often results in improved transmission quality, 

with a reduction in signal distortion and an improvement in signal-to-noise power ratio.

Historical Aspects
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The goals of the system designers for any digital communication system include the following 

parameters:

∑ Required transmission bandwidth—To be minimized.

∑ Transmission  bit rate—To be maximized.

∑ Required signal power—To be minimized.

∑ Bit-energy to noise-power-spectral-density ratio—To be minimized.

∑  Probability of error—To be minimized.

∑  Reliable user services (minimum delay and maximum resistance to interference)—To be 

provided.

∑ System complexity, computation load, and system cost—To be minimized.

Figure 4.0 illustrates a typical functional block schematic of a  digital communication system, 

depicting the fl ow of information from source to destination via noisy communication channel.

Figure 4.0 A Typical Digital Communica  on System

The analog information is sampled and digitized using a  waveform encoder to make the fi nal 

source output to be in digital form. In other words, a source produces messages in the form 

of signals, which may be either discrete-time, or continuous-time in nature. The digital pulse 

waveforms are propagated between source and destination through various levels of coding as 

required by different system applications. 

∑  The source encoder/decoder is used to match the message source having the source 

information rate within the channel capacity.

∑  The channel encoder/decoder performs the function of error-control coding with an objective 

of providing an equivalent noiseless channel with a well-defi ned information capacity. 

IMPORTANT!

A Typical Digital 

Communication 

System

Functional 

Description
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∑  The digital modulator/demodulator is required for wireless transmission of encoded original 

information. The original information or message may be available in an analog form or in 

digital form.

In this chapter…

∑ We begin with types of messages such as discrete and continuous, different message sources 

like discrete memoryless sources (DMS) and Markov. It is followed by description of 

amount of information contained in a long message and the units of source information.

∑ Next, we discuss the average information per individual message generated by a source, 

and is known as the  entropy (probabilistic behavior), and their properties for a binary- and 

multilevel discrete memoryless source of information. 

∑ Then the discussion is carried forward to describe the characteristics of communication 

channel through which the information passes from transmitter to receiver.

∑ Finally, we analyze the noise characteristics of the channel with an objective of conveying 

information reliably using  Shannon’s channel coding theorem. Trade-off between 

information capacity, channel bandwidth, and S/N of communication channel given by 

Shannon–Hartley theorem is also discussed.

4.1 DISCRETE AND CONTINUOUS MESSAGES

We know how to convert an analog signal to a digital data (sequence of binary symbols 1s 

and 0s) either by using waveform encoders such as PCM, DM, or by using linear predictive 

encoders such as vocoders for speech signal. The digital output comprising of a long sequence 

of binary symbols 1s and 0s is neither uniform nor suitable for direct transmission over the 

channel. These binary symbols are required to be converted into electrical pulses or waveforms 

having fi nite voltage levels so as to make it compatible for transmission over the channel. It is in 

a  line code that a binary stream of data takes on an electrical representation.

Analog signals are those signals whose amplitude levels can be specifi ed at any value in a 

continuous range.

∑ In  analog discrete-time signals, the amplitude levels may be specifi ed only at discrete 

points of time.

Figure 4.1.1 An Analog Discrete-Time Signal
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∑ In  analog continuous-time signals, the amplitude levels may be specifi ed an infi nite number 

of values.1

Figure 4.1.2 An Analog Con  nuous-Time Signal

 Digital signals are those signals whose amplitude levels can take on only a fi nite number of 

values.2

∑ In  digital discrete-time signals, the amplitude levels may be specifi ed only at discrete 

points of time.

∑ In  digital continuous-time signals, the amplitude levels may be specifi ed on a continuous 

time axis.

Figure 4.1.3 A Digital Discrete-Time Signal

Figure 4.1.4 A Digital Con  nuous-Time Signal

1 The term ‘analog’ describes the nature of the signal along the amplitude axis, and the terms ‘discrete time’ and 

‘continuous time’ qualify the nature of the signal along the time axis. Analog signals need not be continuous-

time signals only. Daily temperature average values and monthly rainfall average values of a particular place are 

examples of analog-discrete time signals. Speech and audio/video signals are examples of analog continuous-time 

signals.
2 A binary signal is a special case of digital signal which takes only two values for logic 0 and 1. There can be 

multilevel digital signals referred as M-ary digital signals, where M = 2, 3, 4, …. Signals generated by analog-

to-digital converters are examples of digital discrete-time signals. Signals associated with a digital computer are 

examples of digital binary continuous-time signals.

Digital Signals
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It may be noted that typical analog signals usually have a fi nite bandwidth because of smooth 

variations. Digital signals usually have unlimited bandwidth because of discrete nature. 

However, the useful bandwidth for digital signals can be determined as the range of frequencies 

that contains signifi cant energy of the signal.

4.1.1 Message Sources—DMS and MARKOV

We know that a  message source is where the message (information) to be transmitted, 

originates. 

∑ A  zero-memory source or  memoryless source implies that each message generated is 

independent of the previous message(s). 

∑ If a message source generates statistically independent successive symbols 0 and 1 only, 

then such a source is known as a  binary memoryless source. 

∑ A message source which generates discrete messages is generally referred to as  discrete 

memoryless sources (DMS). Basically, it generates discrete-time random processes that take 

only discrete values. It also generates statistically independent symbols during successive 

signaling intervals.

∑ The symbol generated at any particular instant of time is independent of previously 

generated symbols. All discrete sources generate outputs which are sequences of a fi nite 

number of symbols called alphabets. For example, a binary source has only two fi nite 

numbers in its alphabet which are binary digits 0 and 1.

Figure 4.1.5 shows a functional block schematic of a digital communication system depicting 

discrete memoryless source (DMS) generating binary messages 0 and 1, binary source and 

channel encoder/decoder, and binary symmetric channel.

Figure 4.1.5 A Digital Communica  on System with DMS

A discrete source is said to be memoryless if the symbols generated by the source are statistically 

independent. This implies that the current output symbol is statistically independent from all past 

and future output symbols. In particular, this means that for any two symbols taken at a time, the 

joint probability of the two elements is simply the product of their respective probabilities.

A discrete source is said to have memory if the source elements composing the sequence are not 

independent. The dependency between symbols means that in a sequence of M symbols, there is 

reduced uncertainty about the Mth symbol when the previous (M – 1) symbols are known. Such 

a source is also called  Markov source.

∑ If only the immediate past symbol infl uences the current symbol, the source is of fi rst 

order. 

IMPORTANT!

Define

Discrete

Memoryless 

Source

Markov Source
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∑ On the other hand, if the past two symbols have infl uence on the selection of the current 

symbol, the source is of second order, and so on. For example, written text.

It is possible to evolve a probabilistic model of discrete or binary memoryless source. Thus, we 

shall hereafter consider our message (information) source to be a discrete memoryless source 

unless and otherwise stated.

4.1.2 Amount of Information

In an electronic communication system, the  information is the message that is transmitted from 

the source to the destination, which was previously not known to the end user.

The  amount of information is determined by measurements carried out according to some well-

defi ned scientifi c principles. It appears to us that uncertainty, surprise, and information are all 

related to each other. Before the occurrence of the event, there is an amount of  uncertainty. In 

fact, the basis of information theory lies on the fact that removing uncertainty on any event may 

be considered to be equivalent to providing information on that event. Therefore, it measures the 

amount of information given by the occurrence of an event in terms of the amount of uncertainty 

removed by its occurrence. At the instant of occurrence of an event, there is an amount of 

surprise about the content and amount of information. After the occurrence of the event, there 

is defi nitely gain in the amount of information.

Generally, a message source generates information that is uncertain, unpredictable, and contains 

element of surprises. So, the amount of uncertainty regarding the occurrence of an event is 

related to the probability of its occurrence. Rather, it is inversely dependent on the probability, 

i.e., smaller the probability of occurrence of an event, means larger is the uncertainty associated 

with its occurrence. Thus, information contained in the occurrence of an event also depends 

inversely on its probability of occurrence. That is, if the probability of occurrence of an event is 

smaller then it contains more amounts of information and vice versa. Moreover, the probability 

of outcome for a particular event will not be the same for all occurrences of event. The probability 

of occurrence of each possible outcome is known such that the given set of probabilities satisfi es 

the condition given as

 
1

K

k

k

p

=
Â  =1, where k = 1, 2, …, K.

The information content of an event is defi ned in such a way that it monotonically decreases with 

increasing probability of its occurrence and approaches to zero for a probability of unity. This 

means that if the probability of occurrence is 1, i.e., if the outcome is 100% sure (for example, 

the Sun rises in the East), then such an event has zero amount of information associated with it. 

Hence, we fi nd that the probability of occurrence of an event can be used to measure the amount 

of information associated with the occurrence of that event.

It is required to measure the extent of uncertainty in the information so as to know the amount of 

information contents contained in the signal. Consider the event which describes the generation 

of symbol sk by the discrete memoryless source with probability pk. As mentioned earlier, three 

distinct conditions may exist such as the following:

∑ If pi = 0 and pk = 1 for all i ≠ k then the outcome of the source is already known. So there 

is no information generated. 

IMPORTANT!

Recall

Correlation 

between 

Information and 

Uncertainty

Relationship

 with Probability

Interpretation

Three 

Conditions
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∑ If the source symbols occur with low probability then there is more amount of uncertainty 

and surprise, and therefore, more amount of information. 

∑ If the source symbols occur with higher probability then there is less amount of uncertainty 

and surprise, and therefore, less amount of information.

 Now, the question arises how to measure the amount of information gained after the occurrence 

of the event? At least we know that the amount of information is related to the inverse of the 

probability of occurrence. But, what function of probability?

Let us examine it with certain properties associated with information. It is quite obvious that 

the information must be a continuous as well as decreasing function of probability. If two 

independent events occur in sequence then the total information content should be equal to 

the sum of the individual information contents of two events. And, if we wish to obtain the 

same outcome in occurrence of both events happening in sequence then the total information 

content of the composite event is the product of two individual information contents. Therefore, 

the defi nition of information must be such that when probabilities are multiplied together, the 

corresponding contents are added. Finally, information must be non-negative, i.e., information 

I ≥ 0 for 0 ≤ p ≤ 1, where p stands for probability. Clearly, the logarithm function satisfi es these 

requirements which can be used as a measure of information.

Now, we are in a position to defi ne the amount of information as function of  logb(1/p) with an 

occurrence of an event whose probability of occurrence is p. The amount of information in an 

event or a message depends only on its probability of occurrence rather than its actual content 

or physical interpretation. Although the probability is a dimensionless quantity, the unit of 

information depends on the nature of logarithm base ‘b’, which may be 2 (the unit of I is bit), or 

10 (the unit of I is decit), or e (the unit of I is nat).

Let a discrete memoryless source generate a number of independent messages s1, s2, s3, ..., sK with 

their probabilities of occurrence p1, p2, p3, ..., pK, respectively, and the messages are correctly 

received. The amount of information I(sk) gained after the event sk occurs with the probability 

of occurrence pk, is defi ned as the logarithmic function given by Shannon as follows:

 I(sk) = 2

1
log

kp

Ê ˆ
Á ˜Ë ¯

 for k = 1, 2, …, K

fi I(sk) = 2 2

1
log  bits log ( ) bitsk

k

p
p

Ê ˆ
= -Á ˜Ë ¯

Hence, total amount of information can be expressed as

2

1

1
log  bits 

K

kk

I
p=

Ê ˆ
= Á ˜Ë ¯Â

The probability is always less than or equal to unity, and logarithmic function of a number 

which is less than one, is negative. Therefore, the amount of information is always positive. 

Here, the logarithmic base is mentioned as 2, so the unit of information is binary digit (bit).

1. For a symbol with probability approaching its maximum value 1, the amount of information 

in it should approach its minimum value 0. 

 I(sk) = 0; for pk = 1

QuestionQuestion

Logarithmic 

Function is the 

Answer

Physical 

Interpretation

Mathematical 

Representation

Inference

Properties of 
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2. Information is always positive.

 I(sk) ≥ 0; for 0 £ pk £ 1

3. If the probability of occurrence of an event is less, the information gain will be more and 

vice versa. 

 I(sk) > I(si); for pk < pi

 I(sk) < I(si); for pk > pi

4. Total information conveyed by two statistically independent symbols is the sum of their 

respective information contents. 

 I(sk sl) = I(sk) + I(sl)

where sk and sl are statistically independent symbols. 

As mentioned previously, the amount of information can be measured using different units of 

information which can be defi ned corresponding to different bases of logarithms. 

∑  Bit When the base of logarithm is ‘2’; the information is expressed in the unit of a bit 

(or, binary digit). We know that the base 2, also known as binary system, is of particular 

importance in digital communication. 

∑  Nat When the base of logarithm is ‘e’; the information is expressed in unit of a nat (or, 

natural unit).

 1 nat = log2 e = 1.44 bits

∑  Decit When the base of the logarithm is ‘10’; the information is expressed in the unit of 

a decit (or, decimal digit), also called  Hartley. 

 1 Decit  or 1 Hartley = log2 10 = 3.32 bits

It may be noted that when no base of logarithm is specifi ed, the unit of information is generally 

taken as  binit. If the base of logarithm is assumed to be 2 for the unspecifi ed base then the unit 

of information is obviously a bit.

Let us now examine what we mean by ‘1 bit’ of information. Consider the example of tossing 

of a coin. We know that the probability of occurrence of ‘heads’ is equal to the probability of 

occurrence of ‘tails’. So the probability of occurrence of each one is ½. Hence, the information 

associated with an event of a single tossing of a coin with the outcome as ‘head’ or ‘tail’ is 

given as 

For p(head) or p(tail) = 1/2, 2 2

1
log  bit log (2) bit 1 bit

1/2
I

Ê ˆ
= = =Á ˜Ë ¯

3

This implies that one bit amount of information is gained when one of two possible and 

equally likely (equiprobable corresponding to pk = ½) events occur. 

The information expressed in one unit (bit, decit, or nat) can be represented in other units by the 

following general relationship:

 log2(x) bit = 
10

10

log ( ) log ( )
 nat  decit

log (2) log (2)

e

e

x x
=

fi log2(x) bit = 1.443  × loge(x) nat = 3.32 × log10(x) decit

fi loge(x) nat = 2.3 × log10(x) decit

3 If various messages are equally probable, the information content of each message is exactly equal to the 

minimum integer number of bits required to send the message. This is why base 2 logarithm is used, and the unit 

of information is called the bit of information.

Measure of 

Information

IMPORTANT!

One Bit of 

Information

Unit Conversion 

Formulae
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Dear student...  A  er reading this material, you should be able to answer how to relate 
the amount of informa  on with the probability of its occurrence. This is 

illustrated with the help of following examples.

Maximum Probability, Zero Informa  onSOLVED EXAMPLE 4.1.1

Show that the information gained is zero at maximum probability of the outcome of an event.

Solu  on We know that information,

 I(sk) = 2

1
log

kp

Ê ˆ
Á ˜Ë ¯

The maximum probability of the outcome of an event, pk = 1.

Therefore,  I(sk) = log2(1) = 0

Thus, the information gained is zero at maximum probability of the outcome of an event.

Amount of Informa  onSOLVED EXAMPLE 4.1.2

A communication system consists of six independent messages with probabilities 1/8, 1/8, 1/8, 

1/8, 1/4, and 1/4, respectively. Find the information content in each message.

Solu  on We know that information,

 I(sk) = 2

1
log

kp

Ê ˆ
Á ˜Ë ¯

For given p1 = 1/8, 3
1 2 2 2 2

1

1 1
( ) log log log (8) log (2 ) 3 bits

1 8
I s

p

Ê ˆ Ê ˆ
= = = = =Á ˜ Á ˜Ë ¯Ë ¯

For given p2 = 1/8, 3
2 2 2 2 2

2

1 1
( ) log log log (8) log (2 ) 3 bits

1 8
I s

p

Ê ˆ Ê ˆ
= = = = =Á ˜ Á ˜Ë ¯Ë ¯

For given p3 = 1/8, 
3

3 2 2 2 2
3

1 1
( ) log log log (8) log (2 ) 3 bits

1 8
I s

p

Ê ˆ Ê ˆ
= = = = =Á ˜ Á ˜Ë ¯Ë ¯

For given p4 = 1/8, 3
4 2 2 2 2

4

1 1
( ) log log log (8) log (2 ) 3 bits

1 8
I s

p

Ê ˆ Ê ˆ
= = = = =Á ˜ Á ˜Ë ¯Ë ¯

For given p5 = 1/4, 2
5 2 2 2 2

5

1 1
( ) log log log (4) log (2 ) 2 bits

1 4
I s

p

Ê ˆ Ê ˆ
= = = = =Á ˜ Á ˜Ë ¯Ë ¯

For given p6 = 1/4, 2
6 2 2 2 2

6

1 1
( ) log log log (4) log (2 ) 2 bits

1 4
I s

p

Ê ˆ Ê ˆ
= = = = =Á ˜ Á ˜Ë ¯Ë ¯

It is observed that as the probability of occurrence of message increases (from 1/8 to 1/4), the 

amount of information decreases (from 3 bits to 2 bits). Thus, the amount of information is 

inversely proportional to the probability of occurrence of an event.
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Total Amount of  Informa  onSOLVED EXAMPLE 4.1.3

An analog signal, bandlimited to 4 kHz, is quantized in 8 levels of PCM with respective 

probabilities as given in Table 4.1.1.

Table 4.1.1 Data for Example 4.1.3

Quantized Level, k 1 2 3 4 5 6 7 8

Probability, pk

(k = 1 to 8)

1

4

1

5

1

5

1

10

1

10

1

20

1

20

1

20

Find the total amount of information presented as a PCM signal.

Solu  on We know that total amount of information is given as

 I = 2

1

1
log

K

kk
p=

Ê ˆ
Á ˜Ë ¯Â

For the given value of K = 8, we can write the expression as

2 2 2 2
1 2 3 4

2 2 2 2
5 6 7 8

1 1 1 1
log log log log

1 1 1 1
log log log log

I
p p p p

p p p p

Ê ˆÊ ˆ Ê ˆ Ê ˆ
= + + +Á ˜Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯Ë ¯

Ê ˆ Ê ˆ Ê ˆ Ê ˆ
+ + + +Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

Substituting the values of pk as given in Table 4.1.1, we get

2 2 2 2

2 2 2 2

1 1 1 1
log log log log

1/4 1/5 1/5 1/10

1 1 1 1
log log log log

1/10 1/20 1/20 1/20

I
Ê ˆ Ê ˆ Ê ˆ Ê ˆ

= + + +Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

Ê ˆ Ê ˆ Ê ˆ Ê ˆ
+ + + +Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

2 2 2 2 2 2 2 2log (4) log (5) log (5) log (10) log (10) log (20) log (20) log (20)I = + + + + + + +

2 2.32 2.32 3.32 3.32 4.32 4.32 4.32I = + + + + + + +  = 26.24 bits Ans.

Units of Informa  onSOLVED EXAMPLE 4.1.4

A discrete memoryless source produces a binary symbol with a probability of 0.75. Determine 

the amount of information associated with the symbol in bits, nats, and decits. 

Solu  on We know that the amount of information,

 I = 2

1
log

p

Ê ˆ
Á ˜Ë ¯

 bit

For given binary symbol with p = 0.75, we have

 I = 2 10

1 1
log  bit 3.32 log  bit 0.415 bit

0.75 0.75

Ê ˆ Ê ˆ
= ¥ =Á ˜ Á ˜Ë ¯ Ë ¯

 Ans.
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Also, the amount of information, 
1

log  nateI
p

Ê ˆ
= Á ˜Ë ¯

For given p = 0.75, 
1

log  nat 0.288 nat
0.75

eI
Ê ˆ

= =Á ˜Ë ¯
 Ans.

[Alternatively, using 1.44 bits = 1 nat; 0.415 bits = (1/1.44) × 0.415 = 0.288 nat]

Also, the amount of information, 10

1
log  decitI

p

Ê ˆ
= Á ˜Ë ¯

For given p = 0.75, 10

1
log  decit 0.125 decit

0.75
I

Ê ˆ
= =Á ˜Ë ¯

 Ans.

[Alternatively, using 3.32 bits = 1 decit; 0.415 bits = (1/3.32) × 0.415 = 0.125 decit]

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 4.1.5  A discrete memoryless source produces a binary symbol with a probability of 

3/4. Determine the amount of information associated with the symbol in bits.

Ex 4.1.6 An event has six possible outcomes with the probabilities 1

1

2
p = , 2

1

4
p = , 

3

1

8
p = , 

4

1

16
p = , 

5

1

32
p = , 

6

1

32
p = . Determine total amount of information 

if the event occurs six times with different outcome every time.

LET’S RECONFIRM OUR UNDERSTANDING!!

∑ Defi ne Markov source.

∑ Write the conversion formula between bit and nat.

Self-Assessment Exercise linked to LO 4.1

 Q4.1.1 Distinguish between (a) an analog signal and a digital signal, and (b) 

discrete memoryless source and Markov source.

 Q4.1.2 Defi ne information. Write an expression for total amount of information in 

terms of probability.

 Q4.1.3 It is required to measure the extent of uncertainty in the information so 

as to know the amount of information contents contained in the signal. 

Hypothesize three distinct conditions for this requirement.

 Q4.1.4 A discrete memoryless source produces a binary symbol with a probability 

of 0.4. Determine the amount of information associated with the symbol in 

bits, nats and decits.

 Q4.1.5 A discrete memoryless source produces a binary symbol with a probability 

of 1/4. Determine the amount of information associated with the symbol in 

bits.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/138
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Q4.1.6 An analog signal, bandlimited to 4 kHz, is quantized in 8 levels of PCM 

with respective probabilities as given below:

Quantized Level, 

k
1 2 3 4 5 6 7 8

Probability, pk

(k = 1 to 8)

1

4

1

5

1

5

1

10

1

10

1

20

1

20

1

20

  Find the total amount of information presented as PCM signal.

Note  Level 1 and Level 2 Category

  Level 3 and Level 4 Category

  Level 5 and Level 6 Category

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 4.1: Understand discrete and con  nuous messages, message sources, amount of 

informa  on, and its measure.

4.2 AVERAGE INFORMATION AND ENTROPY

The term ‘ average information’ is used to represent ‘ statistical average’ and not ‘arithmetic 

average’ (which is applicable for the quantities that are deterministic in nature and hence are to 

be considered just once). However, the information associated with every transmitted message 

(also called symbol) is a non-deterministic (probabilistic, statistical) quantity and, hence, 

statistical average is considered to represent the average information.

 Entropy is that part of information theory which determines the maximum possible compression 

of the signal from the source without losing any information contents. Generally, entropy is 

defi ned in terms of the probabilistic behavior of a source of information, and it is a measure of 

the average amount of information per source symbol in a long message.

The average information per individual message generated by a source is known as the 

entropy of the source. It is usually expressed in bits per symbol.

In order to show that the entropy of a source {sk} is a function of the message probabilities, 

consider a discrete memoryless source generating K number of different source messages 

(sometimes termed as source symbols) s1, s2, s3, ..., sK having their respective probabilities 

of occurrences p1, p2, p3, ..., pK such that 

1

1

K

k

k

p

=

=Â . Since a memoryless source implies that 

each message generated is independent of the previous message(s) then as per the defi nition 

of information, the information content of a message sk with its probability of occurrence pk is 

I(sk), and is given by 

 I(sk) = 2 2

1
log  bits log ( ) bitsk

k

p
p

Ê ˆ
= -Á ˜Ë ¯

LO 4.2

What is meant 

by Average 

Information?

Entropy of the 

Source

Mathematical 

Representation
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Therefore, the average information per message generated by the source is given by 

1

( )

K

k k

k

p I s

=
Â . As per the defi nition, the average information per message of a source is called its 

entropy, denoted by H{sk}. Hence, 

 H{sk} = 

1

( ) bits/message

K

k k

k

p I s

=
Â

But  I(sk) = 2

1
log

kp

Ê ˆ
Á ˜Ë ¯

; for k = 1, 2, …, K

Representing H{sk} as H for simplifi cation purpose to denote entropy of the source, we 

have 

fi 

2

1

1
log  bits/message

K

k
kk

H p
p=

Ê ˆ
= Á ˜Ë ¯Â

or, 2

1

log ( ) bits/message

K

k k

k

H p p

=

= -Â

Earlier we have thought of information as being synonymous with the amount of uncertainty, or 

surprise, associated with the event (or message or symbol). A smaller probability of occurrence 

implies more uncertainty about the occurrence of event. Hence, intuitively, the information 

associated with a message is a measure of the uncertainty of the message. Therefore, 2

1
log

kp

Ê ˆ
Á ˜Ë ¯

 

is a measure of the uncertainty of the message sk, and the entropy 2

1

1
log

K

k
kk

H p
p=

Ê ˆ
= Á ˜Ë ¯Â  is the 

average uncertainty per message of the source that generates messages s1, s2, s3, ..., sK having 

their respective probabilities of occurrences p1, p2, p3, ..., pK.

From engineering point of view, the information content of a message is equal to the minimum 

number of digits required to encode the message (for example, waveform encoding), and, 

therefore, the entropy H is equal to the minimum number of digits per  message required for 

encoding. Both these interpretations lead to the fact that entropy may also be viewed as a 

function associated with a random variable {sk} that assumes values s1, s2, s3, ..., sK having their 

respective probabilities of occurrences p1, p2, p3, ..., pK as 2

1

1
log

K

k
kk

H p
p=

Ê ˆ
= Á ˜Ë ¯Â . Thus, we can 

associate an entropy with every discrete random variable.

The entropy of a source is a function of the message probabilities. Since the entropy is a measure 

of uncertainty, the probability distribution that generates the maximum uncertainty will have the 

maximum entropy. On qualitative aspects, one can expect entropy to be maximum when all the 

messages are equiprobable.

Recap

Interpretation

ATTENTION
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The entropy of a discrete memoryless H = 0, if and only if the probability pk = 1 for some value 

of k, and the remaining probabilities in the set are all zero. In fact, this is the lower limit on 

the entropy which corresponds to no uncertainty. 

The entropy of a discrete memoryless H = log2K, if and only if the probability pk = 1/K 

(i.e., equiprobable) for all values of k. There is upper limit on the entropy, which corresponds 

to maximum uncertainty. 

H < log2K, if a message generated at any time is not independent of the previous message 

generated.

It states that the entropy H = 0, if and only if the probability pk = 1 for some value of k, and the 

remaining probabilities in the set are all zero. 

We know that entropy, 2

1

1
log

K

k
kk

H p
p=

Ê ˆ
= Á ˜Ë ¯Â

It is given that the value of probability pk is less than or equal to unity, that is, pk £ 1.

From the above equation, it implies that each term on the right-hand side (for any value of k 

from k = 1 to k = K) will always be positive (greater than or equal to zero).

Therefore, H ≥ 0

Also, it is noted that the term 2

1
logk

k

p
p

Ê ˆ
Á ˜Ë ¯

 is zero, if and only if pk = 0, or pk = 1 (since 

log2 1 = 0).

Hence, the entropy H = 0, if and only if the probability pk = 0, or pk = 1. It implies that

pk = 1 for some value of k, and the remaining probabilities in the set are all zero.

It states that the entropy H £ log2K, and H = log2K, if and only if the probability qk = 1/K for 

all values of k.

Consider any two probability distributions:

{p1, p2, p3, ..., pK}, and {q1, q2, q3, ..., qK}

on the alphabet {sk} = {s1, s2, s3, ..., sK} of a discrete memoryless source.

For one probability distribution, 2

1

1
log

K

k
kk

H p
p=

Ê ˆ
= Á ˜Ë ¯Â

For two probability distributions, 2

1

log

K
k

k
kk

q
H p

p=

Ê ˆ
= Á ˜Ë ¯Â

Converting log2 to natural loge, we have

fi 2
21 1

log ( )
log

log

K K
k e k k

k k
kk k

q q p
p p

p e= =

Ê ˆ
=Á ˜Ë ¯Â Â

fi 2
21 1

1
log log

log

K K
k k

k k e
k kk k

q q
p p

p e p= =

Ê ˆ Ê ˆ
=Á ˜ Á ˜Ë ¯ Ë ¯Â Â

As a property of the logarithm, we know that

 logex £ (x – 1); for x ≥ 0

Properties of 

Entropy

Lower Bound

on Entropy

Upper Bound

on Entropy
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This is true because the straight line y = (x – 1) always lies above the curve y = log2e, and the 

equality log2e = (x – 1) holds true only at the point x = 1, where the line y = (x – 1) is tangential 

to the curve y = log2e.

By substituting k

k

q
x

p

Ê ˆ
= Á ˜Ë ¯

 in logex £ (x – 1), we get

log 1k k
e

k k

q q

p p

Ê ˆ Ê ˆ
£ -Á ˜ Á ˜Ë ¯ Ë ¯

Therefore, 2
21 1

1
log 1

log

K K
k k

k k
k kk k

q q
p p

p e p= =

Ê ˆ Ê ˆ
£ -Á ˜ Á ˜Ë ¯ Ë ¯Â Â

fi 2
21 1

1
log

log

K K
k k k

k k
k kk k

q q p
p p

p e p= =

Ê ˆ Ê ˆ-
£Á ˜ Á ˜Ë ¯ Ë ¯Â Â

fi 2
21 1

1
log ( )

log

K K
k

k k k
kk k

q
p q p

p e= =

Ê ˆ
£ -Á ˜Ë ¯Â Â

fi 2
21 1 1

1
log

log

K K K
k

k k k
kk k k

q
p q p

p e= = =

Ê ˆÊ ˆ
£ -Á ˜Á ˜Ë ¯ Ë ¯

Â Â Â

But sum of all probability is always equal to 1, that is,

1

1

K

k

k

q

=

=Â , and 
1

1

K

k

k

p

=

=Â

\ 2
21

1
log (1 1)

log

K
k

k
kk

q
p

p e=

Ê ˆ
£ -Á ˜Ë ¯Â

fi 2
21

1
log 0

log

K
k

k
kk

q
p

p e=

Ê ˆ
£ ¥Á ˜Ë ¯Â

fi 2

1

log 0

K
k

k
kk

q
p

p=

Ê ˆ
£Á ˜Ë ¯Â

It can be seen that the equality holds good if qk = pk, or (qk/pk) = 1 for all values of k since 

log2(1) = 0. 

Let qk = 1/K, where k = 1, 2, 3, …, K, corresponds to an alphabet {sk} with equiprobable 

symbols.

The entropy of a discrete memoryless source with equiprobable symbols is given by 

substituting qk = 1/K in the expression 2

1

1
log

K

k
kk

H q
q=

Ê ˆ
= Á ˜Ë ¯Â , and we get

 H = 2

1

1
log

1

K

k

k

q
K=

Ê ˆ
Á ˜Ë ¯Â
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fi H = 2

1

log ( )

K

k

k

q K

=
Â

fi H = 2

1

log ( )

K

k

k

K q

=
Â

fi H = 2

1 1 1
log ( ) ... timesK K

K K K

Ê ˆ
+ + + ¥Á ˜Ë ¯

fi H = 2

1
log ( )K K

K

Ê ˆ
¥Á ˜Ë ¯

 H = log2(K)

Thus, it is proved that H = log2(K), if and only if the probability qk = 1/K for all values of k.

fi 2 2

1

1
log log ( )

K

k
kk

q K
q=

Ê ˆ
=Á ˜Ë ¯Â

Re-writing the equation 2

1

log 0

K
k

k
kk

q
p

p=

Ê ˆ
£Á ˜Ë ¯Â , we have

fi 2

1

1
log 0

1

K
k

k
kk

p
p

q=

Ê ˆ
£Á ˜Ë ¯Â

fi 2 2

1 1

1 1
log log 0

K K

k k
k kk k

p p
p q= =

Ê ˆ Ê ˆ
- £Á ˜ Á ˜Ë ¯ Ë ¯Â Â

fi 2 2

1 1

1 1
log log

K K

k k
k kk k

p p
p q= =

Ê ˆ Ê ˆ
£Á ˜ Á ˜Ë ¯ Ë ¯Â Â

Substituting pk with qk on the right-side term (∵ qk = pk for all values of k), we get

fi 2 2

1 1

1 1
log log

K K

k k
k kk k

p q
p q= =

Ê ˆ Ê ˆ
£Á ˜ Á ˜Ë ¯ Ë ¯Â Â

But 2

1

1
log

K

k
kk

p
p=

Ê ˆ
Á ˜Ë ¯Â  = H … (By defi nition)

and  2

1

1
log

K

k
kk

q
q=

Ê ˆ
Á ˜Ë ¯Â  = log2(K) … (As proved above)

Therefore,  H £ log2(K)

Hence, the entropy H is always less than or equal to log2(K); the equality will hold good only 

if the symbols in the alphabet {sk} are equiprobable, that is, if and only if the probability pk = 

1/K for all values of k.
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A binary source is said to be memoryless when it generates statistically independent successive 

symbols 0 and 1. Consider a binary source for which the symbol 0 occurs with the probability 

p0 and the symbol 1 occurs with the probability p1 = (1 – p0). It simply implies that it is a 

typical case of two equiprobable events. Using 2

1

1
log

K

k
kk

H p
p=

Ê ˆ
= Á ˜Ë ¯Â , the entropy of binary 

memoryless source can be expressed as

 

0 2 1 2
0 1

1 1
log logH p p

p p

Ê ˆ Ê ˆ
= +Á ˜ Á ˜Ë ¯Ë ¯

fi H = –p0 log2(p0) – p1 log2(p1)

Substituting p1 = (1 – p0) as applicable in the case of a binary memoryless source, we have

 0 2 0 0 2 0log ( ) (1 )log (1 )H p p p p= - - - -  bits

Let H(p0) is an entropy function of the prior probability p0 defi ned in the interval [0, 1]. 

Mathematically, the entropy function H(p0) can be expressed as

 H(p0) = –p0 log2(p0) – (1 – p0) log2(1 – p0)

fi H(p0) = 0 2 0 0 2 0log ( ) (1 )log (1 )p p p p- + - -È ˘Î ˚

fi H(p0) = 0 2 0 2
0 0

1 1
log (1 )log

(1 )
p p

p p

Ê ˆ Ê ˆ
+ -Á ˜ Á ˜-Ë ¯ Ë ¯

In order to generalize the expression, we can replace p0 with p.

Hence, H(p0) = 2 2

1 1
log (1 )log

(1 )
p p

p p

Ê ˆ Ê ˆ
+ -Á ˜ Á ˜-Ë ¯ Ë ¯

The results of a  binary-level memoryless source can be extended for a  multilevel source.

In case of binary level, the entropy becomes maximum (1 bit/symbol) when both the symbols 

are equiprobable. 

Similarly, in case of multilevel, the entropy becomes maximum when all the symbols are 

equiprobable. 

For equiprobable symbols, source entropy H = log2(M) gives minimum number of bits needed 

to encode the symbol, where M represents the number of levels. This ensures the minimum 

transmission bandwidth as well as resolving the uncertainty at the receiver.

Consider a block of symbols generated by an extended discrete memoryless source. It has a 

source alphabet {sk}
n that has Kn distinct blocks, where K is the number of distinct symbols 

in the source alphabet {sk} of the original source, and n is the number of successive source 

symbols in each block. 

In case of a discrete memoryless source, the source symbols are statistically independent. 

Hence, the probability of a source symbol in {sk} alphabet is equal to the product of the 

probabilities of the n source symbols in the source alphabet {sk}. 

It implies that the entropy of the extended discrete memoryless source is equal to n times H 

the entropy of the original discrete memoryless source. That is,

{ } { }n
k kH s n H s= ¥

Entropy of Binary 

Memoryless 

Source

Entropy versus

Symbol 

Probability

Entropy of 

Multilevel 

Memoryless 

Source

Entropy of 

Extended Discrete 

Memoryless 

Source
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Let a message source generate a continuous signal x(t) having a fi nite bandwidth so that it 

can be completely described by its periodic sample values. We transmit this signal through 

a continuous channel. The set of all possible signals can then be considered an ensemble of 

waveforms generated by an ergodic random process. At any sampling instant, the collection 

of possible sample values constitutes the random variable X. If pX(x) is the corresponding 

probability density function of X then the average information per sample value of continuous 

signal x(t), called the  differential entropy of the continuous random variable, X is defi ned as 

 h(X) = 2

1
( )log   bits/sample

( )
X

X

p x dx
p x

+•

-•

È ˘
Í ˙
Î ˚

Ú
By defi nition, X assumes a value in the interval [xk, xk + Dx] with probability pX(xk)Dx. 

As Dx approaches zero, –log2 Dx approaches infi nity. This means that differential entropy of 

a continuous random variable may assume a value anywhere in the interval (–•, +•) and 

the uncertainty associated with the variable is on the order of infi nity. Since the information 

transmitted over a channel is actually the difference between two entropy terms that have a 

common reference, the information will be the same as the difference between the corresponding 

differential entropy terms, hence termed differential entropy.

∑ The differential entropy of a continuous random variable can be negative if a random 

variable X is uniformly distributed over the given interval.

∑ The differential entropy of a Gaussian random variable X is independent of the mean of 

X.

∑ The differential entropy of a Gaussian random variable X is uniquely determined by the 

variance of X.

∑ For a fi nite value of variance, the Gaussian random variable has the largest differential 

entropy which can be achieved by any random variable.

The  joint entropy H(X, Y) is the average uncertainty of the communication channel as a whole 

considering the entropy due to channel input as well as channel output. 

 H(X, Y) = 2

1 1

1
( , ) log

( , )

J K

j k
j kj k

p x y
p x y= =

È ˘
Í ˙
Í ˙Î ˚

ÂÂ

where p(xi, yj) is the joint probability of the average uncertainty of the channel input H(X) and 

the average uncertainty of the channel output H(Y). 

The entropy functions for a channel with m inputs and n outputs are given as

 H(X) = 2

1

( )log ( )

m

i i

i

p x p x

=
Â

 H(Y) = 2

1

( )log ( )

n

j j

j

p y p y

=
Â

where p(xi) represents the input probabilities and p(yj) represents the output probabilities.

The  conditional entropy H(X | Y) and H(Y | X), also known as equivocation, is a measure of the 

average uncertainty remaining about the channel input after the channel output, and the channel 

output after the channel input has been observed, respectively.

 H(X | Y) = 2

1 1

( , ) log ( | )

n m

i j i j

j i

P x y P x y

= =
ÂÂ

Differential 

Entropy

Properties of 

Differential 

Entropy

Joint Entropy

Conditional 

Entropy
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 H(Y | X) = 2

1 1

( , ) log ( | )

n m

i j j i

j i

P x y P y x

= =
ÂÂ

The joint and conditional entropies are related with each other as

 H(X, Y) = H(X | Y) + H(Y)

 H(X, Y) = H(Y | X) + H(X)

The  average effective entropy Heff at the receiver is the difference between the entropy of the 

source and the conditional entropy of the message X, given Y. That is,

  
eff ( ) ( | )H H X H X Y= -

If a discrete memoryless source generates r messages per second, the  information rate or the 

 average information per second is defi ned as 

 R =  bits/s
s

H
rH

T
=

where H is the source entropy and Ts is the time required to send a single message or symbol 

(=1/r). This expression indicates that a source is characterized by its entropy as well as its rate 

of information. 

Let there be two sources of identical entropy H, generating r1 and r2 messages/second. The 

fi rst source generates the information at a rate R1 = r1H and the second source generates the 

information at a rate R2 = r2H. If r1 > r2, then R1 > R2. This means that that fi rst source generates 

more information than the second source within a given time period even when the source 

entropy is the same.

The  effective information bit rate, Reff is defi ned as the product of actual transmitted bit rate (R) 

and the average effective entropy Heff. That is, Reff = R ¥ Heff.

Let a message comprising of four quantized levels of a bandlimited analog signal (obtained 

after sampling of the analog signal at the Nyquist rate, followed by quantizing the samples) be 

transmitted by binary  PCM. We can represent each of the four quantized levels by a 2-bit binary 

code. For example, four independent quantized levels Q1, Q2, Q3, and Q4 with probabilities p1 

= 1/8, p2 = 3/8, and p3 = 3/8, and p4 = 1/8, respectively can be encoded by using binary code as 

depicted in Table 4.2.1.

Table 4.2.1  Coding of Informa  on

Quantization Level Probability Binary Code

Q1 1/8 0   0

Q2 3/8 0   1

Q3 3/8 1   0

Q4 1/8 1   1

Let us assume that the analog signal is bandlimited to B Hz. Then as per the  Nyquist rate, we 

transmit 2B messages per second. Since each message requires 2 binits in a binary coding, we 

Relationship 

between Joint 

and Conditional 

Entropy

Average Effective 

Entropy

Information Rate

Effective 

Information Bit 

Rate

Coding of 

Information
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shall be transmitting information at the rate of 4B binits per second. It may be noted that when 

no base of logarithm is specifi ed, the unit of information is generally taken as  binit. We know 

that a binit is capable of transmitting 1 bit of information. It implies that we should be able 

to transmit 4B bits of information per second. However, with the given probabilities for each 

message, the actual information rate can be computed as below:

The information rate, R = rH bits/second where r indicates number of messages per second, 

which is 2B in our case, and H is the average information per message or entropy of the system 

which is given as

 

4

2 1 2 2 2 3 2 4 2
1 2 3 41

1 1 1 1 1
log log log log logk

kk

H p p p p p
p p p p p=

Ê ˆ Ê ˆÊ ˆ Ê ˆ Ê ˆ
= = + + +Á ˜ Á ˜Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯Ë ¯ Ë ¯Â

Using the given data as p1 = 1/8, p2 = 3/8, p3 = 3/8, and p4 = 1/4, we get

2 2 2 2

1 1 3 1 3 1 1 1
log log log log

8 1 8 8 3 8 8 3 8 8 1 8

1.8 bits per message

H
Ê ˆ Ê ˆ Ê ˆ Ê ˆ

= ¥ + ¥ + ¥ + ¥Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

=

Therefore, the rate of information, R = rH bits/s

Substituting r = 2B, R = 2B ¥ 1.8 = 3.6B bits/s

This shows that we are actually substituting only 3.6B bits of information per second against 

the available 4B bits of information per second. It implies that we are not taking full advantage 

of the ability of the binary PCM to transmit information. 

There are basically two ways to improve the situation. One way is to select different quantization 

levels such that each level is equally likely. This means, in the above example, p1 = p2 = p3 = p4 

= p = 1/4. Then, we would fi nd that the average information per message is 

 

4

2 2 2

1

1 1 1 1
log 4 log 4 log 2 bits/message

4 1 4
k

kk

H p p
p p=

Ê ˆ Ê ˆ Ê ˆ
= = ¥ = ¥ =Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯Ë ¯Â

and R = rH = 2B ¥ 2 bits/s = 4B bits/s

This is the same as the available 4B bits of information per second for binary coding. Thus, 

we fi nd that for M = 2n messages, each message coded into n bits and are equally likely, the 

average information per message interval is H = n. In other words, since there are n bits in the 

message, the average information carried by an individual bit is H/n = 2/2 = 1 bit.4

If the messages are not equally likely and it is not feasible to change the message probabilities, 

then H is less than n, and each bit carries less than 1 bit of information. In such a situation, then 

the alternative way is to apply an appropriate  source-coding scheme (rather than binary coding) 

in which, on the average, the number of bits per message is less than 2. In fact, all the messages 

having different probabilities are not encoded into the same number of bits. Instead, the more 

likely a message is, the fewer the number of bits that should be used in its code word and vice 

versa.5

4 If the source is not memoryless, i.e., a message generated at any time is dependent on the previous messages 

generated, then the source entropy will be less than the entropy of the discrete memoryless source. This is because 

the dependence of a message on previous messages reduces its uncertainty.
5 Several source coding schemes such as Shannon–Fano coding, Huffman coding, Lempel–Ziv coding are 

discussed in detail in the next chapter.

One Solution—

Binary Coding

Alternative 

Solution—Source 

Coding
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Average Informa  on of English LanguageSOLVED EXAMPLE 4.2.1

What is the average information in bits/character if each of the 26 characters in the English-

language alphabet occur with equal probability? Neglect spaces and punctuations.

Solu  on The average amount of information per source message (alphabet), also known as 

entropy of the source, is expressed as

 H = 2

1

1
log

K

k
kk

p
p=

Ê ˆ
Á ˜Ë ¯Â  bits/character

Since there are K = 26 characters in the English language occurring with equal probability, 

therefore, 
1

26
kp = .

fi H = 

26

2 2 2

1

1 1 1 1 1
log log log ... total 26 times

26 1 26 26 1 26
k

kk

p
p=

Ê ˆ Ê ˆ Ê ˆ
= + +Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯Ë ¯Â

fi H = 2 2

1 1 1
26 log log  bits/character

26 1 26 1 26

Ê ˆ Ê ˆ
¥ =Á ˜ Á ˜Ë ¯ Ë ¯

Using log2 (x) = 3.32 ¥ log10 (x), we can write

Hence, H = 10

1
3.32 log  = 4.7 bits/character 

1 26

Ê ˆ
¥ Á ˜Ë ¯

 Ans.

In actual practice, the alphabet characters do not appear with equal likelihood in the use of 

English language (or for that matter of any language). Thus, 4.7 bits/character represents the 

upper bound limit of average information content for the English language.

Average Informa  on with Given Probabili  esSOLVED EXAMPLE 4.2.2

Calculate the average information content in bits/character for the English language if 4 letters 

occur with probability of 0.1; 5 letters occur with probability of 0.07; 8 letters occur with 

probability of 0.02, and remaining letters occur with probability of 0.01. Neglect spaces and 

punctuations.

Solu  on Neglecting the spaces and punctuations, the average information content (entropy) for 

26 alphabets of the English language for given data can be calculated using 2

1

1
log

K

k
kk

H p
p=

Ê ˆ
= Á ˜Ë ¯Â  

as

H = 
4 5 8 9

2 2 2 2

1 1 1 1

1 1 1 1
0.1 log 0.07 log 0.02 log 0.01 log

0.1 0.07 0.02 0.01
k k k k= = = =

Ê ˆ Ê ˆ Ê ˆ Ê ˆ
¥ + ¥ + ¥ + ¥Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯Â Â Â Â

H = 2 2 2 2

1 1 1 1
4 0.1 log 5 0.07 log 8 0.02 log 9 0.01 log

0.1 0.07 0.02 0.01

Ê ˆ Ê ˆ Ê ˆ Ê ˆ
¥ ¥ + ¥ ¥ + ¥ ¥ + ¥ ¥Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

H = 2 2 2 2

1 1 1 1
0.4 log 0.35 log 0.16 log 0.09 log

0.1 0.07 0.02 0.01

Ê ˆ Ê ˆ Ê ˆ Ê ˆ
¥ + ¥ + ¥ + ¥Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

Using log2(x) = 3.32 ¥ log10 (x), we can write

H = 10 10 10 10

1 1 1 1
3.32 0.4 log 0.35 log 0.16 log 0.09 log

0.1 0.07 0.02 0.01

È ˘Ê ˆ Ê ˆ Ê ˆ Ê ˆ
¥ ¥ + ¥ + ¥ + ¥Í ˙Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯Î ˚



 Informa  on Theory 4.23

fi H = 4.17 bits/character Ans.

As expected, it is less than the upper-bound limit of 4.7 bits/character for the English 

language.

Entropy of the Given SystemSOLVED EXAMPLE 4.2.3

A communication system consists of six messages with probabilities 1/8, 1/8, 1/8, 1/8, 1/4, and 

1/4, respectively. Determine the entropy of the system.

Solu  on We know that the entropy of the system,

2

1

1
log

K

k
kk

H p
p=

Ê ˆ
= Á ˜Ë ¯Â

For the given data, we have

2 2 2

2 2 2

1 1 1 1 1 1
log log log

8 1 8 8 1 8 8 1 8

1 1 1 1 1 1
log log log

8 1 8 4 1 4 4 1 4

H
Ê ˆ Ê ˆ Ê ˆ

= ¥ + ¥ + ¥Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯

Ê ˆ Ê ˆ Ê ˆ
+ ¥ + ¥ + ¥Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯

fi 2 2 2 2

1 1 1 1 1 1 1 1
4 log 2 log log log

8 1 8 4 1 4 2 1 8 2 1 4
H

Ê ˆ Ê ˆ Ê ˆ Ê ˆ
= ¥ ¥ + ¥ ¥ = ¥ + ¥Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

Using log2 (x) = 3.32 ¥ log10 (x), we can write

fi 10 10

1 1 1 1
3.32 log log

2 1 8 2 1 4
H

È ˘Ê ˆ Ê ˆ
= ¥ ¥ + ¥Í ˙Á ˜ Á ˜Ë ¯ Ë ¯Í ˙Î ˚

Hence, H = 2.5 bits/message Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 4.2.4  An analog signal is quantized into four levels which occur with probabilities p1

= p2 = 0.375 and p3 = p4 = 0.125. Determine the average information per level.

Entropy of Binary Memoryless SourceSOLVED EXAMPLE 4.2.5

Determine the entropy of a binary memoryless source for following three conditions: 

 (i) When the symbol 0 occurs with probability p0 = 0.

 (ii) When the symbol 0 occurs with probability p0 = 1.

 (iii) When the symbols 0 and 1 occur with equal probability.

Solu  on We know that in case of a binary memoryless source, the entropy is given by

 H = –p0 log2 (p0) – (1 – p0) log2 (1 – p0) bits

(i) Case I:  p0  = 0;

 H = – 0 ¥ log2(0) – (1 – 0) ¥ log2 (1 – 0) = 0 – log2 (1) = –log2(2
0)

fi H = 0
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(ii) Case II: p0 = 1; 

 H = 1 ¥ log2 (1) – (1 – 1) ¥ log2 (1 – 1)

fi H = –1 ¥ log2(2°) – (0) ¥ log2(0) = –1 ¥ 0 - 0

fi H = 0

(iii) Case III: The symbols 0 and 1 are equally probable, that is, p0 = p1 = 1/2 

 H = 2 2

1 1 1 1
log  1 log 1

2 2 2 2

Ê ˆ Ê ˆ Ê ˆ
- ¥ - - ¥ -Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯

fi H = 1 1
2 2

1 1
log (2 )  log (2 )

2 2

- -Ê ˆ
- ¥ - ¥Á ˜Ë ¯

fi H = 
1 1 1 1

( 1)  ( 1) +
2 2 2 2

Ê ˆ
- ¥ - - ¥ - =Á ˜Ë ¯

fi H = 1 bit

It implies that the maximum entropy is 1 bit and it is achieved when the symbols 0 and 1 are 

equally probable.

Entropy of Binary SourceSOLVED EXAMPLE 4.2.6

Determine the entropy of a binary source having two independent messages, S0 and S1, with 

respective probabilities as given in the following cases:

 (a) p0 = 0.01 and p1 = 0.99 

 (b) p0 = 0.4 and p1 = 0.6

 (c) p0 = 0.5 and p1 = 0.5

Solu  on We know that the entropy of binary memoryless source is expressed as

 H = 0 2 1 2
0 1

1 1
log logp p

p p

Ê ˆ Ê ˆ
+Á ˜ Á ˜Ë ¯Ë ¯

(a) For given values p0 = 0.01 and p1 = 0.99, we get

 H = 2 2

1 1
0.01 log 0.99 log 0.08

0.01 0.99

Ê ˆ Ê ˆ
¥ + ¥ =Á ˜ Á ˜Ë ¯ Ë ¯

 From the given data, it can be easily seen that the message S1 with probability p1  = 0.99 

will occur most of the time as compared to the message S0 with probably p0 = 0.01. Thus, 

the uncertainty is very less, and, hence, the computed low value of entropy, H = 0.08, is 

justifi ed.

(b) For given values of p0 = 0.4 and p1 = 0.6, we get

 H = 2 2

1 1
0.4 log 0.6 log 0.97

0.4 0.6

Ê ˆ Ê ˆ
¥ + ¥ =Á ˜ Á ˜Ë ¯ Ë ¯

 From the given data, it can be seen that both the messages occur with their respective 

nearly equal probabilities of 0.4 and 0.6, it is quite diffi cult to estimate which message is 

likely to occur. Thus, the uncertainty is more, and hence the computed value of entropy, 

H = 0.97, is justifi ed.
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(c) For given values of p0  = 0.5 and p1 = 0.5, we get

 H = 2 2

1 1
0.5 log 0.5 log 1.00

0.5 0.5

Ê ˆ Ê ˆ
¥ + ¥ =Á ˜ Á ˜Ë ¯ Ë ¯

From the given data, it can be seen that both the messages occur with exactly same probabilities 

of 0.5 each, it is extremely diffi cult or almost impossible to estimate which message is likely to 

occur. Thus, the uncertainty is maximum, and, hence, the computed value of entropy, H = 1.00, 

is also maximum.

Entropy Func  on versus Symbol ProbabilitySOLVED EXAMPLE 4.2.7

Plot the variation of entropy function, H(p) of a binary memoryless source with symbol 

probability, p. 

Solu  on We know that the entropy function, H(p) of a binary memoryless source is given 

by

 H(p) = 2 2

1 1
log (1 )log

(1 )
p p

p p

Ê ˆ Ê ˆ
+ -Á ˜ Á ˜-Ë ¯ Ë ¯

where p is the symbol probability which varies from 0 to 1.

Case I: When p = 0

 H(p = 0) = 
2 2

1 1
0 log (1 0)log

0 (1 0)

Ê ˆÊ ˆ
¥ + -Á ˜ Á ˜Ë ¯ Ë ¯-

 H(p = 0) = 0 + 1 ¥ log2 (1) = 0 + 1 ¥ log2 (2
0)

 H(p = 0) = 0 + 1 ¥ 0 = 0

Case II: When p = 1/2 

 H(p = 1/2) = 
2 2

1 1 1 1
log 1 log

12 1/2 2
1

2

Ê ˆ Ê ˆ Ê ˆ
¥ + -Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ê ˆ-Á ˜Á ˜Ë ¯Ë ¯

 H(p = 1/2) = 1 1
2 2

1 1
log (2 ) log (2 )

2 2
¥ + ¥

 H(p = 1/2) = 
1 1

1 1 1
2 2

¥ + ¥ =

Case III: When p =1

 H(p = 1) = 2 2

1 1
1 log (1 1) log

1 (1 1)

Ê ˆÊ ˆ
¥ + - ¥Á ˜ Á ˜Ë ¯ Ë ¯-

 H(p = 1) = 
0

2 2

1
1 log (2 ) (0) log

0

Ê ˆ
¥ + ¥ Á ˜Ë ¯

 H(p –1) = 1 ¥ 0 + 0 = 0

The plot of the variation of entropy function H(p) of a binary memoryless source with symbol 

probability p is shown in Figure 4.2.1.
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Figure 4.2.1 Plot of Entropy Func  on versus Symbol Probability

The following observations can be made:

(i) The value of H(p0) varies from the minimum value 0 being observed at p0 = 0 as well as at 

p0 = 1; and maximum value 1 at p0 = p1 = 1/2 (the symbols 0 and 1 are equally probable). 

(ii) H(p0) increases from 0 to 1 during the value of p0 from 0 to 1/2, and then H(p0) decreases 

from 1 to 0 during the value of p0 from 1/2 to 1.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 4.2.8  Consider the binary source that generates independent symbols 0 and 1, with 

probabilities equal to p and (1 – p), respectively. If p = 0.1, determine the entropy 

of the binary source.

Entropy of Mul  level SourceSOLVED EXAMPLE 4.2.9

Prove that the entropy of a multilevel discrete memoryless source is maximum, that is, H = log2 

(M) when all the symbols occur with equal probability.

Solu  on Let there be M symbols, each having probability p = 1/M.

Then the entropy of a discrete multilevel memoryless source with equiprobable symbols is 

given by substituting pk = 1/M in the expression 2

1

1
log

M

k
kk

H p
p=

Ê ˆ
= Á ˜Ë ¯Â . That is,

 H = 2

1

1
log

1

M

k

k

p
M=

Ê ˆ
Á ˜Ë ¯Â

fi H = 2

1

log ( )

M

k

k

p M

=
Â

fi H = 2

1

log ( )

M

k

k

M p

=
Â

fi H = log2(M)(p0 + p1 + p2 + ... M times)
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fi H = 2

1 1 1
log ( ) ... timesM M

M M M

Ê ˆ
+ + +Á ˜Ë ¯

fi H = 
2

1
log ( )M M

M

Ê ˆ
¥Á ˜Ë ¯

fi H = log2 (M)

Thus, it is proved that maximum H = log2 (M), if and only if the probability of all symbols is 

equal.

Number of Encoded Bits in a Mul  level SourceSOLVED EXAMPLE 4.2.10

Determine the number of bits required to encode multilevel discrete memoryless source if (a) 

M = 2; (b) M = 4; (c) M = 8.

Solu  on We know that in case of a multilevel discrete memoryless source, the maximum 

value of entropy occurs if and only if the probability of all symbols is equal.

(a) M = 2. A discrete memoryless source with two equiprobable symbols requires at least log2 

2 = log2 2
1 = 1  binary bit to encode these symbols.

(b) M = 4. A discrete memoryless source with four equiprobable symbols requires at least log2 

4 = log2 2
2 = 3 binary bits to encode these symbols.

(c) M = 8. A discrete memoryless source with eight equiprobable symbols requires at least log2 

8 = log2 2
3 = 3 binary bits to encode these symbols.

Entropy of Mul  level SourceSOLVED EXAMPLE 4.2.11

Let there be 4 independent symbols, each having respective probabilities as p0 = 1/8, p1 = 3/8, 

p2 = 3/8, and p3 = 1/8. Determine the entropy of multilevel memoryless source. 

Solu  on We know that the entropy of multilevel memoryless source is given as

 H = 2

1

1
log

M

k
kk

p
p=

Ê ˆ
Á ˜Ë ¯Â ; where M is the number of levels.

For given value of M = 4, we have

 H = 0 2 1 2 2 2 3 2
0 1 2 3

1 1 1 1
log log log logp p p p

p p p p

Ê ˆ Ê ˆÊ ˆ Ê ˆ
+ + +Á ˜ Á ˜Á ˜ Á ˜Ë ¯ Ë ¯Ë ¯ Ë ¯

For given values of p0 = 1/8, p1 = 3/8, p2 = 3/8, and p3 = 1/8; we get

fi H = 2 2 2 2

1 1 3 1 3 1 1 1
log log log log

8 1 8 8 3 8 8 3 8 8 1 8

Ê ˆ Ê ˆ Ê ˆ Ê ˆ
+ + +Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

fi H = 2 2 2 2

1 3 8 3 8 1
log (8) log log log (8)

8 8 3 8 3 8

Ê ˆ Ê ˆ
+ + +Á ˜ Á ˜Ë ¯ Ë ¯

\ H = 1.8 bits/message Ans.
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Entropy of Extended SourceSOLVED EXAMPLE 4.2.12

Consider a discrete memoryless source with source alphabet {sk} = {s0, s1, s2} with respective 

probabilities p0 = 1/4, p1 = 1/4 and p2 = 1/2. Show that H{sk}
n = n ¥ H{sk}, where H{sk}

n is 

the entropy of the extended discrete memoryless source, n is the source symbols in the source 

alphabet {sk}, and H{sk} is the entropy of the original discrete memoryless source.

Solu  on

(1) Entropy for First-order Discrete Memoryless Source: The fi rst-order discrete memoryless 

source generates independent individual symbols, one at a time only. With the source alphabet 

{sk} consisting of given three symbols {sk} = {s0, s1, s2}, it follows that the fi rst-order source 

alphabet {sk}
(1) has three symbols only.

We know that H{sk} = 2

1

1
log

K

k
kk

p
p=

Ê ˆ
Á ˜Ë ¯Â

For given values of k = 0, 1, and 2; we have

fi H{sk} = 0 2 1 2 2 2
0 1 2

1 1 1
log log logp p p

p p p

Ê ˆ Ê ˆ Ê ˆ
+ +Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯Ë ¯

For given probabilities p0 = 1/4, p1 = 1/4 and p2 = 1/2; we get

fi H{sk} = 2 2 2

1 1 1 1 1 1
log log log

4 1 4 4 1 4 2 1 2

Ê ˆ Ê ˆ Ê ˆ
¥ + ¥ + ¥Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯

fi H{sk} = 
2 2 2

1 1 1
log (4) log (4) log (2)

4 4 2
¥ + ¥ + ¥

fi H{sk} = 2 2 1
2 2 2

1 1 1
log (2 ) log (2 ) log (2 )

4 4 2
¥ + ¥ + ¥

fi H{sk} = 
1 1 1 1 1 1

2 2 1
4 4 2 2 2 2

¥ + ¥ + ¥ = + +

\ H{sk} = 
3

bits
2

(2) Entropy for Second-order Discrete Memoryless Source: An extended discrete memoryless 

source of second order generates a number of blocks each with two symbols at a time. With the 

source alphabet {sk} consisting of given three symbols, that is, {sk} = {s0, s1, s2}, it follows that 

the second-order source alphabet {sk}
(2) of the extended discrete memoryless source has nine 

symbols. 

∑ These may be expressed as sk, where k varies from 0 to 8 (that is, nine symbols as s0, s1, 

s2, s3, s4, s5, s6, s7, and s8, with corresponding sequence of symbols of source alphabet 

{sk} as {s0, s0; s0, s1; s0, s2; s1, s0; s1, s1; s1, s2; s2, s0; s2, s1; s2, s2} taking two symbols at a 

time. 

∑ The respective probabilities p(sk), where k varies from 0 to 8 can be computed as below:

 p(s0) = 0 0 0 0 0 0

1 1 1
( , ) ( ) ( )

4 4 16
p s s p s p s p p= ¥ = ¥ = ¥ =

 p(s1) = 0 1 0 1 0 1

1 1 1
( , ) ( ) ( )

4 4 16
p s s p s p s p p= ¥ = ¥ = ¥ =



 Informa  on Theory 4.29

 p(s2) = 0 2 0 2 0 2

1 1 1
( , ) ( ) ( )

4 2 8
p s s p s p s p p= ¥ = ¥ = ¥ =

 p(s3) = 1 0 1 0 1 0

1 1 1
( , ) ( ) ( )

4 4 16
p s s p s p s p p= ¥ = ¥ = ¥ =

 p(s4) = 1 1 1 1 1 1

1 1 1
( , ) ( ) ( )

4 4 16
p s s p s p s p p= ¥ = ¥ = ¥ =

 p(s5) = 1 2 1 2 1 2

1 1 1
( , ) ( ) ( )

4 2 8
p s s p s p s p p= ¥ = ¥ = ¥ =

 p(s6) = 2 0 2 0 2 0

1 1 1
( , ) ( ) ( )

2 4 8
p s s p s p s p p= ¥ = ¥ = ¥ =

 p(s7) = 2 1 2 1 2 1

1 1 1
( , ) ( ) ( )

2 4 8
p s s p s p s p p= ¥ = ¥ = ¥ =

 p(s8) = 2 2 2 2 2 2

1 1 1
( , ) ( ) ( )

2 2 4
p s s p s p s p p= ¥ = ¥ = ¥ =

Thus, the entropy of the second-order extended discrete memoryless source is given as

8
2

2

0

1
{ } ( )log

( )
k k

kk

H s p
p

s

s=

Ê ˆ
= Á ˜Ë ¯Â

2
0 2 1 2 2 2

0 1 2

8 2
8

1 1 1
{ } ( )log ( )log ( )log

( ) ( ) ( )

1
( )log

( )

kH s p p p
p p p

p
p

s s s

s s s

s

s

Ê ˆ Ê ˆ Ê ˆ
= + + +Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯Ë ¯

Ê ˆ
+ Á ˜Ë ¯

 

2
2 2 2 2

2 2 2 2 2

1 1 1 1 1 1 1 1
{ } log log log log

16 1/16 16 1/16 8 1/8 16 1/16

1 1 1 1 1 1 1 1 1 1
log log log log log

16 1/16 8 1/8 8 1/8 8 1/8 4 1/4

kH s
Ê ˆ Ê ˆ Ê ˆ Ê ˆ

= + + +Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

Ê ˆ Ê ˆ Ê ˆ Ê ˆ Ê ˆ
+ + + + +Á ˜ Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯ Ë ¯

2
2 2 2 2 2

2 2 2 2

1 1 1 1 1
{ } log (16) log (16) log (8) log (16) log (16)

16 16 8 16 16

1 1 1 1
log (8) log (8) log (8) log (4)

8 8 8 4

kH s = + + + +

+ + + +

2 4 4 3 4 4
2 2 2 2 2

3 3 3 2
2 2 2 2

1 1 1 1 1
{ } log (2 ) log (2 ) log (2 ) log (2 ) log (2 )

16 16 8 16 16

1 1 1 1
log (2 ) log (2 ) log (2 ) log (2 )

8 8 8 4

kH s = + + + +

+ + + +

fi 2 1 1 1 1 1 1 1 1 1
{ } 4 4 3 4 4 3 3 3 2

16 16 8 16 16 8 8 8 4
kH s = ¥ + ¥ + ¥ + ¥ + ¥ + ¥ + ¥ + ¥ + ¥

fi 2 1 1 3 1 1 3 3 3 1
{ }

4 4 8 4 4 8 8 8 2
kH s = + + + + + + + +
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fi 2 2 2 3 2 2 3 3 3 4 24
{ } 3

8 8
kH s

+ + + + + + + +
= = =

\ H{sk
2} = 3 bits 

The ratio 
2{ } 3 bits

2
{ } (3 2) bits

k

k

H s

H s
= =

fi H{sk
2} = 2 ¥ H{sk}

Therefore, in general this can be represented as

 H{sk
n} = n ¥ H{sk}

 Hence, Proved.

Entropy of Extended SourceSOLVED EXAMPLE 4.2.13

For a lossless channel H(X | Y) = 0 because P(xi | yj) = 0 or 1. Verify it.

Solu  on We know that

 H(X | Y) = 2

1 1

( , ) log ( | )

n m

i j i j

j i

P x y P x y

= =
ÂÂ

But P(xi, yj) = P(yj) P(xi | yj)

\ H(X | Y) = 2

1 1

( ) ( | ) log ( | )

n m

j i j i j

j i

P y P x y P x y

= =
ÂÂ

fi H(X | Y) = 2

1 1

( ) ( | ) log ( | )

n m

j i j i j

j i

P y P x y P x y

= =
Â Â

Given that P(xi | yj) = 0, therefore,

 H(X | Y) = 2

1 1

( ) 0 log 0

n m

j

j i

P y

= =

¥Â Â

fi H(X | Y) = 0 Hence, Verifi ed.

Also, it is given that P(xi | yj) = 1, therefore

 H(X | Y) = 2

1 1 1 1

( ) 1 log 1 ( ) 1 0

n m n m

j j

j i j i

P y P y

= = = =

¥ = ¥Â Â Â Â

fi H(X | Y) = 0 Hence Verifi ed.

Similarly, it can be shown that for a noiseless channel, H(Y | X) = 0 and H(X) = H(Y).

Average Eff ec  ve EntropySOLVED EXAMPLE 4.2.14

Consider the binary sequence, X, for which where apriori source probabilities are specifi ed as 

P(X = 0) = P(X = 1) = 
1

2
. Determine the average effective entropy if the channel produces one 

error in a binary sequence of 100 bits.
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Solu  on For given apriori source probabilities P(X = 0) = P(X = 1) = 
1

2
, we know that the 

entropy of the source is given as H(X)=1 bit/symbol.

The conditional entropy can be expressed as

 H(X|Y) = 2

,

( , ) log ( | )

X Y

P X Y P X Y-Â
Probability of error, Pb = 1 in 100 bits, or Pb = 0.01 (Given)

fi H(X|Y) = –[Pb log2 Pb + (1 – Pb) log2(1 – Pb)]

Putting Pb = 0.01, we get

 H(X|Y) = –[0.01 ¥ log2 0.01 + (1 – 0.01) ¥ log2(1 – 0.01)]

fi H(X|Y) = –[0.01 ¥ log2 0.01 + 0.99 ¥ log2 0.99

fi H(X|Y) = 0.08 bits/symbol

This means that the channel introduces 0.08 bit of uncertainty to each symbol.

As per defi nition of average effective entropy, Heff = H(X) – H(X|Y)

\ Heff = 1 – 0.08 = 0.92 bit/symbol Ans.

Rate of Informa  onSOLVED EXAMPLE 4.2.15

In a system, there are 16 outcomes per second. If the entropy of the system is 31/16 bits/message 

then calculate the rate of information.

Solu  on If a system generates ‘r’ outcomes (messages) per second, the rate of information is 

defi ned as the average number of bits of information per second. Since the entropy is defi ned 

as the average number of bits of information per message (outcome), the rate of information is 

simply the multiplication of number of outcomes per second and the entropy of the system.

Rate of information = No. of outcomes per second × Average no. of bits per outcome

For given data, Rate of information = 16 × (31/16) = 31 bits/second Ans.

Rate of Informa  onSOLVED EXAMPLE 4.2.16

An analog information signal is bandlimited to 5 kHz, and sampled at the Nyquist rate. If the 

entropy of the system is 2.74 bits/message, then what is the rate of information?

Solu  on For given fm = 5 kHz, Nyquist rate, fs = 2 × fm = 2 × 5 = 10 kHz

This implies that the message rate = 10,000 messages/second

Entropy of the system = 2.74 bits/message  (given)

Rate of information = 10,000 messages/second × 2.74 bits/message = 27.4 kbps Ans.

Informa  on RateSOLVED EXAMPLE 4.2.17

An event has four possible outcomes with probabilities of occurrence p1 = p2 = 0.125 and p3 = 

p4 = 0.375, respectively. Determine the entropy of the system and obtain the rate of information 

if there are 8 outcomes per second.

Solu  on The entropy of the system is given as

4

2 1 2 2 2 3 2 4 2
1 2 3 41

1 1 1 1 1
log log log log logk

kk

H p p p p p
p p p p p=

Ê ˆ Ê ˆÊ ˆ Ê ˆ Ê ˆ
= = + + +Á ˜ Á ˜Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯Ë ¯ Ë ¯Â



4.32 Digital Communica  on

Given p1 = 0.125, p2 = 0.125, p3 = 0.375, and p4 = 0.375

2 2 2

2

1 1 1
0.125 log 0.125 log 0.375 log

0.125 0.125 0.375

1
0.375 log

0.375

H
Ê ˆ Ê ˆ Ê ˆ

= ¥ + ¥ + ¥Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯

Ê ˆ
+ ¥ Á ˜Ë ¯

Hence, H = 1.8 bits per level Ans.

We know that the rate of information, R = rH bits/second

For given r = 8, R = 8 ¥ 1.8 = 14.4 bits/second Ans.

Average Symbol Dura  onSOLVED EXAMPLE 4.2.18

In a binary memoryless source, the symbol 0 occurs for 0.1 second and the symbol 1 occurs for 

0.2 second. If the probabilities for occurrence of symbol 0 and symbol 1 are ps1 = 0.4 and ps2 = 

0.6, respectively, determine the average symbol duration. 

Solu  on The average symbol duration, 

1

M

s si si

i

T T p

=

= Â ; where Tsi is the symbol duration and 

psi is the probability of occurrence of the symbol, and M = 2 is the number of symbols produced 

by the source.

For the given binary source (M = 2), 

2

1 1 2 2

1

si si s s s s

i

T T p T p T p

=

= = +Â
Substituting Ts1 = 0.1 second, ps1 = 0.4, Ts2 = 0.2 second, ps2  = 0.6; we get

                        0.1 0.4 0.2 0.6 0.04 0.12 0.16T = ¥ + ¥ = + =  seconds per symbol Ans.

Eff ec  ve Informa  on Bit RateSOLVED EXAMPLE 4.2.19

Consider the binary sequence, X, for which where apriori source probabilities are specifi ed as 

P(X = 0) = P(X = 1) = 
1

2
. If the actual transmitted bit rate is 1000 binary symbols per second, 

calculate the effective information bit rate. Assume that the channel produces one error in a 

binary sequence of 100 bits.

Solu  on Here the actual transmitted bit rate, R = 1000 binary symbols per second (Given)

For given apriori source probabilities P(X = 0) = P(X = 1) = 
1

2
, we know that the entropy of 

the source is given as H(X) =1 bit/symbol.

The conditional entropy, 

 H(X|Y) = 2

,

( , ) log ( | )

X Y

P X Y P X Y-Â
Probability of error, Pb = 1 in 100 bits, or Pb = 0.01 (Given)

fi H(X|Y) = –[Pb log2 Pb + (1 – Pb) log2(1 – Pb)]
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Putting Pb = 0.01, we get

 H(X|Y) = –[0.01 ¥ log2 0.01 + (1 – 0.01) ¥ log2(1 – 0.01)]

fi H(X|Y) = –[0.01 ¥ log2 0.01 + 0.99 ¥ log2 0.99]

fi H(X|Y) = 0.08 bits/symbol

As per defi nition of average effective entropy, Heff = H(X) – H(X | Y)

\ Heff = 1 – 0.08 = 0.92 bit/symbol

\ Effective information bit rate, Reff = R ¥ Heff

fi Reff  = 1000 ¥ 0.92 = 920 bits/second Ans.

Worst-case Eff ec  ve Informa  on Bit RateSOLVED EXAMPLE 4.2.20

In the worst case, the probability of error is given as 0.5 in a binary transmission system. Show 

that the effective information bit rate is zero for any transmitted information bit rate. Assume 

that the binary sequence, X, for which where apriori source probabilities are specifi ed as P(X = 

0) = P(X = 1) = 1/2.

Solu  on Probability of error, Pb = 0.5 (Given)

 H(X|Y) = –[Pb log2 Pb + (1 – Pb) log2(1 – Pb)]

fi H(X|Y) = –[0.5 log2 0.5 + (1 – 0.5 log2 0.5]

fi H(X|Y) = –[0.5 log2 0.5 + 0.5 log2 0.5]

fi H(X|Y) = 1 bit/symbol

For the binary sequence, X, for which where apriori source probabilities are specifi ed as P(X = 

0) = P(X = 1) = 1/2, the entropy of the source, H(X) =1 bit/symbol.

Using the expression, Reff = R ¥ [1 – H(x)], we get

Worst-case effective information bit rate, Reff = R ¥ [1 – 1] = 0 Hence Proved.

Entropy and Code Effi  ciencySOLVED EXAMPLE 4.2.21

The probability of four symbols produced by a discrete memoryless source are 0.5, 0.25, 0.125, 

and 0.125. Determine the entropy of the source. What is the code effi ciency if fi xed-length 

source code is applied to the source symbols?

Solu  on The entropy of the given source is given as

 

4

2 1 2 2 2 3 2 4 2
1 2 3 41

1 1 1 1 1
log log log log logk

kk

H p p p p p
p p p p p=

Ê ˆ Ê ˆÊ ˆ Ê ˆ Ê ˆ
= = + + +Á ˜ Á ˜Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯Ë ¯ Ë ¯Â

Given p1 = 0.5; p2 = 0.25; p3 = 0.125; p4 = 0.125

 
2 2 2 2

1 1 1 1
0.5 log 0.25 log 0.125 log 0.125 log

0.5 0.25 0.125 0.125
H

Ê ˆ Ê ˆ Ê ˆ Ê ˆ
= ¥ + ¥ + ¥ + ¥Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

  H = 1.75 bits per symbol Ans.

For fi xed length source code, 2 bits per symbol are required to encode 4 given symbols.

Therefore, code effi ciency = 1.75/2 ª 0.875 or 87.5% Ans.
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MATLAB simula  on exercises related to entropy,

Scan the QR code given here OR visit: h  p://qrcode.fl ipick.com/index.php/135

Self-Assessment Exercise linked to LO 4.2

Q4.2.1 The four symbols produced by a discrete memoryless source has probability 

as 0.5, 0.25, 0.125, and 0.125 respectively. Find the entropy of the source.

Q4.2.2 Consider a ternary discrete memoryless source generating three different 

symbols s0, s1, and s2 with probabilities 0.335, 0.335, and 0.33 respectively. 

Compute the maximum value of the entropy of the source.

Q4.2.3 Evaluate the entropy of the source, H{sk}, for a discrete memoryless 

source that has an alphabet {sk} = {s1, s2} with respective probabilities 

{pk} = 
1 3

,
4 4

Ï ¸
Ì ˝
Ó ˛

. 

 Q4.2.4 Evaluate and then show that the entropy of the extended source, H{sk
3} 

for a discrete memoryless source that has an alphabet {sk} = {s1, s2} with 

respective probabilities {pk} = 
1 3

,
4 4

Ï ¸
Ì ˝
Ó ˛

 is 2.433 bits per symbol. 

 Q4.2.5 Consider a binary sequence, X, for which where apriori source probabilities 

are specifi ed as P(X = 0) = P(X = 1) = 1/2. If the channel produces one error 

(on the average) in a sequence of 100 bits, compute the conditional entropy 

H(X|Y).

 Q4.2.6 A signal is sampled at the rate of 500 samples per second. The source 

entropy has been computed as 2.0967 bits per symbol. Find the rate of 

information.

 Q4.2.7 An analog signal is bandlimited to B Hz, sampled at the Nyquist rate, and 

the samples are quantized into four independent levels Q1, Q2, Q3, and 

Q4 with probabilities p1 = p2 = 0.125 and p3 = p4 = 0.375, respectively. 

Determine the entropy of the system and obtain the information rate of the 

source.

 Q4.2.8 In a binary memoryless source, the symbol 0 occurs for 0.2 second and 

the symbol 1 occurs for 0.4 second. If the probabilities for occurrence of 

symbol 0 and symbol 1 are ps1= 0.6 and ps2 = 0.4, respectively, then check 

that the average symbol duration is 0.28 seconds per symbol.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 4.2: Discuss the probabilis  c behavior of a source of informa  on, known as entropy 

of binary- and mul  level discrete memoryless source.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/136
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Mid-Chapter CheckMid-Chapter Check

So far you have learnt the following:

 ∑  Discrete and Continuous Messages, Message Sources, Amount of Information and 

its Measure

 ∑ Entropy of Binary- and Multilevel Discrete Memoryless Source

Therefore, you are now skilled to complete the following tasks:

MQ4.1 What is meant by discrete memoryless source? When is a discrete 

source said to have memory?

MQ4.2 How does probability distribution minimize uncertainty?

MQ4.3 Entropy of the source is an important parameter in digital 

communication systems. Elucidate its main features which help the 

system designers. 

MQ4.4 Differentiate between the terms Information and Entropy. Mention the 

signifi cance of entropy of a source in relation to uncertainty.

 MQ4.5 A discrete memoryless source produces a binary symbol with a 

probability of 0.75. Determine the amount of information associated 

with the symbol in bits, nats and decits.

 MQ4.6 Consider a quaternary source generating symbols s0, s1, s2, and s3 with 

probabilities 0.5, 0.25, 0.125, and 0.125 respectively. Compute the 

entropy of the source.

 MQ4.7 If the entropy of the binary source is computed to be 0.97 bit per 

symbol, and the average symbol duration is 0.28 second per symbol, 

then determine the entropy rate of the binary source.

 MQ4.8 An analog information signal is quantized in 8 levels of a PCM system 

with their respective probabilities 
1 1 1 1 1 1 1

, , , , , ,
4 5 5 10 10 20 20

, and 
1

.
20

 

Calculate the entropy of the system.

 MQ4.9 Estimate the rate of information if a source produces messages at the 

rate of r messages per second.

 MQ4.10 Code effi ciency is the ratio of specifi ed entropy of the system and 

the average code word length. The entropy of a discrete memoryless 

source is specifi ed as 1.75 bits. If the average code word length of a 

source code applied to this source is 1.875, then how much effi cient is 

the code?

LO 4.1

LO 4.2

Sure of what you 
have learnt so far? 
For answers, scan 
the QR code

OR

visit h  p://

qrcode.fl ipick.

com/index.php/40

Be ready for the 
next sec  ons!
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4.3  CHARACTERISTICS OF A DISCRETE MEMORYLESS 

CHANNEL

Let us try to interpret the term  channel properly. A channel does not mean the transmitting 

medium only but it also includes the specifi cations of the type of signals such as binary, M-ary, 

simplex (one-way) or duplex (two-way), orthogonal, and the type of receiver used. It is the 

receiver which determines the error probability of a digital communication system.

We know that a communication channel is said to be  discrete channel when both the input 

and output alphabets {Xk}i and{Yk}o have fi nite sizes. A communication channel is said to be 

memoryless channel when the current output symbol depends only on the current input symbols 

and not any of the previous input symbols. A  discrete memoryless channel is a statistical model 

with an input X and an output Y that is a noisy version of X; both X and Y being random 

variables. At regular intervals with every unit of time, the communication channel accepts an 

input symbol X selected from an alphabet {Xk}i and in response, it generates an output symbol 

Y from an alphabet {Yk}o . Thus, a discrete memoryless channel may be described in terms 

of an input alphabet, {Xk}i  specifi ed as {Xk}i  = {x1, x2, ..., xk} and an output alphabet, {Yk}o 

specifi ed as {Yk}o  = {y1, y2, ..., yk}, and a set of conditional (transitional) probabilities specifi ed 

as 
k k

j j

y Y y
p P

x X x

Ê ˆ Ê ˆ=
=Á ˜ Á ˜=Ë ¯ Ë ¯

; for all values of j and k (k ≥ j or k ≤ j, depending upon the channel 

coding); where 0 1k

j

y
p

x

Ê ˆ
£ £Á ˜

Ë ¯
 for all values of j and k.

A convenient way of describing a discrete memoryless channel is to arrange the various 

conditional probabilities of the communication channel in the form of  channel matrix, 

 probability transition matrix, or simply  transition matrix as given below:

1 2

1 1 1

1 2

2 2 2

1 2

J J

K

K

K

J

y y y
p p p

x x x

y y y
p p p

x x x
Y

p
X

y y y
p p p

x x x

Ê ˆÊ ˆ Ê ˆ Ê ˆ
Á ˜Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯Á ˜
Á ˜Ê ˆ Ê ˆ Ê ˆÁ ˜Á ˜ Á ˜ Á ˜Á ˜Ë ¯ Ë ¯ Ë ¯

È ˘ Á ˜Ê ˆ
=Í ˙ Á ˜Á ˜Ë ¯Î ˚ Á ˜Ê ˆ Ê ˆÊ ˆÁ ˜Á ˜ Á ˜Á ˜Á ˜Ë ¯ Ë ¯ Ë ¯Ë ¯

  

  

     

  

∑ Each row in this matrix corresponds to a fi xed channel input, and each column corresponds 

to a fi xed channel output. 

∑ The channel matrix includes all the specifi cations of the channel mentioned above and 

completely specifi es the channel. 

∑ For example, if we decide to use 4-ary digits instead of binary digits over the same physical 

channel, the channel matrix changes to 4 × 4 matrix. 

∑ Similarly, a change in the receiver or the signal power or noise power will change the 

channel matrix.

LO 4.3

Recap
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The  channel matrix has numerous fundamental properties. These are briefl y described here.

Property 1: As evident from the channel matrix, each row contains the conditional probabilities 

of all possible output symbols for a particular input symbol. Thus, the sum of the elements along 

any row of the channel matrix is always equal to unity. That is,

 

1

1

K
k

jk

y
p

x=

Ê ˆ
=Á ˜

Ë ¯
Â ; for all values of j

Property 2: In the event that the channel input X = xj occurs with probability given as p(xj) = P(X 

= xj); for j = 1, 2, …, J, and the channel output Y = yk occurs with probability given as  p(yk) = 

P(Y = yk); for k = 1, 2, …, K then [P(Y)] = [P(X)] [P(Y/X)].

Property 3: The  joint probability distribution of random variables X and Y is given by

 p(xj, yk) = P(X = xj, Y = yk)

fi p(xj, yk) = ( )k
j

j

Y y
P P X x

X x

Ê ˆ=
=Á ˜=Ë ¯

fi p(xj, yk) = ( )k
j

j

y
p p x

x

Ê ˆ
Á ˜
Ë ¯

Property 4:  The marginal probability distribution of the output random variable Y is obtained 

by averaging out the dependence of p(xj, yk) on xj, as given by

 p(yk) = P(Y = yk)

fi p(yk) = 
1

( )

J
k

j
jj

Y y
P P X x

X x=

Ê ˆ=
=Á ˜=Ë ¯

Â

fi p(yk) = 

1

( )

J
k

j
jj

y
P p x

x=

Ê ˆ
Á ˜
Ë ¯

Â ; for k = 1, 2, …, K

Property 5: Given the input  apriori probabilities p(xj) and the channel matrix, that is, the matrix 

of transition probabilities k

j

y
p

x

Ê ˆ
Á ˜
Ë ¯

, then the probabilities of the various output symbols, the 

p(yk), can be calculated.

Property 6: The probabilities p(xj) for j = 1, 2, …, J are known as the apriori probabilities of 

the various input symbols.

Property 7:  Probability of error in the output is given as

 pe(yk) = 

1,

( )

K

k

k
j k

p y

=
π

Â

fi pe(yk) = 

1, 1

( )

K J
k

j
jk j

j k

y
p p x

x= =
π

Ê ˆ
Á ˜
Ë ¯

Â Â

Properties of 

Channel Matrix
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fi pe(yk) = 

1,

K

k
j k
=
≠

∑ (Marginal probability distribution of output random variable Y)

or, pe(yk) = 

1, 1

K J

k j
j k
= =
π

Â Â (Joint probability distribution of random variables X and Y)

Property 8: Probability that the received output will be correct (free of any error) is given as 

pc(yk) = 1 – pe(yk).

Property 9: If the channel matrix of a discrete memoryless channel contains only one non-zero 

element in each column, the channel is described as a  lossless channel. In a lossless channel, no 

source information is lost during transmission.

Property 10: If the channel matrix of a discrete memoryless channel contains only one non-

zero element (i.e., unity) in each row, the channel is described as a  deterministic channel. This 

implies that when a symbol is transmitted through this channel, it is known which output symbol 

will be received.

Property 11: If the channel matrix of a discrete memoryless channel contains only one non-

zero (unity) element in each row as well as in each column (i.e., a channel is both lossless and 

deterministic), the channel is known as  noiseless channel. As the number of input symbols and 

output symbols is the same, the channel matrix is a square matrix. 

Property 12: If the channel matrix of a discrete memoryless channel contains two inputs (x1 = 

0, x2 = 1) and two outputs (y1 = 0, y2 = 1), the channel is symmetric because the probability of 

misinterpreting a transmitted 0 as 1 is the same as misinterpreting a transmitted 1 as 0. Such a 

channel is known as binary symmetric channel.

A  Binary Symmetric Channel (BSC) is a binary channel which can transmit only one of two 

symbols (0 and 1). 6

A non-binary channel would be capable of transmitting more than two symbols, possibly 

even an infi nite number of choices. 

In BSC channel, the transmission is not perfect, and occasionally the receiver gets the wrong 

bit. It is assumed that the bit (1 or 0) is usually transmitted correctly. But it may be received 

inverted (1 for 0, or 0 for 1) with a small probability (known as crossover probability).

 Binary Erasure Channel (BEC) is a binary channel in which a transmitter sends a bit (0 or 1) 

but the receiver either receives the bit, or it receives a message that the bit was not received at 

all because the bit would have been erased. 

The BEC channel is not perfect and sometimes the bit gets erased, that is, the receiver has 

no idea about the bit. 

Unlike the binary symmetric channel, when the receiver gets a bit, it is 100% certain that 

the bit is correct. In this sense, the BEC can be said to be error-free. The only confusion arises 

when the bit is erased.

6 A binary symmetric channel (BSC) is often used in information theory because it is one of the simplest noisy 

channels to analyze. Many problems in communication theory can be reduced to a BSC. If transmission can be 

made effective over the BSC then solutions can be evolved for more complicated channels too.

Binary Symmetric 

Channel

Binary Erasure 

Channel



 Informa  on Theory 4.39

Figure 4.3.1 depicts a general model of a binary erasure channel.

Figure 4.3.1 A General Model of a Binary Erasure Channel

Let {X} be the transmitted random variable with alphabet {0, 1}. A binary erasure channel with 

probability p, is a channel with binary input, and ternary output. Let {Y} be the received variable 

with alphabet {0, e, 1}, where e is the erasure symbol. Then, the channel is characterized by the 

conditional probabilities:

 P(Y = 0 | X = 0) = 1 – p

fi P(Y = e | X = 0) = p

fi P(Y = 1 | X = 0) = P(Y = 0 | X = 1) = 0

fi P(Y = e | X = 1) = p

fi P(Y = 1 | X = 1) = 1 – p

∑ The capacity of a binary erasure channel is (1 – p). 

∑ Intuitively, (1 – p) can be seen to be an upper bound on the channel capacity. 

∑ The source cannot do anything to avoid erasure, but it can fi x them when they happen. For 

example, the source could repeatedly transmit a bit until it gets through. 

∑ There is no need for {X} to code, as {Y}will simply ignore erasures, knowing that the next 

successfully received bit is the one that {X} intended to send. 

∑ Therefore, on an average, the capacity of BEC can be (1 – p). 

∑ This additional information is not available normally and hence (1 – p) is an upper bound.

A channel is called  discrete-input continuous-output channel if the channel input alphabet {X}

is discrete and the channel output alphabet {Y} is continuous. The channel capacity of discrete-

time channel is expressed in bits per channel use. The channel capacity of continuous-time 

channel is expressed in bits per second.7

In a  waveform channel, continuous-time waveforms are transmitted over a channel that adds 

continuous-time  white Gaussian noise to signals. 

7 A combination of a digital modulator and a physical channel is an example of a discrete-input continuous-output 

channel because if the channel receives discrete input signals from the digital modulator, it gives a continuous 

output signal depending upon the characteristics of the physical channel.
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∑ A continuous memoryless channel is related to transmission of analog data as a discrete 

memoryless channel to transmission of digital data. 

∑ A continuous-input channel can be considered as a limiting case of a discrete-input 

channel. 

The concepts of information theory applicable to discrete channels can be extended to 

continuous channels. The concept of different entropies can be defi ned in case of continuous 

channels. The channel capacity of continuous-input channels can be expected to be greater 

than, or equal to the  channel capacity of discrete input channels. Analog data is represented by 

continuous random variables.8

The entropy for continuous random variables {X} is defi ned as

 H(X) = 2

1
( )log

( )
i i

ii

p x dx
p x

•

=-•
Ú

For a continuous channel, 

 I{X; Y} = 2
1 2

( , )
( , ) log

( ) ( )

p x y
p x y dxdy

p x p y

• •

-• -•
Ú Ú

We know that 

 I{X; Y} = H(X) + H(Y) – H(X, Y) = H(X) – H(X | Y) = H(Y) – H(Y | X)

 I{X; Y} = 1
2

( )
( , ) log

( | )

p x
p x y dxdy

p x y

• •

-• -•

- Ú Ú
Hence, I{X; Y} ≥ 0

This means that the mutual information of continuous channel is non-negative.

4.3.1 Mutual Information

The  mutual information, I{X: Y}, of a discrete memoryless channel with the input alphabet, X, 

the output alphabet, Y, and conditional probabilities p(yk/xj), where j = 1, 2, …, J, and k = 1, 2, 

…, K is defi ned as

{ } 2

1 1

( )
; ( , ) log

( )

K J
k j

j k
kk j

p y x
I X Y p x y

p y= =

È ˘
= Í ˙

Î ˚
ÂÂ

where

∑ p(xj, yk) is the  joint probability distribution of the random variables X and Y, and is defi ned 

as p(xj, yk) = p(yk/xj) p(xj),

∑ p(yk/xj) is the  conditional probability or  transitional probability, and is given as p(yk/xj) = 

p[(Y = yk)/(X = xj)] for all values of j and k, and

∑ p(yk) is the  marginal probability distribution of the output random variable Y, and is given 

as 

1

( ) ( )

J
k

k j
jj

y
p y p p x

x=

Ê ˆ
= Á ˜

Ë ¯
Â ; for k = 1, 2, …, K.

8 A number of analog communication systems such as AM, FM, PM use continuous sources (voice signals) and, 

thus use the communication channel (wireless) continuously.



 Informa  on Theory 4.41

In order to calculate the mutual information I{X; Y}, it is necessary to know the input 

probability distribution, p(xj) where j = 1, 2, …, J. Since p(xj) is independent of the channel, the 

mutual information I{X; Y} of the channel with respect to p(xj) can be maximized. The mutual 

information of a channel depends not only on the channel but also on the way in which the 

channel is used. 

From the basic defi nitions of  entropy, we know that it represents  uncertainty about the channel 

input before observing the channel output, and  conditional entropy, which represents uncertainty 

about the channel input after observing the channel output. So it follows that the difference 

between entropy and conditional entropy must represent uncertainty about the channel input 

that is resolved by observing the channel output which is nothing but mutual information of the 

channel.

The  mutual information of the channel can be represented as

 I(X; Y} = H(X) – H(X|Y)

where H(X) is the entropy of the channel input and H(X|Y) is the conditional entropy of the 

channel input given the channel output.

Similarly, I{Y; X} = H(Y) – H(Y | X)

where H(Y) is the entropy of the channel output and H(Y | X) is the conditional entropy of the 

channel output given the channel input.

Property 1: Symmetrical Property

I{X; Y} = I{Y; X} where I{X; Y} is a  measure of the uncertainty about the input of the channel that 

is resolved by observing the output of the channel, and I{Y; X} is a measure of the uncertainty 

about the output of the channel that is resolved by sending the input of the channel.

Property 2: Non-negative Property

The information cannot be lost, on the average, by observing the output of a channel. That is, 

I{X; Y} ≥ 0 where I{X; Y} is a measure of the uncertainty about the input of the channel that is 

resolved by observing the output of the channel.

Property 3: Joint Entropy of Input/Output Channel

The joint entropy of the channel input and the channel output are related with each other. That 

is,

 I{X; Y} = H(X) + H(Y) – H(X, Y) 

where H(X) is the entropy of the channel input, H(Y) is the entropy of the channel output, and 

H(X, Y) is the  joint entropy of the channel input and channel output.

Property 4

 I{X; Y} = H(X) – H(X|Y)

where H(X) is the  differential entropy of X;

H(X | Y) is the  conditional entropy of X, given Y,

and is defi ned as

 H(X|Y) = 
, 2

1
( , ) log  

( )|
X Y

X

p x y dxdy
p x y

• •

-• -•

È ˘
Í ˙
Î ˚

Ú Ú

For a  lossless channel, H(X|Y) = 0, which leads to I{X; Y} = H(X). Therefore, the mutual 

information is equal to the source entropy and no source information is lost during transmission. 
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As a result, the channel capacity of the lossless channel is given by C = {P(xj)} max H(X) = 

log2M bits/message.

Property 5

 I{X; Y} = H(Y) – H(Y|X) 

where H(Y) is the differential entropy of Y; and H(Y|X) is the conditional entropy of Y, given X, 

and is defi ned as

 H(Y | X) = , 2

1
( , ) log

( | )
X Y

X

p x y dxdy
p y x

• •

-• -•

È ˘
Í ˙
Î ˚

Ú Ú

The mutual information between a pair of continuous random variables X and Y is given as

 I{X; Y} = 
, 2

( )|
( , ) log

( )

X
X Y

X

p x y
p x y dxdy

p x

• •

-• -•

È ˘
Í ˙
Î ˚

Ú Ú

where pX,Y(x, y) is the joint probability density function of X and Y, and pX(x | y) is the conditional 

probability density function of X, given Y = y. 

In case of a  deterministic channel (when a particular input symbol is transmitted through it, it 

is known which output symbol will be received), H(Y|X) = 0 for all input distributions of P(xj). 

This leads to I{X; Y} = H(Y), i.e., the information transfer is equal to the output entropy.

Symmetry of Mutual Informa  on of a ChannelSOLVED EXAMPLE 4.3.1

Prove that the mutual information of a channel is symmetric, that is, I{X; Y} = I{Y; X}. 

Solu  on We know that the entropy,

 H(X) = 2

1

1
( )log

( )

J

j
jj

p x
p x=

Ê ˆ
Á ˜
Ë ¯

Â

The sum of the elements along any row of the channel matrix is always equal to unity. That is, 

1

( | ) 1

K

k j

k

p y x

=

=Â ; for all values of j

\ H(X) = 2

1 1

1
( )log ( | )

( )

J K

j k j
jj k

p x p y x
p x= =

Ê ˆ
Á ˜
Ë ¯

Â Â

fi H(X) = 2

1 1

1
( | ) ( ) log

( )

J K

k j j
jj k

p y x p x
p x= =

Ê ˆ
Á ˜
Ë ¯

ÂÂ
But p(yk | xj) p(xj) = p(xj, yk)

\ H(X) = 2

1 1

1
( , ) log

( )

J K

j k
jj k

p x y
p x= =

Ê ˆ
Á ˜
Ë ¯

ÂÂ

The conditional entropy, H(X | Y) = 2

1 1

1
( , ) log

( )

J K

j k
j kj k

p x y
p x y= =

Ê ˆ
Á ˜|Ë ¯

ÂÂ

ATTENTION
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Using the expression, I{X; Y} = H(X) – H(X | Y), we get

 I{X; Y} = 2 2

1 1 1 1

1 1
( , ) log ( , ) log

( ) ( )

J K J K

j k j k
j j kj k j k

p x y p x y
p x p x y= = = =

Ê ˆ Ê ˆ
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ÂÂ ÂÂ

fi I{X; Y} = 
2 2

1 1

1 1
( , ) log log
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J K
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fi I{X; Y} = 2

1 1
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( , ) log
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p x y
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Í ˙Ë ¯Î ˚

ÂÂ
From the defi nition of joint probability distribution of the random variable X and Y, we have

 p(xj, yk) = p(yk | xj) p(xj) = p(yk) p(xj | yk)

fi        
( ) ( )

( ) ( )

j k k j

j k

p x y p y x

p x p y

| |
=

Therefore, I{X; Y} = 2

1 1

( )
( , ) log
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K J
k j
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kk j

p y x
p x y

p y= =

È ˘|Ê ˆ
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Similarly, using the expression, I{Y; X} = H(Y) – H(Y | X), we can get

 I{Y; X} = 2

1 1

( )
( , ) log

( )

K J
k j

j k
kk j

p y x
p x y

p y= =

È ˘|Ê ˆ
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Hence, I{X; Y} = I{Y; X} Hence, Proved.

This shows that the mutual information of a channel is symmetric.

Symmetry of Mutual Informa  on of a ChannelSOLVED EXAMPLE 4.3.2

Prove that the mutual information of a channel is always non-negative, that is, I{X; Y} ≥ 0; 

and I{X; Y} = 0 if and only if, the input and output symbols of the channels are statistically 

independent, that is p(xj, yk) = p(xj) p(yk) for all values of j and k. 

Solu  on We know that p(xj, yk) = p(xj | yk) p(yk)

fi p(xj | yk) = 
( , )

( )

j k

k

p x y

p y

Substituting it in the expression 2
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J K
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jj k

p x y
I X Y p x y

p x= =

È ˘Ê ˆ|
Í ˙= Á ˜
Í ˙Ë ¯Î ˚

ÂÂ , the mutual 

information of the channel can be written as

 I{X; Y} = 2

1 1

( , )
( , ) log

( ) ( )

J K
j k

j k
j kj k

p x y
p x y

p x p y= =

È ˘Ê ˆ
Í ˙Á ˜
Í ˙Ë ¯Î ˚

ÂÂ
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Using the fundamental inequality, 2

1

log 0

K
k

k
kk

q
p

p=

Ê ˆ
£Á ˜Ë ¯Â , we obtain I{X; Y} ≥ 0 and I{X; Y} = 0, 

if and only if, p(xj, yk) = p(xj) p(yk) for all values of j and k.

This shows that the mutual information of a channel is always non-negative.

Mutual Informa  on and Joint EntropySOLVED EXAMPLE 4.3.3

Prove that the mutual information of a channel is related to the joint entropy of the channel input 

and channel output by I{X; Y} = H(X) + H(Y) – H(X, Y).

Solu  on We know that the joint entropy of the channel input and channel output is given by

 H(X, Y) = 2

1 1

1
( , ) log

( , )

J K

j k
j kj k

p x y
p x y= =

È ˘
Í ˙
Í ˙Î ˚

ÂÂ

fi H(X, Y) = 2 2

1 1 1 1

( ) ( ) 1
( , ) log ( , ) log

( , ) ( ) ( )

J K J K
j k

j k j k
j k j kj k j k

p x p y
p x y p x y

p x y p x p y= = = =

È ˘ È ˘
+Í ˙ Í ˙

Í ˙ Í ˙Î ˚ Î ˚
ÂÂ ÂÂ

But the fi rst term 2

1 1

( , )
( , ) log { ; }

( ) ( )

J K
j k

j k
j kj k

p x y
p x y I X Y

p x p y= =

È ˘Ê ˆ
Í ˙ = -Á ˜
Í ˙Ë ¯Î ˚

ÂÂ

\ H(X, Y) = 2

1 1

1
{ ; } ( , ) log

( ) ( )

J K

j k
j kj k

I X Y p x y
p x p y= =

È ˘
- + Í ˙

Í ˙Î ˚
ÂÂ

fi H(X, Y) = 2 2

1 1 1 1

1 1
{ ; } log ( , ) log ( , )

( ) ( )

J K K J

j k j k
j kj k k j

I X Y p x y p x y
p x p y= = = =

È ˘ È ˘
- + +Í ˙ Í ˙

Í ˙ Î ˚Î ˚
Â Â Â Â

fi H(X, Y) = 2 2

1 1

1 1
{ ; } ( )log ( )log

( ) ( )

J K

j k
j kj k

I X Y p x p y
p x p y= =

È ˘ È ˘
- + +Í ˙ Í ˙

Í ˙ Î ˚Î ˚
Â Â

fi H(X, Y) = –I{X; Y} + H(X) + H(Y)

Hence, I{X; Y} = H(X) + H(Y) – H(X, Y) Hence, Proved

A Binary Symmetric Channel ModelSOLVED EXAMPLE 4.3.4

Draw a general model of a binary symmetric channel. Show that the mutual information of 

the binary symmetric channel is given by I{X; Y} £ 1 – H(p), where H(p) is the entropy of the 

channel.  

Solu  on Figure 4.3.1 depicts a general model of a binary symmetric channel.

A binary symmetric channel is a channel with binary input and binary output and probability of 

error p; that is, if {X}is the transmitted random variable and {Y} the received variable, then the 

channel is characterized by the conditional probabilities:

 P(Y = 0 | X = 0) = 1 – p

fi P(Y = 1 | X = 0) = p

fi P(Y = 1 | X = 0) = P(Y = 0 | X = 1) = p
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fi P(Y = 0 | X = 1) = p

fi P(Y = 1 | X = 1) = 1 – p

Figure 4.3.2 General Model of a Binary Symmetric Channel

It is assumed that 0 £ p £ 1/2. If p > 1/2 then the receiver can swap the output (interpret 1 when 

it sees 0, and vice versa) and obtain an equivalent channel with probability 1 – p £ 1/2 .

The mutual information is given by

 I{X; Y} = H(Y) – H(Y | X)

fi I{X; Y} = ( ) ( ) ( )

x

H Y p x H Y X x- | =Â

fi I{X; Y} = ( ) ( ) ( )

x

H Y p x H p- Â

where H(p) = –p log2 p – (1 – p) log2 (1 – p)

fi I{X; Y} = H(Y) – H(p) ∵ ( ) 1

x

p x =Â
fi I{X; Y} £ 1 – H(p)

The inequality sign follows because {Y} is a binary random variable. 

If p(Y = 1) = p(Y = 0) = 0.5, then and only then I{X; Y} = 1 – H(p). This is equivalent to 

uniform input distribution p(X = 1) = p(X = 0) = 0.5.

Self-Assessment Exercise linked to LO 4.3

 Q4.3.1 What do you mean by a channel from the engineering perspective?

 Q4.3.2 A discrete memoryless channel can be best described in the form of channel 

matrix. Represent it mathematically. Give an account of various properties 

of channel matrix.

 Q4.3.3 Prove the following properties of mutual information:

   I{X; Y} = I{Y; X} and I{X; Y} ≥ 0.

 Q4.3.4 Defi ne mutual information for a lossless channel and deterministic 

channel.

 Q4.3.5 Compare and contrast between binary symmetric channel and binary 

erasure channel.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/140
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�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 4.3: Illustrate the proper  es of discrete memoryless channel and mutual informa  on.

4.4 SHANNON’S CHANNEL-CODING THEOREM

We have seen that the messages of a source with entropy H can be encoded by using an average 

of H bits (or, digits) per message. This type of source encoding has zero redundancy. All real-

life communications channels are affected by noise. Hence, if we transmit these source-encoded 

data over a noisy communications channel, there will be some bits received in errors. 

In a typical noisy channel, the  probability of bit error may be as high as 10–2 (that is, on an 

average, 1 bit out of every 100 bits that are transmitted over this channel will be received in 

error).

Various application areas require high reliability of digital communication, for example, 10–6

for voice band data and Internet access, 10–7 for video telephony and high speed computing. 

Such a highly reliable communication over noisy (unreliable) channel can be carried out by 

introducing  channel coding in which the controlled amount of redundant data is added in the 

transmitted data stream. The channel decoder exploits this redundancy so as to reconstruct the 

original source data sequence as accurately as possible.

Now the question arises here as how to determine the number of redundant bits to be added 

for desired level of reliable communication. Before that we must know whether there exists a 

channel coding scheme which can ensure small arbitrarily probability of error when data is sent 

over a given noisy channel. The answer is provided by  Shannon’s channel-coding theorem, also 

known as  Shannon’s second theorem. 

Let a  discrete memoryless source (DMS) with an alphabet X have entropy H(X) and produce 

symbols every Ts seconds.

Let a discrete memoryless channel have a capacity C and be used once every Ts seconds.

The communication channel is said to be memoryless channel when the current output symbol 

depends only on the current input symbols and not any of the previous input symbols. 

Then as per the statement of Shannon’s channel-coding theorem, if

  

( )

s c

H X C

T T
£

there exists a coding scheme for which the source output can be transmitted over the noisy 

channel and be reconstructed with an arbitrarily small  probability of error.

Conversely if

  

( )

s c

H X C

T T
£

then it is not possible to transmit source data over the noisy channel and reconstruct it with an 

arbitrarily small probability of error.

LO 4.4

Recap

ExampleExample

Reliable Data 

Transmission–A 

Necessity

Shannon’s 

Channel-Coding 

Theorem

Recall
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For the binary symmetric channel, for which entropy H(X) = 1 bit, we can say that 

  
1

s c

C

T T
£

In such situation, the  probability of error can be made arbitrarily low by the use of an 

appropriate channel coding scheme.

fi  
c

s

T
C

T
£

But the ratio c

s

T

T
 equals the  information rate, R of the  channel encoder (sometimes known 

as  code rate), that is,

  
c

s

T
R

T
=

Hence,  R C£
Given a source of M equally likely messages, with M   1, which is generating information at 

a rate R, are to be transmitted over a noisy channel with channel capacity C (bits/sec). Then, if

R £ C, then there exists a  channel coding scheme such that the transmitted messages can be 

received in a receiver with an arbitrarily small probability of error.

Shannon’s channel-coding theorem is a very important result in information theory. According 

to this theorem, one can transfer information through a communication channel of capacity C 

(bits/sec) with an arbitrarily small probability of error if the source of information rate R is less 

than or equal to C. Thus, this theorem indicates that even in presence of inevitable channel noise 

during transmission of digital data, error-free transmission is possible if R £ C. 

The R = C puts the fundamental limit on the rate of information at which reliable commu-

nication can be carried out over a noisy  DMS channel. It is worthwhile to note here that the 

Shannon’s channel-coding theorem tells us about the existence of some channel codes that can 

achieve reliable communications in a noisy environment. But it does not give us any clue about 

the construction of these codes. In the next chapter we shall discuss some good channel codes.

We consider a digital communication system using binary symmetric channel. We know that 

a  binary symmetric channel (BSC) is a binary channel which can transmit only one of two 

symbols 0 and 1. Due to channel noise, occasionally the receiver gets the inverted bit (i.e., 1 for 

0, or 0 for 1) with a small probability (also known as  crossover probability).

Figure 4.4.1 shows a functional block schematic of a digital communication system using 

binary symmetric channel. 

Figure 4.4.1 Binary Symmetric Channel

Interpretation

Signifi cance of 

Theorem

Implementation 

in a Binary 

Symmetric 

Channel (BSC)
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Consider a discrete memoryless source that generates equally likely binary symbols (0s and 1s) 

once every Ts seconds where Ts is the symbol period. That means, the symbol 0 occurs with 

probability p0 (say), and symbol 1 occurs with probability p1 = (1 – p0), such that p0 = p1 = 
1

2
, 

as applicable to binary symmetric channel. 

The entropy of such a source is given by

 H(X) = 0 2 1 2
0 1

1 1
log logp p

p p

Ê ˆ Ê ˆ
+Á ˜ Á ˜Ë ¯Ë ¯

fi H(X) = 2 2

1 1 1 1
log  log

2 1 2 2 1 2

Ê ˆ Ê ˆ
+Á ˜ Á ˜Ë ¯ Ë ¯

fi H(X) = 1 1
2 2

1 1
log (2 )  log (2 )

2 2

Ê ˆ
+ Á ˜Ë ¯

fi H(X) = 
1 1 1 1

1 1 +
2 2 2 2

¥ + ¥ =  

fi H(X) = 1 bit/source symbol

Thus, the  entropy H(X) attains its maximum value of 1 bit/source symbol in case of binary 

symmetric channel.

Let the information data sequence from the  discrete memoryless source be applied to a  binary 

channel encoder which produces a symbol once every Tc seconds.

Hence, the encoded symbol transmission rate is 1/Tc symbols/second.

The channel encoder occupies the use of a  binary symmetric channel once every Tc 

seconds.

Hence, the channel capacity per unit time = C/Tc bits/second where C is the channel 

capacity. 

We know that the  channel capacity C of binary symmetric channel is related to the entropy 

H(X) of  binary memoryless source and is given as

 C = 1 – H(X)

But H(X) = 0 2 1 2
0 1

1 1
log logp p

p p

Ê ˆ Ê ˆ
+Á ˜ Á ˜Ë ¯Ë ¯

Substituting p0 = p, and p1 = (1 – p), we get

 C = 2 2

1 1
1 log (1 )log

(1 )
p p

p p

Ï ¸Ê ˆ Ê ˆÔ Ô- + -Ì ˝Á ˜ Á ˜-Ë ¯ Ë ¯Ô ÔÓ ˛

Application of this result is illustrated in the following solved example.

Applica  on of Shannon’s Channel-Coding TheoremSOLVED EXAMPLE 4.4.1

Consider a binary symmetric channel with transition probability, p = 0.01. Show that a suitable 

channel code exists for information rate, R £ 0.9192. 

Solu  on A binary symmetric channel with transition probability, p is shown in Fig. 4.4.2.

Entropy of BSC

Channel Capacity 

of BSC
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Figure 4.4.2 Binary Symmetric Channel with p = 0.01

We know that 

 C = 2 2

1 1
1 log (1 )log

(1 )
p p

p p

Ï ¸Ê ˆ Ê ˆÔ Ô- + -Ì ˝Á ˜ Á ˜-Ë ¯ Ë ¯Ô ÔÓ ˛

Since value of p = 0.01, we have

fi C = 2 2

1 1
1 0.01 log (1 0.01) log

0.01 (1 0.01)

Ï ¸Ê ˆÊ ˆÔ Ô- ¥ + - ¥Ì ˝Á ˜ Á ˜Ë ¯ Ë ¯-Ô ÔÓ ˛

fi C = 0.9192

According to Shannon’s theorem, for any arbitrary small probability of error, that is, e > 0, we 

have

 R £ C 

fi R £ 0.9192

This clearly shows that there exists a code of large enough length, n and information rate, R and 

an appropriate decoding algorithm, such that when the code is used on the given channel, the 

average probability of decoding error is less than e. 

4.4.1 Channel Capacity

A channel that possesses Gaussian noise characteristics is known as a  Gaussian channel. The 

study of the characteristics of the Gaussian channel is very much essential because these channels 

are often encountered in practice. The results obtained with Gaussian channel generally provide 

a lower bound on the performance of a system with non-Gaussian channel.

We know that when the thermal noise power has a uniform  power spectral density, it is referred 

to as  white noise (the adjective ‘white’ is used in the same sense as it is used with white light, 

which contains equal amount of the whole range of frequencies within the visible band of 

electromagnetic transmission). In other words, the power spectral density of white noise is fl at 

for all frequencies (from –• to +•).

Generally, the probability of occurrence of the white noise level is represented by Gaussian 

distribution function, and it is known as  white Gaussian noise. If the band-limited white 

What is a 

Gaussian 

Channel?

Recall

AWGN Channel
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Gaussian noise is linearly added with input during transmission through a channel, then it is 

called  additive white Gaussian noise (AWGN), and the channel is called  AWGN channel.

We have seen that the theoretical channel capacity C is the maximum error-free information 

rate achievable on an optimum digital communication system. This is true without any 

restrictions except for channel bandwidth B, transmitted signal power P, and white Gaussian 

channel noise power spectral density N0/2 (N0/2 is two-sided power spectral density of the noise 

in Watts/Hz).

 Shannon channel capacity theorem establishes a relationship between the channel capacity of a 

continuous channel of bandwidth B Hz, infl uenced by additive white Gaussian noise of power 

spectral density N0/2 and limited in bandwidth to B Hz.

Consider a zero-mean stationary random process X(t) that is band-limited to B Hz. Let Xk 

(where k = 1, 2, …, n) denote the continuous random variables obtained by uniform sampling 

of the process X(t) at the rate of 2B samples per second, as per the  Nyquist criterion. We refer to 

Xk as a sample of the transmitted signal. These samples are then transmitted in T seconds over a 

noisy channel, also band-limited to B Hz. Hence, the number of samples, n is given by

 n = 2B ¥ T

The output of the channel is infl uenced by additive white Gaussian noise (AWGN) of zero-

mean and two-sided power spectral density N0/2. The noise is also band-limited to B Hz. 

Figure 4.4.3 Simple Model of a Discrete-Time Memoryless Gaussian Channel

Let the continuous random variable Yk(k = 1, 2, …, n) denote samples of the statistically 

independent received signal. Then

 Yk = Xk + Nk (k = 1, 2, …, n)

The noise sample, Nk is Gaussian with zero mean and variance given by

 s
2 = N0 B

The  information capacity, or  channel capacity is defi ned as the maximum of the mutual 

information between the channel input Xk and the channel output Yk over all distributions on 

the input Xk that satisfy the power constraint as E[Xk
2] = P, where P is the average transmitted 

power because the transmitter is power limited. It is, therefore, reasonable to defi ne the channel 

capacity of the channel as 

 C = max{I(Xk; Yk): E[Xk
2] = P}

Shannon Channel 

Capacity 

Theorem

Mathematical 

Analysis
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where I(Xk; Yk) denote the average  mutual information between a sample of the transmitted 

signal, Xk, and the corresponding sample of the received signal, Yk, and the maximization is 

performed with respect to the  probability density function of Xk.

We know that I(Xk; Yk) = H(Yk) – H(Yk | Xk)

where H(Yk) is the  differential entropy of sample Yk of the received signal and H(Yk | Xk) is the 

 conditional differential entropy of Yk, given Xk. 

Since Xk and Nk are independent random variables, and Yk = Xk + Nk, therefore,

 H(Yk | Xk) = H(Nk)

Hence, I(Xk; Yk) = H(Yk) – H(Nk)

Since H(Nk) is independent of the distribution of Xk, maximizing I(Xk; Yk) requires 

maximizing H(Yk). For H(Yk) to be the maximum, Yk has to be the  Gaussian random variable. 

Since it is assumed that Nk is Gaussian, the sample Xk of the transmitted signal must be Gaussian 

too. Thus, channel capacity is maximum when the samples of the transmitted signal are also 

Gaussian in nature. That means

 C = I(Xk; Yk): Xk Gaussian

fi C = H(Yk) – H(Nk): Xk Gaussian

It may be noted here that the power-limited Gaussian channel models are not only theoretical. 

There are many practical communication channels including radio and satellite links.

This principle is used in spread spectrum communication systems such as code division multiple 

access (CDMA) based 2G and 3G mobile communication systems. 

The variance of sample Yk of the received signal equals P + s2. Therefore, the differential 

entropy of Yk is given as

 H(Yk) = 2
2

1
log 2 ( )

2
e Pp sÈ ˘+Î ˚

where P is the average power of power-limited input signal, that is, E[Xk
2] = P and s2 is the 

variance of noise sample, Nk.

The differential entropy of Nk, 
2

2

1
( ) log (2 )

2
kH N ep s= . Thus, 

 C = 
2 2

2 2

1 1
log 2 ( ) log (2 )

2 2
e P ep s p sÈ ˘+ -Î ˚

fi C = 

2

2 2

1 2 ( )
log

2 2

e P

e

p s

p s

È ˘+
Í ˙
Í ˙Î ˚

fi C = 2 2

1
log 1

2

P

s

Ê ˆ
+Á ˜Ë ¯  bits per channel use

For transmission of n samples of the process X(t) in T seconds, the channel is used n times. 

The channel capacity per unit time is given by

 C = 2 2

1
log 1

2

n P

T s

Ê ˆ Ê ˆ
¥ +Á ˜ Á ˜Ë ¯ Ë ¯  bits/second

ExampleExample
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Using n = 2 BT, and s2 = N0B, we have

 2
0

log 1
P

C B
N B

Ê ˆ
= +Á ˜Ë ¯

 bits/second

This is the expression which relates the channel capacity or information capacity of a channel 

having B Hz, infl uenced by additive white Gaussian noise (AWGN) of power spectral density 

N0/2 and band-limited to B Hz, where P is the average transmitted power.

 Channel capacity theorem, also known as the  information capacity theorem, is one of the most 

remarkable results of information theory. It highlights the trade-off among three key system 

parameters: channel bandwidth (B Hz), average transmitted power (P Watts) or equivalently 

average transmitted signal power S Watts, and one-sided noise power spectral density N0 at the 

channel output, or N = 2B ¥ (N0/2) = N0B is the average noise power in Watts. Therefore, we can 

re-write the above expression as

 2log 1
S

C B
N

Ê ˆ
= +Á ˜Ë ¯

where C represents the  channel capacity of a white-noise band-limited Gaussian channel 

(expressed in bits per seconds), B is the channel bandwidth in Hz, S is the average power of 

the transmitted signal within the bandwidth B of the channel (expressed in Watts), and N is the 

average power of the white Gaussian noise within the bandwidth B of the channel (expressed 

in Watts).

This expression is also known as  Shannon–Hartley theorem, or sometimes called  Shannon-

Hartley’s law. It may be noted that while the channel capacity is linearly related to the bandwidth 

B, it is logarithmically related to the signal-to-noise power ratio (S/N). This means that it is 

easier to increase the capacity of a given communication channel by increasing its bandwidth, 

rather than by increasing the transmitted power.

The Shannon expression provides the relationship between the theoretical ability of a 

communication channel to transmit information without errors for a given signal-to-noise 

ratio and a given bandwidth of the channel. Shannon modeled the communication channel at 

baseband. However, this expression is also applicable to a RF channel based on AWGN model. 

It is assumed that the intermediate frequency (IF) fi lter has an ideal (fl at) bandpass frequency 

response over at least 2B bandwidth. 

Combination of Shannon’s channel coding theorem and Shannon-Hartley theorem is known as 

 Shannon’s third theorem. we fi nd that for given average signal power S and channel bandwidth 

B, we can transmit information over the Gaussian channel at the rate of C bits per second as given 

by C = B log2 (1 + S/N) with arbitrarily small probability of error (by employing suffi ciently 

complex encoding scheme) and it is not possible to transmit at a rate greater than C.

Clearly, this theorem sets a fundamental limit on the data rate (bits per seconds) at which error-

free transmission can be achieved for a power-limited, band-limited Gaussian channel. This limit 

can be approached only if the transmitted signal too has statistical properties approximating 

those of white Gaussian noise.

Assume Gaussian channel that is limited in both power and bandwidth. We know that the 

channel capacity or information capacity C of a channel having its bandwidth B Hz, infl uenced 

by additive white Gaussian noise (AWGN) of two-sided power spectral density N0/2 and band-
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limited to B Hz is given by

 C = 2
0

log 1
P

B
N B

Ê ˆ
+Á ˜Ë ¯

where P is the average transmitted power, which can be expressed in terms of transmitted 

energy per bit Eb as

 P = EbC

Therefore, C = 2
0

log 1 bE C
B

N B

Ê ˆ
+Á ˜Ë ¯

fi           2
0

log 1 bE CC

B N B

Ê ˆ
= +Á ˜Ë ¯

Taking antilog on both sides, we have

fi 2C/B = 
0

1 bE C

N B
+

Re-arranging the terms, we get

fi 
0

bE C

N B
 = 2C/B – 1

fi           
0

2 1C B
bE

N C B

-
=

This expression defi nes the signal-per-bit to noise power spectral density ratio Eb/N0 in terms 

of the  bandwidth effi ciency C/B (bps/Hz) for an ideal system, which is defi ned as the system 

that transmits data at a bit rate R equal to the channel capacity C. 

That is, for an ideal system, C = R

Hence,        
0

2 1R B
bE

N R B

-
=

For an infi nite bandwidth, the ratio Eb/N0 approaches the limiting value which can be 

determined as

0 0

lim log2 0.693,b b

B

E E

N NÆ•
•

Ê ˆ Ê ˆ
= = =Á ˜ Á ˜Ë ¯ Ë ¯

 or –1.6 dB

Thus, the minimum value for Eb/N0 is –1.6 dB and is called the  Shannon limit for an AWGN 

channel. This means that if ideal (unknown)  channel coding and decoding is employed at the 

respective transmitter and receiver of a digital communication system, then error-free data will 

be recovered at the receiver output, provided that the Eb/N0 at the receiver input is more than 

–1.6 dB. Any practical system will perform worse than this ideal system described by Shannon’s 

limit. Therefore, the goal of system designer is to fi nd practical channel codes that approach the 

performance of Shannon’s ideal (unknown) code.

The corresponding limiting value of the channel capacity will be

 C• = 2 2
0 0

lim lim log 1 log
B B

P P
C B e

N B NÆ• Æ•

Ï ¸Ê ˆÔ Ô= + =Ì ˝Á ˜Ë ¯Ô ÔÓ ˛
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It also implies that there may be certain system parameters which may ensure error-free 

transmission (R < C), and R = C is the  critical bit rate. Moreover, there exists a potential trade-

off among three key system performance parameters, namely Eb /N0, R/B, and the probability 

of error Pe.

Thus, the  Shannon–Hartley theorem relates to the power-bandwidth trade-off and results 

in the Shannon limit of –1.6 dB of theoretical minimum value of Eb /N0, that is necessary to 

achieve an arbitrary low error probability over an AWGN channel. In fact,  channel capacity 

imposes a limit on error-free transmission. The upper limit for reliable information transmission 

rate in a bandlimited AWGN channel is given by

 R £ B log2 (1 + S/N) bits per second

Theoretically, the maximum transmission rate possible is the channel capacity in accordance 

with the Nyquist rate samples.

Practically, Shannon–Hartley’s Law can be applied for transmission of a sound or video signal 

whose bandwidth exceeds the channel capacity by taking more time than normal. However, this 

is not allowed in real-time communication as in a telephone conversation. For example,

∑ The transmission speed achieved by the ITU V.34 standard QAM modem approaches the 

Shannon-limit for a dial-up telephone line. 

∑ Depending on the S/N ratio, the line may not accommodate the maximum data rate; in this 

case, the modem automatically slows down to accommodate the line. 

∑ To communicate at data rates near the Shannon limit, modems must apply  equalization to 

the line to compensate for its uneven frequency and phase response. 

∑ In fact, the ITU V.90 standard modems operate at a maximum data rate of 33.6 kbps and 

do not violate the Shannon limit.

In general,  information is referred as the knowledge or intelligence that is communicated 

between two or more points. As mentioned earlier, the study of  information theory is highly 

theoretical about the effi cient use of channel bandwidth to transmit information from source 

to destination through electronic communications systems. Information theory can be used to 

determine the information capacity of a digital communication system.  Information capacity is 

a measure of the amount of information data that can be transmitted through a communication 

system. In fact, it represents the number of independent digital symbols (expressed in bits) that 

can be carried through a system in a given unit of time. 

R Hartley of Bell Telephone Labs developed a useful relationship among information capacity, 

bandwidth, and transmission time. As per  Hartley’s Law, the information capacity in bits per 

second is given as

 I μ B × t

where B is the channel bandwidth in Hz, and t is transmission time in seconds. Thus, information 

capacity is a linear function of channel bandwidth and transmission time. If either the channel 

bandwidth or transmission time changes, the information capacity too changes in the same 

proportion. It is often convenient to express the information capacity of a digital communication 

system as a  bit rate. 

As discussed earlier, if the channel bandwidth is doubled, the information capacity of a 

communications channel is also doubled. 

As per Hartley’s law, there is no theoretical limit to the amount of information that can be 

transmitted in a given channel bandwidth provided there is suffi cient time to send it. That is, 
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a large amount of information can be transmitted in a small bandwidth by using more time. 

Thus, we can say that the information data rate and the channel bandwidth are theoretically 

interchangeable.

So far we have discussed digital transmission using binary (two-level i.e. 1 and 0) encoding. It 

is often advantageous to encode at a level higher than binary, known as M-ary, where M simply 

represents a digit that corresponds to the number of levels possible for a given number of binary 

variables. For example, 

∑ A digital signal with four possible levels or conditions (in terms of voltage levels, 

frequencies or phases) is an M-ary system where M = 4. 

∑ Similarly, if there are eight possible levels, M = 8 and in case of 16 possible levels, M = 16 

and so on. 

In general, we can express the number of bits necessary to produce a given number of levels 

as

 n = log2 M

This expression can be rearranged as 2n = M. 

For example, with two number of bits, 22 = 4 levels are possible, with three bits, 23 = 8 levels 

are possible, and so on. Binary is a case of n = 1, 21 = 2 levels are possible.

In a  noise-free communication channel, with  multilevel signaling the  channel capacity, C 

(expressed in bits per seconds) as per  Nyquist criterion is given as

 C = 2B log2 M; for M > 2

where B is the channel bandwidth in Hz, and M is the number of discrete levels. 

It is quite obvious that channel bandwidth and average transmitted power are two primary 

communication resources in any communication systems. Recall that each type of 

communication channel has its own characteristics including frequency or range of frequencies, 

called its  bandwidth. We know that the frequency spectrum of a transmitted signal fully 

describes the signal in the frequency domain, containing all its components. It is desirable that a 

communication channel must pass every frequency component of the transmitted signal, while 

preserving its amplitude and phase. But no communication channel or transmission medium is 

perfect! In fact, each transmitting medium passes some frequencies, weakens others, and may 

block still others, thereby producing signal distortions. 

Similarly, the transmitted power determines the signal-to-noise power ratio (S/N) at the 

receiver input. This, in turn, determines the allowable distance (operating range) between the 

transmitter and receiver for an acceptable signal quality. The S/N at the receiver determines 

the noise performance of the receiver which must exceed a specifi ed level for satisfactory 

communication over the channel. 

So, we must utilize these two communication resources –  channel bandwidth and average 

transmitted power effi ciently.

Transmitted signal is distorted in propagating through a channel because of noise, 

interference, distortion due to nonlinearities and imperfections in the frequency response of 

the channel. However, it is desirable that the received signal should be the exact replica of the 

transmitted signal. 
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Communication channels may be classifi ed as band-limited or power-limited channel. For 

example, the telephone communication link is a band-limited channel whereas a satellite 

communication link is typically power-limited channel. If the channel bandwidth does not 

match with the frequency spectrum of the transmitted signal, some of the frequency components 

of that signals may be highly attenuated and not received.

What happens when the spectrum of the transmitted signal is different from that of communication 

channel? 

To understand it, let us consider an example. A transmitting medium has a bandwidth of

1 kHz and can pass frequencies from 3 kHz to 4 kHz. Can a signal having bandwidth of 1 kHz in 

a spectrum with frequencies from between 1 kHz and 2 kHz be passed through this medium? 

The answer is No! 

The signal will be totally attenuated and lost. Although the bandwidth of the signal matches 

with that of the transmitting medium but its spectrum does not match. 

Therefore, it is essential that the bandwidth as well as the frequency spectrum of the 

communication channel must match with that of the signal to be transmitted. Note the 

following: 

∑ Analog transmission can use a bandpass channel but digital transmission needs a low-pass 

channel (theoretically between zero and infi nity). 

∑ A bandpass channel is generally available as compared to a low-pass channel because the 

bandwidth of a transmitting medium can be divided into several bandpass channels to carry 

multiple transmissions.

In a  noise-free communication channel (ideal channel), the limitation on  data rate of the 

transmitted signal is mainly constrained by the available bandwidth of the communication 

channel. That means the bandwidth of the communication channel must be large enough to pass 

all the signifi cant frequencies of the information data and transmitted signal. We can say that a 

communication channel cannot propagate a signal that contains a frequency which is changing 

at a rate greater than the bandwidth of the channel. Thus, the usable bandwidth of the channel 

is one of the important parameters which determine the  channel capacity and  signal-to-noise 

ratio. 

Recall that the channel capacity (also known as  information-carrying capacity) refers to 

the maximum data transmission rate at which the digital transmission is theoretically possible 

without any errors. For a given channel bandwidth, it is desirable to get as high data rate as 

possible at a specifi ed limit of error rate. 

∑ For binary information, the data rate that can be supported by channel bandwidth of B Hz 

is 2B bits per second (bps). 

∑ Alternatively, the highest data rate that can be supported is 2B bps in a given bandwidth of 

B Hz. 

So, the greater the available bandwidth, the higher is the channel capacity. 

In a practical communication system, the channel is not noise free. We have seen that according 

to Claude E. Shannon, the channel capacity (C) of a communication channel is related to 

channel bandwidth (B Hz) and signal-to-noise power ratio (S/N) by the expression

 C = B log2 (1 + S/N)

From the Shannon’s limit for channel capacity, it can be interpreted that for a given level of 

noise, the data rate or the channel capacity can be increased by increasing either bandwidth or 
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the signal strength. However, we have to remember that in case the bandwidth B is increased, 

more noise is introduced to the system since the noise is assumed to be white noise (i.e.

N = kTB). Thus, as B increases, S/N decreases. As the signal strength (S) is increased, the noise 

also increases due to non-linearity effects of the system. 

The  Shannon–Hartley theorem indicates that we may trade-off bandwidth for S/N ratio and vice 

versa. For example, for B = 4 kHz and S/N = 7 (assume), we have 

 C = 4 kHz ¥ log2 (1 + 7) = 4 kHz ¥ log2 2
3 = 12 kbps

Now, if bandwidth is reduced by 25% (i.e., B = 3 kHz) and S/N is increased by more than 

100% (i.e., S/N = 15, say), then

 C = 3 kHz ¥ log2 (1 + 15) = 3 kHz ¥ log2 2
4 = 12 kbps (same as before)

It may be noted that when B decreases from 4 kHz to 3 kHz, the noise power also decreases 

by 3/4 times. Thus, the signal power will have to be increased by the factor (3/4 × 15/7 =) 1.6, 

i.e. 60%. This implies that the 25% reduction in channel bandwidth requires a 60% increase in 

signal power for the same channel capacity. So there is a trade-off between bandwidth and S/N 

ratio and is not limited by a lower limit on channel bandwidth. 

As per  Shannon–Hartley theorem, the channel capacity of a bandlimited additive white Gaussian 

noise channel is given by

 C = B log2 (1 + S/N) bits per second

where B is the channel bandwidth in Hz, S is the signal power, and N is the total noise power 

within the channel bandwidth, i.e., N = N0B, with N0 /2 as two-sided noise power spectral 

density. 

The following points may be observed:

∑ As the channel bandwidth B increases, the channel capacity C does increase. 

∑ But the channel capacity does not become infi nite as the bandwidth becomes infi nite 

because with an increase in bandwidth, the noise power N also increases. 

∑ Thus, for a fi xed signal power S and in the presence of white Gaussian noise, the channel 

capacity approaches an upper limit with increasing bandwidth. 

∑ Using N = N0B, we can write

 C = 2
0

log 1
S

B
N B

Ê ˆ
+Á ˜Ë ¯

Multiplying and dividing the right-hand term with S/N0, we have

fi C = 
0

2
0 0

log 1
NS S

B
N S N B

Ê ˆ
¥ ¥ +Á ˜Ë ¯

fi C = 

0

2
0 0

log 1

N B

SS S

N N B

Ê ˆ
¥ +Á ˜Ë ¯
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We know that lim x Æ •, (1 + x)1/x = e (the Naperian base). Let lim B Æ •, C = C• 

\ C• = 2 10
0 0

log 3.32 log
S S

e e
N N

¥ = ¥

Hence,      
0

1.44
S

C
N

• =

The  Shannon–Hartley theorem also indicates that a noise-free or noiseless ideal Gaussian 

channel (i.e., N = 0 means S/N = •) has an infi nite channel capacity C. It implies that even when 

the channel bandwidth may be restricted to low, it is always possible to receive a signal without 

any error in a noise-free channel, as predicted by the  Shannon limit. 

∑ In the presence of  Gaussian noise, there is a possibility to attain the performance predicted 

by Shannon–Hartley theorem. 

∑ In such case a set of orthogonal signals has to be considered over the interval 0 to T such 

that

  0

( ) ( ) 0         for 

T

i js t s t dt i j= πÚ

∑ We know that for M-ary signals, the rate of information R for all M signals having equal 

probability of occurrence, the probability of error Pe decreases as S/N0 increases. 

∑ Also, we note that as S/N0 approaches to infi nity, Pe approaches to zero.

∑ As M approaches to infi nity, 

  

0

0   provided ln2  

1    otherwise

e

S

N RP

Ï
≥Ô= Ì

Ô
Ó

∑ Thus, we observe that for fi xed values of M and R, Pe decreases as the signal power S goes 

on increasing, or the noise power spectral density N0 goes on decreasing.

∑ Similarly, for fi xed values of S, N0 and M, the Pe decreases as we allow more time (i.e., 

decreasing R) for the transmission of a single message. 

∑ The required bandwidth is now infi nite. From this condition, we may compute the maximum 

allowable error-free transmission rate Rmax, which in fact, is the channel capacity C. 

Therefore,

  Rmax = 2 10
0 0 0

1
log 3.32 log

ln2

S S S
C e e

N N N
= = =

 Hence,      
0

1.44
S

C
N

=

This result is similar to the result obtained earlier which we deduced from the Shannon-

Hartley theorem for a channel of limited bandwidth. 

When M approaches to infi nity, to reduce Pe to zero, we fi nd that we must wait for an infi nite 

time before we receive any information!

When we calculate the performance limits of channel coding using the Shannon’s channel 

capacity formula, the coding is a part of the optimum modulation process. For example, for 

a CDMA based direct-sequence (DS) cellular system each user’s data rate is much less than 
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the total spread spectrum bandwidth. Theoretically, the multiple users from a single cell have 

an error-free reception in an AWGN environment, as long as the total transmission data rate 

(which is summed over the individual rates of all users) does not exceed Shannon capacity. The 

Shannon capacity is based on a given summed power of all users and at an interference level 

within the bandwidth. The Shannon channel capacity can be treated as an upper limit for the 

mobile radio channels including the  Rayleigh fading channel. However, the channel capacity in 

a Rayleigh fading environment is always lower than in a Gaussian noise environment.

Hence, we have discussed one possible way of achieving error-free transmission through the 

use of  orthogonal signals (and  matched fi lters) over a channel of unlimited bandwidth. We 

have also computed the channel capacity and arrived at a result which is consistent with the 

 Shannon–Hartley theorem.9

Maximum Channel CapacitySOLVED EXAMPLE 4.4.2

Determine the channel capacity for a communications channel with a bandwidth of a 50 kHz 

and a signal-to-noise ratio of 40 dB.

Solution Given S/N = 40 dB, or 10,000 [∵ S/N |dB = 10 log10 S/N|ratio]

The channel capacity for specifi ed bandwidth B is given as 

 C = B log2 (1 + S/N) = 3.32B log10 (1 + S/N)

 C = 3.32 ¥ 50 kHz ¥ log10 (1 + 10000) = 664 kbps Ans.

Transmission BandwidthSOLVED EXAMPLE 4.4.3

A modulation scheme requires 10 kHz bandwidth for the telephone voice transmission of 

frequencies up to about 3.4 kHz. How much bandwidth will be needed to transmit video 

broadcast signals of frequencies up to 5 MHz using the same modulation scheme? 

Solution

Baseband audio signal bandwidth = 3.4 kHz (Given)

Baseband video signal bandwidth = 5 MHz (Given)

Transmission audio signal bandwidth = 10 kHz (Given)

To calculate transmission video signal bandwidth:

Using Hartley’s law, which states that information rate (which is equivalent to baseband 

bandwidth) is directly proportional to transmission bandwidth or vice versa, we get

Transmission video signal bandwidth = (10 kHz/3.4 kHz) ¥ 5 MHz = 14.7 MHz Ans.

Nyquist Channel CapacitySOLVED EXAMPLE 4.4.4

Consider the case of a noise-free communication channel. Compute the maximum channel 

capacity of the channel having bandwidth of 3100 Hz for (a) binary rate; (b) each signal element 

representing 2 bit data; and (c) each signal element representing 3 bit data. Also interpret the 

results. 

Solution The channel bandwidth, B = 3100 Hz (Given)

9 Remarkably, Shannon showed that the channel capacity could be achieved with bit error probability approaching 

zero by a completely random channel codes (i.e., a randomly chosen mapping set of code words) only when the 

block length approaches infi nity. However, random channel codes are not practically feasible. Recently, turbo 

codes have become popular because they can perform near Shannon’s limit, yet they also can have reasonable 

decoding complexity.

Conclusion
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We know that in case of noise-free communication channel, Nyquist criterion states that the 

maximum channel capacity is given by 

 C = 2B log2 M

where M is the number of discrete signal elements or levels.

(a)  For binary data (n = 1), M = 2
1
 = 2 [Using M = 2n] 

 Therefore, C = 2 ¥ 3100 Hz ¥ log2 (2) bps = 6200 bps Ans.

(b)  For each signal element representing 2-bit data, number of possible levels of signaling,

M = 22
 = 4

 Therefore, C = 2 ¥ 3100 Hz ¥ log2(4) bps = 12,400 bps Ans.

(c)  For each signal element representing 3 bit data, number of possible levels of signaling,

M = 23
 = 8

 Therefore, C = 2 ¥ 3100 Hz ¥ log2(8) bps = 18,600 bps Ans.

Interpretation of the Results: From the above results, it is observed that for a given bandwidth, the 

channel capacity (transmission data rate) can be increased by increasing the number of different 

signal elements. However, interference and noise present in the communication channel will 

limit the practical limit of M. Moreover, the design of the receiver becomes complex as it has 

now to distinguish one of M possible signal elements.

Determina  on of Signaling LevelsSOLVED EXAMPLE 4.4.5

It is desired that the information data rate of 30.9 kbps need to be propagated through a 3.1 kHz 

band communications channel. Determine the optimum number of signaling elements per bit to 

be transmitted to achieve it.

Solution Information data rate, C = 30.9 kbps  (Given)

Channel bandwidth, B = 3.1 kHz (Given)

In case of noise-free communication channel, as per Nyquist criterion, the information data rate 

(channel capacity) is given by 

 C = 2B log2 M

where M is the number of discrete signal elements. 

 30.9 kbps = 2 ¥ 3.1 kHz ¥ log2 M

 30.9 kbps = 2 ¥ 3.1 kHz ¥ 3.32 ¥ log10 M (Using log2 M = 3.32 ¥ log10 M)

or, M ª 32

Hence, the optimum number of signaling elements per bit, M = 32 Ans.

Shannon Limit for Informa  on CapacitySOLVED EXAMPLE 4.4.6

Compute the Shannon limit for information capacity for a standard telephone channel having 

2.7 kHz bandwidth and signal-to-noise power ratio of 30 dB. Comment on the result obtained. 

Solution We know that Shannon’s limit for information capacity is given as

 C = 2log 1
S

B
N

Ê ˆ
+Á ˜Ë ¯  

Converting given S/N of 30 dB to ratio, we have 

 30 dB = 10 log(S/N); fi S/N = 1030/10 = 1000

Therefore, C = (2.7 kHz) ¥ log2(1 + 1000)
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fi C = (2.7 kHz) ¥ 3.32 ¥ log10 (1001) = 26.9 kpbs Ans.

Comment on the Result: This result indicates that information can be transmitted through a 

2.7 kHz communications channel at a data rate of 26.9 kbps, as per Shannon’s limit for 

information capacity. This is not possible with a binary system. Quite often Shannon’s law 

is misunderstood. The above results can be achieved by transmitting each symbol with more 

than one bit.

Maximum Channel CapacitySOLVED EXAMPLE 4.4.7

A typical voice communications channel has a bandwidth of 3.1 kHz (300 Hz – 3400 Hz) and 

S/N = 30 dB. Calculate the maximum channel capacity.

Solution Given channel bandwidth, B = 3.1 kHz

Given S/N = 30 dB, or S/N in ratio = 1000

We know that the maximum channel capacity is given by Shannon’s channel capacity, that is, 

 C = B log2 (1 + S/N), or C = 3.32 ¥ B log10 (1 + S/N) 

or, C = 3.32 ¥ 3.1 kHz ¥ log10 (1 + 1000) = 30.9 kbps Ans.

It implies that the maximum channel capacity or information data rate of 30.9 kbps can be 

propagated through a 3.1 kHz communications channel. But this can be achieved only when 

each transmitted symbol contains more than one bit. Thus, it is possible to design signaling 

schemes that exchange bandwidth for S/N, as noise is inevitable in any electronic communication 

system.

Channel Bandwidth versus Channel CapacitySOLVED EXAMPLE 4.4.8

A standard 4 kHz telephone channel has S/N = 25 dB at the receiver input. Calculate its channel 

capacity. If channel bandwidth is doubled, how much the channel capacity increases, assuming 

that the transmitted signal power remains constant.

Solution We know that channel capacity, C = 3.32 ¥ B log10 (1 + S/N)

For given B = 4 kHz, S/N = 25 dB; 

 S/N = 
25

 antilog dB  = antilog  = 316
10 10

S NÊ ˆ Ê ˆ
Á ˜ Á ˜Ë ¯ Ë ¯

10It may be recalled that S/N of 316 means that when signal power is 316 mW (say), the noise 

power is 1 mW. 

Therefore, C = 3.32 × 4 kHz ¥ log10 (1 + 316) = 33.2 kbps

Now when the channel bandwidth is doubled, i.e., B = 8 kHz. We know that with constant 

signal power, the noise power is also doubled due to bandwidth being doubled.

\ C = 
10

316
 3.32 8 kHz log 1  = 58.5 kbps

2

Ê ˆ
¥ ¥ +Á ˜Ë ¯

10 Recently, one of the important breakthroughs in wireless digital communications is the advent of multiple-

input-multiple-output (MIMO) technologies. In fact, the development of MIMO originates from the fundamentals 

of information theory. The key advantage of MIMO wireless communication systems lies in their ability to 

signifi cantly increase wireless channel capacity without either requiring additional bandwidth or substantially 

increasing the signal power at the transmitter. Both the Wi-Fi (IEEE 802.11n) and the WiMAX (IEEE 802.16e) 

standards have incorporated MIMO transmitters and receivers.
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Discussion: Indeed, the channel capacity has increased from 33.2 kbps to 58.5 kbps. It may 

be observed that channel capacity does not increase by two times with doubling of bandwidth 

because noise also increases with increase in channel bandwidth (although signal power remains 

constant). In other words, for doubling the channel capacity with doubling of bandwidth, signal 

power also has to be increased by two times.

Self-Assessment Exercise linked to LO 4.4

Q4.4.1 Find signal-to-noise ratio in dB required to achieve an intended capacity of 

20 Mbps through a communications channel of 3 MHz bandwidth.

Q4.4.2 If a signal element encodes a 8-bit word, then determine the minimum 

required channel bandwidth used for a digital signaling system operating 

at 9600 bps.

Q4.4.3 The frequency spectrum of a communications system is allocated as

24 MHz – 25 MHz. If the channel data rate is specifi ed as 8000 kbps, then 

how many signaling levels are required to achieve this data rate?

Q4.4.4 Determine the number of signaling levels and number of bits per symbol 

needed to achieve theoretical maximum channel data rate of 26.9 kbps for 

given channel bandwidth of 2.7 kHz.

Q4.4.5 The channel data rate for GSM cellular system is specifi ed as

270.833 kbps. The carrier channel bandwidth is 200 kHz. If the S/N of 

a wireless communications channel is 10 dB, show that the maximum 

achievable channel data rate is adequate for GSM specifi cation.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 4.4: Analyze the intrinsic ability of the communica  on channel to convey 

informa  on reliably, known as channel capacity, focus on selected topics such 

as Shannon’s channel coding theorem, Shannon–Hartley theorem, and trade-

off  between bandwidth and S/N.

Key Concepts
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Learning Outcomes

∑ Information theory is a branch of probability theory, which can be applied to the study of 

communication systems.

∑ Information theory deals with the measure for an amount of information and the means 

to apply it to improve the communication of information.

∑ The probability of an event and the amount of information associated with it are inversely 

related to each other.

∑ The source may be described in terms of average amount of information per individual 

message, known as entropy of the source.

∑ The entropy of a source is a function of the probabilities of the source symbols that 

constitute the alphabet of the source.

∑ Since the entropy is a measure of uncertainty, the entropy is maximum when the associated 

probability distribution generates maximum uncertainty.

∑ It is true that average information is maximum when all the messages are equally likely.

∑ A binary symmetric channel is the simplest form of a discrete memoryless channel.

∑ A binary symmetric channel is symmetric because the probability of receiving a binary 

logic 1 if a 0 is sent is exactly the same as the probability of receiving a binary logic 0 if 

a 1 is sent.

∑ The channel capacity represents the maximum rate at which data can be transferred 

between transmitter and receiver, with an arbitrarily small probability of error.

∑ When the system operates at a rate greater than C, it is liable to incur high probability of 

error. 

Objective-Type Questions

4.1 Identify a discrete source that generates statistically independent symbols. 

 (a) Memoryless

 (b) With memory

 (c) Maximally matched

 (d) Optimally matched

4.2 A discrete source with memory is known to be

 (a) consisting of short sequence of symbols

 (b) consisting of long sequence of symbols

 (c) Markov source

 (d) stochastic source

4.3 The maximum entropy of a binary source is computed to be ________ per 

symbol.

 (a) 0.5 bit

 (b) 1 bit

 (c) 1.5 bit

 (d) 2 bits

4.4 Check that the maximum entropy of a binary source occurs when one of the 

following condition is satisfi ed.
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 (a) p(0) = p(1) = 0

 (b) p(0) = p(1) = 0.5

 (c) p(0) = p(1) = 1

 (d) p(0) = 0.4 and p(1) = 0.6

4.5 Statement I: An M-ary discrete memoryless source produces all the symbols 

with equal probabilities. The maximum entropy of the source is given by log2 

M bits per symbol.

 Statement II: It is not possible to fi nd any uniquely decodable code whose 

average length is less than the entropy of the source expressed in bits.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

4.6 Exemplify that a given discrete memoryless source will have maximum 

entropy provided the messages generated are

 (a) statistically independent

 (b) statistically dependent

 (c) equiprobable

 (d) binary

4.7 The ________________ decides the maximum permissible rate at which an 

error-free transmission of information is possible through the communication 

channel.

 (a) source entropy

 (b) channel capacity

 (c) source coding

 (d) channel coding

4.8 Statement I: The rate of transmission of information over a channel is 

maximum if the symbol probabilities are unequal.

 Statement II: Channel capacity is the property of a particular physical channel 

over which the information is transmitted.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

4.9 The information rate for an analog signal band-limited to B Hz and having 

entropy of 1.8 bits/message is

 (a) 0.9B bps

 (b) 1.8B bps

 (c) 3.6B bps

 (d) B bps

4.10 A discrete source generates one of the fi ve possible messages during each 

message interval with respective probabilities of these messages as p1 = 0.5, 

p2 = 0.0625, p3 = 0.125, p4 = 0.25, and p5 = 0.0625. The information content 

in third message is calculated to be

 (a) 1 bit

 (b) 2 bits

 (c) 3 bits

 (d) 4 bits
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Short-Answer-Type Questions

4.1 Defi ne entropy. State the condition for the entropy of the source to attain the 

maximum value.

4.2 Bring out clearly similarities and dissimilarities between the terms Information 

and Entropy.

4.3 How can the amount of information be measured which has been gained after 

the occurrence of the event? Under what conditions is the information gained 

zero?

4.4 Give an account of the various properties of information.

4.5 The entropy of a source is a function of the message probabilities. Can we say 

that entropy is maximum when all the messages are equiprobable?

4.6 Outline the upper and lower bounds on entropy. 

4.7 Discriminate between conditional entropy and joint entropy. 

4.8 Determine the entropy of a binary memoryless source when the symbols 0 and 

1 occur with equal probability.

4.9 Why does downloading an audio or video stored fi le from the Internet sometimes 

take much longer time than it requires playing? Use Shannon–Hartley theorem 

to justify your answer.

4.10 What is the practical diffi culty in achieving transmission rate equal to 

theoretical capacity of the channel?

4.11 Specify source information rate for equiprobable symbols. For non-

equiprobable symbols, how is the source information rate related to that of 

equiprobable symbols?

4.12 Why is white Gaussian noise considered the worst possible noise in terms of 

interference associated with signal transmission?

4.13 Why do we need channel coding? State Shannon’s channel-coding theorem.

4.14 How does increase in data rate affect the quality of a received signal?

4.15 The Shannon–Hartley theorem shows that theoretically information rate and 

bandwidth are interchangeable. Give an example of the application of the 

Shannon–Hartley theorem.

Discussion Questions

4.1 The digital pulse waveforms are propagated between source and destination through 

various levels of coding as required by different system applications. Elucidate the 

functional block schematic of a typical digital communication system for reliable 

transmission of analog information. [LO 4.1]

4.2 Consider a binary source for which the symbol 0 occurs with probability p0 and the 

symbol 1 occurs with probability p1 = (1 – p0). Show that the entropy is zero when 

symbol 0 occurs with either probability p0 = 0, or p0 = 1. Under what conditions the 

entropy would be unity? [LO 4.2]

4.3 “The entropy of the extended discrete memoryless source is equal to n times H, the 

entropy of the original discrete memoryless source”. Justify this statement with the help 

of appropriate data. [LO 4.2]

4.4 A communication channel is said to be a memoryless channel when the current output 

symbol depends only on the current input symbols and not any of the previous input 
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symbols. How can a discrete memoryless channel be described conveniently? Describe 

its fundamental properties. [LO 4.3]

4.5 The study of the characteristics of the Gaussian channel is very much essential because 

these channels are often encountered in practice. Draw a simplifi ed model of a discrete-

time memoryless Gaussian channel and derive an expression for channel capacity in 

terms of bandwidth, transmitted power, and additive white Gaussian noise power spectral 

density. [LO 4.4]

4.6 Assuming that the Gaussian channel is limited in both transmitted power and bandwidth, 

show that the Shannon upper limit for an AWGN channel is –1.6 dB for an ideal system 

in which the transmitted bit rate is equal to the channel capacity. [LO 4.4]

Problems

4.1 Consider a binary source with probability P(0) = 0.6 and P(1) = 0.4. Determine 

the entropy of the binary source. 

4.2 Calculate the entropy rate of the source if the entropy is given as 1.75 bits per 

symbol and the source produces 100 symbols per second.

4.3 Clarify that the entropy of the system in which an event has six possible 

outcomes with their respective probabilities p1 = 0.5, p2 = 0.25, p3 = 0.125,

p4 = 0.0625, p5 = 0.03125, and p6 = 0.03125 is 1.9375 bits per message.

4.4 Consider a signal which is sampled at the rate of 500 samples per second, 

and then quantized with the probability distribution of the source alphabet as 

0.02275, 0.13595, 0.3413, 0.3413, 0.13595, and 0.02275. Estimate the source 

entropy and the rate of information.

4.5 An analog signal, bandlimited to 4 kHz and sampled at Nyquist rate, is quantized 

into 4 independent levels which occur with probabilities p1 = p4 = 0.125 and

p2 = p3 = 0.375. Determine the average information per level and the information 

rate of the source.

4.6 Consider the binary source having the state transition probabilities P(0/1) and 

P(1/0) as 0.45 and 0.05 respectively. Hypothesize the apriori probability of 

each state and the entropy of the binary source. 

4.7 A telephone line has a bandwidth of 3.1 kHz and requires a signal-to-noise 

power ratio of 35 dB for transmitting a digital data using a four-level code. 

What is the maximum theoretical data rate?

4.8 The redundancy in a simple source encoding with two binits is specifi ed as

0.25 bits per symbol. If a source produces 106 symbols per second, calculate the 

number of digits that are redundant every second.

4.9 Compute the minimum required bandwidth of the communications channel for 

a digital transmission system required to operate at 9600 bps. Assume that each 

signal element encodes a 4-bit word.

4.10 Determine the Shannon limit for channel capacity for a standard telephone 

circuit with a specifi ed bandwidth of 2.7 kHz and a signal-to-noise power ratio 

of 30 dB.
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Critical Thinking Questions

4.1 Consider the event which describes the generation of symbol sk by the discrete 

memoryless source with probability pk. It is required to measure the extent of uncertainty 

in the information so as to know the amount of information contents contained in the 

signal. State the three distinct conditions that may exist and analyze how the amount of 

information is related to the probability of occurrence. [LO 4.1]

4.2 The entropy function of a binary memoryless source varies with symbol probability. 

Illustrate the variation of entropy function when during the value of p0 from 0 to 1/2, 

and then from 1/2 to 1 and show that it has maximum value of unity only when binary 

symbols are equally probable. [LO 4.2]

4.3 The difference between entropy and conditional entropy must represent uncertainty 

about the channel input that is resolved by observing the channel output which is nothing 

but mutual information of the channel. State symmetrical and non-negative property of 

mutual information and discuss their corresponding signifi cance. [LO 4.3]

4.4 Shannon’s channel-coding theorem is fundamental to the information theory of 

communications. For a binary symmetric channel, show that for a channel code to exist, 

R £ C where R is the information rate, and C is the channel capacity, which is capable of 

achieving an arbitrary low probability of error. [LO 4.4]

References for Further Reading

[Ash07] Robert, Ash B; Information Theory. Dover Special Priced Titles, 2007.

[SI12] Singal, TL; Analog and Digital Communications. Tata McGraw-Hill, 2012.

[Wel08]  Wells Richard B; Applied Coding and Information Theory for Engineers. Dorling 

Kindersley India, 2008.
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To master coding, you must cover these milestones:

5

LO 5.1
Understand the basics of source encoding, its 

classifi ca  ons and source-coding theorem

Implement error-control channel–coding techniques 

such as Hamming codes, cyclic codes, BCH code, 

Hadamard code, and LDPC code

Discuss source coding techniques including Shannon–

Fano, Huff man, and Lempel–Ziv

Illustrate the concept of convolu  on codes, Viterbi 

and sequen  al decoding algorithms

Outline burst-error correc  on codes such as 

Interleaving, RS codes, and turbo codes
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Essence of Source and Channel CodingEssence of Source and Channel Coding

When digital data is transmitted or stored, we cannot ignore coding or encoding. The fi eld of 

mathematics that deals with sending data (a digital bit stream) over a noisy channel is called 

 coding theory. For error-free transmission over a noisy communication channel, both source and 

channel coding are essential in modern digital communication systems. The source output is 

transformed into a sequence of binary digits called the information sequence. Source encoding 

deals with effi cient representation of symbols which leads to compression of data such that 

the average bit rate is minimized by reducing the redundancy of the source information. The 

source output can be reconstructed from the information sequence without any ambiguity. 

 Source coding, in general, increases the data rate at which information may be transmitted 

over a communications channel while maintaining the acceptable information bit error rate. 

Thus, a digital communication system is designed to achieve desired information data rate as 

well as acceptable error rate within available channel bandwidth. To achieve reasonably low 

error rate during transmission through a noisy channel,  error-control coding (channel coding) is 

applied by adding some redundancies in the source encoded signals.  Channel coding enhances 

the capability of transmitted digital data to detect and correct errors at the receiver.

INTRODUCTION

A digital communication system requires transmission of digital data in communications 

channels. The data could be true digital data as in a computer network or analog information 

which has been converted to a digital format as in analog-to-digital conversion such as PCM. 

A typical transmission model of digital data involves several components as depicted in Figure 

5.0.1.

Figure 5.0.1 A Typical Transmission Model of Digital Data

Assume that the input digital source delivers output in the form of symbols, e.g., bytes from 

a PC, or 8-bit analog samples.

Recap
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 Source Encoder Transforms the source symbols into information sequence by means of 

data compression (reducing the redundancy of the information source).

 Error Control Coding Adds extra bits (redundancy) to allow error checking and 

correction.

 Line Coding Coding of the bit stream to make its spectrum suitable for the channel response. 

Also to ensure the presence of frequency components to permit bit timing extraction at the 

receiver.

 Digital Modulator Generation of analog signals for transmission by the channel.

Channel Will affect the shape of the received pulses. Noise is also present at the receiver 

input, e.g., thermal noise, electrical interference, etc.

The receiver functions are just opposite to that of transmitter functions.

Note...  We have discussed digital source such as PCM in Chapter 1, Line Coding in Chapter 2
and Digital Modulator in Chapter 3. In this chapter, we shall discuss Source Encoder 

and Error Control Coding.

A fi nite  discrete source is the one which can be defi ned by the list of source symbols, referred 

as the alphabet, and the probabilities assigned to these symbols. The source is assumed to be 

short-term stationary, that is, the probability assigned is fi xed over the observation interval. 

Shannon showed in his pioneer work that the performance of communications systems in a 

noisy environment was limited. However, by adding controlled redundancy to the information 

sequence, errors induced by a channel can be reduced to any desired level without sacrifi cing 

the rate of information transmission provided the rate of information is less than the  channel 

capacity. Conversely, he showed that if redundancy was not used in a noise-controlled 

environment, error-free performance cannot be achieved. Consequently, many effi cient error-

control coding and decoding methods have been devised.

A typical source-encoding model depicts a discrete memoryless source X having fi nite entropy 

H(X) and a fi nite set of source symbols {x1, x2, …, xk}, known as the source alphabets, with 

corresponding probabilities of occurrence pk, where k = 1, 2, …, K. Let the symbol sk is converted 

to a binary sequence bk by the distortion-less source encoder.

Figure 5.0.2 A Typical Source Encoding Model

Thus, the input to the  source encoder is a sequence of symbols occurring at a rate of R 

symbols per second. The source encoder converts the symbol sequence into a binary sequence 

of 0s and 1s by assigning codewords to each symbol in the input sequence.

Coding is an important consideration in the design of highly reliable modern digital 

communications systems. The source encoder transforms the source output into information 

sequence by means of  data compression (reducing the redundancy of the information source).

Recall
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Next to the source encoder in the transmitter section of a digital communication system is 

the channel encoder. The  channel encoder converts the information sequence into a discrete 

encoded sequence (also called  codeword) to combat the errors introduced in the transmitted 

signal by noisy channel.

In typical applications,  error-control coding is used in environments in which the transmitter 

power is limited because increasing the transmitter power almost always improves system 

performance in a noise-limited environment (but not in a cellular interference-limited 

environment).

∑ The error control bits added in the  block codes will correct a limited number of bit errors 

in each codeword. 

∑  Convolution coding is an alternative to block coding of digital messages. It can offer higher 

coding gain for both hard and soft kind of decoding. 

However, there are certain situations when the average  bit error rate is small, yet the error-

correcting codes such as systematic or non-systematic block codes are not effective in correcting 

the errors. Because the errors are clustered, we can say that the errors have occurred in bursts. 

For example, in radio transmission due to lightning,  burst errors occur as long as it lasts; fading 

wireless channels in which the levels of the received signal power varies a lot and the received 

signal power is quite low. This requires another dimension in  channel coding which is known 

as  interleaving.

The goal of error-control coding is to approach the limits imposed by information theory but 

constrained by practical considerations.

A PRIMER

The signals generated by the physical source in their natural form contain a signifi cant amount 

of redundant information. For example, the speech contains lot of pauses in between the spoken 

words. This type of redundant information, when transmitted along with useful information, 

occupies the channel bandwidth.

For effi cient utilization of channel bandwidth, the redundant information should be removed 

from the signal prior to transmission in such a way so that the original data can be reconstructed at 

the receiver without any loss of information. The resultant source code provides a representation 

of the original information which is quite effi cient in terms of the average number of coded bits 

per symbol. The extent of removal of redundant information from the source data is limited 

by the entropy of the source. Generally, the source information has some output data which 

occurs more frequently and other output data which occurs less frequently. So  data compaction 

necessitates the assignment of short codes to the most frequently occurring symbols, and longer 

codes to the less frequently occurring symbols.

 Source encoding is the key aspect in the design of an effi cient digital communication system 

which can, in principle, obtain the theoretical  Shannon limit for  channel capacity. Source 

encoding is the process by which data generated by a  discrete memoryless source is represented 

effi ciently. The redundant data bits in the source symbols are reduced by applying the concepts 

of  information theory in the source encoder—a device that performs source encoding. The 

effi ciency of a source encoder is determined precisely by the extent to which the Shannon limit 

is achieved.

Channel Encoding

Error-control 

Coding
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Effi cient Digital 
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Effi cient Digital 
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The main objectives of source encoding are to form effi cient descriptions of the source 

information for a given available data rate as well as to allow low data rates to obtain an 

acceptable effi cient description of the source information. It may be noted that source encoding 

may be needed for a continuous source as well as discrete source. For continuous sources, 

however,  waveform coding (analog-to-digital conversion, as discussed in Chapter 1) is required 

prior to the source encoding. For  discrete memoryless source, the source encoding is directly 

related to the information content and the statistical correlation among the source symbols.

A source generates information in the form of messages, intended for onward transmission to 

one or more destinations. The source information may not be always in the form suitable for the 

transmission channel, which also does not exhibit ideal characteristics. It is usually bandlimited 

and introduces noise, and, therefore, effi cient utilization of the channel needs proper source 

encoding.

As long as channel noise exists, any type of communication cannot be free of errors. It is possible 

to improve the accuracy of the received signals by reducing the error probability but at the cost 

of reducing the transmission rate. However, Shannon showed that for a given channel, as long 

as the rate of information digits per second to be transmitted is maintained within a certain 

limit (determined by the physical channel), it is possible to achieve error-free communication. 

Because the presence of random disturbance in a channel does not, by itself, defi ne any limit on 

transmission accuracy except that it does impose a limit on the  information rate for which an 

arbitrarily small  error probability can be achieved.

Nyquist formulation on  channel capacity assumes noise-free communication channel whereas 

Shannon formulation includes  signal-to-noise power ratio applicable to the type of transmission 

media.

In this chapter…

∑ We begin with defi nitions of important parameters used in source encoding of binary data, 

followed by classifi cation of source codes and source-coding theorem.

∑ Then we describe various source encoding techniques such as Shannon–Fano, Huffman, 

and Lempel–Ziv which are widely employed in modern digital communication systems.

∑ To combat channel error during digital transmission, we introduce error-control codes in 

source-encoded binary data. We discuss implementation of various error-control channel 

coding techniques such as Hamming codes, cyclic codes, BCH code, Hadamard code, and 

LDPC code.

∑ Next, we illustrate the concept and application of convolution codes, Viterbi and sequential 

decoding algorithms that have been recently used in wireless digital communications.

∑ Finally, we briefl y describe burst-error correction coding techniques such as interleaving, 

RS codes, and turbo codes.
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5.1 BASICS OF SOURCE ENCODING

A source may be analog or digital. A  digital source produces a number of discrete symbols 

or digits which either individually or in a group may constituent a message. For example, the 

output from the keyboard of a computer. A binary source produces two different symbols or 

digits usually represented by zero (0) or one (1). An M-ary source produces M different symbols 

where M is equal to 2n, where n is any integer more than 1. For example, 4-ary, 8-ary, 16-ary, 

and so on. In general, the source symbols are not equally likely, that is,  apriori probabilities of 

occurrence of the symbols are not the same. 

For transmission through a binary channel, the output of the source symbols, either it is in 

binary form or in M-ary form, is encoded into a group of binits of the same or different duration. 

This is called  source encoding. The binary  source encoder converts incoming source symbols 

from a  discrete memoryless source generating symbols with different probability at a variable 

symbol rate to binary codewords at a fi xed binary  symbol rate or  bit rate.

The system advantages of source coding include reduction in the need for the system 

resources of bandwidth and energy per bit required to deliver a description of the source. 

Its disadvantages are sophisticated computation and additional memory requirement.

Let us now defi ne some coding parameters applicable to source encoding: 

Average Codeword Length In physical terms, the  average codeword length, Lavg represents 

the average number of bits per source symbol used in the source encoding process. If the length 

of the binary codeword assigned by the source encoder to symbol sk is lk bits then the average 

codeword length Lavg per source symbol is defi ned as 

  avg

1

K

k k

k

L p l

=

= Â  bits per source symbol

It is obvious that the average codeword length Lavg should be minimum for effi cient 

transmission.

Code Effi ciency The  code effi ciency, hcode of the source encoder is defi ned as the ratio of 

minimum possible value of average codeword length Lmin to the average codeword length Lavg 

of the symbols used in the source encoding process. That is, 

  

min
code

avg

L

L
h =

Generally, Lavg ≥ Lmin. Therefore, hcode £ 1. Obviously, the code is said to be the most 

effi cient when hcode = 1 and the  source encoder is said to be an effi cient one. The code effi ciency 

is usually expressed in percent as

  

min
code

avg

(%) 100
L

L
h = ¥
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 Code Redundancy The redundancy of a code, g is defi ned as

  code1g h= -

∑ The codewords generated by the source encoder should be in binary form. 

∑ The concept of variable-length code for each source symbol should be applied, that is, if 

some source symbols are likely to occur more often than others, then short codewords can 

be assigned to them, and if some source symbols are likely to occur rarely, then longer 

codewords can be assigned to them.

∑ The source code should be uniquely decodable so that the original source sequence can be 

reconstructed perfectly from the encoded binary sequence.1

5.1.1 Classification of Source Codes

The simplest source encoder can assign a fi xed length binary codeword to each symbol in 

the input sequence. But fi xed length source coding of individual symbols of a discrete source 

output is effi cient only if all symbols occur with equal probabilities in a statistically independent 

sequence. A fi xed-length code assigns fi xed number of bits to the source symbols, irrespective 

of their statistics of occurrence. 

For a discrete memoryless source having source alphabet {s1, s2, ..., sk}. If k is a power of 2, 

the number of bits (codeword length) required for unique coding is log2 k. If k is not a power 

of 2, the number of bits (codeword length) required for unique coding will be [(log2 k) + 1].

Table 5.1.1 shows an example of fi xed-length (lk = 2) binary source code.

Table 5.1.1 Fixed-Length Source Code

Source Symbol, sk Codeword, bk Length of Code, lk

s1 00 2

s2 01 2

s3 10 2

s4 11 2

A typical example of  fi xed-length source code is the ASCII code for which all source symbols 

(A to Z, a to z, 0 to 9, punctuation marks, etc.) have a 7-bit codeword.

For a  variable-length source code, the number of bits (length) assigned to a codeword is not 

fi xed. When the source symbols are not equiprobable, a variable-length source code can be more 

effi cient than a fi xed-length source code. 

∑ If some source symbols are likely to occur more frequently than other symbols then we 

assign short codewords (less number of bits per symbol). 

∑ If some source symbols are likely to occur less frequently then we assign longer codewords 

(more number of bits per symbol) can be assigned to them. 

Table 5.1.2 shows an example of variable-length binary source code.

1 The important parameters of a source encoder include symbol size, codeword length, average length of the 

codeword, and the code effi ciency. Due to constraints imposed by practical systems, the actual output information 

rate of source encoders will be greater than the source information rate.
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Table 5.1.2 Variable-Length Binary Source Code

Source Symbol, sk Codeword, bk Length of Code, lk

s1 0 1

s2 10 2

s3 110 3

s4 111 3

As an example, we can consider the English alphabet consisting of 26 letters (a to z). Some letters 

such as a, e, o, etc., are used more frequently in a word or in a sentence as compared to some 

other letters such as q, x, z, etc. By assigning variable-length codes, we might require overall 

fewer number of bits to encode an entire given text than to encode the same with a fi xed-length 

source code.

A code is called distinct if each codeword is unique and clearly distinguishable from the other. 

Let us consider an example of a source alphabet {s1, s2, s3, s4} having their respective codewords 

as {00, 01, 10, 11}.

All codewords are unique and can be easily distinguished from each other. Table 5.1.3 shows 

an example of  distinct binary source code.

Table 5.1.3 Dis  nct Binary Source Code

Source Symbol, sk Code 1 Code 2 Code 3 Code 4

s1 00 0 0 1

s2 01 1 10 01

s3 10 00 110 001

s4 11 11 111 0001

A distinct code is said to be uniquely decodable if the original source symbol sequence can 

be reconstructed perfectly from the received encoded binary sequence. It may be noted that a 

 uniquely decodable code can be both  fi xed-length code and  variable-length code.

Let us consider four source symbols A, B, C, and D encoded with two different coding 

techniques—Code 1 with fi xed-length binary code, and Code 2 with variable-length binary 

code, as shown in Table 5.1.4.

Table 5.1.4 Binary Source Codes

Source Symbol Code 1 (fi xed-length) Code 2 (variable-length)

A 00 0

B 01 1

C 10 00

D 11 01

Let us determine whether these codes are uniquely decodable codes. The encoded format for 

a message ‘A BAD CAB’ will be:

Distinct Codes

Uniquely 

Decodable Codes
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Using Code 1 (fi xed-length): {00}{010011}{100001} (Total 14 bits)

Using Code 2 (variable-length): {0}{1001}{0001} (Total 9 bits)

Although Code 2 requires fewer number of bits for the same message, yet it is not a uniquely 

decodable code. Why? The encoded message sequence 0 1001 0001 can be regrouped as {0} 

{1}{00}{1} {00}{01} which means A BCB CD. It can also be regrouped as {0} {1}{00}{1} 

{0}{0}{01} which stands for A BCB AAD.

On the other hand, although Code 1 requires more number of bits but it is uniquely decodable 

code as each group must include 2 bits together.

A  prefi x source code is defi ned as a code in which no codeword is the prefi x of any other code 

assigned to the symbol of the given source alphabet.

∑ A prefi x source code is used to evolve uniquely decodable source code representing the 

output of this source. 

∑ Any code sequence made up of the initial part of the codeword is called a prefi x of the 

codeword. 

∑ The end of a codeword is always recognizable in prefi x codes. 

∑ Prefi x codes are distinguished from other uniquely decodable codes. 

Table 5.1.5 shows the prefi x code for a source symbol having four unique symbols.

Table 5.1.5 An Example of a Prefi x Code

Source Symbol Prefi x Code (variable-length)

A 0

B 10

C 110

D 1110

The encoded format for a message ‘A BAD CAB’ will be {0} {10 110 1110} {110 0 10} - 

Total 16 bits. For example,

∑ If 0 is received then it is the complete codeword for symbol ‘A’ and it is not the prefi x of 

any other symbol.

∑ If 10 is received then it is the complete codeword for symbol ‘B’ and it is not the prefi x of 

any other symbol.

∑ If 110 is received then it is the complete codeword for symbol ‘C’ and it is not the prefi x of 

any other symbol.

∑ If 1110 is received then it is the complete codeword for symbol ‘D’ and it is not the prefi x 

of any other symbol.

So no codeword forms the prefi x of any other codeword. This is known as prefi x condition or 

 prefi x-free property. Thus, the code illustrated in Table 5.1.5 is the prefi x code.

Condition for Constructing Prefi x Code Consider a  discrete memoryless source of 

alphabet [s1, s2, ..., sk] having respective probabilities [p1, p2, ..., pk]. 

The average codeword length of a prefi x code is given by 
avg

1 2 k

K
k
l

k

l
L

=

= Â ; where lk is the 

codeword length of the source symbol sk. 
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If the symbol sk is generated by the source with probability 
1

2 k
k l

p =  then 
avg

1

K

k k

k

L p l

=

= Â . 

The corresponding entropy of the source using prefi x code is given by

  

2

1 1 1

1
( ) log (2 )

2 2

k

k k

K K K
l k

k kl l
k k k

l
H X p l

= = =

Ê ˆÊ ˆ
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It is interesting to note that if in a given discrete memoryless source of  entropy H(X), the 

average codeword length Lavg is same as entropy H(X), then a prefi x code can be constructed.

Note...  For illustra  on, see Solved Example 5.1.5.

A uniquely decodable source code is said to be an  instantaneous source code if the end of any 

codeword is recognizable without checking any subsequent codewords. An example of such 

code is prefi x source code. Prefi x codes are also referred to as instantaneous source codes 

because the decoding of a prefi x code can be accomplished only after receiving the complete 

binary sequence representing a source symbol. Table 5.1.6 illustrates examples of instantaneous 

source codes for a source having four symbols.

Table 5.1.6 Instantaneous Source Code

Source Symbol, sk Code 1 Code 2 Code 3

s1 00 0 1

s2 01 10 01

s3 10 110 001

s4 11 111 0001

A code is said to be an  optimal source code if it is instantaneous and has minimum average 

length of its codeword for a given source with a particular assignment for the source symbols. 

Table 5.1.7 shows an example of optimal source code.

Table 5.1.7 Op  mal Source Code

Source Symbol, sk Codeword, bk

s1 00

s2 01

s3 10

s4 11

It can be seen that the average length of the code is also 2 as the length of each codeword 

is 2.

 Entropy coding is a source-coding technique in which the design of a variable-length code 

ensures that the average codeword length approaches the entropy of discrete memoryless 

source. There are two main types of entropy-coding techniques:  Shannon–Fano source coding 

and  Huffman source coding. These source-coding techniques are discussed with illustrations in 

Section 5.2.
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LET’S RECONFIRM OUR UNDERSTANDING!!

∑ Defi ne Average Codeword Length.

∑ Which is be  er—Fixed-length or Variable-length Code?

∑ Does the code {0, 01, 011, 0111} sa  sfy the prefi x-free property?

5.1.2 Kraft–McMillan Inequality

The  Kraft–McMillan Inequality specifi es a condition on the codeword length of the prefi x 

source code. 

It is defi ned as 

1

2 1k

K
l

k

-

=

£Â ; where lk, k = 1, 2, ..., K is the length of the codeword for symbol 

sk. 

∑ If a code satisfi es the Kraft–McMillan inequality condition then it may or may not be a 

prefi x code.

∑ If a code violates the Kraft–McMillan inequality condition then it is certain that it cannot 

be a prefi x code. 

As an example, let us consider that the codewords [0, 10, 110, 111] are assigned to four 

source symbols [s1, s2, s3, s4] with their respective probability as 
1 1 1 1

, , ,
2 4 8 8

È ˘
Í ˙Î ˚

. It is observed 

that the specifi ed codewords is a prefi x code which satisfi es the Kraft–McMillan inequality 

condition as well as it is uniquely decodable. Using the Kraft–McMillan inequality, a prefi x 

code can be constructed with an average codeword length Lavg such that H(X) £ Lavg < H(X)

+ 1.

The Kraft–McMillan inequality condition neither provides any information about the codewords 

nor confi rms about the validity of a prefi x code which has to be uniquely decodable code.

Note...  See Solved Example 5.1.8 on applica  on of Kra   Inequality.

5.1.3 Source-Coding Theorem

The  source-coding theorem states that for a given discrete memoryless source X, the  average 

codeword length Lavg per symbol for any distortion-less source encoding scheme is bounded by 

the source entropy H(X) as Lavg ≥ H(X)

According to this theorem, 

∑ The  entropy H(X) represents a fundamental limit on the average number of bits (codeword) 

per source symbol necessary to represent a  discrete memoryless source, and

∑ The average codeword length Lavg cannot be made smaller than the entropy H(X).

Thus, the source-coding theorem describes the lower bound of the source-coding theorem 

for any decodable code. It means that Lavg can be made as close to H(X) as desired for a suitably 

chosen code. 

Define

Its Signifi cance

IMPORTANT!

Statement

Its Signifi cance



5.12 Digital Communica  on

When Lmin = H(X), the  code effi ciency of a  binary source encoder can be written in terms of 

the entropy H(X) as

  

code
avg

( )H X

L
h =

where the H(X) represents the entropy of a discrete memoryless source with source alphabet X, 

and is given as

  

2

1

1
( ) log

K

k
kk

H X p
p=

Ê ˆ
= Á ˜Ë ¯

Â

Similarly, for M-ary source, the code effi ciency of the source encoder is given by

  

code
avg 2

( )
(%) 100

log

H X

L M
h = ¥

¥

where M is the number of levels. M = 2 in case of binary source.

Thus, we see that the condition Lmin = H(X) gives an  optimum source code, and Lmin > H(X) 

specifi es the sub-optimum source code. 

The average length of the codeword of an optimum source code is the entropy of the source 

itself. But to obtain this codeword length, an infi nite sequence of messages has to be encoded 

at a time which is next to impossible. If each message is encoded directly without using longer 

sequences, then the average length of the codeword per message will be generally greater than 

the source entropy.2

Code Effi  ciencySOLVED EXAMPLE 5.1.1

Consider there are two symbols generated by a discrete memoryless source s1 and s2. The 

respective probabilities of occurrence and code assigned are shown in Table 5.1.8. Assuming 

noiseless channel, compute the code effi ciency and code redundancy.

Table 5.1.8 Binary-Code Representa  on of Given Symbols

Message Symbol, sk Probability, pk Binary Code, bk

s1 0.8 0

s2 0.2 1

Solu  on

We know that 

2

1
code

avg

1

1
log

( )

K

k
kk

K

k k

k

p
pH X

L
p l

h =

=

Ê ˆ
Á ˜Ë ¯

= =
Â

Â

The entropy, 
2

2 1 2 2 2
1 21

1 1 1
( ) log log logk

kk

H X p p p
p p p=

Ê ˆ Ê ˆ Ê ˆ
= = +Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯Ë ¯

Â

2 In practice, it is not desirable to use long sequences of the message at a time as they cause transmission delay 

and increases hardware complexity. Hence, it is preferable to encode messages directly even if the codeword 

length is slightly longer.

Condition for 

Optimum Source 

Code
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Using the given data, we have

fi H(X) = 
2 2

1 1
0.8 log 0.2 log 0.722 bits/symbol

0.8 0.2

Ê ˆ Ê ˆ
¥ + ¥ =Á ˜ Á ˜Ë ¯ Ë ¯

The average length of codeword, 
2

avg 1 1 2 2

1

k k

k

L p l p l p l

=

= = +Â

From the given data, we deduce that l1 = 1 and l2 = 1.

fi Lavg = 0.8 × 1 + 0.2 × 1 = 1 bit

Hence, the code effi ciency, 
code

0.722 bit
0.722;  or 72.2%

1 bit
h = =  Ans.

We know that the code redundancy, g = 1 – hcode

Hence, the code redundancy, g = 1 – 0.722 = 0.728; or 27.8% Ans.

Code Effi  ciency of Binary CodeSOLVED EXAMPLE 5.1.2

Consider there are four messages generated by a source having their respective probabilities of 

occurrence as 1/2, 1/4, 1/8, 1/8. Assuming noiseless channel, compute the code effi ciency if a 

binary code is applied for coding the messages.

Solu  on

We know that 

2

1
code

avg

1

1
log

( )

K

k
kk

K

k k

k

p
pH X

L
p l

h =

=

Ê ˆ
Á ˜Ë ¯

= =
Â

Â
Since there are 4 messages, 2 bits are required to represent each one of them. This is shown in 

Table 5.1.9.

Table 5.1.9 Binary-code Representa  on of Given Messages

Message symbol, sk Probability, pk Binary code, bk Length of code, lk

s1 1/2 00 2

s2 1/4 01 2

s3 1/8 10 2

s4 1/8 11 2

Using the given data, we can write

 

2 2 2 2

code

1 1 1 1 1 1 1 1
log log log log

2 1 2 4 1 4 8 1 8 8 1 8

1 1 1 1
2 2 2 2

2 4 8 8

h

Ê ˆ Ê ˆ Ê ˆ Ê ˆÊ ˆ Ê ˆ Ê ˆ Ê ˆ+ + +Á ˜ Á ˜ Á ˜ Á ˜Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯Ë ¯ Ë ¯ Ë ¯ Ë ¯
=

¥ + ¥ + ¥ + ¥

fi code

1 1 1 1 7
1 2 3 3

72 4 8 8 4
1 1 1 2 8

1
2 4 4

h
¥ + ¥ + ¥ + ¥

= = =
+ + +
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Hence, code

7
(%) 100 87.5%

8
h = ¥ = Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 5.1.3  AConsider an alphabet of a discrete memoryless source having eight source 

symbols with their respective probabilities as given below:

{sk} = {s1 s2 s3 s4 s5 s6 s7 s8}

{pk} = {0.48 0.15 0.10 0.10 0.07 0.05 0.03 0.02}

 Determine the entropy of the specifi ed discrete memoryless source. If the 

simple binary encoding is used, what is the maximum and average length of the 

codewords?

Fixed versus Variable-length Source CodesSOLVED EXAMPLE 5.1.4

Consider there are four symbols generated by a discrete memoryless source. Their respective 

probabilities of occurrence and two different binary codes assigned to these symbols are shown 

in Table 5.1.10. Assuming noiseless channel, compare their code effi ciency.

Table 5.1.10 Comparison of Two Binary Codes

Message Symbol, sk Probability, pk Binary Code 1 Binary Code 2

s1 1/2 00 0

s2 1/4 01 10

s3 1/8 10 110

s4 1/8 11 111

Solu  on

We know that code effi ciency, 

2

1
code

avg

1

1
log

( )

K

k
kk

K

k k

k

p
pH X

L
p l

h
=

=

Ê ˆ
Á ˜Ë ¯

= =
Â

Â

For Code 1, the entropy is

4

2 1 2 2 2 3 2 4 2
1 2 3 41

1 1 1 1 1
( ) log log log log logk

kk

H X p p p p p
p p p p p=

Ê ˆ Ê ˆÊ ˆ Ê ˆ Ê ˆ
= = + + +Á ˜ Á ˜Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯Ë ¯ Ë ¯

Â

Using the given data, we have

2 2 2 2

1 1 1 1 1 1 1 1
( ) log log log log 1.75 bits/symbol

2 1 2 4 1 4 8 1 8 8 1 8
H X

Ê ˆ Ê ˆ Ê ˆ Ê ˆ
= ¥ + ¥ + ¥ + ¥ =Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

We observe that Code 1 is a fi xed-length code having codeword length as 2.
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The average length of codeword per symbol,

 Lavg = 

4

1 1 2 2 3 3 4 4

1

k k

k

p l p l p l p l p l

=

= + + +Â
fi Lavg(1) = (1/2) × 2 + (1/4) × 2 + (1/8) × 2 + (1/8) × 2 = 2 bits 

Hence, the code effi ciency for Code 1, ( )code 1

1.75 bits
0.875;  or  87.5%

2 bits
h = =  Ans.

For Code 2, the entropy will be same as calculated for Code 1 because the probability 

corresponding to each symbol is the same. That is, H(X) = 1.75 bits/symbol

We observe that Code 2 is a variable-length code. The average length of codeword per symbol 

for the given data will be

 Lavg = 

4

1 1 2 2 3 3 4 4

1

k k

k

p l p l p l p l p l

=

= + + +Â

fi Lavg(2) = (1/2) × 1 + (1/4) × 2 + (1/8) × 3 + (1/8) × 3 = 1.75 bits

Hence, the code effi ciency for Code 2, ( )code 2

1.75 bits
1;  or 100%

1.75 bits
h = =  Ans.

Thus, variable-length Code 2 is better than fi xed-length Code 1.

Code Effi  ciency of Prefi x Source CodeSOLVED EXAMPLE 5.1.5

Consider there are four symbols generated by a source having their respective probabilities of 

occurrence as 1/2, 1/4, 1/8, 1/8. Assuming noiseless channel, compute the code effi ciency if a 

prefi x source code is applied for coding the symbols.

Solu  on

We know that 

2

1
code

1

1
log

K

k
kk

K

k k

k

p
p

p l

h =

=

Ê ˆ
Á ˜Ë ¯

=
Â

Â
The prefi x code is shown in Table 5.1.11.

Table 5.1.11 Prefi x-code Representa  on of Given Messages

Message symbol, sk Probability, pk Binary code, bk Length of code, lk

s1 1/2 0 1

s2 1/4 10 2

s3 1/8 110 3

s4 1/8 111 3

Using the given data, we can write

2 2 2 2

code

1 1 1 1 1 1 1 1
log log log log

2 1 2 4 1 4 8 1 8 8 1 8

1 1 1 1
1 2 3 3

2 4 8 8

h

Ê ˆ Ê ˆ Ê ˆ Ê ˆÊ ˆ Ê ˆ Ê ˆ Ê ˆ+ + +Á ˜ Á ˜ Á ˜ Á ˜Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯Ë ¯ Ë ¯ Ë ¯ Ë ¯
=

¥ + ¥ + ¥ + ¥
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code

1 1 1 1 7
1 2 3 3

2 4 8 8 4 1
1 1 3 3 7

2 2 8 8 4

h
¥ + ¥ + ¥ + ¥

= = =
+ + +

, or 100% Ans.

Probability Calcula  ons for Prefi x CodeSOLVED EXAMPLE 5.1.6

Show that the probability of 0 and 1 are equal in case of prefi x coding, and, therefore, the coding 

effi ciency is 100%. Assume noiseless channel.

Solu  on Let us consider the example of four messages having their respective probabilities as 

1/2, 1/4, 1/8, 1/8. The probability of 0 is given by

4

0

1

4

1

(0)

k k

k

k k

k

p C

P

p l

=

=

=
Â

Â
; where Ck0 denotes the number of 0s in the kth coded message.

Table 5.1.12 gives the prefi x-code representation along with number of 0s and 1s in each code.

Table 5.1.12 Prefi x-code Representa  on for P(0) and P(1) Calcula  ons

Message 

Symbol

Probability Prefi x Code Length of 

Code

Number of 0s Number 

of 1s

s1 1/2 0 1 1 0

s2 1/4 10 2 1 1

s3 1/8 110 3 1 2

s4 1/8 111 3 0 3

Using the given data, we can write

  

1 1 1 1 71 1 1 0
12 4 8 8 8(0)

1 1 1 1 7 2
1 2 3 3

2 4 8 8 4

P

Ê ˆ Ê ˆ Ê ˆ Ê ˆ¥ + ¥ + ¥ + ¥Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯
= = =

¥ + ¥ + ¥ + ¥

Similarly, 

1 1 1 1 70 1 2 3
12 4 8 8 8(1)

1 1 1 1 7 2
1 2 3 3

2 4 8 8 4

P

Ê ˆ Ê ˆ Ê ˆ Ê ˆ¥ + ¥ + ¥ + ¥Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯
= = =

¥ + ¥ + ¥ + ¥

Therefore, we see that 
1

(0) (1)
2

P P= = ,

and as calculated in the previous example, hcoding = 100%. Ans.
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 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 5.1.7  The four symbols produced by a discrete memoryless source have their respective  

probabilities as 0.5, 0.25, 0.125, and 0.125, respectively. The codewords for 

each of these symbols after applying a particular source encoding technique 

are 0, 10, 110, and 111, respectively. Determine the entropy of the source, the 

average codeword length, and the code effi ciency.

Applica  on of Kra   InequalitySOLVED EXAMPLE 5.1.8

Consider there are four source symbols generated by a discrete memoryless source. These are 

encoded with four different binary codes along with their respective codeword lengths and 

shown in Table 5.1.13. Find out which code(s) satisfy the Kraft inequality criterion.

Table 5.1.13 Diff erent Binary Codes

Message Symbol, 

sk

Binary Code 1 

(lk)

Binary Code 2 

(lk)

Binary Code 3 

(lk)

Binary Code 4 

(lk)

s1 00 (2) 0 (1) 0 (1) 0 (1)

s2 01 (2) 10 (2) 11 (2) 100 (3)

s3 10 (2) 11 (2) 100 (3) 110 (3)

s4 11 (2) 110 (3) 110 (3) 111 (3)

Solu  on

We know that Kraft inequality states that 

1

2 1k

K
l

k

-

=

£Â

For given four symbols, we have 31 2 4

4

1

2 1; (2 2 2 2 ) 1 kl ll l l

k

- -- - -

=

£ fi + + + £Â

For Code 1, l1 = 2, l2 = 2, l3 = 2, l4 = 2 (Given)

 (2–2 + 2–2 + 2–2 + 2–2) = (1/4 + 1/4 + 1/4 + 1/4) = 1; (= 1)

Hence, the Kraft inequality criterion for Code 1 is satisfi ed.

For Code 2, l1 = 1, l2 = 2, l3 = 2, l4 = 3 (Given)

 (2–1 + 2–2 + 2–2 + 2–3) = (1/2 + 1/4 + 1/4 + 1/8) = 9/8; (> 1)

Hence, the Kraft inequality criterion for Code 2 is not satisfi ed.

For Code 3, l1 = 1, l2 = 2, l3 = 3, l4 = 3 (Given)

 (2–1 + 2–2 + 2–3 + 2–3) = (1/2 + 1/4 + 1/8 + 1/8) = 8/8; (= 1)

Hence, the Kraft inequality criterion for Code 3 is satisfi ed.

For Code 4, l1 = 1, l2 = 3, l3 = 3, l4 = 3 (Given)

 (2–1 + 2–3 + 2–3 + 2–3) = (1/2 + 1/8 + 1/8 + 1/8) = 7/8; (< 1)

Hence, the Kraft inequality criterion for Code 4 is satisfi ed.

Hence, all given binary codes are prefi x codes except Code 2.
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Self-Assessment Exercise linked to LO 5.1

Q5.1.1 Mention the factors which need to be considered for applying a particular 

source-encoding technique to a digital message source. Is the knowledge 

about the source characteristics essential in designing an effi cient source 

encoder?

Q5.1.2 Defi ne the code effi ciency of a source encoder.

Q5.1.3 State the source coding theorem. What is its main signifi cance?

Q5.1.4 Hypothesize the prefi x condition in a variable-length source code.

Q5.1.5 What does the optimum source-encoding technique mean?

Q5.1.6 Consider an alphabet of a discrete memoryless source having eight source 

symbols with their respective probabilities as given below:

  {sk} = {s1 s2 s3 s4 s5 s6 s7 s8}

  {pk} = {0.02 0.03 0.05 0.07 0.10 0.10 0.15 0.48}

  Determine the code effi ciency and code redundancy of simple binary 

encoding technique used for the given data.

 Q5.1.7 The codewords for four symbols produced by a discrete memoryless source 

having probability 0.5, 0.25, 0.125, and 0.125 respectively, after applying 

a particular source coding technique are 0, 1, 10, and 11. Show that the 

average codeword length is less than the source entropy.

 Q5.1.8 The codewords for four symbols produced by a discrete memoryless source 

have probabilities as 0.5, 0.25, 0.125, and 0.125 respectively. The average 

codeword length is 1.25 bits per symbol, corresponding to a particular 

source code 0, 1, 10, and 11. The Kraft inequality for this code is specifi ed 

as 1.5. Will this code have any deciphering problem?

Note  Level 1 and Level 2 Category

  Level 3 and Level 4 Category

  Level 5 and Level 6 Category

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 5.1: Understand the basics of source encoding, its classifi ca  ons and source-coding 

theorem.

5.2 SOURCE-CODING TECHNIQUES

When the symbols generated by the  discrete memoryless source are not equiprobable and every 

symbol gets encoded by identical codeword length in the encoding process, a sub-optimum 

code is obtained. PCM encoding, DPCM encoding, Grey coding, or character codes like ASCII 

are fi xed length codes.  Source coding must be used along with any of these fi xed-length codes 

in order to improve their effi ciency in accordance with the  source-coding theorem.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/119

LO 5.2

Recall
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When  source coding is applied to fi xed-length codes used for a non-equiprobable source 

then the coding becomes variable-length because the codeword length for a symbol is chosen in 

proportion to its information content (probability of occurrence). The usual practice of assigning 

codewords in any source-coding algorithm is that the symbols that occur quite frequently are 

assigned shorter codewords and those occurring infrequently are assigned longer codewords, 

as in the Morse code. 

∑ The rate of transmission of information (binary data, say) over a communication channel is 

maximum if the symbol probabilities are all equal. So, it is desirable that the transformed 

code digits have equal probability of occurrence. This technique of source coding is called 

 entropy coding and the codes are called instantaneous codes.  Shannon–Fano source coding 

and  Huffman source coding are examples of entropy coding. These are discussed in details 

with adequate illustrations and examples. 

∑ Based on  fi xed-length code,  Lempel–Ziv (LZ) code represent a variable number of source 

symbols and does not require knowledge of a probabilistic model of the source. A brief 

account of LZ source code is given here.

5.2.1 Shannon–Fano Source Code

Shannon–Fano source coding, named after Claude Shannon and Robert Fano, is a sub-optimal 

source coding technique for constructing a  prefi x code with fairly effi cient variable-length 

codewords based on a set of discrete source symbols and their probabilities. It is suboptimal 

because it does not achieve the lowest possible expected codeword length.3

The algorithm for the Shannon–Fano source encoding is illustrated in Table 5.2.1.

Table 5.2.1 Algorithm for the Shannon–Fano Source Encoding

Step # Action to be Taken

I Arrange the given source symbols in order of their specifi ed decreasing probability.

II Group them in two groups (for a 2-level encoder) or three groups (for a 3-level encoder) 

in such a way so that the sum of individual probability of source symbols in each group 

is nearly equal. 

III In case of 2-level encoding, assign a binary digit 0 to source symbols contained in fi rst 

group, and a binary digit 1 to source symbols contained in second group.

In case of 3-level encoding, assign a level -1 to source symbols contained in fi rst group, 

a level 0 to source symbols contained in second group, and a level 1 to source symbols 

contained in third group. 

IV If any of the divided groups contains more than one symbol, divide them again in two or 

three groups, as the case may be, in such a way so that the sum of individual probability 

of source symbols in each group is nearly equal. 

V The assignment of a binary level is done as described in Step III above, 

VI Repeat the procedure specifi ed in steps from IV and V any number of times until a fi nal 

set of two or three groups containing one source symbol each is obtained. Assign a binary 

level to fi nal two or three source symbols also as obtained in Step V.

3 Shannon–Fano source-encoding algorithm produces fairly effi cient variable-length encoding. However, it 

does not always produce optimal prefi x codes. Hence, is has limited application in the IMPLODE compression 

method, which is a part of the ZIP fi le format, where a simple algorithm with high performance and the minimum 

requirements for programming is desired.

What We Discuss 

Here ...

What is 

Shannon–Fano 

Source Coding 

Technique?
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Note...  The applica  on of the Shannon–Fano source-coding algorithm specifi ed above is 
explained with the help of the following example.

Crea  on of Shannon–Fano CodewordsSOLVED EXAMPLE 5.2.1

Consider an alphabet of a discrete memoryless binary source having eight source symbols with 

their respective probabilities as given below:

1 2 3 4 5 6 7 8                                                      

0.48    0.15        0.10          0.10          0.07            0.05          0.03          0.02

k

k

s s s s s s s s s

p

Ï ¸ Ï ¸Ô Ô =Ì ˝ Ì ˝
Ô Ô Ó ˛Ó ˛

Create a Shannon–Fano source codeword for each symbol.

Solu  on Table 5.2.2 shows the step-by-step procedure of creating Shannon–Fano codewords 

for the given source symbols.

Table 5.2.2 Shannon–Fano Source-Encoding Technique

sk pk 1st 

Group

2nd 

Group

3rd 

Group

4th 

Group

5th 

Group

Codeword

s1 0.48 0 0

s2 0.15 1 0 0 1 0 0

s3 0.10 1 0 1 1 0 1

s4 0.10 1 1 0 0 1 1 0 0

s5 0.07 1 1 0 1 1 1 0 1

s6 0.05 1 1 1 0 1 1 1 0

s7 0.03 1 1 1 1 0 1 1 1 1 0

s8 0.02 1 1 1 1 1 1 1 1 1 1

Thus, the computed codeword for each given symbol is 0, 100, 101, 1100, 1101, 1110, 11110, 

and 11111 respectively. Ans.

Length of Shannon–Fano CodewordsSOLVED EXAMPLE 5.2.2

Calculate the respective length of the codewords created for each of the given source symbols 

in Solved Example 5.2.1.

Solu  on We know that the length of the codeword corresponding to a particular symbol of the 

message is simply the number of digits in the codeword assigned to that symbol.

As calculated in the previously solved example, 

The codeword for each symbol is 0, 100, 101, 1100, 1101, 1110, 11110,and 11111.

Therefore, the respective length of the codeword is 1, 3, 3, 4, 4, 4, 5, and 5. Ans.

Average Codeword LengthSOLVED EXAMPLE 5.2.3

Determine the average codeword length for codewords created for each of the given source 

symbols in Example 5.2.1 and the respective lengths of the codewords computed in Example 

5.2.2 above.
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Solu  on We know that the average codeword length, Lavg, of the source encoder is given as

 Lavg = 

8

1 1

K

k k k k

k k

p l p l

= =

=Â Â
Therefore, Lavg = p1l1 + p2l2 + p3l3 + p4l4 + p5l5 + p6l6 + p7l7 + p8l8

 Lavg = (0.48 × 1) + (0.15 × 3) + (0.1 × 3) + (0.1 × 4)

+ (0.07 × 4) + (0.05 × 4) + (0.03 × 5) + (0.02 × 5)

fi Lavg = 0.48 + 0.45 + 0.3 + 0.4 + 0.28 + 0.2 + 0.15 + 0.1

Hence, the average codeword length, Lavg = 2.36 bits Ans.

Code Effi  ciencySOLVED EXAMPLE 5.2.4

Determine the code effi ciency of the given source data in Example 5.2.1 for Shannon–Fano 

source encoding.

Solu  on

We know that the coding effi ciency, code

( )
(%) 100

avg

H X

L
h = ¥

The entropy of the discrete memoryless source is given as

2

1

1
( ) log

K

k
kk

H X p
p=

Ê ˆ
= Á ˜Ë ¯

Â

For given eight source symbols, k varies from 1 to 8. Therefore,

1 2 2 2 3 2 4 2
1 2 3 4

5 2 6 2 7 2 8 2
5 6 7 8

1 1 1 1
( ) log log log log

1 1 1 1
log log log log

H X p p p p
p p p p

p p p p
p p p p

Ê ˆÊ ˆ Ê ˆ Ê ˆ
= + + +Á ˜Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯Ë ¯

Ê ˆ Ê ˆ Ê ˆ Ê ˆ
+ + + +Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

2 2 2 2

2 2 2 2

1 1 1 1
( ) 0.48log 0.15log 0.1log 0.1log

0.48 0.15 0.1 0.1

1 1 1 1
0.07log 0.05log 0.03log 0.02 log

0.07 0.05 0.03 0.02

H X
Ê ˆ Ê ˆ Ê ˆ Ê ˆ

= + + +Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

Ê ˆ Ê ˆ Ê ˆ Ê ˆ
+ + + +Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

Hence, H(X) = 2.33 bits

The average codeword length, 
8

avg

1 1

K

k k k k

k k

L p l p l

= =

= =Â Â

Therefore, avg 1 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8L p l p l p l p l p l p l p l p l= + + + + + + +

 Lavg = (0.48 × 1)  + (0.15 × 3) + (0.1 × 3) + (0.1 × 4)

+ (0.07 × 4) + (0.05 × 4) + (0.03 × 5) + (0.02 × 5) 

fi Lavg = 0.48 + 0.45 + 0.3 + 0.4 + 0.28 + 0.2 + 0.15 + 0.1
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Hence, the average codeword length, Lavg = 2.36 bits

We know that code effi ciency, code
avg

( )
(%) 100

H X

L
h = ¥

fi                 coding

2.33
100 98.7%

2.36
h = ¥ =  Ans.

Shannon–Fano Source Encoding (3-level)SOLVED EXAMPLE 5.2.5

Consider an alphabet of a discrete memoryless source having seven source symbols with their 

respective probabilities as given below:

1 2 3 4 5 6 7

0.40       0.20          0.12          0.08          0.08          0.08          0.04

                                                k

k

s s s s s s s s

p

Ï ¸ Ï ¸Ô Ô =Ì ˝ Ì ˝
Ô Ô Ó ˛Ó ˛

Suppose there are three symbols in an encoding alphabet.

(a) Create a Shannon–Fano source codeword for each symbol. Compute the respective length 

of the codewords for each of the given source symbols.

(b) Determine the average codeword length.

(c) Determine the entropy of the specifi ed discrete memoryless source.

(d) Determine the code effi ciency.

Solu  on

(a) To create Shannon–Fano source codewords

Table 5.2.3 shows the step-by-step procedure of generating Shannon–Fano codewords for the 

given source symbols.

Table 5.2.3 Shannon–Fano’s Technique of Source Encoding

[sk] [pk] 1st Level 2nd Level 3rd Level Codeword Code-

length, lk

s1 0.40 –1  –1 1

s2 0.20 0 –1 0 –1 2

s3 0.12 0 0 0 0 2

s4 0.08 1 –1 1 –1 2

s5 0.08 1 0 1 0 2

s6 0.08 1 1 –1 1 1 –1 3

s7 0.04 1 1 0 1 1 0 3

The maximum codeword length for any symbol is three.

(b) To fi nd the average codeword length.

We know that the average codeword length, Lavg of the source encoder is given as avg

1

K

k k

k

L p l

=

= Â ;

where K = 7 (given)

For given seven source symbols, k varies from 1 to 7. Therefore,

 Lavg = p1l1 + p2l2 + p3l3 + p4l4 + p5l5 + p6l6 + p7l7
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 Lavg = (0.4 × 1)  + (0.2 × 2) + (0.12 × 2) + (0.08 × 2) + (0.08 × 2)

+ (0.08 × 2) + (0.08 × 3) + (0.04 × 3)

fi Lavg = 0.4 + 0.4 + 0.24 + 0.16 + 0.16 + 0.16 + 0.24 + 0.12

Hence, the average codeword length, Lavg = 1.72 bits Ans.

(c) To determine the entropy of the specifi ed discrete memoryless source.

We know that the entropy of the given discrete memoryless source is given as

2

1

1
( ) log

K

k
kk

H X p
p=

Ê ˆ
= Á ˜Ë ¯

Â

For the given seven source symbols, k varies from 1 to 7. Therefore,

1 2 2 2 3 2 4 2
1 2 3 4

5 2 6 2 7 2
5 6 7

1 1 1 1
( ) log log log log

1 1 1
log log log

H X p p p p
p p p p

p p p
p p p

Ê ˆÊ ˆ Ê ˆ Ê ˆ
= + + +Á ˜Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯Ë ¯

Ê ˆ Ê ˆ Ê ˆ
+ + +Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯

2 2 2 2

2 2 2

1 1 1 1
( ) 0.4 log 0.2 log 0.12 log 0.08log

0.4 0.2 0.12 0.08

1 1 1
0.08log 0.08log 0.04 log

0.08 0.08 0.04

H X
Ê ˆ Ê ˆ Ê ˆ Ê ˆ

= + + +Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

Ê ˆ Ê ˆ Ê ˆ
+ + +Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯

H(X) = 2.42 bits Ans.

(d) To determine the code effi ciency

We know that the code effi ciency is given by

code
avg 2

( )
(%) 100

log

H X

L M
h = ¥

¥

fi   code
2

2.42
(%) 100 88.7%

1.72 log 3
h = ¥ =

¥
 Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 5.2.6  Consider an alphabet of a discrete memoryless binary source having seven 

source symbols with their respective probabilities as given below:

   

1 2 3 4 5 6 7

0.4           0.2           0.12          0.08          0.08          0.06          0.06

                                                k

k

s s s s s s ss

p

Ï ¸Ï ¸Ô Ô Ô Ô=Ì ˝ Ì ˝
Ô Ô Ô ÔÓ ˛ Ó ˛

 Apply the Shannon–Fano source encoding algorithm and fi nd the codeword for 

each symbol. Also compute the effi ciency of the code.

Data compaction, or lossless data compression, is the process of removing the redundant 

information (source coding) from the signals generated by physical sources, and is usually 

performed on a signal in digital form.

ATTENTION
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5.2.2 Huffman Source Code

The Huffman code is a source code in which the average length of the codewords approaches 

the fundamental limit set by the entropy of a discrete memoryless source. Thus, the  Huffman 

source-encoding technique produces source codes that always achieve the lowest possible 

 average codeword length. It implies that a codeword assigned to a symbol is approximately 

equal in length to the amount of information conveyed by it. So, it is an optimal code which has 

the highest  code effi ciency or the lowest  code redundancy. Hence, it is also known as  optimum 

code or the  minimum redundancy code.

The algorithm for the Huffman source coding is illustrated in Table 5.2.4.

Table 5.2.4 Algorithm for Huff man Source Coding

Step # Action to be Taken

I List the given source symbols in order of their specifi ed decreasing probability. The 

symbols with equal probabilities can be arranged in any arbitrary order.

II Assign a binary logic 0 and a binary logic 1 to the two source symbols of lowest prob-

ability in the list obtained in step I above. This is called splitting stage.

III Add the probability of these two source symbols and regard it as one new source symbol. 

This results into reduction of the size of the list of source symbols by one. This process 

is called reduction level 1.

IV Place the assigned probability of the new symbol high or low in the list with the rest of 

the symbols with their given probabilities. In case the assigned probability of the new 

symbol is equal to another probability in the reduced list, it may either may be placed 

higher (preferably) or lower than the original probability. 

However, it is presumed that whatever may be the placement (high or low), it is consis-

tently adhered to throughout the encoding procedure.

V Repeat the procedure specifi ed in steps from II to IV any number of times until a fi nal set 

of two source symbols (one original and the other new) is obtained. Each process results 

into reduction of the size of the list of source symbols by one. The fi nal process is called 

the last reduction level.

VI Assign a binary logic 0 and a binary logic 1 to the fi nal two source symbols also as ob-

tained in Step V above. This is known as Huffman Tree.

VII Determine the codeword for each original source symbol by working backward and 

tracing the sequence of binary logic values 0s and 1s assigned to that symbol as well as 

its successors.

The application of the above algorithm specifi ed for Huffman source-encoding technique is 

illustrated with the help of the following examples. 

Crea  on of Huff man TreeSOLVED EXAMPLE 5.2.7

Consider an alphabet of a discrete memoryless source having fi ve different source symbols 

with their respective probabilities as 0.1, 0.2, 0.4, 0.1, and 0.2. Create a  Huffman tree for the 

Huffman source-encoding technique.

What is Huffman 

Source-Coding 

Technique?
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Solu  on

Steps I and II: The given source symbols are listed in order of their specifi ed decreasing 

probability and the two source symbols of lowest probability in the list are assigned a binary 

logic 0 and a binary logic 1 respectively, as shown in Table 5.2.5.

Table 5.2.5 Steps I and II for crea  ng a Huff man Tree

Symbol, sk s1 s2 s3 s4 s5

Probability, pk 0.4 0.2 0.2 0.1 0.1

Binary Logic Level -- -- -- 0 1

Step III: The probability of the last two source symbols (i.e., s3 and s4) is combined into one 

new source symbol with probability equal to the sum of the two original probabilities (0.1 and 

0.1), that is, 0.1 + 0.1 = 0.2, as shown in Figure 5.2.1.

Figure 5.2.1 Step III for Crea  ng a Huff man Tree

Step IV: The assigned probability of the new symbol is placed in the list in accordance with the 

rest of the symbols with their given probabilities. Let the new symbol be placed HIGH in the 

list, as shown in Figure 5.2.2.

Figure 5.2.2 Step IV for Crea  ng a Huff man Tree
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Steps V and VI: The procedure specifi ed in steps from II to IV is repeated until a fi nal set of two 

source symbols (one original and the other new) is obtained. A binary logic 0 and a binary logic 

1 is assigned to the fi nal two source symbols. This is known as a  Huffman tree, as illustrated in 

Figure 5.2.3.

Figure 5.2.3 Huff man Tree

Codeword of Huff man Source EncodingSOLVED EXAMPLE 5.2.8

For the Huffman tree (Refer Figure 5.2.3) created for the given source data in Example 5.2.7, 

compute the codeword for each of the given source symbols.

Solu  on The codeword for each original source symbol can be determined by working 

backward and tracing the sequence of binary logic values 0s and 1s assigned to that symbol as 

well as its successors from the Huffman tree. This is shown in Table 5.2.6.

Table 5.2.6 Codeword for Source Symbols

Symbol, sk s1 s2 s3 s4 s5

Probability, pk 0.4 0.2 0.2 0.1 0.1

Codeword 0 0 1 0 1 1 0 1 0 0 1 1

Length of Codewords of Huff man Source EncodingSOLVED EXAMPLE 5.2.9

For the codewords computed in Example 5.2.8 from the Huffman tree (Figure 5.2.3) for 

the given source data in Example 5.2.7, fi nd the length of the codewords for each source 

symbol.

Solu  on The length of the codewords for a source symbol is the number of binary digits in 

that source symbol, as computed from the Huffman tree, and is shown in Table 5.2.7.
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Table 5.2.7 Codeword Length for Source Symbols

Symbol, sk Given Probability, pk Codeword Codeword Length, lk

s1 p1 = 0.4 0 0 l1 = 2

s2 p2 = 0.2 1 0 l2 = 2

s3 p3 = 0.2 1 1 l3 = 2

s4 p4 = 0.1 0 1 0 l4 = 3

s5 p5 = 0.1 0 1 1 l5 = 3

Average Codeword Length of Huff man EncodingSOLVED EXAMPLE 5.2.10

For the codewords and their codeword lengths calculated in Example 5.2.9, determine the 

average codeword length.

Solu  on We know that the average codeword length, Lavg of the source encoder is given as

 Lavg = 

1

K

k k

k

p l

=
Â

For the given fi ve messages, k varies from 1 to 5. Therefore,

 Lavg = p1l1 + p2l2 + p3l3 + p4l4 + p5l5

fi Lavg = 0.4 × 2 + 0.2 × 2 + 0.2 × 2 + 0.1 × 3 + 0.1 × 3

fi Lavg = 0.8 + 0.4 + 0.4 + 0.3 + 0.3

Hence, the average codeword length, Lavg = 2.2 bits Ans.

Code Effi  ciency of Huff man Source EncodingSOLVED EXAMPLE 5.2.11

For the source data given in Example 5.2.7, show that the average codeword length, Lavg = 2.2 

bits satisfi es the source-coding theorem which states that Lavg ≥ H(X). Also calculate the percent 

increase in Lavg.

Solu  on We know that the entropy of the given discrete memoryless source is given as

2

1

1
( ) log

K

k
kk

H X p
p=

Ê ˆ
= Á ˜Ë ¯

Â
For the given fi ve messages, k varies from 1 to 5. Therefore,

1 2 2 2 3 2 4 2 5 2
1 2 3 4 5

1 1 1 1 1
( ) log log log log logH X p p p p p

p p p p p

Ê ˆ Ê ˆÊ ˆ Ê ˆ Ê ˆ
= + + + +Á ˜ Á ˜Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯Ë ¯ Ë ¯

2 2 2 2 2

1 1 1 1 1
( ) 0.4 log 0.2 log 0.2 log 0.1log 0.1log

0.4 0.2 0.2 0.1 0.1
H X

Ê ˆ Ê ˆ Ê ˆ Ê ˆ Ê ˆ
= + + + +Á ˜ Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯ Ë ¯

H(X) = 2.122 bits

Hence, the average codeword length, Lavg = 2.2 exceeds the entropy H(X) = 2.122. 

This satisfi es the source-coding theorem which states that Lavg ≥ H(X).
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Percent increase in Lavg is given by 
avg ( )

100%
( )

L H X

H X

È ˘-Î ˚ ¥

For Lavg = 2.2 and H(X) = 2.122 bits, we get

     
avg ( ) [2.2 2.122]

100 100 3.67%
( ) 2.122

L H X

H X

È ˘- -Î ˚ ¥ = ¥ =  Ans.

Huff man Tree (Alternate Method)SOLVED EXAMPLE 5.2.12

Consider an alphabet of a discrete memoryless source having fi ve different source symbols with 

their respective probabilities as 0.1, 0.2, 0.4, 0.1, and 0.2. 

(a) Create a Huffman tree by placing the combined probability lower than that of other similar 

probability in the reduced list.

(b) Tabulate the codeword and length of the codewords for each source symbol. 

(c) Determine the average codeword length of the specifi ed discrete memoryless source.

(d) Comment on the results obtained.

Solu  on

(a) The Huffman tree is created by placing the combined probability lower than that of other 

similar probability in the reduced list is shown in Figure 5.2.4.

Figure 5.2.4 Huff man Tree (Alternate Method)

(b) The codewords and lengths of the codewords for each source symbol are shown in

Table 5.2.8.

Table 5.2.8 Codeword and Codeword Length for Source Symbols

Symbol, sk Original Probability, pk Codeword Codeword Length, lk

s1 p1 = 0.4 1 l1 = 1

s2 p2 = 0.2 0 1 l2 = 2

s3 p3 = 0.2 0 0 0 l3 = 3

s4 p4 = 0.1 0 0 1 0 l4 = 4

s5 p5 = 0.1 0 0 1 1 l5 = 4
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 It is observed that there is signifi cant difference in the codewords as well as the length 

of codewords for each source symbol as compared to the earlier method of generating a 

Huffman tree when the combined probability is placed higher than that of other similar 

probability in the reduced list.

(c) We know that the average codeword length, Lavg of the source encoder is given as 

  Lavg = 
1

K

k k

k

p l

=
Â

For the given fi ve messages, k varies from 1 to 5. Therefore,

  Lavg = p1l1 + p2l2 + p3l3 + p4l4 + p5l5

fi Lavg = 0.4 × 1 + 0.2 × 2 + 0.2 × 3 + 0.1 × 4 + 0.1 × 4

fi Lavg = 0.4 + 0.4 + 0.6 + 0.4 + 0.4

 Hence, the average codeword length, Lavg = 2.2 bits Ans.

(d) Comments on the Results Obtained: Although there is signifi cant difference in the 

codewords as well as the length of codewords for each source symbol as compared to the 

earlier method of generating a Huffman tree (higher placement of combined probability in 

the reduced list), yet the average codeword length remains the same.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 5.2.13 Consider an alphabet of a discrete memoryless source having six source symbols 

with their respective probabilities as 0.08, 0.10, 0.12, 0.15, 0.25, and 0.30. Create 

a binary Huffman tree and determine the codeword for each symbol.

Ex 5.2.14 For the Huffman codeword determined in Example 5.2.13, determine the 

minimum possible average codeword length attainable by coding an infi nitely 

long sequence of symbols.

Ex 5.2.15 Compute the average length of the Huffman source code determined in Example 

5.2.13. Also show that the code effi ciency is 98.7%.

Prefi x and Huffman source encoding are the most commonly used source-encoding techniques 

which provide data compaction. Huffman codes are used in CCITT, JBIG2, H.261, H.262, 

H.263, H.264, etc. Modifi ed Huffman coding is widely used in the JPEG and MPEG-1/2/4 

standards.

So far, the  Huffman source encoding has been explained for a binary source having two levels 1 

and 0. However, it can be applied to an M-ary source as well. The algorithm to create a  Huffman 

tree is similar to what has been described for binary source. That is, the following hold:

∑ The symbols are arranged in the order of descending probability.

∑ The last M symbols are assigned one of the 0, 1, …., (M – 1) levels as the fi rst digit (most 

signifi cant digit) in their codeword.

∑ The last M symbols are combined into one symbol having probability equal to the sum of 

their individual probabilities.

∑ The remaining symbols along with the reduced symbol (as obtained in the previous step), 

are arranged in the order of descending probability. 

∑ The last M symbols are again assigned one of the 0, 1, …., (M – 1) levels as the second digit 

in their codeword.

Application

Huffman Source 

Coding for M-ary 

Source
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∑ This is repeated till only M symbols are left, which are also assigned one of the 0, 1, …., 

(M – 1) levels as the last digit (least signifi cant digit) in their codeword.

For an M-ary  Huffman source code, it is desirable that there should be exactly M symbols left in 

the last reduced set. This can happen only if the total number of source symbols is equal to M + 

k(M – 1) where k is the number of reduction levels possible. For example,

∑ For 3-ary Huffman source code, the total number of source symbols required is 5, 7, 9, 11, 

…. so on.

∑ For 4-ary Huffman source code, the total number of source symbols required is 7, 10, 13, 

…. so on.

This is so because each reduction level reduces the number of symbols by (M – 1). If the 

size of the source alphabet is not equal to M + k(M – 1), then the requisite number of dummy 

symbols with zero probability must be added.

It may be noted that Huffman source-encoding process, also called the  Huffman tree, is not 

unique. There are at least two variations in the process such as

∑ At each splitting stage, the assignment of binary logic 0 and 1 can be arbitrarily done to the 

last two source symbols. 

∑ In case the combined probability of two symbols happens to be exactly equal to any other 

probability in the list, it may be placed high or low consistently throughout the coding 

process. 

This results in codes for various source symbols having different code lengths, although 

the  average codeword length remains the same. The question here is which method should be 

preferred and why? The answer can be found by measuring the variability in codeword lengths 

of a source code with the help of variance of the average codeword length.

The variance of the average codeword length can be defi ned as

  

2 2
avg

1

( )

K

K K

k

p l Ls
=

= -Â

where p1, p2, p3, ..., pK are the source probabilities; l1, l2, l3, ..., lK are the length of the codewords 

assigned to source symbols s1, s2, s3, ..., sK respectively, Lavg is the average length of the 

codeword.

The application of above-mentioned algorithm specifi ed for Huffman source-encoding 

technique for M-ary source is illustrated with the help of the following example:

Huff man Source Encoding for M-ary SourceSOLVED EXAMPLE 5.2.16

Consider an alphabet of a discrete memoryless source having the following source symbols 

with their respective probabilities as

1 2 3 4 5 6 7

0.40        0.20        0.12          0.08          0.08            0.08          0.04     

                                                ks s s s s s s s

pk

Ï ¸ Ï ¸Ô Ô =Ì ˝ Ì ˝
Ô Ô Ó ˛Ó ˛

Suppose there are 3 number of symbols in an encoding alphabet.

(a) Create a Huffman tree following the standard algorithm for the Huffman encoding, and 

compute the codeword and the respective length of the codewords for each of the given 

source symbols.

Desirable 

Conditions for 

M-ary Huffman 

Source Code

Variations in 

Huffman Source-

Encoding Process
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(b) Determine the average codeword length.

(c) Determine the entropy of the specifi ed discrete memoryless source.

(d) Determine the code effi ciency.

Solu  on

(a) To create a Huffman Tree

Figure 5.2.5 shows the Huffman tree following the standard algorithm for the Huffman source 

encoding.

Figure 5.2.5 Huff man Source-Encoding Tree

The maximum codeword length for any symbol is two only.

(b) To determine the average codeword length.

We know that the average codeword length, Lavg of the source encoder is given as 

 Lavg = 

1

K

k k

k

p l

=
Â

For given seven messages, k varies from 1 to 7, we have

 Lavg = p1l1 + p2l2 + p3l3 + p4l4 + p5l5 + p6l6 + p7l7

fi Lavg = (0.4 × 1) + (0.2 × 2) + (0.12 × 2) + (0.08 × 2) + (0.08 × 2) + (0.08 × 2) + (0.04 × 2)

fi Lavg = 0.4 + 0.4 + 0.24 + 0.16 + 0.16 + 0.16 + 0.08

Hence, the average codeword length, Lavg = 1.6 3-ary units/message Ans.

(c) To determine the entropy of the specifi ed memoryless source.

We know that the entropy of the given discrete memoryless source is given as

2

1

1
( ) log

K

k
kk

H X p
p=

Ê ˆ
= Á ˜Ë ¯

Â
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For the given seven messages, k varies from 1 to 7. Therefore,

1 2 2 2 3 2 4 2
1 2 3 4

5 2 6 2 7 2
5 6 7

1 1 1 1
( ) log log log log

1 1 1
log log log

H X p p p p
p p p p

p p p
p p p

Ê ˆÊ ˆ Ê ˆ Ê ˆ
= + + +Á ˜Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯Ë ¯

Ê ˆ Ê ˆ Ê ˆ
+ + +Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯

2 2 2 2

2 2 2

1 1 1 1
( ) 0.4 log 0.2 log 0.12 log 0.08log

0.4 0.2 0.12 0.08

1 1 1
0.08log 0.08log 0.04 log

0.08 0.08 0.04

H X
Ê ˆ Ê ˆ Ê ˆ Ê ˆ

= + + +Á ˜ Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯ Ë ¯

Ê ˆ Ê ˆ Ê ˆ
+ + +Á ˜ Á ˜ Á ˜Ë ¯ Ë ¯ Ë ¯

H(X) = 2.42 3-ary units/message Ans.

(d) To determine the code effi ciency.

We know that the code effi ciency is given by

 

code
avg 2

( )
(%) 100

log

H X

L M
h = ¥

¥

fi code
2

2.42 2.42
(%) 100 100

1.6 log 3 2.54
h = ¥ = ¥

¥

Hence, code effi ciency, hcode = 95.3% Ans.

Variance Comparison of Huff man Tree(s)SOLVED EXAMPLE 5.2.17

Consider an alphabet of a discrete memoryless source having fi ve different source symbols. 

Table 5.2.9 gives their respective probabilities, codewords and codeword lengths as computed 

from Huffman Tree from two different methods (higher and lower placement of combined 

probability in the reduced list).

Table 5.2.9 Codeword and Codeword Length for Source Symbols

Given sk, pk First Method Second Method

Codeword Codeword Length, lk Codeword Codeword Length, lk

s1, 0.4 0 0 l1 = 2 1 l1 = 1

s2, 0.2 1 0 l2 = 2 0 1 l2 = 2

s3, 0.2 1 1 l3 = 2 0 0 0 l3 = 3

s4, 0.1 0 1 0 l4 = 3 0 0 1 0 l4 = 4

s5, 0.1 0 1 1 l5 = 3 0 0 1 1 l5 = 4

(a) Compute the average codeword length(s) of the source encoder from the two methods.

(b) Determine the respective variance of the average codeword length(s).

(c) Comment on the result and suggest which method should be preferred.
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Solu  on

(a) To compute the average codeword length(s) of the source encoder.

We know that the average codeword length, Lavg of the source encoder for a discrete memoryless 

source having fi ve different source symbols is given as

 Lavg = 1 1 2 2 3 3 4 4 5 5

1

K

k k

k

p l p l p l p l p l p l

=

= + + + +Â

Using the given data by using fi rst method of generating a Huffman tree, the average codeword 

length, Lavg(1) can be computed as below:

fi Lavg(1) = 0.4 × 2 + 0.2 × 2 + 0.2 × 2 + 0.1 × 3 + 0.1 × 3

fi Lavg(1) = 0.8 + 0.4 + 0.4 + 0.3 + 0.3 

Hence, the average codeword length, Lavg(1) = 2.2 bits

Using the given data by using the second method of generating Huffman Tree, the average 

codeword length, Lavg(2) can be computed as below:

fi Lavg(2) = 0.4 × 1 + 0.2 × 2 + 0.2 × 3 + 0.1 × 4 + 0.1 × 4

fi Lavg(2) = 0.4 + 0.4 + 0.6 + 0.4 + 0.4 

Hence, the average codeword length, Lavg(2) = 2.2 bits

Therefore, Lavg(1) = Lavg(2) = 2.2 bits Ans.

(b) To determine the variance of the average codeword length(s).

We know that the variance of the average codeword length of the source encoder is given as 

 s2 = 
2

avg

1

( )

K

k k

k

p l L

=

-Â

For a discrete memoryless source having fi ve different source symbols, the variance of the 

average codeword length of the source encoder is given as

 s2 = 
2 2 2 2 2

1 1 avg 2 2 avg 3 3 avg 4 4 avg 5 5 avg( ) ( ) ( ) ( ) ( )p l L p l L p l L p l L p l L- + - + - + - + -

Using the given data by using the fi rst method of generating a Huffman tree, the variance of the 

average codeword length of the source encoder, sI
2 can be computed as below:

 s I
2 = 0.4(2 – 2)2 + 0.2(2 – 2.2)2 + 0.2(2 – 2.2)2 + 0.1(3 – 2.2)2 + 0.1(3 – 2.2)2

fi s I
2 = 0.4 × 0.04 + 0.2 × 0.04 + 0.2 × 0.04 + 0.1 × 0.64 + 0.1 × 0.64 

fi s I
2 = 0.016 + 0.008 + 0.08 + 0.064 + 0.064

fi sI
2
 = 0.160 Ans.

Using the given data by using the second method of generating a Huffman tree, the variance of 

the average codeword length of the source encoder, s II
2 can be computed as below:

 s II
2 = 0.4(1 – 2.2)2 + 0.2(2 – 2.2)2 + 0.2(3 – 2.2)2 + 0.1(4 – 2.2)2 + 0.1(4 – 2.2)2

fi s II
2 = 0.4 × 1.44 + 0.2 × 1.44 + 0.2 × 0.64 + 0.1 × 3.24 + 0.1 × 3.24

fi s II
2 = 0.576 + 0.576 + 0.128 + 0.324 + 0.324

fi s II
2 = 1.928 Ans.
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(c) To comment on the result and suggest which method should be preferred.

From the above results, it is seen that

s I
2 < s II

2

It means that when a combined probability of the two lowermost symbols is placed as high as 

possible, the resulting Huffman source code has a signifi cantly smaller value of variance as 

compared to when it is placed as low as possible.

On the basis of this, it is recommended to prefer the fi rst method over the second method of 

generating the Huffman source code.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 5.2.18 For a third-order extension, the binary Huffman source code for a discrete 

memoryless source generates two symbols with probability 0.8 and 0.2 

respectively. How many possible messages are available? Find the probabilities 

of all new message symbols.

5.2.3 Lempel–Ziv Code

A Huffman encoder takes a block of input characters with fi xed length and produces a block of 

output bits of variable length. It is a fi xed-to-variable length code. The design of the Huffman 

code is optimal (for a fi xed block length) assuming that the source statistics are known apriori. 

The basic idea in Huffman coding is to assign short codewords to those input blocks with high 

probabilities and long codewords to those with low probabilities.

The  Lempel–Ziv code (LZ code) uses fi xed-length codes to represent a variable number of source 

symbols. It is sometimes known as the  Lempel–Ziv algorithm. It does not require knowledge 

of a probabilistic model of the source. The Lempel–Ziv coding technique is independent of the 

source statistics in contrast to the Huffman source coding technique. The Lempel–Ziv coding 

algorithm generates a  fi xed-length code, whereas the  Huffman code is a  variable length code.

In other words, we can say that Lempel-Ziv is a variable-to-fi xed length code. The Lempel-

Ziv code is not designed for any particular source but for a large class of sources. Surprisingly, 

for any fi xed stationary and ergodic source, the Lempel–Ziv algorithm performs just as well 

as if it was designed for that source. Mainly for this reason, the Lempel–Ziv code is the most 

widely used technique for lossless fi le compression.

The Lempel–Ziv algorithm adaptively builds a codebook from the fi xed-length source data 

stream. Encoding is accomplished by parsing the source data stream into segments that are the 

shortest strings not encountered previously. The LZ coding is done by writing the location of 

the prefi x in binary followed by new last digit. If the parsing gives N strings for a given n-long 

sequence then log2N (rounded to the next integer) will be the number of binits required for 

describing prefi x. One  binit will be required to describe a new symbol, also called the innovation 

symbol.

The decoding process is done in a reverse manner. The prefi x is used as pointer to the root string 

and then the innovation symbol is appended to it. The coding effi ciency in LZ coding begins 

to appear at a later part of the string when longer data sequence is taken and the data shows 

some part of redundancy within it in the form of repetition. LZ coding is useful where apriori 
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probabilities are not known and/or where data shows sort of repetition or redundancy in the 

digit string.

The Lempel–Ziv coding is simpler to implement than Huffman source coding and is intrinsically 

adaptive. It is suitable for synchronous transmission, and is now the standard algorithm for 

data compaction and fi le compression. Lempel–Ziv coding, when applied to ordinary English 

text, achieves a data compaction effi ciency of approximately 55%, as compared to 43% only 

achieved with Huffman source coding.

The application of above-mentioned algorithm specifi ed for LZ source-encoding technique 

is illustrated with the help of the following example:

Illustra  on of LZ Coding TechniqueSOLVED EXAMPLE 5.2.19

Consider a data stream of 1010101010101010101010…… (10 repeated 18 times) which is 

required to be coded using the Lempel–Ziv coding algorithm. Illustrate the process of the LZ 

encoding algorithm.

Solu  on Assume that the binary symbols 1 and 0 are already stored in that order in the code 

book and their numerical position is 1 and 2 respectively in the code book. 

The process of parsing begins from the left. 

Step 1: With symbols 1 and 0 already stored, the fi rst shortest string of the data stream 

encountered for the fi rst time and not seen before is 10. That means,

 Strings stored so far:  1, 0, 10

 Remaining data stream yet to be parsed: 101010101010101010….

Step 2: The next shortest string of the data stream encountered for the second time and not seen 

before is 101. That means,

 Strings stored so far:  1, 0, 10, 101

 Remaining data stream yet to be parsed: 010101010101010…..

Step 3: The next shortest string of the data stream encountered for the third time and not seen 

before is 01. That means,

 Strings stored so far:  1, 0, 10, 101, 01

 Remaining data stream yet to be parsed: 0101010101010….. 

Step 4: The next shortest string of the data stream encountered for the fourth time and not seen 

before is 010. That means,

 Strings stored so far:  1, 0, 10, 101, 01, 010

 Remaining data stream yet to be parsed: 1010101010…..

Step 5: The next shortest string of the data stream encountered for the fi fth time and not seen 

before is 1010. That means,

 Strings stored so far:  1, 0, 10, 101, 01, 010, 1010

 Remaining data stream yet to be parsed: 101010…..

Step 6: The next shortest string of the data stream encountered for the sixth time and not seen 

before is 10101. That means,

 Strings stored so far:  1, 0, 10, 101, 01, 010, 1010, 10101

 Remaining data stream yet to be parsed: 0…..

And so on ….. until the given data stream has been completely parsed. 

Thus, the code book of the binary stream will be 1, 0, 10, 101, 01, 010, 1010, 10101, …..

Application
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Self-Assessment Exercise linked to LO 5.2

Q5.2.1 Consider an alphabet of a discrete memoryless source generating 8 source 

symbols with probabilities as 0.02, 0.03, 0.05, 0.07, 0.10, 0.10, 0.15, 0.48. 

Design Shannon–Fano source codeword for each symbol.

Q5.2.2 A discrete memoryless source generates fi ve source symbols with their 

respective probabilities as 0.15, 0.1, 0.18, 0.17, 0.4. Create Shannon–Fano 

source codeword for each symbol and calculate the effi ciency of the code.

Q5.2.3 Mention the salient features and key advantages of Huffman source-coding 

technique.

Q5.2.4 A discrete memoryless source generates two symbols with probability 0.8 

and 0.2 respectively. Design a binary Huffman source code. Determine the 

average codeword length, and the code effi ciency.

Q5.2.5 For a second-order extension, the binary Huffman source code for a discrete 

memoryless source generating two symbols with probability 0.2 and 0.8 

respectively, compute the probabilities of new message symbols.

Q5.2.6 In general, Huffman coding results in equal or better code effi ciency 

compared to Shannon–Fano coding. Evaluate it for fi ve source messages 

having probabilities as 0.4, 0.15, 0.15, 0.15, 0.15.

Q5.2.7 Compare and contrast the advantages of Shannon–Fano codes and Huffman 

source codes for the similar message source.

Q5.2.8 Show how parsing is done in Lempel–Ziv coding for a data stream which is 

18 repeating ‘10’ starting with 1. If the number of prefi xes used is 8, show 

how this data is encoded.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 5.2: Discuss source-coding techniques including Shannon–Fano, Huff man, and 

Lempel–Ziv.

For answers, scan 

the QR code given 

here
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php/115



 Coding 5.37

 

Mid-Chapter CheckMid-Chapter Check

So far you have learnt the following:

 ∑ Basics of Source Encoding and its Parameters

 ∑ Classifi cation of Source Codes and Source-Coding Theorem

 ∑ Shannon–Fano, Huffman, and Lempel–Ziv Source Codes

Therefore, you are now skilled to complete the following tasks:

MQ5.1 Classify source codes based on algorithms adopted and highlight the 

features of each one of them.

MQ5.2 Describe the desirable properties of instantaneous codes generated by 

entropy coding.

MQ5.3 How is the average codeword length related with the source entropy, 

as stipulated by the source-coding theorem? Specify the condition to 

obtain optimum source code.

MQ5.4 Consider an alphabet of a discrete memoryless source having eight 

source symbols with their respective probabilities as given below:

   1 2 3 4 5 6 7 8{ } {                                                         }ks s s s s s s s s=

   
{ } {0.02   0.03   0.05   0.07   0.10   0.10   0.15   0.48}kp =

  Evaluate the code effi ciency of a simple binary-encoding technique 

used for the given data and show that it is only 77%.

MQ5.5 A source generates 8 source symbols with probabilities as 0.02, 0.03, 

0.05, 0.07, 0.10, 0.10, 0.15, 0.48. The lengths of codewords designed 

using Shannon–Fano source-coding techniques are 1, 3, 3, 4, 4, 4, 5, 

5 respectively. Determine the average codeword length. If the pairs 

of the symbols are encoded rather than the individual symbol then 

estimate the new coding effi ciency.

MQ5.6 Are there any drawbacks of the Huffman source code? If yes, list them.

MQ5.7 Determine the transmission bit rate of a fi xed-length code and Huffman 

code for a symbol rate of 1000 symbols per second, if the original 

source produces six symbols per second with unequal probability 

and the average length of the Huffman source code is 2.45 bits per 

symbol.

MQ5.8 For a second-order extension, the binary Huffman source code for a 

discrete memoryless source generating two symbols with probabilities 

0.2 and 0.8 respectively, fi nd the probabilities of new message symbols.

MQ5.9 Design a binary Huffman source code for a discrete memoryless source 

of three statistically independent symbols with probabilities 0.02, 0.08, 

and 0.90 respectively. Determine the average codeword length and the 

effi ciency of the fi rst-order binary Huffman source code.

MQ5.10 The binary nth-order extension source code can signifi cantly improve 

the coding effi ciency of Huffman source-encoding technique. Where 

does it fi nd applications?

Sure of what you 
have learnt so far? 
For answers, scan 
the QR code

OR

visit h  p://

qrcode.fl ipick.

com/index.

php/116

Be ready for the 
next sec  ons!

LO 5.1

LO 5.2
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5.3 ERROR-CONTROL CHANNEL CODING

Pioneers of coding theory are Claude Shannon (1916–2001) and Richard Hamming (1915–

1998) who were colleagues at Bell Labs. Hocquenghem in 1959 and independently Bose and 

Ray-Chaudhuri in 1960 were responsible for a class of linear block codes known as  BCH codes. 

Irving Reed and Gustave Solomon followed with a set of cyclic BCH codes with an effi cient 

decoding algorithm are well-suited for detecting and correcting burst errors and erasures in 

widespread applications. Recall  Shannon’s channel coding theorem that states that if the code 

transmission rate is less than the maximum channel capacity, it is possible to design an error-

control code with almost error-free information transmission.  Hamming codes are used to add 

redundancy to data which aid the detection and correction of errors. 

The capacity of a binary channel is increased by adding extra bits to information data. This 

improves the quality of digital data. The process of adding redundant bits is known as  channel 

coding. In digital communications, errors can occur due to a lot of reasons such as noisy 

channel, scratches/dust/fi ngerprints on CD or DVD, power surge in electronic circuits, etc. It 

is often desirable to detect and correct those errors. If no additional information is added to 

the original bit pattern, errors can turn it into another valid bit pattern. Therefore, redundancy 

is used in error-correcting schemes. By adding redundancy, a lot of bit patterns will become 

invalid. A good channel coding scheme will make an invalid bit pattern caused by errors to be 

closer to one of the valid bit patterns than others. In general, channel coding, also known as 

error control channel coding, is the process of encoding discrete information in a form suitable 

for transmission, with an objective of enhanced reliability of digital communication.

It is essential to develop and implement appropriate error control and coding procedures in 

data communications in order to achieve low  Bit Error Rate (BER) after transmission over a noisy 

bandlimited channel. We know that data transmission errors occur due to electrical interference 

from natural sources as well as from human-made sources. Rather, data transmission errors 

do occur in any type of transmitting medium. The occurrence of errors in data transmission is 

almost inevitable.

In practice, for a relatively noisy channel, the  probability of error may have a value as high 

as 10–2. It means that on the average, at least one bit out of every one hundred bits transmitted 

are received in error. For most of the applications using digital communications, such a low 

level of reliable communication is not acceptable. In fact, probability of error on the order 

of 10–6 or even lower is quite often a necessary requirement. We can achieve such a high 

level of performance with effective error-control coding techniques. It is effective in combating 

independent random transmission errors over a noisy channel.

Figure 5.3.1 A Digital Communica  on System with Channel Encoder and Decoder

LO 5.3

History of Error 

Control Channel 

Coding

Essence of 

Channel Coding



 Coding 5.39

∑ The  channel encoder introduces extra error-control bits (in the prescribed manner) in 

the source-encoded input data sequence. The receiver receives the encoded data with 

transmission errors. 

∑ The  channel decoder exploits the extra bits to detect/correct any transmission errors and 

reconstruct the original source data sequence.

The integrity of received data is a critical consideration in the design of digital communication 

systems. Many applications require the absolute validity of the received message, allowing 

no room for errors encountered during transmission. Although the extra error-control bits 

themselves carry no information, they make it possible for the receiver to detect and/or correct 

some of the errors caused by the communication channel in the transmitted data bits. Thus, 

 channel coding provides excellent BER performance at low  signal-to-noise ratio values. When 

the encoded data-transmission rate remains the same as in the uncoded system, the transmission 

accuracy for the coded system is higher. This results in the  coding gain which translates to 

higher transmission accuracy, higher power and spectral effi ciency.4

Coding gain is obtained at some price because the introduction of extra bits in channel 

coding process causes channel coding to consume additional frequency bandwidth during 

transmission.

∑ We begin with a brief introduction of types of errors and types of error control codes. 

∑ In this section, we discuss  linear block codes including  Hamming codes,  cyclic codes, 

 BCH codes,  Hadamard codes, and  LDPC codes. 

∑ Hamming code is the fi rst class of (n, k) linear block code devised for error control. 

Important parameters and procedure to calculate  Hamming check bits and decoding of 

Hamming code are explained with suitable examples. We analyze  Hamming weight, 

 Hamming distance, and error detecting and correcting capability of Hamming code. Then, 

we describe briefl y several attributes of cyclic codes, BCH codes, Hadamard codes, and 

LDPC codes.

5.3.1 Types of Errors and Error-Control Codes

A system’s noise environment can cause errors in the received message. Properties of these errors 

depend upon the noise characteristics of the channel. Errors which are usually encountered fall 

into three broad categories:

∑  Random Errors: Random errors occur in the channel when individual bits in the transmitted 

message are corrupted by noise. Random errors are generally caused by thermal noise 

in communications channels. The bit error probabilities are nearly independent of each 

other. 

∑  Burst Errors: Burst errors happen in the channel when errors occur continuously in time. 

Burst errors can be caused by  fading in a communications channel. For some codes burst 

errors are diffi cult to correct. However, block codes including  Reed–Solomon codes handle 

burst errors very effi ciently.

∑  Impulse Errors: Impulse errors can cause catastrophic failures in the communications 

system that are so severe they may be unrecognizable by FEC using present-day coding 

schemes. In general, all coding systems fail to reconstruct the message in the presence of 

catastrophic errors. However, certain codes like the Reed–Solomon codes can detect the 

4 For a given data rate, error-control coding can reduce the probability of error, or reduce the required S/N ratio 

to achieve the specifi ed probability of error. However, this increases the transmission bandwidth and complexity 

of channel decoder.
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presence of a catastrophic error by examining the received message. This is very useful in 

system design because the unrecoverable message can at least be fl agged at the decoder.

Error detection and correction codes use redundancy to perform their function. This means 

that extra code symbols are added to the transmitted message to provide the necessary detection 

and correction information. Basically, there are three types of errors which occur during 

transmission of binary data in digital communications.

∑  Single Bit Errors: Only one bit is in error within a given data sequence. Single bit errors 

affect only one character within a message.

∑  Multiple Bit Errors: Two or more bits are in error within a given data sequence. Multiple 

bit errors can affect one or more characters within a message.

∑  Burst Errors: Two or more consecutive bits are in error within a given data sequence. 

Burst errors generally affect more characters within a message. They are more diffi cult to 

detect and even more diffi cult to correct than single bit errors.

The task of  channel coding is to encode the information sent over a communication channel in 

such a way that in the presence of channel noise, errors can be detected and/or corrected. We 

distinguish between two coding methods: 

∑  Backward Error Correction (BEC) requires only error detection. If an error is detected, 

the sender is requested to retransmit the message. While this method is simple and sets 

lower requirements on the code’s error-correcting properties, but it requires  duplex 

communication and causes undesirable delays in transmission. 

∑  Forward Error Correction (FEC) requires that the decoder should also be capable of 

correcting a certain number of errors, i.e., it should be capable of locating the positions 

where the errors occurred. Since FEC codes require only  simplex communication, they are 

especially attractive in  wireless communication systems, helping to improve the energy 

effi ciency of the system. The power of FEC is that the system can, without retransmissions, 

fi nd and correct limited errors caused by communications channel. Redundancy is used by 

all FEC codes to perform  error detection and correction. FEC codes allow a receiver in the 

system to perform it without requesting a retransmission. Here we deal with binary FEC 

codes only.

Depending on types of errors need to be detected and corrected in digital communication, 

there are several categories of error-control codes such as linear block codes, convolution codes, 

and burst-error correction codes.

∑ A  linear block code is a set of codewords that has a well-defi ned mathematical structure, 

where each codeword is a binary sequence of a fi xed number of bits. It involves encoding a 

block of information sequence bits into another block of encoded bits with addition of error 

control bits. Examples of linear block codes include Hamming, Cyclic, BCH, Hadamard 

and LDPC codes are discussed in this section.

∑  Convolution code is an alternative to linear block codes, where n-symbol output codeword 

at any given time unit is derived not only by present k-bit blocks of input data but also 

m-bit previous information block. Thus, the error control bits are continuously dispersed 

within information data bits. Convolution codes and their decoding algorithms are covered 

in Section 5.4.

∑  Interleaving is the process of dispersing the  burst errors into multiple individual errors 

which can then be detected and corrected by error control coding.  Burst-error correction 

codes such as Block and  Convolution Interleaving,  RS codes, and  Turbo codes are covered 

in Section 5.5.

Types of Error-

Control Codes 
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Designing a channel code is always a tradeoff between energy effi ciency and bandwidth 

effi ciency. Codes with lower rate (i.e., more redundancy) can usually correct more errors. If 

more errors can be corrected, the communication system can operate with a lower transmit 

power, transmit over longer distances, tolerate more interference, use smaller antennas and 

transmit at a higher data rate. These properties make the code energy effi cient. On the other 

hand, low-rate codes have a large overhead and are hence heavier on bandwidth consumption. 

Also, decoding complexity grows exponentially with code length, and long (low-rate) codes set 

high computational requirements to conventional decoders. According to Viterbi in convolution 

encoder, this is the central problem of channel coding: encoding is easy but decoding is hard.

 Linear block code involves encoding a block of source information bits into another block of 

bits with addition of error-control bits to combat  channel errors induced during transmission. An 

(n, k) linear block code encodes k information data bits into n-bit codeword.

Figure 5.3.2 A Simple Linear Block Code Opera  on

The information binary data sequence is divided into sequential message blocks of fi xed length 

in block coding. Each message block consists of k-information bits. Thus, there may be 2k 

distinct messages. The error control bits (n – k) are derived from a block of k- information bits, 

where n is total number of bits in encoded data block (n > k). The  channel encoder adds (n – k) 

error control bits to each k-bit information block.

Thus, in linear block code, each valid codeword reproduces the original k data bits and adds 

to them (n – k) check bits to form n-bit codeword. In a nutshell, we can say that

∑ Number of possible codewords = 2n

∑ Number of valid codewords = 2k

∑ Redundancy of code (ratio of redundant bits and data bits) = 
n k

k

-

Hence, the encoding process in linear block code process preserves the k data bits and adds 

m = (n – k) check bits.

The general considerations in design of a linear block code include that it should be relatively 

easy to encode and decode. A code should require minimal memory and minimal processing 

time. Moreover, the number of error-control bits should be small so as to reduce the required 

transmitted bandwidth, and large enough so as to reduce the error rate. So there is always a 

trade-off between performance parameters in terms of bandwidth and error rate to select the 

number of error control bits.

A block of n encoded bits (n > k) at any instance depends only on the block of data consisting 

of k-information bits present at that time. So there is no built-in memory. 

∑ When the k information data bits appears at the beginning of a codeword, the code is called 

a  systematic code. 
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∑ The n-bit data block is called a  codeword.

The number of error-control bits depends on the size of the block of information data bits and 

the error-control capabilities required.

A (n, k)  linear block code represents k information bits encoded into n-bit codeword (n > k) 

by adding (n – k) error-control bits, derived from a block of k information bits by using well-

defi ned algorithm. The position of error-control bits within a codeword is arbitrary. They can be 

either appended at the either side of the information data bits (thereby keeping the information 

bits together, known as  systematic coding), or dispersed within the information data bits (known 

as  non-systematic coding). In a block code, the n-bit output codeword depends only on the 

corresponding k-bit input information. It means that the encoder is memoryless and, hence, can 

be implemented with a combinational logic circuit.

The data rate at which the  linear block encoder produces bits is given by

 
o s

n
R R

k

Ê ˆ
= Á ˜Ë ¯

where Ro is the channel data rate at the output of block encoder and Rs is the information data 

rate of the source. Since n > k, the channel data rate is greater than the information data rate 

(R0 > Rs).

A desirable property for linear block codes is linearity, which means that its codeword satisfy 

the condition that the sum of any two codewords gives another codeword.

∑  Bit Error Rate (BER) is the theoretical expected value of the error performance which 

can be estimated mathematically. For example, a specifi ed BER of 10-6 means that it is 

expected to have one bit in error for every 1,000,000 bits transmitted.

∑  Error detection is the process of monitoring data transmission and detecting when errors 

in data have occurred. Error-detection technique can mainly indicate when an error has 

occurred. However, it does not identify or correct bits in error, if any.

∑ A  parity bit is an additional bit added to the bit pattern to make sure that the total number 

of 1’s is even ( even parity) or odd ( odd parity). For example, the information bit pattern 

is 01001100 and even parity is used. Since the number of 1’s in the original bit pattern 

is 3, a ‘1’ is added at the end to give the transmitted (encoded) bit pattern of 010011001. 

The decoder counts the number of 1s (normally done by Exclusive OR) in the bit stream 

to determine if an error has occurred. A single parity bit can detect (but not correct) any 

odd number of errors. The parity-check scheme is the simplest form of redundancy for 

detecting errors in digital binary messages.

∑  Redundancy checking is the most common type of error-detection techniques. It involves 

adding extra bits to the data for the exclusive purpose of detecting transmission data 

errors. Examples of error-detection techniques based on redundancy checks are  Vertical 

Redundancy Check (VRC) (also called odd/even character parity check),  Longitudinal 

Redundancy Check (LRC),  checksum, and  Cyclic Redundancy Check (CRC).

∑  Code rate is defi ned as the ratio of number of information data bits (uncoded) and number 

of encoded data bits. That is, 

 Code rate, 
k

r
n

=

 where k is the input information bits and n is the output encoded bits. The code rate is a 

dimensionless ratio. The code rate is always less than unity because n > k in any error control 
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code. This can be interpreted as the number of information bits entering the error control 

encoder per transmitted symbol (codeword). Thus, this is a measure of the redundancy 

within the codeword.

 Code rate is also a measure of how much additional bandwidth is required to transmit encoded 

data at the same data rate as would have been needed to transmit uncoded data. For example, r 

= 1/2 means the requirement of double bandwidth of an uncoded system to maintain the same 

data rate.

For a binary code to have a unique codeword assigned to each information block, k £ n or 

r £ 1. When k < n, (n – k) redundant bits can be added to each k-bit information block to form 

a codeword to provide the code the power to combat with the errors induced due to channel 

noise. 

∑ For a fi xed value of k-bits, the code rate tends to be zero as the number of redundant bits 

increases. 

∑ On the contrary, for the case of no coding, there are no error control bits and hence n = k 

means the code rate r = 1.

Thus, we see that the code rate is bounded by 0 £ r £ 1. Similarly, in a binary convolution 

code, redundant or error-control bits can be added when k < n or r < 1. Generally, k and n are 

small integers and more redundancy is added by increasing m (number of previous information 

bits stored in memory) while maintaining k and n and hence the code rate r fi xed. 

In even/odd parity bit check schemes, the code rate is quite effi cient (8/9 in the above example) 

but its effectiveness is limited.  Single parity bit is often used in situations where the likelihood 

of errors is small and the receiver is able to request retransmission. Sometimes it is used even 

when retransmission is not possible. Early PCs employ single bit parity scheme.

∑  Forward Error Correction (FEC) enables a system to achieve a high degree of data 

reliability, even with the presence of noise in the communications channel. Data integrity 

is an important issue in most digital communications systems and in all mass storage 

systems.

∑ In systems where improvement using any other means (such as increased transmit power or 

components that generate less noise) is very costly or impractical, FEC can offer signifi cant 

error control and performance gains.

∑ In systems with satisfactory data integrity, designers may be able to implement FEC 

to reduce the costs of the system without affecting the existing performance. This is 

accomplished by degrading the performance of the most costly or sensitive element in the 

system, and then regaining the lost performance with the application of FEC.

In electronic communication systems, the information can be either sent in both directions 

(telephone channels, some satellite communication channels), or strictly in one direction 

(broadcast systems, deep space communication systems). Accordingly, there are two basic 

techniques used for channel error control—Automatic Repeat Request (ARQ) and Forward-

Error Correction (FEC).

LET’S RECONFIRM OUR UNDERSTANDING!!

∑ Dis  nguish between single-bit errors, mul  ple-bit errors, and burst errors.

∑ Give examples of linear block codes and burst error-correc  on codes.
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5.3.2 Hamming Codes

If a code uses n bits to provide error protection to k bits of information, it is called a (n, k) block 

code.  Hamming distance is a metric used to measure the “closeness” between two bit patterns 

(codewords). The Hamming distance between two bit patterns is the number of bits that are 

different. For example, bit  patterns 1100 and 0100 differ by one bit (the 1st bit), thus have 

Hamming distance of one. Two identical bit patterns have Hamming distance of zero. Quite 

often, the minimum Hamming distance d between any two valid codewords is also included to 

give a (n, k, d) block code. An example of block codes is Hamming code.

 Hamming code is the fi rst class of (n, k)  linear block code devised for error control. It is 

the form of  non-systematic code in which the position of error-control bits is arbitrary within 

a codeword. For any positive integer m ≥ 3, where m denotes the number of  error control bits 

(also known as  check bits), or  redundancy, there exists a Hamming code with the following 

parameters:

∑ Number of encoded data bits (code length of a codeword), n = 2m – 1

∑ Number of user data bits (information), k = 2m – 1 – m

∑ Number of error control or check bits, m = n – k

∑ Minimum hamming distance, dmin = 3 (number of bits by which two codewords differ).

∑ Error-correcting capability, t = 1

With k bits of data and m bits of redundancy added to it, the length of resulting encoded code 

has (k + m) bits. Including no error condition as one of the possible states, total (k + m + 1) states 

must be discoverable by m bits; where m bits can have 2m different states. Therefore,

 2 ( 1)m
m k≥ + +

This expression is used to calculate the number of check bits, m. The Hamming code can be 

applied to data units of any length (k bits) using this relationship.

Note...  The following example illustrates the applica  on of the above expression.

Encoded Bits using Hamming CodeSOLVED EXAMPLE 5.3.1

Using the relationship 2m ≥ (m + k + 1), compute the number of encoded bits for a block of data 

bits having 2, 4, 5, 7, and 16 bits.

Solu  on The results are tabulated in Table 5.3.1.

Table 5.3.1 Hamming Code for k = 2, 4, 5, 7, 16 bits

Number of Data Bits, k Number of Check Bits, m Encoded Bits, n

2 3 5

4 3 7

5 4 9

7 4 11

16 5 21

It is observed that as the number of data bits increases, more error-control bits are needed to 

generate encoded bits as per Hamming code.
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Percent Increase in Encoded BitsSOLVED EXAMPLE 5.3.2

Using the relationship 2m ≥ (m + k + 1), compute the number of encoded bits and % increase in 

encoded bits for 

(a) single-error correction only

(b) single-error correction and double error detection

Use the block of data bits having 8, 16, 32, 64, 128, and 256 bits and tabulate the results.

Solu  on We know that the number of encoded bits for single-error correction and  double-

error detection is one more than that of  single-error correction only. The results are tabulated in 

Table 5.3.2 and Table 5.3.3 respectively.

Table 5.3.2 Increase in Encoded Bits for Single-error Correc  on only

Number of Data Bits, 

k

Number of Check 

Bits, m

Encoded Bits, 

n

% Increase in Encoded 

Bits, (m/n) × 100

8 4 12 50

16 5 21 31.25

32 6 38 18.75

64 7 71 10.94

128 8 136 6.25

256 9 265 3.25

It may be noted that a larger block of data will require less transmitted bandwidth for encoded 

data as compared to that of required for a smaller block of data.

Table 5.3.3 Single-error Correc  on and Double-error Detec  on

Number of Data 

Bits, k

Number of Check 

Bits, m

Encoded 

Bits, n

% Increase in Encoded Bits, 

(m/n) × 100

8 5 13 63.5

16 6 22 37.5

32 7 39 21.875

64 8 72 12.5

128 9 137 7.03

256 10 266 3.91

Conclusion: As expected, the percentage increase in encoded data bits is more for error-

correction plus error-detection as compared to that required for error-correction only.

Let us evolve step-by-step procedure to determine Hamming check bits for the given sequence 

of data. Consider the scenario where we wish to correct single error using the fewest number of 

parity bits (highest code rate). Each parity bit gives the decoder a parity equation to validate the 

received code. With 3 parity bits, we have 3 parity equations, which can identify up to 8 (= 23) 

error conditions. One condition identifi es “no error”, so 7 error conditions would be left to 

identify up to 7 places of single error. Therefore, we can detect and correct any single error in 
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a 7-bit word. With 3 parity bits, we have 4 bits left for information. Thus this is a (7, 4) block 

code. In a (7, 4) Hamming code, the parity equations are determined as follow:

∑ The fi rst parity equation checks bit 4, 5, 6, 7

∑ The second parity equation checks bit 2, 3, 6, 7

∑ The third parity equation checks bit 1, 3, 5, 7

This rule is easy to remember. For example, the location 5 has the binary representation of 

101, thus appears in equation 1 and 3. By applying this rule, we can tell which bit is wrong by 

reading the value of the binary combination of the result of the parity equations, with 1 being 

incorrect and 0 being correct. For example, if equations 1 and 2 are incorrect and the equation 3 

is correct, we can tell that the bit at location 6 (110) is wrong. At the encoder, if locations 3, 5, 6, 

7 contain the original information and locations 1, 2, 4 contain the parity bits (locations which 

are a power of 2) then using the fi rst parity equation and bits at location 5, 6, 7, we can calculate 

the value of the parity bit at the location 4 and so on. For example, (7, 4) Hamming code can be 

summarized in Table 5.3.4.

Table 5.3.4 (7,4) Hamming Code

Bit number 7 6 5 4 3 2 1

D4 D3 D2 C3 D1 C2 C1

Check bit corresponds to C1 1 0 1 0 1 0 1

Check bit corresponds to C2 1 1 0 0 1 1 0

Check bit corresponds to C3 1 1 1 1 0 0 0

Here, D denotes data bits and C denotes check bits. Let us generalize the procedure to determine 

Hamming check bits in the following steps with appropriate illustrations.

Step 1 Hamming check bits are inserted with the original data bits at positions that are power 

of 2, that is at 20, 21, 22, ..., 2n – k. The remaining positions have data bits. 

For example, for k = 8. Then using the condition 2m ≥ (m + k + 1), we obtain m = 4. So, total 

number of encoded bits will be k + m = 12. The position of Hamming check bits will be 20, 21, 

22, 23 (that is, 1st, 2nd, 4th, and 8th).

Table 5.3.5 depicts such an arrangement of positions of data bits and check bits.

Table 5.3.5 Posi  ons of Hamming Check Bits

Position # of Encoded 

Data Bits (n = 12)

12 11 10 9 8 7 6 5 4 3 2 1

Bit type (data or check) D8 D7 D6 D5 C4 D4 D3 D2 C3 D1 C2 C1

Here, Dk (k = 1 to 8) represents data bits, and Cm (m = 1 to 4) represents check bits.

Step 2 The procedure for computing the binary value of Hamming check bits is that each 

data position which has a value 1 is represented by a binary value equivalent to its position.

Step 3 All of these position values are then XORed together to produce the check bits of 

Hamming code.
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Note...  This is illustrated with the help of the following example.

Computa  on of Hamming CodeSOLVED EXAMPLE 5.3.3

Let the given data bits are 0 0 1 1 1 0 0 1. Compute the Hamming code.

Solu  on Given data bits corresponding to D8 D7 D6 D5 D4 D3 D2 D1 is 0 0 1 1 1 0 0 1.

We know that for Hamming code, 2m ≥ (m + k + 1) 

For given value of k = 8, 2m ≥ (m + 8 + 1) fi 2m ≥ (m + 9) 

This condition can be satisfi ed only if m = 4. [∵ 16 > 13] 

Therefore, number of Hamming check bits, m = 4

Position of check bits C1, C2, C3, C4 will be 1st, 2nd, 4th, and 8th respectively.

Total number of encoded Hamming-code bits, n = k + m = 12

The position of data bits D8, D7, D6, D5, D4, D3, D2, and D1 will be the remaining position in 

12-bit encoded data, as given in Table 5.3.6.

Table 5.3.6 Posi  ons of Hamming Check Bits

Position # 12 11 10 9 8 7 6 5 4 3 2 1

Binary 

Equivalent 

1100 1011 1010 1001 1000 0111 0110 0101 0100 0011 0010 0001

Data Bit 

Position 

D8 D7 D6 D5 D4 D3 D2 D1

Given Data 

Bits

0 0 1 1 1 0 0 1

Check Bit 

Position 

C4 C3 C2 C1

The Hamming code is computed by XORing the binary equivalent of position values in which 

the value of the given data bits is 1. That is,

Given data bits having binary value 1 are D6, D5, D4, and D1 (other data bits has 0 binary value), 

placed at positions # 10, 9, 7, and 3, respectively. The binary equivalent of position # 10, 9, 7, 

and 3 are 1010, 1001, 0111, and 0011. Therefore,

1010 ƒ 1001 ƒ 0111 ƒ 0011 fi 0111; where ƒ represents Ex-OR operation

That is, 0111 corresponds to Hamming code C4C3C2C1.

Hence, encoded Hamming data corresponding to D8D7D6D5C4D4D3D2C3D1C2C1 will be 0 0 1 

1 0 1 0 0 1 1 1 1. Ans.

At the receiver, all bit position values for data bits as well as Hamming check bits having binary 

value 1s are XORed. The resultant bit pattern is known as  Syndrome. Alternatively, all data bit 

positions with a binary value 1 plus the  Hamming code formed by the check bits are XORed 

since check bits occur at bit positions that are power of 2. 

∑ If Syndrome contains all 0s, no error is detected.

∑ If Syndrome contains one and only one bit set to 1 then error has occurred in one of the 

check bits (Hamming code itself). So no correction is required in received decoded data.
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∑ If syndrome contains more than one bit set to 1 then its decimal equivalent value indicates 

the position of data bit which is in error. This data bit is simply inverted for correction.

This is illustrated in the following example.

Detec  on of Error with Hamming CodeSOLVED EXAMPLE 5.3.4

For a given data 0 0 1 1 1 0 0 1, the transmitted encoded data using Hamming code is 0 0 1 1 0 

1 0 0 1 1 1 1. Show that

(a) if the received data is 0 0 1 1 0 1 0 0 1 1 1 1, then there is no error

(b) if the received data is 0 0 1 1 0 1 1 0 1 1 1 1, then there is error in the 6th bit position

Solu  on

(a) For the given received data 0 0 1 1 0 1 0 0 1 1 1 1, the Hamming code can be deduced using 

Table 5.3.7.

Table 5.3.7 Deduc  on of Hamming Code from Received Data

Position # 12 11 10 9 8 7 6 5 4 3 2 1

Binary 

Equivalent 

1100 1011 1010 1001 1000 0111 0110 0101 0100 0011 0010 0001

Received 

Data

0 0 1 1 0 1 0 0 1 1 1 1

Data/Code 

Bit Position 

D8 D7 D6 D5 C4 D4 D3 D2 C3 D1 C2 C1

Hamming 

Code

0 1 1 1

 The XOR operation of binary equivalent of those data bit positions having binary value 

1 and Hamming code is carried out to determine whether there is an error or not in the 

received encoded data. 

 That is, binary equivalent of position # of D6 (1010), D5 (1001), D4 (0111), D1 (0011), and 

Hamming code (0111) are XORed. 

  1010 ƒ 1001 ƒ 0111 ƒ 0011 ƒ 0111 fi 0000

 Since the result is 0000, therefore, it shows that there is no error in the received data.

(b) For the given received data 0 0 1 1 0 1 1 0 1 1 1 1, the Hamming code can be deduced using 

Table 5.3.8.

Table 5.3.8 Deduc  on of Hamming Code from Received Data

Position # 12 11 10 9 8 7 6 5 4 3 2 1

Binary Equiva-

lent 

1100 1011 1010 1001 1000 0111 0110 0101 0100 0011 0010 0001

Received Data 0 0 1 1 0 1 1 0 1 1 1 1

Data/Code Bit 

Position 

D8 D7 D6 D5 C4 D4 D3 D2 C3 D1 C2 C1

Hamming Code 0 1 1 1
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 The XOR operation of the binary equivalent of those data bit positions having binary value 

1 and Hamming code is carried out to determine whether there is an error or not in the 

received encoded data. 

 That is, binary equivalent of the position # of D6 (1010), D5 (1001), D4 (0111), D3(0110), 

D1(0011), and Hamming code (0111) are XORed. 

  1010 ƒ 1001 ƒ 0111 ƒ 0110 ƒ 0011 ƒ 0111 fi 0110

 Since the result is 0110 which corresponds to decimal equivalent value of 6, therefore, it 

shows that there is an error in the 6th position of received data. 

 To obtain the correct data, the binary value of the received data at 6th position is inverted. 

Therefore, the corrected data is 0 0 1 1 1 0 0 1 which is same as given data. 

 Hence, Hamming code can detect as well as correct errors.

The  Hamming weight of a binary n-bit encoded codeword c is defi ned as the number of non-zero 

elements (i.e., 1s) present in it and is denoted by w(c). For example, the Hamming weight of a 

codeword c = {1101101} is 5. 

By defi nition,  Hamming distance is the number of bits by which two codewords (n-bit binary 

sequence) c1 and c2 having same number of bits differ and is denoted by d(c1, c2). For example, 

in the codewords c1 = {1101101} and c2 = {0111001}, the bits are different in the zeroth, 

second, and fourth places. Therefore, the Hamming distance is 3. 

Now, the Hamming weight of the sum of two codewords c1 = {0111001} and c2 = {0111001} 

is given as 

w(c1 + c2) = w[{1101101} + {0111001}] = w[{1010100}] = 3 (i.e., the number of 1s). 

In this case, the Hamming distance is the same as the Hamming weight, i.e., d(c1, c2) =

w(c1 + c2). 

It may be shown that the Hamming distance satisfi es the  triangle inequality, i.e., d(c1, c2) + d(c2, 

c3) ≥ d(c1, c3), where c1, c2, and c3 are three distinct n-bit codewords.

The minimum Hamming distance, dminof a block code is the smallest distance between two 

codewords. Mathematically, it is expressed as

 dmin = min{d(c1, c2) : c1, c2 Œ c, c1 ≠ c2 }; 

where c is the block code.

In general, for a block code consisting of the codewords c1, c2, c3, ..., cn , the minimum 

Hamming distance dmin of the code is given by

           

min

min ( , )i j
i j

d d c c
+

È ˘= Î ˚

Thus, we see that the minimum distance of a linear block code is equal to the minimum 

weight of its non-zero codewords, i.e., dmin = wmin. It implies that for a block code c with 

minimum Hamming distance dmin, there cannot be any codeword with Hamming weight less 

than dmin.

The  random-error-detecting capability of a block code is usually determined with minimum 

Hamming distance as (dmin – 1).

Let a codeword c1 be transmitted over a noisy channel and be received as a codeword r1 such 

that r1 π c1 due to some error pattern introduced by the channel noise. If the error pattern is less 
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than or equal to (dmin – 1) then it cannot change one codeword to another valid codeword within 

c. Hence, the error will be defi nitely detected. 

The  error correcting capability of a block code is also determined by its minimum Hamming 

distance dmin which may be either even or odd. Let us consider that the code c can correct all 

error patterns of t or fewer bits. 

∑ If a code satisfi es the condition dmin ≥ (2t + 1), where t is a given positive integer then the 

code can correct all bit errors up to and including error of t bits. 

∑ Consequently, if a code satisfi es the condition dmin ≥ 2t then it has the ability of correcting 

all errors up to £ (t – 1) bits, and errors of t bits can be detected, but not, in general, 

corrected. 

Thus, maximum number of guaranteed correctable error per codeword satisfi es the condition 

min
max

1

2

d
t

-Í ˙
= Í ˙Î ˚

; where xÍ ˙Î ˚  means largest integer not exceeding x. For example, 5.4 5=Í ˙Î ˚ .

Maximum number of guaranteed detectable error per codeword is then given as tmax = (dmin – 1).

The parameter (dmin – 1)/2 is known as random-error-correcting capability of a block code, 

referred as t error-correcting code and is usually capable of correcting many error patterns of

(t + 1) or more errors. In fact, it may be shown that a t error-correcting (n, k)  linear block code 

is capable of correcting a total 2(n – k) error patterns including having t or fewer errors.

By ensuring required  Hamming distance, a code can always detect a double-bit error and correct 

a single-bit error. If an invalid codeword is received then the valid codeword that is closest to it 

(having minimum Hamming distance) is selected. Thus, the importance of Hamming distance is 

the requirement of a unique valid codeword at a minimum Hamming distance from each invalid 

codeword.5

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 5.3.5  Determine Hamming code for the codeword 1 0 0 1 1 0 1 following step-by-step 

procedure. Verify that received bit pattern has no error.

Ex 5.3.6 For the codeword bit pattern 1 0 0 1 1 0 1, generate a Hamming code to detect 

and correct for single-bit errors assuming each codeword contains a 7-bit data 

fi eld. If the received bit pattern is 0 0 0 1 1 1 0 0 1 0 1, then fi nd the position of 

the bit at which the error has occurred. Write the corrected bit pattern.

Ex 5.3.7 For the codewords {000000}, {101001}, {011010}, {110011}, {110100}, 

{101110}, {000111}, fi nd the Hamming weight and minimum Hamming 

distance.

Ex 5.3.8 For a linear block code, the minimum Hamming distance is given as 5. How 

many errors can this code detect and correct?

5 In a linear block code, error-control bits added with the information bits increase the separation or distance 

between the codewords. The concept of distance between different codewords, and, in particular, the minimum 

distance within a code, is fundamental to error-control codes. This parameter determines the random error-

detecting and correcting capabilities of a block code. The ability of a linear block code to correct errors is a 

function of Hamming distance.
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5.3.3 Cyclic Codes

We know that block codes use algebraic properties to encode and decode blocks of data bits 

or symbols. The codewords are generated in a systematic form in such a way that the original 

k number of source information data bits are retained as it is. The (n – k) error control bits are 

either appended or pre-appended to information data bits.

 Cyclic codes are widely used in data communication because their structure makes encoder 

and decoder circuitry simple. Hill (1986) defi nes Code C as cyclic (n, k) code if C is a linear 

code of length n over a fi nite fi eld and any cyclic shift of a codeword is also a codeword. Cyclic 

code is a subclass of  linear block codes. Any cyclic shift of a codeword results in another valid 

codeword. This feature allows easy implementation of cyclic encoders with linear sequential 

circuits by employing shift registers and feedback connections. Random error as well as burst 

error correction is possible to the large extent.

Let there be a block of k arbitrary information bits represented by m0, m1, ..., mk – 1. This 

constitutes 2k distinct information bits be applied to a linear block encoder, producing an n-bit 

code. Let the elements of n-bit code are denoted by c0, c1, ..., cn – 1. And the (n – k) parity bits 

in the codeword are denoted by b0, b1, ..., bn – k – 1. The elements of n-bit code can then be 

represented in the form of algebraic structure as

  

; 0,1, ..., 1

; , 1, ..., 1

i

i

i k n

b i n k
c

m i n k n k n+ -

= - -ÏÔ= Ì
= - - + -ÔÓ

For cyclic codes, if the n-bit sequence c = (c0, c1, ..., cn – 1) is a valid codeword then another 

n-bit sequence (cn – 1, c0, c1 ..., cn – 2), which is formed by cyclically shifting c = (c0, c1, ..., cn – 1) 

one place to the right, is also a valid codeword.

Codes generated by a polynomial are called  cyclic codes, and the resultant block codes are 

called  cyclic redundancy check (CRC) codes. 

The  CRC code is considered a  systematic code, and are quite often described as (n, k) cyclic 

codes where n is number of transmitted encoded data bits, k is number of information data bits, 

and (n – k) redundant bits appended at the end of information data bits are known as CRC bits. It 

is an error-detecting code whose algorithm is based on cyclic codes. Mathematically, the CRC 

can be expressed as

  

( )
( ) ( )

( )

G x
Q x R x

P x
= +

where G(x) is data message polynomial, P(x) is generator polynomial, Q(x) is quotient, and R(x) 

is remainder. It is essential that the generator polynomial P(x) must be a prime number. The 

data message polynomial G(x) is divided by P(x) using modulo-2 division where R(x) is derived 

from an XOR operation. The remainder R(x) is CRC bits which is appended to the message. The 

CRC must have exactly one bit less than the divisor. At receiver, the received data sequence is 

divided by the same generator polynomial, P(x) which was used at the transmitting end. If the 

remainder is zero then the transmission has no errors. If it is non-zero, then the transmission 

has some errors.

This class of codes can be easily encoded and decoded using Linear Feedback Shift Registers 

(LFSRs). A cyclic error-correcting code takes a fi xed-length input (k bits) and produces a fi xed 

length check code (n – k) bits. For the encoder, the k data bits are treated as input to produce an 

(n – k) code of check bits in the shift register. The shift register implementation of CRC error-
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detecting code takes an input of arbitrary length and produces a fi xed-length CRC check code. 

The shift-register implementation of a cyclic error-correcting code takes a fi xed length input k 

data bits and produces a fi xed length check code of (n – k) bits.

A simple operation of an algebraic cyclic coding technique is depicted in Figure 5.3.3.

Figure 5.3.3 Encoding of (n, k) Algebraic Cyclic Code

The blocks S0, S1, ..., Sn – k – 1 represent a bank of shift registers consisting of fl ip-fl ops, each 

followed by a modulo-2 adder. The g1, g2, ..., gn – k – 1 denote a closed path when gi = 1 and 

an open path when gi = 0, where i = 1, 2, ..., n – k – 1. The necessary division operation is 

obtained by the dividing circuit comprising of feedback shift registers and modulo-2 adders. At 

the occurrence of a clock pulse, the inputs to the shift registers are moved into it and appear at 

the end of the clock pulse. The encoding operation is carried out in following steps:

Step 1: Initialize the registers. 

Step 2: The switch is kept in position 1 and the Gate is turned on. 

Step 3: The k information bits are shifted into the register one by one and sent over the 

communication channel. 

Step 4: At the end of the last information bit, the register contains the check bits.

Step 5: The switch is now moved to position 2 and the Gate is turned off. 

Step 6: The check bits contained in the register are now sent over the channel. Thus, the 

codeword is generated and transmitted over the communication channel.

For the decoder, the input data is the received bit stream of n bits, consisting of k data bits 

followed by (n – k) check bits. If there have been no errors then after the fi rst k steps, the shift 

register contains the pattern of check bits that were transmitted. After the remaining (n – k) 

steps, the shift register contains a syndrome pattern. Thus, cyclic codes can be easily encoded 

and decoded using shift registers.

For decoding, the comparison logic receives the incoming codeword directly as well as 

from a calculation performed on it. A bit-by-bit comparison by XOR operation yields in a bit 

pattern known as  syndrome. By defi nition, the syndrome S(x) of the received vector R(x) is the 

remainder resulting from dividing it by generator polynomial g(x). That is,

  
( ) ( )

( )
( ) ( )

R x S x
P x

g x g x
= +

where P(x) is the quotient of the division. 
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The syndrome S(x) is a polynomial of degree n – k – 1. The range of the syndrome is between 

0 and 2n – k – 1. If D(x) represents the message polynomial, then the error pattern E(x) caused by 

the channel is given by E(x) = [P(x) + D(x)]g(x) + S(x)

fi S(x) = E(x) – [P(x) + D(x)]g(x)

Hence, the syndrome S(x) of received vector R(x) contains the information about the error 

pattern E(x) which is useful for determining the error correction.

Figure 5.3.4 shows an arrangement for an (n – k) syndrome decoding for an (n, k) cyclic 

code.

Figure 5.3.4 Syndrome Decoding for an (n, k) Cyclic Code

The decoding operation of a cyclic code is carried out in following steps:

Step 1: Initialize the register.

Step 2: Turn-off Gate 1 and turn-on Gate 2.

Step 3: Enter the received vector R(x) into the shift register. 

Step 4: After shifting of the complete received vector into the register, the contents of the 

register will be the syndrome.

Step 5: Now turn-off Gate 2 and turn-on Gate 1.

Step 6: Shift the syndrome vector out of the register. 

The circuit is now ready for processing the next received vector for calculation of next 

syndrome.

CRC is designed to detect accidental changes in raw computer data, and is commonly used in 

digital networks and storage devices such as hard-disk drives. Blocks of user data get a short 

check bits attached, derived from the remainder of a polynomial division of their contents. On 

retrieval, the calculation is repeated, and corrective action can be taken against presumed data 

corruption if the  checksum do not match.

Computa  on of CRCSOLVED EXAMPLE 5.3.9

Given a 6-bit data pattern 100100 and a divisor of 1101. How many number of 0s will be 

appended at the given 6-bit data pattern to serve as dividend at the sender end? Compute CRC 

for a 6-bit data bit pattern 100100 and a divisor of 1101.

Solu  on We know that the generator polynomial P(x) must be a prime number and the number 

of 0s to be appended at the given data pattern is one zero less than the number of bits in the 

divisor. Therefore, for given 6-bit data pattern 100100 and a 4-bit divisor of 1101, the number 

of 0s to be appended at the given 6-bit data pattern is 3 (three zeros) to serve as dividend at the 
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sender end. For given 6-bit data pattern 100100, the dividend at the sender end (after appending 

three 0s) is 100100000. The CRC can be computed as shown below:

      111101 = Quotient

 Divisor 1101 | 100100000 = Data plus three extra 0s

           1101

             1000

             1101

               1010

               1101

                 1110

                 1101

                   0110

                   0000

                     1100

                     1101

                       001 = Remainder 

The remainder is CRC. Therefore, the CRC = 001 Ans.

Error Detec  on by CRCSOLVED EXAMPLE 5.3.10

For a particular data sequence, the CRC is 001. If the data pattern is 100100, what will be 

transmitted data sequence? If there is no transmission error, then what will be the remainder at 

the receiver end?

Solu  on We know that the transmitted data sequence is the given data pattern plus CRC bit. 

Therefore, for given 6-bit data pattern 100100 and CRC 001, the transmitted data sequence is 

100100001. Ans.

The received data sequence (assuming no error) is same as the transmitted data sequence. 

Therefore, the received data sequence is 100100001. As a rule, if the transmission has no errors, 

the remainder R(x) will be zero, otherwise it is non-zero in case the transmission has some 

errors. 

Since it is given that there is no error, the remainder at the receiver end is 000. Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 5.3.11 Determine the CRC for the data sequence 10110111 for which the generator 

polynomial is + x5 + x4 + x1 + x0 (i.e., 110011).

Ex 5.3.12 At the receiver, the received data pattern is 1011011101001, for which the 

generator polynomial is x5 + x4 + x1 + x0 (i.e., 110011). Determine the remainder 

and show that there is no transmission error.

5.3.4 BCH Codes

BCH codes were invented by Raj Chandra Bose and Dwijendra Kumar Ray Chaudhary, and by 

Alexis Hocquenghem in 1959–60. So, named after its inventors, Bose–Chaudhuri–Hocquenghem, 

 BCH code is one of the most important and powerful class of random-error-correcting cyclic 

polynomial codes over a fi nite fi eld with a particular chosen generator polynomial which 
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Class of Cyclic 

Code



 Coding 5.55

generalized the  Hamming code for multiple error correction. In fact, hamming codes are the 

subset of BCH codes with k = 2m – 1 – m and have an error correction capability of 1. The main 

advantage of BCH codes is the ease with which they can be decoded using  syndrome and many 

good decoding algorithms exist.

One of the major consideration in the design of optimum codes is to make the size (n) of the 

encoded block as small as possible for a given message block size (k). This is required so as to 

obtain a desired value of minimum  Hamming distance (dmin). In other words, for a given value 

of n and k, a code is required to be designed with largest dmin.

For any positive pairs of integers m (m ≥ 3) and t (t < 2m < 1), where t represents the number of 

errors that can be corrected, there is a binary (n, k) BCH codes with the following parameters:

Block length, n = 2m – 1

Number of check bits, (n – k) £ mt

Minimum Hamming distance, dmin ≥ (2t + 1) 

∑ The BCH codes provide fl exibility in the choice of parameters (block length and code 

rate). 

∑ The generator polynomial for this code can be constructed from the factors of (X2m – 1 + 1). 

∑  BCH code can correct all combinations of less than or equal to t number of errors. 

∑ Single error-correcting BCH code is equivalent to a Hamming code, which is a single-error 

correcting  linear block code.

∑ BCH code is capable of correcting any combination of t or few number of errors in a block 

code n = 2m – 1 digits, and hence it is called t-error-correcting BCH code.

∑ The generator polynomials of BCH code is specifi ed in terms of its roots from  Galois fi eld 

GF(2m). 

BCH codes are widely used in wireless communication applications.

Table 5.3.9 summarizes the basic parameters of three commonly used BCH codes in various 

digital communication applications.

Table 5.3.9 Parameters of BCH Codes

BCH Code 

(n, k)

Generator Polyno-

mial Coeffi cients

Generator Polynomials n k t

(7, 4) 1011 1+x+x
3 7 4 1

(15, 11) 10011 1+x+ x4 15 11 1

(31, 26) 100101 1+ x2+ x5 31 26 1

(15, 7) 111010001 1+ x4+x
6+x

7+x
8 15 7 2

(31, 21) 11101101001 1+x
3+x

5+x
6+x

8+x
9+x

10 31 21 2

(15, 5) 10100110111 1+x+x
2+x

4+x
5+x

8+x
10 15 5 3

(31, 16) 1000111110101111 1+x+x
2+x

3+x
5+x

7+x
8+x

9+x
10+x

11+x
15 31 16 3

BCH codes can be decoded in many way and it is the most common that

∑ Syndrome values are calculated for the received codeword

∑ Error polynomials are calculated
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∑ Roots of these polynomials are calculated to obtain the location of errors

∑ Error values are calculated at these locations

For binary BCH codes it is only necessary to calculate the position, because the error value is 

always equal to 1. In non-binary BCH codes an additional error value polynomial is needed.

Error-correc  ng (15, 7) BCH CodeSOLVED EXAMPLE 5.3.13

Show that (15, 7) BCH code is a double-error-correcting BCH code.

Solu  on For (15, 7) BCH code, we have n = 15 and k = 7.

We know that Block length, n = 2m – 1

fi 15 = 2m – 1;

fi 16 = 2m; or, m = 4

We know that in BCH code, number of check bits, (n – k) £ mt; where t is the number of error-

correcting bits.

fi (15 – 7) £ 4 × t;

fi t = 2

Thus, (15, 7) BCH code is a double-error-correcting BCH code.

Error-correc  ng (31, 16) BCH CodeSOLVED EXAMPLE 5.3.14

Prove that (31, 16) BCH code can correct minimum three number of errors. Also determine the 

minimum hamming distance.

Solu  on For (31, 11) BCH code, we have n = 31 and k = 16.

We know that Block length, n = 2m – 1

fi 31 = 2m – 1

fi 32 = 2m; or, m = 5

We know that in BCH code, number of check bits, (n – k) £ mt; where t is the number of error-

correcting bits.

fi (31 – 16) £ 5 × t;

fi t = 3

Thus, (31, 16) BCH code can correct minimum three number of errors or it is a three-error-

correcting BCH code.

We know that minimum Hamming distance, dmin ≥ (2t + 1) 

For t = 3, dmin ≥ (2 × 3 + 1); dmin = 7 Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 5.3.15 Determine the number of errors that can be corrected by 

 (a) BCH code (15, 11)

 (b) BCH code (15, 7)

Ex 5.3.16 Show that BCH code (15, 5) is a 3-error correcting BCH code. Also calculate its 

minimum Hamming distance.
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5.3.5 Hadamard Codes

Named after its inventor, the  Hadamard codes are obtained from the  Hadamard matrix. The 

Hadamard matrix is a square (n × n) matrix, and is described in its general form as

  

2 *

n n

n

n n

H H
H

H H

Ê ˆ
= Á ˜

Ë ¯

where H2n represents an (n × n) Hadamard matrix provides n codewords each of n bits. Hn
* is the 

Hn matrix with each element replaced by its complement. For example, the Hadamard matrix 

for n = 1 is

  
2

0 0

0 1
H

Ê ˆ
= Á ˜Ë ¯

So the codewords are 00 and 01. 

And the Hadamard matrix for n = 2 is

  

2 2

4 *
2 2

0 0 0 0

0 1 0 1

0 0 1 1

0 1 1 0

H H
H

H H

Ê ˆÊ ˆ Ê ˆ
Á ˜Á ˜ Á ˜Ê ˆ Ë ¯ Ë ¯Á ˜= =Á ˜ Á ˜Ê ˆ Ê ˆË ¯ Á ˜Á ˜ Á ˜Á ˜Ë ¯ Ë ¯Ë ¯

As evident, H2
* is the H2 matrix with each element replaced by its complement.

∑ The codewords in a Hadamard code are given by the rows of a Hadamard matrix. 

∑ One codeword consists of all zeros (corresponding to the fi rst row of the Hadamard 

matrix). 

∑ All other codewords have equal number of zeros and ones, 
2

n
 each. 

∑ If k is the number of bits in the uncoded word then n = 2k.

∑ Each codeword differs from every other codeword in 
2

n
 places.

∑ The codewords are said to be orthogonal to one another.

An (n × n) Hadamard matrix provides n codewords each of n bits. For example, 

∑ In (2 × 2) Hadamard matrix, the codewords are 0 0 and 1 1.

∑ In (4 × 4) Hadamard matrix, the codewords are 0 0 0 0, 0 1 0 1, 0 0 1 1, and 0 1 1 0.

Each codeword contains n = 2k bits. Hence in the n bit codeword there are r = n – k = 2k – k 

error-control bits. As can be seen that as k increases, the number of error control bits becomes 

extremely large in comparison with the number k of information bits. Thus, the rate of the code 

becomes quite small since

  
2

2

k
c k

k k
R k

n

-= = =

This means that with large value of k, if we transmit coded words at the same rate as uncoded 

words, the coded transmission will require a bit rate larger than the uncoded bit rate by the 
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factor 1/Rc. This would result into corresponding increase in the required bandwidth, as in the 

case of orthogonal signaling.

The  Hamming distance of an orthogonal code such as  Hadamard code is given as 

1
min

2
2

2 2

k
kn

d
-= = = . Therefore, the number of errors that can be corrected with a Hadamard 

code can be estimated using (2t + 1) £ dmin(odd); (2t + 2) £ dmin(even), where t is the number of 

errors in the received codeword.

For example, for even minimum Hamming distance, we get (2t + 2) £ 2k – 1. Re-arranging 

the terms, we have

1
1 22 2

2 2 2; ; 2 1
2

k
k k

t t t
-

- --
£ - fi £ fi £ -

Hence, to provide error correction, k should be greater than 2. However, for larger k, t 

increases as 2k. So for larger value of k, signifi cant error correction is possible with Hadamard 

code.

5.3.6 LDPC Codes

A binary  parity-check code is a block code, i.e., a collection of binary vectors of fi xed length n. 

Each codeword of length n can contain k = (n–r) information digits, where r represents check 

digits. A  parity check matrix is an r-row by n-column binary matrix. 

Any linear code has a bipartite graph and a parity-check matrix representation. But not all linear 

code has a sparse representation. A [n × m] matrix is sparse if the number of 1’s in any row, the 

row weight wr, and the number of 1s in any column, the column weight wc, is much less than the 

dimension (wr << m, wc << n). A code represented by a sparse parity-check matrix is called  low 

density parity check code (LDPC). The sparse property of LDPC gives rise to its algorithmic 

advantages.

Low-Density Parity Check (LDPC) Codes are a class of non-cyclic linear block codes. The 

name has been derived from the characteristics of their parity-check matrix which contains 

only a few 1s in comparison to the amount of 0s. Their main advantage is that they provide a 

performance which is very close to the capacity for a lot of different channels and linear time 

complex algorithms for decoding. Furthermore they are best suited for implementations that 

make heavy use of parallelism.  LDPC codes have better performance with large code length. 

Code lengths are larger than 1000 bits. LDPC codes are easier to generate.

LDPC codes were fi rst introduced by Gallager in his PhD thesis in 1960. But due to large 

complexity of computational efforts in implementing them and the introduction of  Reed–

Solomon codes, they were mostly ignored for almost 30 years. However, in 1981, Michael 

Tanner generalized LDPC codes and introduced a graphical representation of the codes later 

called  Tanner graph. Since 1993, with the invention of Turbo codes, researchers focused to 

fi nd low-complexity code which can approach  Shannon channel capacity. Mackay and Luby 

reinvented LDPC which has many applications in modern digital communications systems. 

∑ For regular LDPC codes, all rows as well as all columns have equal weights. In other 

words, a  regular LDPC code has the property that every code digit is contained in the same 

number of equations, and each equation contains the same number of code symbols.
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∑  Irregular LDPC codes have a variable number of 1s in the rows and in the columns. The 

optimal distributions for the rows and the columns are found by a technique called density 

evolution. The basic idea is to give greater protection to some digits and to have some 

of the parity equations give more reliable information to give the decoding a jump start. 

For irregular LDPC codes, the rows weights and columns weights exhibit certain weight 

distributions such as the number of 1s in the i th row of the parity check matrix is known as 

the row weight, and the number of 1s in the jth column of the parity-check matrix is known 

as the column weight. Both row and column weights are much smaller than the code length. 

Irregular LDPC codes perform better than regular LDPC codes.

Basically, there are two different possibilities to represent LDPC codes. Like all linear 

block codes, they can also be described using matrices. The second possibility is a graphical 

representation. Tanner introduced an effective graphical representation for LDPC codes, known 

as  Tanner graph. Its concept is quite helpful to understand its iterative decoding algorithms. 

Tanner graphs are bipartite graphs. That means that the nodes of the graph are separated into 

two distinctive sets and edges are only connecting nodes of two different types. The two types 

of nodes in a Tanner graph are called variable nodes (v-nodes), also known as bit nodes, and 

parity check nodes (c-nodes). Each bit node represents a code symbol and each parity check 

node represents a parity equation. There is a line drawn between a bit node and a parity check 

node if and only if that bit is involved in that parity equation. 

In a basic Tanner graph, the bit nodes (columns) are connected to their respective parity 

check nodes (rows) according to the presence of 1s in the parity check matrix [H]. Bit node and 

a check node are connected together if the corresponding element is 1 in the parity check matrix 

[H]. This is illustrated with the help of the following example.

An Example of a Tanner GraphSOLVED EXAMPLE 5.3.17

Determine the Tanner graph of a Hamming code (7, 4, 3), having 7 variable nodes {v1, v2, v3, v4, 

v5, v6, v7}, and 3 check nodes {c1, c2, c3}, whose parity check matrix [H] is given as

2 3 4 5 6 71

1

2

3

11 0 1 0 01
[ ]

01 1 1 0 10

01 1 0 1 01

v v v v v vv

c
H

c

c

˘È
= ˙Í

˙Í
˙ÍÎ ˚

Solu  on As seen from the entries of 1s in given parity check matrix [H], the Tanner graph will 

have the following connections between the check nodes and the variable nodes, depending on 

the presence of 1s in the corresponding junctions.

- c1 is connected to four variable nodes {v1, v2, v4, v7}

- c2 is connected to four variable nodes {v2, v3, v4, v6}

- c3 is connected to four variable nodes {v1, v2, v3, v5}

The resulting Tanner graph is given in Figure 5.3.5.
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Figure 5.3.5 Tanner Graph for given [H]

Generally, LDPC codes are typically of length more than 1000, their Tanner graphs cannot be 

illustrated practically.

A cycle in the Tanner graph is indicated by a closed loop of connected nodes. The loop can 

originate at any variable or check node and ends at the same originating variable or check node. 

The number of cycle is defi ned by the number of nodes. When a Tanner graph is free of short 

cycles (of lengths 4 and 6), iterative decoding algorithms for LDPC codes can converge and 

generate desired results. To prevent a cycle of length 4, it is recommended that LDPC code 

should meet the row-column constraint which states that no two rows or columns may have 

more than one common component (0 or 1).

There are several decoding techniques available. Some of them are mentioned below in order of 

their increasing complexity and improving performance.

∑ Majority logic (MLG) decoding

∑ Bit-fl ipping (BF) and Weighted bit-fl ipping (WBF) decoding algorithms

∑ Iterative Decoding based on Belief Propagation (IDBP), also known as the Sum-Product 

Algorithm (SPA)

∑ A Posteriori Probability (APP) decoding

∑ Decoding is accomplished by passing messages along the lines of the Tanner graph. 

∑ The messages on the lines that connect to the ith bit node, vi, are estimates of some equivalent 

information. 

∑ At the bit nodes the various estimates are combined in a particular way. 

∑ Each bit node is furnished an initial estimate of the probability it is a 1 from the soft output 

of the channel. 

∑ The bit node broadcasts this initial estimate to the parity check nodes on the lines connected 

to that bit node. 

∑ But each parity check node must make new estimates for the bits involved in that parity 

equation and send these new estimates (on the lines) back to the bit nodes. 

∑ Each parity check node knows that there are an even number of 1s in the bits connected to 

that node. 
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∑ But the parity check node has received estimates of the probability that each bit node 

connected to it is a 1. 

∑ The parity check node sends a new estimate to the ith bit node based upon all the other 

probabilities furnished to it. 

∑ The channel estimate is always used in all estimates passed to the parity node. 

∑ The process now repeats, i.e., parity-check nodes passing messages to bit nodes and bit 

nodes passing messages to parity-check nodes. 

∑ At the last step, a fi nal estimate is computed at each bit node by computing the normalized 

product of all of its estimates. 

∑ Then a hard decision is made on each bit by comparing the fi nal estimate with the threshold 

0.5.

Bit-fl ipping decoding was introduced by Gallager in 1961. The  bit-fl ipping algorithm for LDPC 

decoding operates on a sequence of hard-decision bits r = 011001101 ... 110. Parity checks on 

r generate the syndrome vector given by s = rH
T. The procedure for LDPC decoding is given 

below:

Step 1: Calculate the parity checks on r and generate s = rH
T, where HT denotes the transpose 

of parity check matrix [H].

Step 2: If all syndromes are zero, stop decoding.

Step 3: Determine the number of failed parity checks for every bit.

Step 4: Identify the set of bits with the largest number of failed parity check bits.

Step 5: Flip the bits to generate a new codeword r¢.

Step 6: Let r = r¢ and repeat above steps until the maximum number of iterations has been 

reached.

If few errors occur, decoding should commence in a few iterations. However, on a noisy channel, 

the number of iterations should be allowed to grow large. The inherent parallelism in decoding 

LDPC codes suggests their use in high data rate systems.

The  belief propagation algorithm, also known as the sum-product algorithm or the message 

passing algorithm is based on hard-decision as well as soft-decision schemes. The hard-decision 

algorithm is as follows:

Step 1: All bit nodes send a bit to their connected parity check nodes. 

Step 2: Every parity-check node calculates a response to their connected bit nodes using the 

bits they receive from step 1. The response bit in this case is the value (0 or 1) that the 

parity-check node believes the bit node has based on the information of other bit nodes 

connected to that parity-check node. This response is calculated using the parity-check 

equations which force all bit nodes connect to a particular parity-check node to sum 

to 0 (mod 2). At this point, if all the equations at all parity check nodes are satisfi ed, 

meaning the values that the parity check nodes calculate match the values they receive, 

the algorithm terminates. If not, then we follow Step 3.

Step 3: The bit nodes use the bits they get from the parity-check nodes to decide if the bit at 

their position is a 0 or a 1 by majority rule. The bit nodes then send this hard-decision 

to their connected parity check nodes.

Step 4: Repeat Step 2 until either exit at Step 2 or a certain number of iterations has been 

passed.
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As an example, let us consider a (4, 8) linear block code whose parity-check matrix is given 

by

  

0 1 0 1 1 0 0 1

1 1 1 0 0 1 0 0
[ ]

0 0 1 0 0 1 1 1

1 0 0 1 1 0 1 0

H

È ˘
Í ˙
Í ˙=
Í ˙
Í ˙
Î ˚

Figure 5.3.6 An Example of Belief Propaga  on for Linear Block Code [H]

The soft-decision decoder operates with the same principle as the hard-decision decoder, 

except that the bits are the conditional probability that the received bit is a 1 or a 0 given the 

received vector. In practice, belief propagation is executed for a maximum number of iterations 

or until the passed likelihoods are closed to certainty, whichever comes fi rst.

One very important aspect of belief propagation is that its running time is linear to the code 

length. Since the algorithm traverses between parity-check nodes and bit nodes, and the graph 

is sparse, the number of traversals is small. Moreover, if the algorithm runs a fi xed number of 

iterations then each edge is traversed a fi xed number of times, thus the number of operations is 

fi xed and only depends on the number of edges. If we allow the number of parity-check nodes 

and bit nodes increases linearly with the code length, the number of operations performed by 

belief propagation also increases linearly with the code length.

∑ Use  weighted MLG decoding technique to include soft decision, i.e., reliability information 

in the decoding decision.

∑  Density Evolution (DE) is a technique to analyze the performance of belief propagation 

decoding of a certain ensemble of  LDPC code transmitted over a particular (static, 
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memoryless, symmetric) channel. DE computes, at each iteration starting with 0, the 

message distribution along each class of edge relative to the value of the variable associated 

with each edge. For a given channel, DE can determine whether the bit error probability 

approaches 0 as block length and number of iterations goes to infi nity. 

∑ The SPA decoding technique is also iterative decoding based on belief propagation. It can 

be performed on the  Tanner graph.

Given a specifi c channel, the performance of LDPC codes is measured in terms of either  bit-

error probability or  block-error probability. From a practical perspective, block-error probability 

is a more useful measure although, perhaps for historical reasons, bit error probability is widely 

quoted. Often, the error probability is plotted on a log scale against a parameter that specifi es one 

of a class of channels ranging from low-fi delity to high-fi delity. For example, error probability 

is often plotted against the signal-to-noise ratio (S/N) of an  Additive White Gaussian Noise 

(AWGN) channel, or against the probability of crossover on a  Binary Symmetric Channel (BSC)

or probability of erasure on an erasure channel. Some of the salient features of LDPC codes are 

listed below:

∑ Better block error performance.

∑ Iterative decoding and simpler operations in each iteration step.

∑ Decoding is not based on trellises.

∑ Performance similar to  Turbo codes.

∑ More iterations than Turbo decoding.

∑ Do not require long interleaver to achieve good performance.

∑ Error fl oor (a region in which the error probability does not approach zero as fast as it 

might be expected to) occurs at lower BER. Many LDPC codes, especially those that have 

been designed to perform very close to  channel capacity, do exhibit error fl oors.

Low density parity-check code (LDPC) is an error correcting code used in noisy communication 

channel to reduce the probability of loss of data. With LDPC, this probability can be reduced to 

as small as desired, thus the data transmission rate can be as close to Shannon limit as desired. 

LDPC have made its way into some modern applications such as 10GBase-T Ethernet, WiFi, 

WiMAX, and Digital Video Broadcasting (DVB).

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 5.3.18 Construct the Tanner graph of a code having 7 bit nodes and 7 parity check 

nodes whose parity check matrix [H] is given as

1 1 0 1 0 0 0

0 1 1 0 1 0 0

0 0 1 1 0 1 0

0 0 0 1 1 0 1

1 0 0 0 1 1 0

0 1 0 0 0 1 1

1 0 1 0 0 0 1

È ˘
Í ˙
Í ˙
Í ˙
Í ˙

= Í ˙
Í ˙
Í ˙
Í ˙
Í ˙
Î ˚
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Hint:

Ex 5.3.19 Construct the Tanner graph of a code having 9 bit nodes and 12 parity check 

nodes whose parity check matrix [H] is given as

0 0 1 0 0 1 1 1 0 0 0 0

1 1 0 0 1 0 0 0 0 0 0 1

0 0 0 1 0 0 0 0 1 1 1 0

0 1 0 0 0 1 1 0 0 1 0 0

1 0 1 0 0 0 0 1 0 0 1 0

0 0 0 1 1 0 0 0 1 0 0 1

1 0 0 1 1 0 1 0 0 0 0 0

0 0 0 0 0 1 0 1 0 0 1 1

0 1 1 0 0 0 0 0 1 1 0 0

Hint:

Squares represent parity check nodes and circles represent bit nodes. Note that 

each bit node has 3 lines connecting it to parity-check nodes and each parity 

check node has 4 lines connecting it to bit nodes.
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Low-Density Parity-Check (LDPC) codes have recently received a lot of attention for all the 

next generation communication standards due to their excellent error-correcting capability. 

LDPC codes are well worthwhile investigating. Some issues to be resolved are performance 

for channel models of interest, optimization of irregular LDPC codes, and implementation 

in VLSI. These have been adopted as an optional error correction coding scheme by Mobile 

WiMAX (IEEE802.16e) – broadband wireless standards, and digital video broadcast (DVB)-S2 

standards.

LET’S RECONFIRM OUR UNDERSTANDING!!

∑  If t is the error-correc  on capability of a BCH code, then what would be the 

minimum distance of the code?

∑  A BCH code over GF(2
6
) can produce the code with maximum error capability of 

10. True or False?

∑  Do irregular LDPC codes have a fi xed or variable number of 1’s in the rows and 

in the columns?

Self-Assessment Exercise linked to LO 5.3

Q5.3.1 Highlight the need of channel coding in a digital communication system. 

Mention the chief objective(s) of a channel code.

Q5.3.2 Defi ne the term: Single-bit error. “Single-bit errors in data communications 

are the least likely type of error in serial data transmission”. Justify this 

statement with the help of an example.

Q5.3.3 In GSM cellular communication system, a data block of 184 bits is encoded 

into 224 bits of codeword on the control channel before sending it to a 

channel encoder. Determine the number of error control bits added and the 

code rate of the encoder.

Q5.3.4 Give a brief account of advantages and disadvantages of block codes. What 

happens if we use a large block lengths of user data?

Q5.3.5 Distinguish between the desirable properties of linear block codes and 

cyclic codes.

Q5.3.6 What is meant by a Syndrome word? Hypothesize the Syndrome decoding 

procedure in cyclic code by taking appropriate example data.

Q5.3.7 For the codeword bit pattern 1 0 0 1 1 0 1, fi nd out a Hamming code to 

detect and correct for single-bit errors assuming each codeword contains a 

7-bit data fi eld. Verify that the received bit pattern has no error. Also fi nd 

the corrected bit pattern if the received bit pattern is 0 0 0 1 1 1 0 0 1 0 1.

Q5.3.8 For a particular data sequence, the CRC is 001. If the data pattern is 100100, 

what will be transmitted data sequence? If there is no transmission error, 

then what will be the remainder at the receiver end?

Q5.3.9 Construct a double-error-correcting BCH code over Galois fi eld GF(23). 

Also fi nd the minimum Hamming distance.

Q5.3.10 What is the error-correction capability of a (15, 5) BCH code over 

GF(24)?

Application

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/114
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�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 5.3: Implement error-control channel-coding techniques such as Hamming codes, 

cyclic codes, BCH code, Hadamard code, and LDPC code.

5.4 CONVOLUTION CODING AND DECODING

Convolution codes were fi rst introduced by Elias in 1955 as an alternative to block codes. 

Wozencraft proposed  sequential decoding algorithm for convolution codes. In 1967, Viterbi 

introduced a decoding algorithm for convolution codes which has since become known as  Viterbi 

algorithm. Later, Omura showed that the Viterbi algorithm was equivalent to fi nding the shortest 

path through a weighted graph. Forney recognized that it was, in fact, a  maximum likelihood 

decoding algorithm for convolutional codes; i.e., the decoder output selected is always the 

codeword that gives the largest value of the log-likelihood function. Viterbi decoding algorithm 

is relatively easy to implement for codes with small memory orders. Viterbi decoding along 

with improved versions of sequential decoding led to the application of convolution codes to 

satellite and deep-space communication in early 1970s and in cellular mobile communications 

recently. Convolution codes are applied in applications that require good performance with low 

implementation cost.

∑ The concept of  convolution coding technique with an illustration of a  feed-forward 

convolution encoder. 

∑ Characterization of convolution coding with state diagram, Trellis diagram, and code 

tree.

∑ Sequential and Viterbi decoding algorithms of a convolution code.

Convolution codes operate on data stream, not pre-defi ned data block. Convolution codes have 

memory that uses previous bits to encode or decode the following bits. A convolution code is 

generated by passing the information sequence through a linear fi nite-state shift register. In 

general, the shift register consists of K (k-bit) stages and n linear algebraic function generators. 

Unlike block codes, convolution codes do not map individual blocks of input information data 

bits into blocks of codewords. A  convolution encoder accepts a fi xed number of information 

symbols and produces a fi xed number of encoded symbols, but its computation depends not 

only on the current set of input symbols but also on some of the previous input symbols. In other 

words, convolution encoder accepts a continuous sequence of data bits and maps them into an 

output data sequence, adding redundancies in the convolution process. Most convolution codes 

are designed to combat random independent errors.6

Convolution codes differ from block codes in that the encoder contains memory and the n 

encoder outputs at any given time unit depend not only on the k inputs at that time unit but also 

on m previous input blocks. An (n, k, m) convolution code can be constructed with k-bit input 

(the value of k may be 1 also), n-bit (n > k) output, and m-memory elements. The memory order 

m must be large enough to achieve low  error probability, whereas n and k are typically small 

6 The GSM system uses conventional convolutional encoding in combination with block codes. The code rate 

varies with the type of input; in the case of speech signal, it is 260/456 < ½.
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integer values. In the special case when k = 1, the information sequence is not divided into 

blocks and can be processed continuously. Rather, k = 1 is usually used!! Since the  convolution 

encoder has memory, it is implemented with sequential logic circuits.

Convolutionally encoding the data is accomplished using a shift register (a chain of fl ip-

fl ops) and associated combinational logic that performs modulo-two addition (e.g., cascaded 

exclusive-OR logic gates). In convolution encoder, data bits are provided at a rate of k bits per 

second. The input bit is stable during the encoder cycle which starts when an input clock edge 

occurs. Channel symbols are output at a rate of n = 2k symbols per second. Each input bit has 

an effect on successive pairs of output symbols. That is an extremely important point and that is 

what gives the convolution code its error-correcting power. 

The code rate Rc of the convolution encoder is determined by input data rate and output data

rate and is always less than unity. A k-bit information data sequence produces a coded output 

sequence of length n(k + m) bits. Therefore, code rate of the convolution code,

 
( )

c

k
R

n k m
=

+

If k >> m, the code rate reduces to 1/n bits per symbol. In general, the code rate, c

k
R

n
= . 

Remember each encoded bit is a function of the present input bits and their previous bits.

A polynomial description of a convolution encoder includes constraint lengths, generator 

polynomials, and feedback connection polynomials (for feedback encoders only).

 Constraint length (K) of a convolution code is defi ned as the number of shifts over which a 

single information bit can infl uence the encoder output. It is expressed in terms of information 

bits, and is an important parameter in the design of convolution encoding. The constraint lengths 

of the encoder form a vector whose length is the number of inputs in the encoder diagram. The 

number of the preceding bits is same as the number of memory elements in the convolution 

encoder. The elements of this vector indicate the number of bits stored in each shift register, 

including the current input bits. 

In an encoder with an m-stage shift register, the memory of the encoder equals m information 

bits. We see that K = m + 1 shifts are required for an information bit to enter the shift register 

and fi nally come out, where K is the constraint length of the convolution encoder.

If the encoder diagram has k inputs and n outputs, then the code generator matrix is a k-by-n 

matrix. The element in the ith row and jth column indicates how the ith input contributes to the 

j
th output. For systematic bits of a  systematic feedback encoder, the entry in the code generator 

matrix is matched with the corresponding element of the feedback connection vector.

An (n, k, m) convolution code can be developed with k information bits and m memory elements 

to produce n output encoded bits. The redundancy bits depend on not only the current k bits but 

also several of the preceding k bits. An important special case is when k = 1, the information 

sequence is not divided into blocks and can be processed continuously. The check bits are 

continuously interleaved with information data bits. A binary convolution encoder consists 

of m-stage shift register with prescribed connections to a modulo-2 adders, and a multiplexer 

that converts the outputs of adders in serial output data sequence. The convolution encoder 

distinguishes itself by the use of feed-forward paths only (called non-recursive non-systematic 

convolution encoder) because the information bits lose their distinct identity as a result of 

convolution process.
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An (n, k, m) convolution code can be described by generator sequences g1(x), g2(x), …, 

gn(x) that are impulse responses of each coder output branch. Generator sequences specify 

convolution code completely by the associated generator polynomials. Encoded convolution 

code is produced by multiplication of input data sequence and the generator polynomial.

Note...  The genera  on of encoded data sequence is illustrated with the help of following 

examples.

Genera  on of Convolu  on CodeSOLVED EXAMPLE 5.4.1

Draw a typical binary convolution encoder with constraint length K = 3, k = 1, and n = 3. Also 

express their generator functions in binary, octal and polynomial forms. What is the code rate 

of this convolution encoder?

Solu  on For specifi ed constraint length K = 3, k = 1, and n = 3, Figure 5.4.1 shows the 

convolution encoder having 3 memory elements (registers), 2 modulo adders, 1 input, and 3 

outputs.

Figure 5.4.1 Convolu  on Encoder (r = 1/3)

Generator functions in binary form are g1 = [100], g2 = [101], and g3 = [111].

Generator functions in octal form are g1 = [4], g2 = [5], and g3 = [7].

Generator functions in polynomial forms are g1 = x2, g2 = 1 + x2, and g3 = 1 + x + x2

Since k = 1 and n = 3, therefore code rate, Rc or r = 1/3 Ans.

Genera  on of Convolu  on CodeSOLVED EXAMPLE 5.4.2

Using the generator polynomials, g1 = 1 + x + x2, and g2(x) = 1 + x2. Write the convolution code 

for data sequence 101011.

Solu  on Given input bit pattern, k = 101011

This corresponds to polynomial, m(x) = 1 + x2 + x4 + x5

The given generator polynomials, g1(x) = 1 + x + x
2 corresponds to generator sequence of

(1 1 1), and g2(x) = 1 + x2 corresponds to generator sequence of (1 0 1). 

This is a feed-forward convolution code encoder which has one input, two outputs, and two shift 

registers M1 and M2, as shown in Figure 5.4.2.
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Figure 5.4.2 Convolu  on Encoder (r = 1/2)

Constraint length, K = 3 (No. of shift registers plus one)

Number of modulo-2 adders, n = 2

Therefore, code rate, 
1 1

bits/symbol
2

r
n

ª ª

This means that for every single input bit, there will be two bits (v1, v2) at the output where 

1 1 2n n nv u u u- -= ƒ ƒ  and 2 2n nv u u -= ƒ

We know that v1(x) = m(x) g1(x) 

fi 2 4 5 2
1( ) (1 )(1 )v x x x x x x= + + + + +

fi 
2 2 3 4 4 5 6 5 6 7

1( ) 1v x x x x x x x x x x x x= + + + + + + + + + + +

fi 3 7
1( ) 1v x x x x= + + +

The corresponding bit sequence, v1 = 11010001

Similarly, v2(x) = m(x)g2(x) 

fi 
2 4 5 2

2( ) (1 )(1 )v x x x x x= + + + +

fi 
2 2 4 4 6 5 7

2( ) 1v x x x x x x x x= + + + + + + +

fi 
5 6 7

2( ) 1v x x x x= + + +

The corresponding bit sequence, v2 = 10000111

Hence, the convolution code u for the given data sequence 101011 is

 u = 11, 10, 00, 10, 00, 01, 01, 11 Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 5.4.3  Figure 5.4.3 depicts a rate 2/3 convolution encoder. Express the generator 

functions in binary form and octal form. Write their polynomial forms also.
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Figure 5.4.3 A Feed-Forward Convolu  on Encoder (r = 2/3)

Ex 5.4.4 Figure 5.4.4 depicts a feed-forward convolution encoder that has one input, two 

outputs, and two shift registers (M1 and M2).

Figure 5.4.4 A Feed Forward Convolu  on Encoder (r = 1/2)

 Compute the encoder output for the input data stream 101011.

Ex 5.4.5 For the convolution encoder given in Figure 5.4.5, compute the codeword for 

input bit sequence 11010.

Figure 5.4.5 Convolu  on Encoder (r = 1/3)
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There are three distinct methods that are often used to describe a convolution code. These are:

∑ State diagram

∑ Trellis diagram

∑ Tree diagram or code tree

Generally, the convolution encoder can be completely characterized by the  state diagram except 

that it cannot be used easily to track the encoder transitions as a function of time. The states 

represent the possible contents of the rightmost two stages of the shift register and the paths 

between the states represent the output bit pattern resulting from such state transitions. As a 

convention

∑ a solid line denotes a path associated with an input bit 0, and

∑ a dashed line denotes a path associated with an input bit 1.

Since a  convolutional encoder is a sequential circuit, its operation can be described by a state 

diagram. The state of the encoder is defi ned as its shift register contents. For an (n, k, m) code 

with k > 1, the ith shift register contains Ki previous information bits where K is total encoder 

memory. There are total 2K different possible states. For a (n, 1, m) code, K = K1 = m. Each new 

block of k inputs causes a transition to a new state. There are 2k branches leaving each state, one 

corresponding to each different input block. Note that for an (n, 1, m) code, there are only two 

branches leaving each state. Assuming that the encoder is initially in state S0 (all-zero state), 

the codeword corresponding to any given information sequence can be obtained by following 

the path through the state diagram and noting the corresponding outputs on the branch labels. 

Following the last nonzero information block, the encoder is returned to state S0 by a sequence 

of m all-zero blocks appended to the information sequence. This is illustrated with the help of 

following examples.

State Diagram of 1/3 Convolu  on CodeSOLVED EXAMPLE 5.4.6

Represent a convolution code state diagram for a convolution encoder having rate 1/3, K = 3. 

Solu  on The state diagram for rate 1/3, K = 3 convolution code is shown in Figure 5.4.6.

Figure 5.4.6 Convolu  on Encoder State Diagram (r = 1/3)

How to Describe 
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Code

Convolution 

Encoder State 

Diagram
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State Diagram of Convolu  on CodeSOLVED EXAMPLE 5.4.7

For the convolution encoder shown in Figure 5.4.7, draw the state diagram representation for an 

input bit pattern 101011.

Figure 5.4.7 Convolu  on Encoder for r = 1/2 and K = 3

Solu  on The state diagram for the convolution encoder shown in Figure 5.4.7 for an input bit 

pattern 101011 is depicted in Figure 5.4.8.

Figure 5.4.8 Convolu  on Encoder State Diagram

It can be seen from state diagram that the convolution code for given data sequence 101011 is 

11, 10, 00, 10, 00, 01, 01, 11.
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 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 5.4.8 Figure 5.4.9 depicts the state diagram of a (2, 1, 3) convolution code. Show that 

the codeword for an input bit sequence of 1 1 1 0 1 is 1 1, 1 0, 0 1, 0 1, 11, 10, 

11, 11. 

Figure 5.4.9 A Feed-Forward Convolu  on Encoder (2, 1, 3)

A  trellis diagram of a convolution encoder shows how each possible input to the encoder 

infl uences both the output and the state transitions of the encoder. Figure 5.4.10 depicts a trellis 

diagram for a convolution encoder (r = 1/2, k = 3).

Figure 5.4.10 A Trellis Diagram for the Convolu  on Encoder

As seen from the trellis diagram, the convolution encoder has four states (numbered in binary 

from 00 to 11), a one-bit input, and a two-bit output. The ratio of input bits to output bits makes 

this encoder a rate-1/2 encoder. 

∑ Each solid arrow shows how the encoder changes its state if the current input is zero. 

∑ Each dashed arrow shows how the encoder changes its state if the current input is one. 

If the encoder is in 10 state and receives an input of zero then it changes to 01 state. If it is in 

10 state and receives an input of one then it changes to 11 state.7

7 Any polynomial description of a convolution encoder is equivalent to some trellis description, although some 

trellis have no corresponding polynomial descriptions.
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Figure 5.4.11 shows a typical trellis diagram for rate 1/3, K = 3 convolution code.

Figure 5.4.11 Trellis Diagram for Rate 1/3, K = 3 Convolu  on Code

The  code tree is an expanded version of trellis 

diagram where every path is distinct and totally 

different from every other path. The dimension of 

time can be added in the state diagram which is 

then called  tree diagram, or more specifi cally, 

code tree. At each successive input bit, the 

associated branch of tree moves either upward or 

downward depending upon whether the input bit 

is 0 or 1 respectively. The corresponding output 

symbol (codeword) is mentioned on the branch 

itself. Each node in the tree corresponds to any 

one out of four possible states (a = 00, b = 10,

c = 01, and d = 11) in the shift register. At each 

successive branching, the number of nodes 

doubles.

Note that the tree diagram repeats itself after the 

third stage. This is consistent with the fact that 

the constraint length K = 3. The output sequence 

at each stage is determined by the input bit and 

the two previous input bits. In other words, we 

may say that the 3-bit output sequence for each 

input bit is determined by the input bit and the 

four possible states of the shift register, denoted 

as a = 00, b = 01, c = 10, and d = 11.

Genera  on of Code TreeSOLVED EXAMPLE 5.4.9

Create a code tree for a convolution encoder (r = 1/2, k = 3) for the input bit pattern 11011. Find 

the output encoded codeword sequence from the code tree.

Code Tree—An 

Expanded Version 

of Trellis Diagram

Figure 5.4.12  Code Tree for Rate 1/3, K = 3 

Convolu  on code
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Solu  on

Figure 5.4.13 Code Tree for Convolu  on Encoder (r = 1/2, k = 3)
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From the code tree, it can be easily traced that the output encoded codeword sequence is 11 01 

01 00 01 for the input bit sequence 11011.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 5.4.10 Create a code tree for the convolution encoder (r = 2/3, K = 2).

Ex 5.4.11 Consider the input bit sequence 10101. Create a code tree for the convolution 

encoder (r = 1/2, K = 3). Determine the output-encoded codeword sequence 

from the code tree.

We have seen that  convolution encoding is a simple procedure. But decoding of a convolution 

code is much more complex task. In general, maximum likelihood decoding means fi nding 

the code branch in the code trellis that was most likely to be transmitted. Therefore,  maximum 

likelihood decoding is based on calculating the  hamming distances for each branch forming 

codeword. Assume a three bit message is to be transmitted. To clear the encoder, two zero-

bits are appended after message. Thus, 5 bits are inserted into the convolution encoder and 

10 (ten) bits are produced at the encoder output. Assume channel error probability is p = 0.1. 

After transmission through the channel, the bit sequence 10, 01, 10, 11, 00 is received. Now the 

question arises: what is the output of the  convolution decoder, e.g., what was the most likely 

transmitted sequence? See trellis diagram in Figure 5.4.14.

Figure 5.4.14 Maximum Likelihood Detec  on

The  Maximum Likelihood algorithm is too complex to search all available paths due to 

requirement of end to end calculations.  Viterbi algorithm performs maximum likelihood 

decoding by reducing its complexity. It eliminate least likely trellis path at each transmission 

stage and reduce decoding complexity with early rejection of unlike paths. Viterbi algorithm 

gets its effi ciency via concentrating on survival paths of the trellis.

There are two popular methods of decoding of a convolution code—sequential decoding and 

Viterbi decoding.

∑ The  sequential decoding is a class of algorithms which is independent of encoder memory 

and, hence, large constraint lengths can be used. Therefore, it can achieve a desired bit 

error probability. Its main advantage is that decoding complexity is virtually independent 

from the length of the particular code although it is suboptimal. However, this exhibits 
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unpredictable decoding latency. Its main disadvantage is that large amount of computation 

and decoding time is required, sometimes causing information to be lost or erased, for 

decoding data received in a noisy environment. 

∑ On the other hand, the  Viterbi decoding, conceived by Andrew Viterbi in 1967 as a 

decoding algorithm for convolution codes over noisy digital communication link, is an 

optimal algorithm. In fact, convolution encoding with Viterbi decoding is a  Forward Error 

Correction (FEC) technique that is particularly suited to a channel in which the transmitted 

signal is corrupted mainly by  additive white Gaussian noise (AWGN). Its main drawback 

is that the decoding complexity grows exponentially with the code length, thereby limiting 

its usage only for relatively short codes.8

The sequential decoding algorithm can be achieved by using a  code tree. The leftmost node in 

the tree is called origin node that represents the start state of the encoder. There are 2k branches 

leaving every node in the fi rst L levels termed as dividing part of the code tree. The upper branch 

of each node represents input for the bit level 1, while the lower branch represents input for the 

bit level 0. After L levels, there is only one branch leaving each node. The rightmost nodes are 

termed terminal nodes. 

The purpose of the  sequential decoding algorithm is to fi nd the maximum likelihood path 

by searching through nodes of the code tree depending on its  metric value (a measure of the 

closeness of a path to the received sequence). 

∑ In the stack or  ZJ algorithm approach of sequential decoding, the stack or ordered list of 

previously examined paths of different lengths is kept in storage. Each stack entry contains 

a path along with its metric. Each decoding step computes the branch metrics of its 2k 

succeeding branches and then updating the same till the end of the code tree. Thus, the 

number of stack computation may be higher than the  Viterbi algorithm. This stack algorithm 

has certain disadvantages such as the speed factor, ratio of speed of computation to the 

rate of incoming data, fi nite stack size, time-consuming if the number of stacks is high. 

∑ In the  Fano algorithm approach, the decoder examines a sequence of nodes in the code tree 

from the origin to the terminal node and it never jumps from node to node. The metric at 

each node is calculated in the forward direction.

The overall performance of the sequential decoding algorithm can be optimized by obtaining 

trade-off among three parameters—average computational cut-off rate of the channel, erasure 

probability, and undetected error probability.

The  Viterbi decoding algorithm is a dynamic programming algorithm that produces the 

maximum likelihood estimate of the transmitted sequence over a band-limited channel with 

intersymbol interference. It fi nds the most likely sequence of hidden states, called the  Viterbi 

path that results in a sequence of observed events. The Viterbi algorithm operates on a state 

machine assumption. This means that while multiple sequences of states (paths) can lead to a 

given state, at least one of them is the most likely path to that state, called the  survivor path.

Viterbi decoding compares the  Hamming distance between the branch code and the received 

code. Path producing larger Hamming distance is eliminated after  constraint length. Thus, 

Viterbi decoding algorithm is an effi cient search algorithm that performs maximum likelihood 

decoding rule while reducing the computational complexity.

8 The decoding procedure is referred to as an “algorithm” because it has been implemented in software form on a 

computer or microprocessor or in VLSI form. The Viterbi decoding algorithm is a maximum likelihood decoder, 

which is optimum for a white Gaussian noise channel.
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In order to understand Viterbi’s decoding algorithm, it is convenient to expand the  state 

diagram of the encoder in time (i.e., to represent each time unit with a separate state diagram). 

The resulting structure is called a  trellis diagram. Assuming that the encoder always starts in 

state S0 and returns to state S0, the fi rst m time units correspond to the encoder’s departure 

from state S0, and the last m time units correspond to the encoder’s return to state S0. The basic 

concept of Viterbi decoding algorithm can be described in the following steps:

Step 1: Generate the code trellis at the decoder.

Step 2: The decoder penetrates through the code trellis level by level in search for the 

transmitted code sequence.

Step 3: At each level of the trellis, the decoder computes and compares the metrics of all the 

partial paths entering a node.

Step 4: The decoder stores the partial path with the larger metric and eliminates all the other 

partial paths. The stored partial path is called the survivor.

The trellis diagram provides a good framework for understanding decoding algorithm, as 

shown in Figure 5.4.15 for information bit sequence 101011, at each transition.

Figure 5.4.15 Trellis Diagram for Viterbi Decoding

On the convolution decoder side, corresponding to the encoded path sequence 11 10 00 10 00 01 

01 11, the decoded output is traced as path sequence a-b-c-b-c-b-d (ignoring the last two states 

as they correspond to additional input bits 0s used to fl ush out the registers), the decoded output 

bit pattern is 101011. In fact, the  Viterbi decoding algorithm is a procedure which compares the 

received convolution-encoded sequence with all possible transmitted sequences. The algorithm 

chooses a path in the Trellis diagram whose code sequence differs from the received sequence 

in the fewest number of places. The algorithm operates by computing a metric for every possible 

path in the Trellis. The  metric for a particular path is defi ned as the  Hamming distance between 

the coded sequence represented by that path and the corresponding received sequence.
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For each node in the trellis, the Viterbi decoding algorithm compares the two paths entering 

the node. The path with the lower metric is retained, and the other path is discarded. This 

computation is repeated for every level j of the Trellis in the range M £ j £ L, where M is the 

encoder’s memory and L is the length of the incoming bit sequence. The path that are retained 

by the algorithm are called survivors. It may be noted that for a  convolution code of  constraint 

length K = 3 (that is, M = 2), no more than 2K – 1 = 4 survivor paths and their metrics will ever 

be stored. This relatively small list of paths is always guaranteed to contain the maximum-

likelihood choice.

In case the metrics of two paths are found to be identical then either one can be chosen. Once 

a valid path is selected as the correct path, the decoder can recover the data bits from the output 

code bits. Common metric of  Hamming distance is used to measure the differences between 

received and valid sequences.

For an L-bit data sequence, and a decoder of memory M, the Viterbi algorithm proceeds as 

follows (assuming that the decoder is initially in the all-zero state at j = 0).

Step 1: Starting at time unit level j = M, the  metric for the single path entering each state of the 

decoder is computed. The path (survivor) and its metric for each state is stored.

Step 2: The level j is then incremented by 1. The metric for all the paths entering each state is 

computed by adding the metric of the incoming branches to the metric of the connecting 

survivors from the previous level. The path with the lowest metric is identifi ed for each 

state. The new path (survivor) and its metric is stored.

Step 3: If the condition j < (L + M) is satisfi ed, Step 2 is repeated. Otherwise the process is 

stopped. 

Thus, it can be seen that the number of operations performed in decoding L bits is L × 2n(k – 1),

which is linear in L. However, the number of operations per decoded bit is an exponential 

function of the constraint length K. This exponential dependence on K limits the utilization of 

Viterbi algorithm as a practical decoding technique to relatively short constraint-length codes 

(typically in the range of 7-11). Thus, a  survivor path is one that has a chance of being the most 

likely path, and the number of survivor paths is much smaller than the total number of paths in 

the Trellis.

The soft-decision  Viterbi decoding algorithm is different from hard-decision Viterbi decoding 

algorithm in that the soft-decision Viterbi decoding algorithm cannot use Hamming distance 

metric due to its limited resolution. A distance metric, known as  Euclidean distance, provides 

the required resolution. In order to use distance metric, the binary number are transformed to 

the octal numbers—binary 1 for octal number 7 and binary 0 for octal number 0. The Euclidean 

distance, d1 between the noisy point {x2, y2} and the noiseless point {x1, y1} on a soft-decision 

plane can be computed from the expression, 2 2
1 2 1 2 1( ) ( )d x x y y= - + - , where {x1, y1} is the 

point of origin in the octal plane as (0, 0). For example, the Euclidean distance d1 between the 

noisy point {6, 5} and the noiseless point {0, 0} on a soft-decision plane will be

 d1 = 
2 2(6 0) (5 0) 61- + - =

Similarly, the Euclidean distance, d2 between the noisy point {6, 5}and the noiseless point 

{7, 7} will be 
2 2

2 (6 7) (5 7) 5d = - + - = . 

Thus, the process of soft-decision Viterbi decoding algorithm is same as hard-decision Viterbi 

decoding algorithm except that Euclidean distance metric is used in place of the Hamming 

distance metric.

Step-by-step 
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Viterbi Decoding 

Algorithm
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Convolu  on Decoding with Viterbi AlgorithmSOLVED EXAMPLE 5.4.12

For the convolution encoder (r = 1/2, k = 3) as given previously, draw the Trellis diagram and 

decode the received encoded bit sequence 01 00 01 00 00.

Solu  on Figure 5.4.16 shows the Trellis diagram using Viterbi decoding algorithm for the 

given encoded bit sequence.

Figure 5.4.16 Trellis Diagram for Viterbi Decoding Algorithm

Viterbi DecodingSOLVED EXAMPLE 5.4.13

For the input data 1 1 0 1 1, the codeword generated by convolution encoder is 11 01 01 00 

01. If the received codeword is 11 01 01 10 01, then draw the Trellis diagram and decode the 

received data.

Solu  on Figure 5.4.17 shows the Trellis diagram using Viterbi decoding algorithm for the 

given encoded bit sequence 11 01 01 00 01.
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Figure 5.4.17  Trellis Diagram for Viterbi Decoding Algorithm

Figure 5.4.18 shows the decoded bits following Viterbi decoding algorithm procedure for 

the Trellis diagram given in Figure 5.4.17.

0101
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11 01 10Z =
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Figure 5.4.18  Decoded bit sequence as 11 01 01 00 01

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 5.4.14  Draw the Trellis diagram and decode the received encoded sequence 11 10 11 00 

01 10. Show the paths of minimum path metric and two likely paths or survivor 

paths and fi nd the corresponding message bits.
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Due to its high data rate, convolution code has several practical applications in digital 

transmission over radio and wired channels. The improved version of convolution code along 

with Viterbi algorithm is widely used in satellite and deep-sea communication applications. 

The Viterbi decoding algorithm has found universal application in decoding the convolution 

codes used in both GSM and CDMA digital cellular systems, IEEE 802.11 wireless LAN, 

satellite, dial-up modem, deep space communication, etc. It is commonly used even now in 

bioinformatics, speech recognition, computational linguistics, and keyword spotting.

Table 5.4.1 presents the comparison of coding gain on a Gaussian channel for various error 

control coding techniques discussed so far.

Table 5.4.1 Comparison of Coding Gain

S. No. Coding Technique Coding Gain 

(dB) at Pb = 10–5
Coding Gain 

(dB) at Pb = 10–8
Type of 

Decoding 

1. Block codes 3–4 4.5–5.5 hard decision

2. Block codes 5–6 6.5–7.5 soft decision

3. Convolution codes with 

sequential decoding 

4–5 6–7 hard decision

4. Convolution codes with 

sequential decoding 

6–7 8–9 soft decision

5. Convolution codes with Viterbi 

decoding 

4–5.5 5–6.5 hard decision

Self-Assessment Exercise linked to LO 5.4

Q5.4.1 How is the code rate of a convolutional coder different from that of a linear 

block code?

Q5.4.2 Describe the characteristics of State and Trellis diagrams in context of 

convolution-coding techniques, and their applications.

Q5.3.3 Give signifi cance of code tree. Under what situation is a Trellis diagram 

preferred over a code tree?

Q5.3.4 The received codeword of binary convolution encoder (3, 1, 2) follows the 

trellis diagram as 000, 111, 110, 010, 100, 011, 001, 000 as survival path. 

Draw the Trellis diagram and fi nd the information code after decoding.

Q5.3.5 Outline the error-detecting and error-correcting capabilities of convolution 

codes.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 5.4: Illustrate the concept of convolu  on codes, Viterbi and sequen  al decoding 

algorithms.

Application

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/112
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5.5 BURST-ERROR-CORRECTION TECHNIQUES 

We have discussed that block and convolution codes are designed to combat random-independent 

errors. The  error-control coding described so far can correct individual bit errors, but not a  burst 

error. In many situations, errors are not distributed at random but occur in bursts. Burst errors 

means two or more consecutive bits in error within a given data sequence. Burst errors are 

no longer characterized as single randomly distributed independent bit errors. For example, 

scratches, dust or fi ngerprints on a compact disc (CD) introduce errors on neighbouring 

databits.

∑ We begin with the process of dispersing the burst error into multiple individual errors, 

known as  interleaving. Interleaving does not introduce any redundancy into the information 

data sequence. We describe two popular types of interleaving— block interleaving and 

convolution interleaving. 

∑ Then, we introduce another effective way of dealing with burst errors— Reed-Solomen (RS) 

codes which makes it possible to employ long codes.  Cross-Interleaved Reed–Solomon 

Codes (CIRC) are particularly well suited for detection and correction of burst errors and 

data erasures.

∑ Finally, we have a look at  Turbo codes which use a  Turbo interleaver to separate two 

convolution encoders. Turbo codes provide signifi cant improvements in the quality of data 

transmission over a noisy channel.

5.5.1 Interleaving 

Most well-known error control codes have been designed for  additive white Gaussian noise 

(AWGN) channels, i.e., the errors caused by the channel are randomly distributed and statistically 

independent. Thus, when the channel is  AWGN channel, these codes increase the reliability in 

the transmission of information. If the channel exhibits burst-error characteristics (due to the 

time-correlated  multipath fading), these error clusters are not usually corrected by these codes. 

One of the possible solution is to use an  interleaver. Its objective is to interleave the coded data 

in such a way that the bursty channel is transformed into a channel having independent errors 

and thus a code designed for independent channel errors (short burst) can be used. However, it 

suffers from high  latency (the entire interleaved block must be received before the critical data 

can be returned).

Interleaving is a process to rearrange code symbols so as to spread bursts of errors over 

multiple codewords that can be corrected by random error correction codes. By converting 

bursts errors into randomlike errors, interleaving thus becomes an effective means to combat 

burst errors. Interleaving is the process of dispersing the  burst error into multiple individual 

errors which can then be detected and corrected by  error control coding. The main idea is to mix 

up the code symbols from different codewords so that when the codewords are reconstructed 

at the receiving end, burst errors encountered in the transmission are spread across multiple 

codewords. Consequently, the errors occurred within one codeword may be small enough to be 

corrected by using a simple random  error correction code. Since interleaving does not have error-

correcting capability, so the information data bits are fi rst encoded, followed by interleaving. 

It may be noted that interleaving does not introduce any redundancy into the information data 

sequence. It does not require any additional bandwidth for transmission. However, it may 

introduce extra delay in processing information data sequence.

LO 5.5

Recap

What We Discuss 

Here ...

Essence of 

Interleaving
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There are many types of interleavers such as block interleaver, semi-random and  random 

interleaver, pseudorandom (Turbo) interleaver,  circular interleaver,  odd-even interleaver, and 

 near-optimal interleaver. Each one has its advantages and drawbacks in the context of noise. 

Block interleavers,  convolutional interleavers, and  Turbo interleavers are commonly used 

interleavers in wireless communication systems.

A simple interleaving method is block interleaving. In block interleaving, a block of data 

symbols is written row by row as a n × m matrix and read column by column. It is obvious that 

the interleaver requires a memory capacity of n × m symbols. A  block interleaver accepts a pre-

determined block of symbols. It rearranges them without repeating or omitting any symbol in 

the block.

There are various types of block interleavers such as 

∑ General block interleaver that uses the permutation table for selection of block of 

information data bits.

∑ An  odd-even interleaver in which firstly the bits are left uninterleaved and encoded, but 

only the odd-positioned coded bits are stored. Then, the bits are scrambled and encoded, 

but now only the even-positioned coded bits are stored. Odd-even encoders can be used, 

when the second encoder produces one output bit per one input bit.

∑  Algebraic interleaver that derives a permutation table algebraically.

∑  Helical scan interleaver that fi lls a matrix with data row by row and then sends the matrix 

contents to the output in a helical manner. In other words, in a helical scan interleaver, data 

is written row-wise and read diagonally.

∑  Matrix interleaver that fi lls a matrix with data row by row and then sends the matrix 

contents to the output column by column. While it is very simple but it also provides little 

randomness.

Figure 5.5.1 An Example of Block Interleaving

ATTENTION

Block Interleaver



 Coding 5.85

Figure 5.5.2 An Example of Burst Error Correc  on by Block Interleaver

∑  Random interleaver that chooses a permutation table randomly using the initial state input 

provided. A  pseudo-random interleaver is defined by a pseudo-random number generator 

or a look-up table.

There is no such thing as a universally best interleaver. For short block sizes, the odd-even 

interleaver has been found to outperform the pseudo-random interleaver, and vice versa. The 

choice of the interleaver has a key part in the success of the code and the best choice depends 

on the code design.

As we know that the purpose of interleaving user traffi c data is to improve the signal 

quality by distributing the effects of fading among several mobile subscribers receiving data 

simultaneously from base stations. For example, in GSM, the user traffi c data in frames of 456 

bits are interleaved into the transmitted normal bursts in blocks of 57 bits plus one fl ag bit. The 

456 bits are produced every 20 ms.

The interleaving process specifi es the method that maps the 20 ms of the traffi c into the 456 

bits, as shown in Figure 5.5.3.

Figure 5.5.3 Interleaving Traffi  c Frames onto TDMA GSM Frame

IMPORTANT!

Interleaver 

used in GSM 

Application



5.86 Digital Communica  on

To add protection against  burst errors during wireless transmission, each 456-bit encoded 

data within each 20 ms traffi c frame is divided into eight 57-bit sub-blocks forming a single 

speech frame, which are transmitted in eight consecutive time slots. Because each time 

slot can carry two 57-bit user data bits, each burst carries data from two different speech 

samples. The speech data are encrypted 114 bits at a time, assembled into time slots, and 

fi nally modulated for transmission. If a burst is lost due to interference or  fading,  channel 

coding ensures that enough bits will still be received correctly to allow the error correction 

to work satisfactorily.

Block Interleaving in GSMSOLVED EXAMPLE 5.5.1

In GSM, the output of the  convolution encoder consists of 456 bits for each input of 228 bits. 

How is  block interleaving of encoded data implemented? Determine the delay in reconstructing 

the codewords corresponding to the reception of 8  TDMA frames. Comment on the results 

obtained.

Solu  on Number of data bits at the input of convolution encoder = 228 bits (Given)

Number of data bits at the output of convolution encoder = 456 bits (Given)

Hence, code rate of the convolution encoder = 456/228 = 1/2

Number of TDMA frames = 8 (Given)

Number of encoded data bits in each TDMA frame = 456/8 = 57

Therefore, the encoded 456 data bits are split into 8 uniform blocks of 57 bits each. These 57 

bits in each block are spread over eight TDMA frames so that even if one frame out of fi ve is 

lost due to channel burst error, the voice quality is not affected. 

One TDMA frame time duration = 4.6 ms

Time taken to transmit 8 TDMA frames  = 8 × 4.6 = 36.8 ms

Therefore, the delay in reconstructing the codewords corresponding to the reception of 8 TDMA 

frames is 36.8 ms. Ans.

Comment on the Results: Usually, a delay of 50 ms is acceptable for voice communication. 

Hence, the delay introduced due to block interleaving in  GSM system does not degrade the 

 voice quality performance while enhancing  BER performance to combat channel errors.

A block of N input bits is written into the interleaver in the order in which the bits are received, 

but they are read out in a random manner. Each bit is read once and only once. For example, let 

N = 16 bits marked as ak, where k varies from 1 to 16, as mentioned below:

Input bits: [a1a2a3a4 a5a6a7a8a9a10a11a12a13a14a15a16]

Interleaved bits: [a16 a11 a2a13a3a1a14a10a6a4 a9a12a8a5a15 a7]

A  convolution interleaver has memory, that is, its operation depends not only on current symbols 

but also on the previous symbols. The sequence of encoded bits to be interleaved is arranged in 

blocks of L bits. For each block, the encoded bits are sequentially shifted into and out of a bank 

of N registers by means of two synchronized input and output commutators.

Effect of Block 

Interleaving

Random 

Interleaving

Convolution 

Interleaver
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Figure 5.5.4  Block Diagram of Convolu  on Interleaver

The zeroth shift register does not have any memory element to store bits. It implies that the 

incoming encoded symbol is transmitted immediately. Each successive shift register provides 

a memory capacity of L symbols more than the preceding shift register. Each shift register is 

scanned regularly on a periodic basis. With each new encoded symbol, the commutator switches 

to a new shift register. The new symbol replaces the oldest symbol in that register. After scanning 

the last (N – 1)th shift register, the commutator return to the zeroth shift register. The whole 

process is repeated again and again.

The  convolution deinterleaver in the receiver also uses N shift registers and a pair of input/output 

commutator synchronized with those used in the interleaver. However, the shift registers are 

stacked in the reverse order. It may be noted that the end-to-end delay and memory requirement 

in case of convolution interleaver and deinterleaver is one-half that of block interleaver and 

deinterleaver. In practice, RAM is used instead of shift registers in the design and implementation 

of convolution interleaver and deinterleaver.

Figure 5.5.5  Block Diagram of Convolu  on De-interleaver

In comparison with a block interleaver, the convolution interleaver has the distinct advantage 

that for the same interleaving, the interleaving structure can be changed easily and conveniently 

by changing the number of lines and/or the incremental number of elements per line. The CD 

uses a more effective interleaver, a periodic or convolutional interleaver, known as a  cross-

interleaver. Before transmission the symbols of the codewords are multiplexed over delay lines 

with differing delays, combined (demultiplexed) and sent to the channel.
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In the wireless and mobile radio channel environment, the burst error occurs quite frequently. In 

order to correct the burst error, Interleaving exploits  time diversity without adding any overhead 

in wireless digital cellular communication systems such as GSM, IS-95 CDMA, 3G cellular 

systems.

5.5.2 RS Codes

Irving Reed (1923–2012) is an American mathematician and engineer who is best known for co-

inventing a class of algebraic codes known as  Reed–Solomon codes (RS codes) in collaboration 

with Gustave Solomon (1930–1996). RS codes are seen as a special case of the larger class 

of  BCH codes, regarded as cyclic BCH codes, that an effi cient decoding algorithm gave 

them the potential to their widespread applications. Today RS codes are widely used in many 

applications that involve data transmission, such as wireless computer networks, telephony, 

GSM, GPRS, UMTS, digital video broadcasting: DVB-T, DVC-C, and data storage including 

hard disk drives (HDD) in computers. Memory cards in cameras and telephones, and optical 

storage like Compact Discs (CD), Digital Versatile Discs (DVD) and Blu-ray Discs (BD) also 

use Reed–Solomon codes.

Reed–Solomen (RS) codes are widely used subclass of  non-binary BCH codes. The use of non-

binary codes (codes based on symbols rather than on individual bits) is another effective way of 

dealing with burst errors other than interleaving. The RS code is important because an effi cient 

hard-decision decoding algorithm is available which makes it possible to employ long codes. So 

the RS code encoder differs from binary encoders in that it operates on multiple bits (referred 

to as symbols) rather than on individual bits. An RS code can be regarded as a primitive BCH 

code of length n.

With RS codes, data are processed in small blocks of m bits, called symbols. An (n, k) RS code 

has the following parameters:

 ∑ Symbol length = m bits/symbols (m is an integer power of 2)

 ∑ Block length, n = (2m – 1) symbols, or m(2m – 1) bits

 ∑ Data length or message size = k symbols

 ∑ Error-correcting capability in t symbols where t = r/2

 ∑ The size of check code, (n – k) = 2t symbols = m(2t) bits

 ∑ Minimum  Hamming distance, dmin = [(n – k) + 1] = (2t + 1) symbols

 ∑ Number of correctable symbols in error, 
( )

2

n k
t

-
=

Therefore, an RS code may be described as an (n, k) code where n < (2m – 1), and (n – k) > 

2t. RS codes operate on multi-bit symbols rather than on individual bits like binary codes. For 

example, in the RS (255, 235) code, the encoder groups the message into 235 8-bit symbols and 

adds 20 8-bit symbols of redundancy to give a total block length of 255 8-bit symbols. In this 

case, 8% of the transmitted message is redundant data. In general, due to decoder constraints, 

the block length cannot be arbitrarily large. The number of correctable symbol errors (t), and 

block length (n) is set by the user.

The  code rate (effi ciency) of a code is given by k/n, where k is the number of information 

(message) symbols per block, and n is total number of code symbols per block. Codes with 

high code rates are generally desirable because they effi ciently use the available channel for 

information transmission. RS codes typically have rates greater than 80% and can be confi gured 

with rates greater than 99% depending on the error correction capability needed.
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As an example, let m = 8, then n = 28 – 1 = 255 symbols in a codeword. 

If we require t = 16 then we have r = 2t = 32. 

Thus, k = (n – r) = (255 – 32) = 223.

The  RS encoding algorithm expands a block of k symbols to n symbols by adding (n – k) 

redundant check symbols. The encoder for an RS (n, k) code divides the incoming binary data 

streams into blocks, each of (k × m) bits long. Each block is treated as k symbols with each 

symbol having 8 bits. Typically m = 8, RS codes are well suited for  burst error correction.

RS block codes have four basic properties which make them powerful codes for digital 

communications:

∑ The RS codes with very long block lengths tend to average out the random errors and make 

block codes suitable for use in random error correction.

∑ RS codes are well-matched for the messages in a block format, especially when the message 

block length and the code block length are matched.

∑ An RS decoder acts on multi-bit symbols rather than on single bits. Thus, up to eight bit-

errors in a symbol can be treated as a single symbol error. Strings of errors, or bursts, are 

therefore handled effi ciently.

∑ The complexity of the decoder can be decreased as the code block length increases and the 

redundancy overhead decreases. Hence, RS codes are typically large block length, high 

code rate, codes.

RS codes make highly effi cient use of redundancy, and block lengths and symbol sizes can be 

easily adjusted to accommodate a wide range of message sizes. 

RS code is also called  maximum distance separable code because the minimum distance is 

always equal to the design distance of the code. Effi cient coding techniques are available for 

RS codes.

However, interleaving and RS codes are not particularly effective in dealing with random errors 

which affect only a single bit or only a small number of consecutive bits. When we must contend 

with both random and burst errors it is useful to  cascade coding known as  concatenation. In 

 cross-interleaved RS code (CIRC),  cross-interleaving separates the symbols in a codeword, as 

codewords undergo a second encoding on a symbol basis. It becomes less likely that a burst 

from the outer decoder disturbs more than one Reed–Solomon symbol in any one codeword 

in the inner code. Since the information in CIRC is interleaved in time, errors that occur at the 

input of the error correction system are spread over a large number of frames during decoding. 

The error correction system can correct a burst of thousands of data bits because the errors are 

spread out by  interleaving. If more than the permitted amount of errors occur, they can only be 

detected.

The audio signal degrades gracefully by applying interpolation or muting the output signal. 

Key parameters to the success of concealment of errors are thoughtful positioning of the left 

and right audio channels as well as placing audio samples on even- and odd-numbered instants 

within the interleaving scheme. There are several interleaved structures used in the CD which 

allow for error detection and correction with a minimum of redundancy.

Reed-Solomen codes in association with effi cient coding techniques make highly effi cient use of 

redundancy, and symbol sizes and block lengths which can be easily adjusted to accommodate a 

wide range of information data sizes. RS codes, which are BCH codes, are used in applications 

such as space-craft communications, compact disc players, disk drives, and two-dimensional 

bar codes.
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Parameters of RS CodesSOLVED EXAMPLE 5.5.2

For (31, 15) Reed–Solomon code, determine the number of bits per symbol, block length in 

terms of bits, and minimum distance of the code. 

Solu  on We know that block length, n = (2m – 1) symbols; where m is number of bits per 

symbol

fi 2m = n + 1 = 31 + 1 = 32 (n = 31… given)

fi 2m = 25

Therefore, number of bits per symbol, m = 5 bits Ans.

Now, we know that block length, n = m(2m – 1) bits 

fi n = 5(25 – 1) = 5 × 31 = 155 bits Ans.

Minimum Hamming distance, dmin = [(n – k) + 1] symbols; (n = 31, k = 15… given)

fi dmin = [(31 – 15) + 1] = 17 Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 5.5.3 For (31, 15) Reed–Solomon code, how many symbols in error can the code 

correct? If data burst containing 5–bits is in error, can this code correct it?

5.5.3 Turbo Codes

In 1948, Shannon formulated that the AWGN channel’s signal-to-noise ratio (S/N) determines 

the capacity C, in the sense that for code rates Rc<C we can have error-free transmission. For 

each code rate Rc we can compute the  Shannon limit. However, it is diffi cult to approach the 

Shannon limit by classical methods. But Gallager (1961), Tanner (1981), and Berrou, Glavieux, 

and Thitimajshima invented  Turbo codes in 1993. Turbo codes are based on concatenated 

coding.

The theory of  error correcting codes has presented a large number of code constructions with 

corresponding decoding algorithms. However, for applications where very strong error correcting 

capabilities are required, these code constructions result in far complex decoder algorithms. The 

way to combat this is to use concatenated coding, where two (or more) constituent codes are 

used after each other or in parallel—usually with some kind of interleaving. A  concatenated 

code consists of two separate codes which are combined to form a larger code. Concatenated 

coding techniques were fi rst proposed by Forney as a method for achieving large coding gains 

by combining two or more relatively simple building block or component codes, sometimes 

called  constituent codes. The resulting codes had the error-correction capability of much longer 

codes, and they were endowed with a structure that permitted relatively easy to moderately 

complex decoding. The most popular of these techniques consists of a Reed–Solomon (RS) 

outer code followed by a convolutional inner code. A serial concatenation of codes is most often 

used for power-limited systems such as transmitters on deep-space probes.

The convolution code is well-suited for channels with  random errors, and the  Reed–Solomon 

code is well suited to correct the bursty output errors common with a  Viterbi decoder. An 

 interleaver is used to spread the Viterbi output burst errors across multiple RS codewords. 

Figure 5.5.6 shows an example of serial concatenation.
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Figure 5.5.6 An Example of Serial Concatenated Coding Scheme

Similarly, we can have parallel concatenation coding scheme, as depicted in Figure 5.5.7.

Figure 5.5.7 An Example of Parallel Concatenated Coding Scheme

 Turbo codes are described as parallel-concatenated systematic convolution codes. The 

encoders operate on the same set of input bits, rather than one encoding the output of the other. 

This is one reason for excellence performance.

A turbo code can be thought of as a refi nement of the concatenated encoding structure plus 

an iterative algorithm for decoding the associated code sequence. Turbo codes are inherently 

large block codes which use a  Turbo interleaver to separate two convolution encoders. The term 

‘Turbo’ refers to the decoding process which is analogous to the principle of ‘turbo engine’ 

involving feedback. Turbo codes are constructed by using two or more component codes 

(usually systematic convolution codes having identical rate 1/2) on different interleaved versions 

( Pseudo-random interleavers; length of the code is determined by the interleaver) of the same 

information sequence. In turbo codes, the interleaver is used to permute the input bits such 

that the two encoders are operating on the same set of input bits, but different input sequences. 

Whereas, for conventional codes, the fi nal step at the decoder yields hard-decision decoded bits 

for a concatenated technique such as a turbo code to work properly, the decoding algorithm 

(usually Soft-output iterative decoder) should not limit itself to passing hard decisions among 

the decoders. To best exploit the information learned from each decoder, the decoding algorithm 

must effect an exchange of soft decisions rather than hard decisions. For a system with two 

component codes, the concept behind turbo decoding is to pass soft decisions from the output 

of one decoder to the input of the other decoder, and to iterate this process several times so as 

to produce more reliable decisions.

Turbo Codes
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In general, Turbo code is systematic, i.e., input bits also occur in the output and the interleaver 

is pseudo-random in nature, also known as Recursive Systematic Convolution (RSC) coder. The 

block size of Turbo codes is determined by the size of the Turbo interleaver. The operation 

of Turbo encoder is based on the use of a pair of convolution encoders, separated by Turbo 

interleaver. Convolution codes can be used to encode a continuous stream of data, but in this 

case we assume that data is confi gured in fi nite blocks—corresponding to the interleaver size.

Turbo codes are a recent development in the field of  forward-error-correction  channel coding. 

The codes make use of three simple ideas: parallel concatenation of codes to allow simpler 

decoding; interleaving to provide better weight distribution; and soft decoding to enhance 

decoder decisions and maximize the gain from decoder interaction.

∑ Parallel concatenated codes.

∑ Distance properties: Not exceptionally high minimum distance but few codewords of low 

weight.

∑ Trellis complexity: Usually extremely high.

∑ Decoding: Suboptimum (but close to maximum likelihood) iterative (turbo) decoding.

∑ Performance: Low error probability at signal-to-noise ratio close to the  Shannon limit.

A turbo code is formed from the parallel concatenation of two codes separated by an interleaver. 

The two encoders used are normally identical. The code is in a systematic form, i.e., the input 

bits also occur in the output. The interleaver reads the bits in a pseudo-random order. The 

choice of the  interleaver is a crucial part in the turbo code design. The task of the interleaver is 

to scramble bits in a pseudo-random, albeit predetermined fashion. This serves two purposes. 

Firstly, if the input to the second encoder is interleaved, its output is usually quite different from 

the output of the first encoder. This means that even if one of the output codewords has low 

weight, the other usually does not, and there is  less chance of producing an output with very 

low weight. Higher weight is beneficial for the performance of the decoder. Secondly, since the 

code is a parallel concatenation of two codes, the divide-and-conquer strategy can be employed 

for decoding. If the input to the second decoder is scrambled, also its output will be different, 

or uncorrelated from the output of the first encoder. This means that the corresponding two 

decoders will gain more from information exchange.

Figure 5.5.8 illustrates the functional block diagram of a Turbo encoder.

Figure 5.5.8 Block Diagram of a Turbo Encoder

Encode information by a systematic encoder which is usually a recursive systematic rate 1/2 

convolutional encoder, followed by reordering of information bits. Encode permuted information 

bits again, using a recursive systematic encoder (may be the same). Delete the systematic bits 

this time. The Turbo interleaver rearranges the information bits which are encoded by the 

convolution encoder 2. The parity bits generated by two encoders are punctured in a repeating 
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pattern. The information bits and the punctured parity bits are then multiplexed to generate the 

encoded output bits.

If we transmit the systematic part from both encoders, this would just be a repetition, and we 

know that we can construct better codes than  repetition codes. The information part should 

only be transmitted from one of the  constituent codes, so if we use constituent codes with 

rate 1/2 the fi nal rate of the Turbo code becomes 1/3. If more redundancy is needed, we must 

select constituent codes with lower rates. Likewise, we can use puncturing after the constituent 

encoders to increase the rate of the turbo codes. Parity or information bits can be punctured to 

adjust the rate. We can add more interleavers and convolution encoders to lower the rate. Large 

information blocks give better distance properties as well as working decoding algorithm. Simple 

convolution codes are the best for moderate BERs. Interleaver design is diffi cult, and there is 

no known technique to design the best one. Design criteria are implementation complexity, 

performance at low S/N (pseudorandom-like) and performance at high S/N (high minimum 

distance). However, there may be delay in decoding.

Classical coding approach is to maximize the minimum distance. But new approach is to 

have few codewords with low weights. It may be recalled that 

∑ In a  feed-forward convolution encoder, a low-weight codeword is usually generated by a 

low-weight input sequence.

∑ In a  feedback convolution encoder, a low-weight codeword is usually generated by an 

input information sequence that is a multiple of the feedback polynomial. 

In a typical communications receiver, a demodulator is often designed to produce soft decisions, 

which are then transferred to a decoder. The error-performance improvement of systems 

utilizing such soft decisions compared to hard decisions are typically approximated as 2 dB in 

AWGN environment. Such a decoder could be called a soft input/hard output decoder, because 

the fi nal decoding process out of the decoder must terminate in bits (hard decisions). With 

turbo codes, where two or more component codes are used, and decoding involves feeding 

outputs from one decoder to the inputs of other decoders in an iterative fashion, a hard-output 

decoder would not be suitable. That is because hard decisions into a decoder degrades system 

performance (compared to soft decisions). Hence, what is needed for the decoding of turbo 

codes is a soft input/soft output decoder. The iterative detection in  Turbo decoder involves the 

use of feedback around a pair of convolution decoders, separated by a  Turbo deinterleaver and 

a  Turbo interleaver.

Figure 5.5.9 illustrates the functional block diagram of a Turbo decoder. 

Figure 5.5.9 Block Diagram of a Turbo Decoder

The fi rst decoder, the Turbo interleaver, the second decoder, and the deinterleaver constitute a 

single-hop feedback system. This arrangement makes it possible to iterate the decoding process 
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in the receiver many times so as to achieve desired performance. The inputs to the fi rst decoder 

are received noisy information and parity bits as well as the noisy parity bits fed back after 

processing by second decoder and deinterleaver. The  Viterbi decoding algorithm is an optimal 

decoding method for minimizing the probability of sequence error. Unfortunately, it is not suited 

to generate the soft-decision output for each decoded bit.

A Soft-In-Soft-Out (SISO) decoder receives as input a soft (i.e., real) value of the signal. The 

decoder then outputs for each data bit an estimate expressing the probability that the transmitted 

data bit was equal to one. In the case of turbo codes, there are two decoders for outputs from 

both encoders. Both decoders provide estimates of the same set of data bits, though in a different 

order. If all intermediate values in the decoding process are soft values, the decoders can gain 

greatly from exchanging information, after appropriate reordering of values. Information 

exchange can be iterated a number of times to enhance performance. At each round, decoders 

reevaluate their estimates, using information from the other decoder, and only in the final stage 

hard decisions will be made, i.e., each bit is assigned the value 1 or 0. Such decoders, although 

more difficult to implement, are essential in the design of turbo codes.

Now comes the question of the interleaving. A fi rst choice would be a simple  block interleaver, 

i.e., to write by row and read by column. However, two input words of low weight would give 

some very unfortunate patterns in this interleaver. Input patterns which produce low-weight 

words in one component code should map through the interleaver to patterns which produce 

high-weight words in the other component code. Interleavers with traditional structure is 

usually not good for turbo codes. Interleavers with a random-like structure achieve the desired 

objective to a larger extent.  Pseudorandom interleavers (i.e., to read the information bits to the 

second encoder in a random but fi xed order) which are with constraints on spreading properties, 

and with additional constraints based on the particular component encoders, can provide good 

results. But such random-like interleavers may be hard to implement in an effi cient manner. 

Still the pseudorandom interleaver is superior to the block interleaver, and the pseudo-random 

interleaving is one of the standard for the turbo codes. Dithered Relative Prime (DRP) and 

Quadratic Permutation Polynomial (QPP) interleavers are easy to implement and have very 

good properties as well.

For low S/N conditions,  Turbo codes exhibit better performance than traditional convolution 

codes. Turbo codes and  Convolution codes perform better with soft decisions but convolution 

codes can work with hard decisions also. In Turbo codes, the BER drops very quickly in the 

beginning but eventually settles down and decreases at a much slower rate. Turbo codes are 

decodable, and hence they are of more practical importance.

Turbo codes provide signifi cant improvements in the quality of data transmission over a noisy 

channel. They improve the error performance of bandwidth-limited channels without any 

increase in bandwidth. Turbo codes gets very closer to Shannon limit. 

 Nowadays, Turbo codes are used in many commercial applications, including both third 

generation cellular systems such as UMTS and cdma2000 for high speed data rate applications. 

The UMTS turbo encoder in which the starting building block of the encoder is the simple 

convolutional encoder. This encoder is used twice, once without interleaving and once with 

the use of an interleaver. In order to obtain a systematic code, desirable for better decoding, a 

systematic output is added to the encoder. Secondly, the second output from each of the two 

encoders is fed back to the corresponding encoder’s input. The resulting turbo encoder produces 

one systematic output bit and two parity bits for each input bit it.
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The performance of a Turbo encoder is nearly optimal for high S/N ratio and converges quickly. 

For low S/N, it takes relatively more iterations to converge and the error rate reduces with 

more number of iterations. Nowadays, turbo codes are popular in cellular and deep space 

communications.

Self-Assessment Exercise linked to LO 5.5

Q5.5.1 “Interleaving exploits time diversity without adding any overhead bits 

in wireless digital cellular communication systems”. Comment on this 

statement with illustration of suitable interleaving technique.

Q5.5.2 Distinguish between block interleaving and convolution interleaving. 

Which one is used in digital cellular communication systems?

Q5.5.3 In a GSM TDMA frame, there are 57 encoded user data bits per time slot. 

Create block interleaved traffi c frames.

Q5.5.4 Let the symbol length in an RS code be 16. Determine the block length and 

data length for 32 correctable symbols in error.

 Q5.5.5 Can the block size of a Turbo code be determined by the size of the Turbo 

interleaver in the Turbo encoder? List the advantages of Turbo codes.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 5.5: Outline burst-error correc  on codes such as Interleaving, RS codes, and Turbo 

codes.

Key Concepts

∑ average codeword length

∑ block codes

∑ block interleaving

∑ burst-error-correc  on 

codes

∑ channel coding

∑ coding effi  ciency

∑ code redundancy

∑ convolu  on codes

∑ convolu  on interleaving

∑ cyclic codes

∑ entropy coding

∑ error-control channel 

coding

∑ Huff man coding

∑ LDPC codes

∑ Lempel–Ziv codes

∑ linear block coding

∑ prefi x code

∑ sequen  al decoding 

algorithm

∑ Shannon–Fano source 

codes

∑ source-coding theorem

∑ Turbo codes

∑ Viterbi decoding 

algorithm

Learning Outcomes

∑ In digital communication systems, the source coding can be applied to transfer maximum 

possible source information to the receiver through discrete communication channel.

∑ The average length of the codeword of an optimum source code is the entropy of the 

source itself.

∑ The source-coding theorem (Shannon’s fi rst theorem) specifi es that the average length of 

codeword per source symbol cannot be smaller than the entropy of the source.

Application
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∑ Shannon–Fano source coding is a sub-optimal (that does not achieve the lowest possible 

expected codeword length) source-coding technique for constructing a prefi x code with 

fairly effi cient variable-length codewords based on a set of discrete source symbols and 

their probabilities.

∑ Huffman coding uses fewer bits to represent more frequently occurring message symbols 

or bit patterns and more bits to represent those that occur less frequently.

∑ The Huffman source code is uniquely decodable. If a long sequence of Huffman-coded 

messages is received, it can be decoded in one way only without any ambiguity.

∑ Lempel–Ziv codes use fi xed-length codes to represent a variable number of source symbols.

∑ Some noise is present in all communication systems, so errors will occur known as 

channel error. Errors can be detected and corrected, within specifi ed limits, by adding 

redundant information.

∑ Errors can be categorized as a single-bit error, a multiple-bit error, or a burst error. Error 

control is both error detection and error correction.

∑ Redundancy is the concept of appending extra bits per data unit for use in error detection. 

CRC is the most effective redundancy checking technique which appends a sequence of 

redundant bits computed from modulo-2 division to the data unit.

∑ In systematic code, such as linear block code, the coded message has original uncoded 

words followed by parity bits while in non-systematic codes (Hamming, cyclic, BCH, 

Hadamard, LDPC), it is not necessary.

∑ Hamming code is the fi rst class of (n, k) linear block code devised for error control. 

The random-error-detecting as well as error-correcting capability of a block code is 

determined with minimum Hamming distance.

∑ BCH code is one of the most important and powerful class of random-error-correcting 

cyclic codes which generalized the Hamming code for multiple error correction. 

Signifi cant error correction is possible with Hadamard code.

∑ Typically, LDPC codes are non-cyclic linear block codes with code lengths are larger 

than 1000 bits. Due to their excellent error-correcting capability, they have been used by 

broadband wireless and DVB standards.

∑ Errors in data communications can be detected and corrected through forward error-

correction techniques such as convolution coding. Most convolution codes are designed 

to combat random independent errors.

∑ Convolution encoder accepts a continuous sequence of data bits and maps them into an 

output data sequence, adding redundancies in the convolution process.

∑ Convolution encoders can be completely characterized by the state diagram, Trellis 

diagram and Code tree.

∑ Convolution encoding is a simple procedure but decoding of a convolution code (by 

sequential or Viterbi algorithms) is much more complex task.

∑ The basic function of an interleaver (block or convolution) is to protect the transmitted 

data from burst errors.

∑ Reed–Solomen (RS) codes use codes based on symbols rather than on individual bits. It 

is another effective way of dealing with burst errors other than interleaving.

∑ The operation of a Turbo encoder is based on the use of a pair of convolution encoders, 

separated by a Turbo interleaver. The iterative Turbo detection involves the use of 

feedback around a pair of convolution decoders, separated by a Turbo interleaver and a 

Turbo deinterleaver.

LO 5.2

LO 5.3

LO 5.4

LO 5.5
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Objective-Type Questions

5.1 For an M-ary source, each symbol is directly encoded without using longer 

sequences of symbols. The average length of the codeword per message will 

be _____________ source entropy.

 (a) greater than

 (b) less than

 (c) equal to

 (d) independent of

5.2 By grouping longer sequences and proper source coding, one of the following 

is correct.

 (a) Reduce delay in transmission

 (b) Increase code effi ciency

 (c) Equate entropy with channel capacity

 (d) Reduce transmission errors

5.3 Shannon’s theorem emphasizes the fact that for high reliability, the 

 (a) symbol rate need not be very high

 (b) code rate need not be zero

 (c) code rate need not be more than unity

 (d) code rate is independent of the error probability

5.4 For a discrete memoryless source, the entropy of the specifi ed source is 2.33. 

If the average codeword length is 2.36 as computed by Shannon–Fano source-

coding technique then the coding effi ciency is

 (a) 1.3%.

 (b) 2.33%.

 (c) 2.36%.

 (d) 98.7%.

5.5 Statement I:The Huffman code is a source code in which the average length 

of the codewords approaches the fundamental limit set by the entropy of a 

discrete memoryless source.

 Statement II: The Lempel–Ziv code (LZ code) uses variable-length codes to 

represent variable number of source symbols.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

5.6 If transmission data rate is 1 Mbps then how many bits will be in errors if the 

burst noise of duration of 1/100 second occurs?

 (a) 10 bits

 (b) 100 bits

 (c) 1000 bits

 (d) 10,000 bits

5.7 Using the relationship 2m ≥ (m + k + 1), the number of encoded bits using the 

Hamming code for a block of 7 data bits will be

 (a) 9

 (b) 11

 (c) 15

 (d) 21
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5.8 At the CRC generator, __________________ added to the data unit after the 

division process.

 (a) a polynomial is

 (b) a CRC remainder is

 (c) 0s are

 (d) 1s are

5.9 Statement I: Single error-correcting BCH code is equivalent to a Hamming 

code, which is a single error-correcting linear block code.

 Statement II: Low-Density Parity Check (LDPC) codes are linear block codes 

in which parity check matrix consists of mostly 0s and very few 1s.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

5.10 The convolution encoder can be completely characterized by the ___________ 

except that it cannot be used easily to track the encoder transitions as a function 

of time.

 (a) state diagram

 (b) transition table

 (c) Trellis diagram

 (d) code tree

5.11 Statement I: The sequential decoding is a class of algorithms which is inde-

pendent of encoder memory and hence large constraint lengths cannot be used.

 Statement II:Convolution encoding with Viterbi decoding is a forward error 

correction technique that is particularly suitable for AWGN channel.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

5.12 ________________ is the process of dispersing the burst error into multiple 

individual errors which can then be detected and corrected by error control 

coding.

 (a) Convolution coding

 (b) Interleaving

 (c) Cascade coding

 (d) Turbo encoding

Short-Answer-Type Questions

5.1 Source-encoding is the key aspect in the design of an effi cient digital 

communication system. Give an account of the underlying concept and 

objectives of source encoding.

5.2 Defi ne the term code effi ciency for an M-ary discrete memoryless source. 

Mention clearly the basic requirements that must be satisfi ed by an effi cient 

source encoder.

5.3 Distinguish between source coding and channel coding. List some important 

source-encoding and channel-coding techniques used in digital wireless 

communication systems.
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5.4 Which source code is said to be an instantaneous code? Give an example of such 

a code. Specify the relationship between the source entropy and the average 

codeword length of this code.

5.5 What happens if a source code violates the Kraft–MacMillan inequality 

condition? Illustrate the application of the Kraft–MacMillan inequality by 

taking an appropriate example data.

5.6 State the reason(s) for limited applications of the Shannon–Fano source-

encoding algorithm.

5.7 Which source code is also known as optimum code or the minimum redundancy 

code? Mention the specifi c application areas of this code.

5.8 List the desirable conditions for M-ary Huffman source code.

5.9 How is Lempel–Ziv code different from Huffman code? Specify the process of 

encoding and decoding using the LZ algorithm.

5.10 Compare and contrast block code and convolution code as used for channel 

coding in digital wireless communications. 

5.11 What does the CRC generator polynomial append to the data unit? How does 

the CRC checker know that the received data unit is having some errors? 

5.12 What do you mean by a binary cyclic code? Discuss the features of encoder and 

decoder used for cyclic code using an (n – k) bit shift register.

5.13 How can LDPC codes be represented graphically? Give step-by-step procedure 

for LDPC decoding using the bit-fl ipping algorithm.

5.14 Comment on the error-detecting and error-correcting capabilities of Hamming 

and convolution codes.

5.15 In the context of channel noise, which type of interleavers are more useful in 

wireless communication systems?

Discussion Questions

5.1 The redundant data bits in the source symbols are reduced by applying the concepts of 

information theory in the source encoder. Paraphrase the specifi c benefi t achieved with 

source encoding applied to a discrete memoryless source. [LO 5.1]

5.2 The Shannon–Fano source-encoding algorithm produces fairly effi cient variable-length 

encoding. However, it does not always produce optimal prefi x codes. On the other 

hand, in the Huffman source code, the average length of the codewords approaches the 

fundamental limit set by the entropy of a discrete memoryless source. Justify it with the 

help of a suitable example for same source data. [LO 5.2]

5.3 The general consideration in the design of a linear block code is that the number of 

error-control bits should be as small as possible so as to reduce the required transmitted 

bandwidth and also large enough so as to reduce the error rate. Discuss the trade-off 

between performance determining parameters of error-control coding techniques.

 [LO 5.3]

5.4 The sequential decoding algorithms is independent of convolution encoder memory and 

hence large constraint lengths can be used. Can it achieve desired bit error probability? 

Review their main drawbacks and check whether these are overcome in Viterbi decoding 

algorithms. [LO 5.4]

5.5 A convolution interleaver has memory, that is, its operation depends not only on current 

symbols but also on the previous symbols. Critically analyze the advantages of using 

convolution interleaver as compared to block interleaver. [LO 5.5]
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Problems

5.1 The four symbols produced by a discrete memoryless source has probability 0.5, 

0.25, 0.125, and 0.125 respectively. The codewords for each of these symbols 

after applying a particular source coding technique are 0, 10, 110, and 111. 

Calculate the entropy of the source, the average codeword length, and the code 

effi ciency.

5.2 Consider an alphabet of a discrete memoryless source having eight source 

symbols with their respective probabilities as given below:

 [sk] = [s0 s1 s2 s3 s4 s5 s6 s7 ]

 [pk] = [0.48 0.15 0.10 0.10 0.07 0.05 0.03 0.02]

 Determine the following:

 (a) Entropy of the specifi ed discrete memoryless source.

 (b)  Maximum and average length of the codewords for the simple binary 

encoding technique.

 (c) Effi ciency of simple binary encoding technique used.

 (d) Redundancy of simple binary encoding technique used.

5.3 The codewords for four symbols produced by a discrete memoryless source 

having probability 0.5, 0.25, 0.125, and 0.125 respectively, after applying a 

particular source coding technique are 0, 1, 10, and 11. Show that the average 

codeword length is less than the source entropy. The Kraft inequality for this 

code is specifi ed as 1.5. Will this code have any deciphering problem? 

5.4 For a discrete memoryless source, the average codeword length is 2.36 as 

computed by Shannon–Fano source-coding technique. If the entropy of the 

specifi ed source is 2.33, determine the coding effi ciency and redundancy of the 

code. 

5.5 Consider an alphabet of a discrete memoryless source generating 8 source 

symbols with probabilities as 0.02, 0.03, 0.05, 0.07, 0.10, 0.10, 0.15, 0.48. 

Generate a Shannon–Fano source codeword for each symbol and compute the 

respective length of the codewords.  

5.6 For the Huffman tree shown below, evaluate the average codeword length.

5.7 Consider an alphabet of a discrete memoryless source having eight source 

symbols with their respective probabilities as given below:

 [sk] = [s0 s1 s2 s3 s4 s5 s6 s7 ]

 [pk] = [0.48 0.15 0.10 0.10 0.07 0.05 0.03 0.02]

 Create a Huffman tree and show that the corresponding codes are 1; 001; 010; 

011; 0001; 00000; 000000; 000001. 
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5.8 Consider an alphabet of a discrete memoryless source having eight source 

symbols with their respective probabilities as given below:

 [sk] = [s0 s1 s2 s3 s4 s5 s6 s7 ]

 [pk] = [0.48 0.15 0.10 0.10 0.07 0.05 0.03 0.02]

 Assume 2 number of symbols in an encoding alphabet, construct a Huffman Tree.

5.9 For a third-order extension, the binary Huffman source code for a discrete 

memoryless source generates two symbols with probability 0.6 and 0.4, 

respectively. How many possible messages are available? Solve the probabilities 

of all new message symbols.

5.10 A discrete memoryless source generates six source symbols with their 

respective probabilities as 0.15, 0.12, 0.30, 0.08, 0.10, and 0.25. Design the 

4-ary Huffman tree for each symbol and determine the respective codewords 

and their lengths. 

5.11 Calculate the maximum number of data bits that will be received with errors if 

a 2 ms burst noise affect the data transmitted at (a) 1500 bps; (b) 12 kbps; and 

(c) 96 kbps.

5.12 As the number of data bits increases, more error control bits are needed to generate 

encoded bits as per Hamming code. Outline step-by-step procedure to calculate 

Hamming check bits. Depict the position of data bits and check bits for k = 10.

5.13 For the codeword bit pattern 1 0 0 1 1 0 1, construct a Hamming code to detect 

and correct for single-bit errors assuming each codeword contains a 7-bit data 

fi eld. Verify that received bit pattern has no error.

5.14 The generator polynomial of a (7, 4) cyclic code is g(x) = 1 + x + x3. Find the 16 

codewords of this code. 

5.15 Determine the CRC for the data sequence 10110111 for which the generator 

polynomial is x5 + x4 + x1 + x0 (i.e., 110011).

5.16 At the receiver, the received data pattern is 1011011101001, for which the 

generator polynomial is x5 + x4 + x1 + x0 (i.e., 110011). Find the remainder and 

show that there is no transmission errors.

5.17 Given a 6-bit data pattern 100100 and a divisor of 1101, answer the following. 

 (a) What will be the dividend at the sender end?

 (b) Compute the quotient and the remainder.

 (c) Determine the CRC.

 (d) What will be the transmitted data sequence?

 (e) What will be the received data sequence (assuming no error)?

 (f) What will be the remainder at the receiver end?

5.18 For a standard BCH code (15, 5) and given generator polynomial coeffi cients 

10100110111, judge the information data length, encoded data length, number 

of check bits and number of possible errors that can be detected.

5.19 Construct a Hadamard matrix for n = 4.

5.20 Using the generator polynomials g1(x) = 1 + x + x2 and g2(x) = 1 + x2, evolve the 

convolution code for the given data sequence 101110. 

5.21 Represent a convolution encoder (r = ½, K = 3) with state diagram for the given 

input data sequence 101011. 

5.22 Model a code tree for a convolution encoder (r = ½, K = 3) for the given input 

data sequence 10101.

5.23 Generate the Trellis diagram for Viterbi decoding of the given data sequence: 

10101. 
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5.24 For the convolution encoder (r = ½, K = 3), draw the Trellis diagram and decode 

the received decode data pattern: 01 11 10 11 00.

5.25 For the convolution encoder shown below, draw the state and Trellis diagram. 

Use Viterbi algorithm to decode the received sequence 11 10 01 10 01.

5.26 For (255, 233) Reed–Solomen code, show that 11 symbols in error can be 

corrected. Find the minimum Hamming distance in this case.

Critical Thinking Questions

5.1 The entropy represents a fundamental limit on the average number of bits (codeword) per 

source symbol necessary to represent a discrete memoryless source. Moreover, in source 

encoding, the average codeword length cannot be made smaller than entropy. In view of 

these considerations, relate the code effi ciency of fi xed-length and variable length source 

codes. [LO 5.1]

5.2 “When a combined probability of two lowermost symbols is placed as high as possible, the 

resulting Huffman source code has a signifi cantly smaller value of variance as compared 

to when it is placed as low as possible”. Using the relationship between variance and the 

average length of the codeword, show the coherence between two variations in the process 

of Huffman source encoding for fi ve different source symbols. Assume appropriate data 

for their respective probabilities and codewords. [LO 5.2]

5.3 Cyclic code is a subclass of linear codes in which any cyclic shift of a codeword results in 

another valid codeword. This feature allows easy implementation of cyclic encoders with 

linear sequential circuits by employing shift registers and feedback connections. Design 

a general model of encoding (n, k) algebraic cyclic code and organize the encoding 

operation. [LO 5.3]

5.4 In order to obtain the required resolution, the soft-decision Viterbi decoding algorithm 

uses a distance metric, known as Euclidian distance. Articulate its usage with the help of 

an appropriate example data. LO [5.4]

5.5 “The Reed–Solomen (RS) code is important because an effi cient hard-decision decoding 

algorithm is available which makes it possible to employ long codes”. Generate design 

parameters of a typical RS code. [LO 5.5]

References for Further Reading

[SI12] Singal, TL; Analog and Digital Communications. Tata McGraw-Hill, 2012.

[Wel08]  Wells Richard B; Applied Coding and Information Theory for Engineers. Dorling 

Kindersley India, 2008.
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Spread-Spectrum 
Communications

Learning Objectives

To master spread-spectrum communica  ons, you must cover these milestones:

6

LO 6.1
Understand the principle of spread-spectrum 

modula  on including pseudo-noise sequence

Implement DSSS in code division mul  ple access 

(CDMA) mul  user communica  on systems

Illustrate the concept of frequency-hopping spread-

spectrum (FHSS) and direct-sequence spread-

spectrum (DSSS) with coherent BPSK

Outline mul  ple access techniques including FDMA, 

TDMA, CDMA, and Mul  -Carrier FDMA

LO 6.2

LO 6.3

LO 6.4
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Essence of Spread-spectrum CommunicationsEssence of Spread-spectrum Communications

The design of baseband pulse-shaping as well as bandpass  digital modulation techniques 

achieves the prime objective of conserving bandwidth resource and better  spectrum effi ciency. 

However, it is accompanied with possible interception and detection by unintended users. 

Moreover, because of its narrow band, it is more susceptible to signal jamming. Thus, the 

modulated signals transmitted by narrowband digital communication systems are more 

susceptible to jamming and can be easily intercepted by unauthorized eavesdropper. In  spread-

spectrum communications, which was initially developed for military and intelligence purpose, 

the information-carrying data signal is spreaded over a wider range of frequency spectrum than 

required. For given transmitted power, a broader spectrum means lower signal power (which 

makes signal detection and interception diffi cult), and higher spectral redundancy (which makes 

the signals more resistant to partial band jamming).

INTRODUCTION
In a conventional  wideband FM, the bandwidth required by an FM signal is a function not only 

of the baseband bandwidth, but also of the amount of modulation deviation. The noise and 

interference reduction advantage of FM becomes signifi cant only when the frequency deviation 

from the unmodulated carrier signal frequency is large as compared with the modulating 

(baseband) signal frequency.

 Spread-spectrum is a means of transmission where information data sequence occupies much 

wider bandwidth than necessary to transmit it over a communication channel. Spectrum 

spreading is achieved through the use of a Pseudo-Noise (PN) code that is independent of the 

data sequence. The same  PN code is used in the receiver, operating in synchronization with the 

transmitter, to despread the received signal so that the original data sequence can be recovered. 

 Shannon’s channel capacity theorem is the basis for spread-spectrum communications. It shows 

that the capacity of a communication channel to transfer error-free information is enhanced with 

increased bandwidth, even though the signal-to-noise ratio (S/N) is decreased because of the 

increased bandwidth.

The fi rst criterion for spread-spectrum communications is that the bandwidth of the transmitted 

signal must be much greater than the information bandwidth. And the second one is that 

the transmitted bandwidth must be determined by some function that is independent of the 

information and is known to the receiver only.

Since wideband FM produces a spectrum much wider than that required for the baseband 

information, it might be considered a spread-spectrum technique. In wideband FM, the 

information signal itself is used to broadband the signal transmitted, whereas the spread-

spectrum technique uses PN code independent of the information signal. However, spread-

spectrum techniques have a  processing gain, analogous to that of wideband FM, permitting 

reduced  carrier-to-noise power ratio, or low transmitted power levels, to achieve satisfactory 

performance.

An important attribute of spread-spectrum modulated signal is that the transmitted signal 

appears like a noise. This is how the spread-spectrum signal is enabled to propagate through the 

communication channel, and remain undetected by anyone listening in the same channel except 

the desired listener. 

Basis of Spread-

Spectrum 

Communications

Criteria for 

Spread-spectrum 

Communications

Spread-Spectrum 

Signals are 

Transparent to 

Interfering Signals
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So, we can say that the primary advantage of spread-spectrum communications is its ability 

to reject either intentional interference (jamming from hostile environment), or unintentional 

interference by another user trying to transmit through the same channel.

In fact, Spread-Spectrum (SS) is a technique whereby an already modulated signal ( baseband 

modulation) is modulated a second time ( bandpass modulation) in such a way so as to produce 

a signal which interferes in a barely noticeable way with any other signal operating in the same 

frequency band. Thus, a particular AM or FM broadcast receiver would probably not notice the 

presence of a spread-spectrum signal operating over the same frequency band. Similarly, the 

SS receiver would not notice the presence of the AM or FM signal. Thus, it can be said that the 

spread-spectrum signals are transparent to the interfering signals and vice versa.

The larger the ratio of the bandwidth of the spreaded signal to that of the information signal, the 

smaller the effect of undesired signal interference. Spread-spectrum communication systems 

are useful for suppressing interference, making secure communication.

In this chapter…

∑ We begin with general principle of spread-spectrum communications and defi ne processing 

gain which represents an approximate measure of its interference rejection capability. Then, 

we describe various types of PN sequences employed in generation of spread-spectrum 

signal.

∑ Next, we illustrate the concept of two prominent types of spread-spectrum techniques—

frequency hopping and direct sequence.

∑ Then, we discuss the implementation of Direct Sequence Spread-Spectrum (DSSS) 

technique in code division multiple-access multiuser detection communication systems.

∑ Finally, we briefl y describe multiple-access techniques such as FDMA, TDMA, CDMA, 

and orthogonal FDMA used in cellular mobile communication systems.

6.1 PRINCIPLES OF SPREAD-SPECTRUM MODULATION

A spread-spectrum signal is one that expands the information signal bandwidth much beyond 

what is required by the underlying coded-data modulation. Spread-spectrum signals are diffi cult 

to detect on narrow band RF receivers. Spread-spectrum signals are less likely to interfere with 

other narrowband radio communications due to spread of energy over a wide band. Moreover, 

they are more secure than narrowband radio communications.

We reiterate that spread-spectrum is a transmission technique in which the transmitted signal 

occupies a larger bandwidth than required. The transmitted bandwidth is many times larger than 

the bandwidth required transmitting  baseband signal.

Figure 6.1.1 illustrates the functional block diagram of a general model of Spread-Spectrum 

(SS) communication system.

IMPORTANT!
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Figure 6.1.1 Spread-Spectrum Communica  on System

The input data is fed into a data encoder. The encoded signal is modulated using the spreading 

code generated by a pseudo-noise code generator. On the receiving end, the same despreading 

code is used to demodulate the spread-spectrum signal. Finally, the demodulated signal is 

processed by the data decoder to recover the data output.

Figure 6.1.2 illustrate the basic concept of spread-spectrum process. 

Figure 6.1.2 Basic Concept of Spread-Spectrum Process

The narrowband information signal is converted to wideband spread-spectrum signal as the 

spreading process at transmitter. The received spread-spectrum signal is despread into original 

narrowband information signal as the despreading process at receiver. The code signal used for 

spreading and dispreading process is the same. Thus, the effect of  spread-spectrum modulation 

is to increase the bandwidth (spread the spectrum) of the information signal signifi cantly for 

transmission.

The  processing gain is defi ned as the gain in signal-to-noise ratio (S/N) obtained by the use 

of spread-spectrum modulation technique. Processing gain represents the gain achieved by 

processing a spread-spectrum signal over an unspreaded signal. It is an approximate measure of 

the interference rejection capability.

Figure 6.1.3 (a) shows the received spectra of the desired spread-spectrum signal and the 

interference at the output of the receiver wideband fi lter. Multiplication by the spreading code 

produces the spectra of Figure 6.1.3 (b) at the demodulator input. 

Operation

Interpretation

Processing Gain
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Figure 6.1.3 Spread-Spectrum Approach in Frequency-domain

The signal bandwidth is reduced to Bs, while the interference energy is spreaded over an RF 

bandwidth exceeding Bss. The fi ltering action of the demodulator removes most of the interference 

spectrum that does not overlap with the signal spectrum. Thus, most of the original interference 

energy is eliminated by spreading and minimally affects the desired receiver signal. 

As stated previously, the processing gain is expressed as

  

ss
p

s

B
G

B
=

where Bss is the spreaded bandwidth and Bs is the bandwidth of information signal.1

Figure 6.1.4 depicts a general approach of spread-spectrum represented in time domain in 

which a data bit is encoded by 15-chip  PN code.

Figure 6.1.4 Spread-Spectrum Approach in Time Domain

1 Processing gain is the ratio of the spreaded RF bandwidth to the original information bandwidth. The effect of 

multipath fading as well as interference can be reduced by a factor equivalent to the processing gain. In fact, it 

quantifi es the degree of interference rejection.
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Specifi cally, the processing gain of the spread-spectrum signal can also be expressed in time 

domain as

  

b
p

c

T
G

T
=

where Tb is the bit duration of the information data, and Tc is the chip duration of the PN 

sequence used in spread-spectrum signal.

Greater will be the processing gain provided the chip duration is made smaller or the length of 

the PN sequence is made longer.

Using information data rate, Rb = 1/Tb and PN  code rate, Rc = 1/Tc, processing gain of spread-

spectrum signal can also be expressed as

  
c

p
b

R
G

R
=

LET’S RECONFIRM OUR UNDERSTANDING!!

∑  Is pseudo-random noise (PN) sequence same at spread-spectrum modulator and 

demodulator?

∑ Specify signifi cance of processing gain in spread-spectrum signal.

Processing Gain of Spread-SpectrumSOLVED EXAMPLE 6.1.1

A spread-spectrum communication system has information bit duration of 32.767 ms, and chip 

duration of 1 µs. Calculate the processing gain in dB.

Solu  on Specifi cally, the processing gain can be written as

 Gp = b

c

T

T

where Tb is the bit duration of the information data, and Tc is the chip duration of the PN 

sequence used in spread-spectrum signal.

For given Tb = 32.767 ms and Tc = 1 µs, we get

 Gp = 
3

6

32.767 10
32767; or 10 log(32767) 45.15 dB

1 10

-

-
¥

= =
¥

 Ans.

Processing Gain of Spread-SpectrumSOLVED EXAMPLE 6.1.2

A direct sequence spread-spectrum communication system has a binary information data rate of 

10 kbps, and a PN code rate of 192 Mcps. If BPSK modulation is used, compute the processing 

gain.

Solu  on The processing gain, Gp is given as Gp = c

b

R

R

Mathematical 

Expression
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For given Rc = 192 Mcps and Rb = 10 kbps, we get 

Gp = 
192 Mcps

19200
10 kbps

=

Expressing it in dB, we have Gp = 10 × log10 (19200) = 42.83 dB Ans.

Spread-Spectrum Signal BandwidthSOLVED EXAMPLE 6.1.3

A speech signal is band-limited to 3.3 kHz, and uses 128 quantization levels to convert it into 

digitized analog information data. This is required to be transmitted by a pseudorandom noise 

spread-spectrum communication system. Determine the spread-spectrum signal bandwidth in 

order to obtain a processing gain of 21 dB.

Solu  on We know that the processing gain (Gp) quantifi es the degree of interference rejection 

in a pseudorandom noise spread-spectrum communication system. It is simply the ratio of 

transmitted RF bandwidth to the information signal bandwidth, and is represented as

Gp = ss

s

B

B

For given Gp = 21 dB or 126, and Bs = 3.3 kHz, we get 

Bss = 126 × 3.3 kHz = 416 kHz Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 6.1.4 A spread-spectrum communication system has information bit duration of 

32.767 ms, and chip duration of 1 µs. Calculate the processing gain in dB.

Ex 6.1.5 An analog information signal is bandlimited to 3 kHz, and uses 128 quantization 

levels. What is the minimum sampling rate? What is the minimum chip rate 

required to obtain a processing gain of 20 dB.

Spreading of narrow bandwidth of baseband signal is accomplished through the use of a 

spreading code, called pseudo-noise ( PN) code. A PN code is independent of the baseband 

signal. The same code is used to demodulate the received data at the receiving end. 

Pseudo-noise sequence or pseudorandom numbers is a random periodic sequence of binary 

ones and zeros. A PN generator will produce a periodic sequence that eventually repeats but 

that appears to be random. PN sequences are generated by an algorithm using some initial value 

called seed. The algorithm produces sequences of numbers that are not statistically random but 

it will pass many reasonable tests of randomness. Unless the seed and the algorithm is known, 

it is impractical to predict the PN sequence.

There are two important properties of PN sequences—randomness and unpredictability. 

There are three criteria used to validate that a sequence of numbers is random. These are the 

following:

∑ Uniform Distribution—the frequency of occurrence of each of the numbers should be 

approximately same

∑ Independence—no one value in the sequence can be inferred from others

∑ Correlation property—it states that if a period of the sequence is compared term by term 

with any cycle shift of itself, the number of terms that are same differs from those that are 

different by at most 1.

Pseudo-Noise 

(PN) Sequence

Properties of PN 

Sequences
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A  PN sequence is a noiselike  spreading code which consists of a periodic binary data sequence 

that is usually generated by means of a feedback register. The feedback register consists of an 

ordinary shift register made up of m fl ip-fl ops and a logic circuit.

Figure 6.1.5 depicts a simple arrangement to generate PN sequences.

Figure 6.1.5 Block Diagram of PN Sequence Generator

A clock signal is applied to all fl ip-fl ops S1, S2, ..., Sm which are used to change the state of each 

fl ip-fl op simultaneously. Also, the logic circuit computes a specifi ed function of the state of all 

the fl ip-fl ops. Its output is then fed back as the input to the S1 fl ip-fl op. A feedback shift register 

is said to be linear when the logic circuit consists of modulo-2 adders only. For m fl ip-fl ops, the 

output of logic circuit uniquely determines the subsequent sequence of states of the fl ip-fl ops. 

Therefore, the mth fl ip-fl op in the shift register gives the required PN sequence.

The PN sequence is called the  maximum-length sequence (m-sequence), if the period is exactly 

equal to N. The number of possible states of the shift register is at the most 2m only, where m is 

total number of fl ip-fl ops used in the shift register. 

The PN sequence eventually become periodic with a period of 2m. Since the linear feedback 

shift register does not possess the zero state (all 0s), the maximum-length-sequence (m-sequence) 

is 2m – 1. As the length of the shift-register and the repetition period is increased, the resultant 

PN sequence becomes similar to the random binary sequence. 

∑ The presence of binary symbol 0 or 1 is equally probable.

∑ It has balance property, run property, and correlation property. 

∑ A good PN sequence is characterized by an autocorrelation that is similar to that of a white 

noise. 

∑ The cross-correlation among different pairs of PN sequences should be small to reduce 

mutual interferences. 

A PN code is periodic, and m-sequences are the most widely known as binary PN sequences. A 

class of PN sequence, called  Walsh codes, is an important set of  orthogonal PN codes.

PN Sequence PeriodSOLVED EXAMPLE 6.1.6

A pseudo-random (PN) sequence is generated using a feedback-shift register with four number 

of memory elements. The chip rate (1/Tc) is 107 chips per second. Determine the PN sequence 

period and the chip duration of the PN sequence generated.

Solu  on For given chip rate of 107 chips per second, the PN sequence period = 1/chip rate

That is, the PN sequence period, Tc = 1/107 sec = 10–7 sec Ans.

For given m = 4, the PN sequence length N = 2m – 1 = 24 – 1 = 15

Generation of a 

PN Sequence

Interpretation

m-Sequence

IMPORTANT!
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Chip duration of the PN sequence generated = N × Tc

Hence, Chip duration of the PN sequence generated 15 × 10–7 sec = 1.5 ms Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 6.1.7 AIf the PN generator is driven by a clock signal at the rate of 10 MHz, and the 

feedback register has 37 stages, fi nd the total length of sequence in hours.

A  Gold sequence, or sometimes known as  Gold code, is constructed by the XOR of two 

m-sequences using the same clock signal. Ordinary PN sequences do not satisfy the requirement 

of zero cross-correlation function between the codes for all cyclic shifts. Gold sequence provides 

a viable alternative to PN sequences. Gold sequences is generated by a pair of PN sequences 

with feedback taps that involves the modulo-2 addition of two PN sequences. Two m-sequences 

are generated in two different chain of shift registers (SRs), and then these two sequences are 

bit-by-bit XORed.

Figure 6.1.6 shows an arrangement to generate Gold sequences.

Figure 6.1.6 Gold Sequence Genera  on

In general, the length of the resulting Gold sequence is not maximal. The desired Gold sequence 

can only be generated by preferred pairs of m-sequences. These preferred pairs can be selected 

from tables of pairs or generated by an algorithm. 

For example, 

 m-sequence 1:  1111100011011101010000100101100 

 m-sequence 2:  1111100100110000101101010001110

 Gold sequence:  0000000111101101111101110100010

The period of any code in a Gold set generated with two n-bit shift registers is N = 2n – 1, which 

is same as the period of the m-sequences. There are a total of (N + 2) codes in any family of 

Gold codes. For example, there are total 33 unique sequences in Gold code. The Gold sequences 

are two initial m-sequences plus 31 generated sequences for shift in the initial condition from 0 

to 30 in a preferred pair of 5-bit shift registers. 

In  Kasami sequence, there are two sorts of sequences, small sets and large sets. For even 

value of n, a small set of Kasami sequences can be generated which contains M = 2n/2 distinct 

Gold Sequence

An Example of 

Gold Sequence

Features of Gold 

Code

Kasami Sequence
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sequences each with period N = 2n – 1. The large set contains both Gold sequences and a small 

set of Kasami sequences as subsets.

m-sequences are easy to generate and are very useful for  Frequency Hopped Spread-Spectrum 

(FHSS) and non-CDMA  direct sequence spread-spectrum systems (DSSS). However, for 

CDMA DSSS system, m-sequences are not optimal. Kasami sequences are likely to be used in 

future generation wireless communication systems.

Self-Assessment Exercise linked to LO 6.1

Q6.1.1 What do you understand by spread-spectrum modulation? Mention the 

primary advantage of spread-spectrum communication.

Q6.1.2 Give an example of the benefi t of using a modulation carrier bandwidth 

signifi cantly wider than the baseband bandwidth.

Q6.1.3 Compare and contrast between wideband FM and spread-spectrum signal.

Q6.1.4 Calculate the processing gain if the information bit rate is 1500 bps and the 

bandwidth of spread-spectrum signal is 21.5 MHz.

Q6.1.5 What is meant by chips of the PN sequence? List different techniques of 

PN sequences.

Q6.1.6 Describe briefl y Balance property and Run property in uniform distribution 

as criterion to validate a PN sequence.

Q6.1.7 Design the Gold sequence for two m-sequences given as 

  m-sequence 1: 1001100111010101010010100101100 

  m-sequence 2: 1100100100110011101101010101010

Note  Level 1 and Level 2 Category

 Level 3 and Level 4 Category

 Level 5 and Level 6 Category

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 6.1: Understand the principle of spread-spectrum modula  on including pseudo-

noise sequence.

6.2 SPREAD-SPECTRUM TECHNIQUES

Spread-spectrum communication is a means of transmitting information data by occupying 

much wider bandwidth than necessary. Spreading of spectrum is achieved through the use of 

a pseudo-random noise (PN) code sequence at the transmitter (for spreading) as well as at the 

receiver (for despreading), operating in synchronization. The  PN code is independent of the 

information data sequence. 

An important attribute of spread-spectrum communication is that the transmitted signal 

assumes a noiselike appearance. Spread-spectrum techniques have a  processing gain which 

Application
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allows reduced signal-to-noise ratio (S/N), or low transmitted power levels, to deliver 

satisfactory performance in a hostile operating environment. Spread-spectrum communication 

systems typically use an RF bandwidth which is 100 to 1000 times or even more than that 

required for the information rate.

Frequency-hop M-ary frequency-shift keying, known as Frequency-Hopped Spread-Spectrum 

(FHSS) and direct-sequence bi- (or quad-) phase shift keying, known as Direct-Sequence 

Spread-Spectrum (DSSS) are the two most popular spread-spectrum techniques. Both of them 

rely on generation of PN sequences. 

∑ In FH/MFSK system, the PN sequence makes the carrier signal hop over a number of 

frequencies in a pseudo-random fashion, the spectrum being spreaded in a sequential 

manner. 

∑ For DS/QPSK system, PN sequence makes the transmitted signal assume a noiselike 

appearance, and data are transmitted using a pair of carriers in quadrature.

The concept of frequency hopping spread-spectrum (FHSS) and direct sequence spread-

spectrum (DSSS) with coherent BPSK are illustrated in this section.

6.2.1 Frequency Hopping Spread-Spectrum (FHSS)

 Frequency hopping involves a periodic change of transmission frequency over a wide band. The 

set of possible time-varying, pseudorandom carrier frequencies is called the  hopset. The rate of 

hopping from one frequency to another is a function of the information data rate. The specifi c 

order in which frequencies are hopped is a function of PN code sequence. 

Hopping occurs over a frequency band that includes a number of channels. Each channel 

is defi ned as a spectral region with a central frequency in the hopset. It has a large bandwidth 

to include most of the power in a narrowband modulation having the corresponding carrier 

frequency.

In  frequency hopping spread-spectrum (FHSS) technique, the spectrum of the transmitted 

signal is spread sequentially (pseudo-random-ordered sequence of the frequency hops) rather 

than instantaneously. The carrier signal hops randomly from one frequency to another. In 

FHSS system, the information data signal is transmitted over a large random sequence of radio 

frequencies, hopping from one frequency to another frequency at pre-determined fi xed interval 

of time.

Figure 6.2.1 Basic Concept of FHSS Technique in Frequency Domain

What We Discuss 

Here ….

Frequency 

Hopping

FHSS Technique
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Recall that in spread-spectrum signals, the ratio Bss/Bs is known as the  processing gain Gp. 

In frequency-hopping systems, 

∑ Bss represents the bandwidth of the spectrum over which the hopping occurs and is known 

as the total hopping bandwidth.

∑ Bs denotes the bandwidth of a channel used in the hopset and is known as the instantaneous 

bandwidth.

Information data is sent by hopping the transmitter carrier frequencies to seemingly random 

channels, which are known only to the desired receiver. On each channel, small bursts of data 

are sent using conventional narrowband modulation before the transmitter hops again. In fact, 

the bandwidth of FHSS signal is simply Bs times the number of frequency channels available, 

where Bs is the bandwidth of each hop channel.

A number of different frequency channels are allocated for the FHSS signal. The spacing 

between frequencies usually corresponds to the bandwidth of the information signal. Figure 

6.2.2 shows the basic concept of a frequency-hopping process.

Figure 6.2.2 Basic Process of Frequency Hopping

Let there are 2k number of different carrier frequencies (that is, distinct channels) where k is the 

number of codes in  PN code generator. The  FHSS transmitter operates in one of these channels 

at a time for a fi xed interval of time. During this time, some bits of information data or a fraction 

of a bit are transmitted. The sequence of frequency channels is determined by the PN code. Both 

transmitter and receiver use the same PN code in perfect synchronization with a pre-determined 

sequence of channels. 

In that case, the processing gain is given by Gp = 2k.

If only a single carrier frequency is used on each hop, digital data modulation is called single-

channel modulation. The time duration between hops is called the  hop duration or the  hopping 

period and is denoted by Th. The signal frequency remains constant for specifi ed time duration, 

referred to as a chip time, Tc.
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Figure 6.2.3 depicts a general FHSS approach with  frequency hopping versus time graph.

Figure 6.2.3 Basic Concept of FHSS Technique in Time Domain

 Fast frequency hopping occurs if there is more than one frequency hop during each transmitted 

symbol. The frequency hops occur much more rapidly and the hopping rate equals or exceeds 

the information symbol rate. There are multiple hops per information data bit and the same bit 

is transferred using several frequencies. In each hop, a very short information data packet is 

transmitted. Fast frequency hopping systems are used in military communication applications. 

 Slow frequency hopping occurs if one or more symbols are transmitted in the time interval 

between frequency hops. There are multiple data bits per hop. In a slow frequency hopping 

system, long data packets are transmitted in each hop over the wireless channel.2

Number of PN bits in FHSS SystemSOLVED EXAMPLE 6.2.1

An FHSS system employs a total bandwidth of 400 MHz and an individual channel bandwidth 

of 100 Hz. What is the minimum number of PN bits required for each frequency hop?

Solu  on Total bandwidth, Bt = 400 MHz (Given)

Channel bandwidth, Bc = 100 Hz (Given)

Processing gain,  Gp = 6400 MHz
4 10

100 Hz

t

c

B

B
= = ¥

In an FHSS system, processing gain is also given by Gp = 2k, where k is number of PN bits

Therefore,  4 × 106 = 2k; fi 222 = 2k

Hence, minimum number of PN bits, k = 22 bits Ans.

2 If the FHSS signal is jammed on one frequency then few bits transmitted at that particular frequency are 

corrupted, while all other bits are received satisfactorily at other hopping frequencies. The jammer must jam all 2k 

frequencies in a frequency-hopping system which is not easy because the value of k is usually very large.

Fast Frequency 

Hopping

Slow Frequency 

Hopping
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Number of Frequencies in FHSSSOLVED EXAMPLE 6.2.2

Calculate the minimum number of frequencies required for a frequency-hopping spread-

spectrum communication system if the frequency multiplication factor is 7. 

Solu  on Let there are N = 2k number of different frequencies which form 2k number of 

distinct channels, where k is the frequency multiplication factor or the number of codes in PN 

code generator in an FHSS communication system. That is,

For given k = 7, N = 27 = 128 Ans.

Fast-Frequency HoppingSOLVED EXAMPLE 6.2.3

A frequency-hopping spread-spectrum communication system utilizes fast-hop technique at 

the hop rate of 10 hops per information bit. If the information bit rate is 2800 bps, what is the 

frequency separation? 

Solu  on In a frequency-hopping spread-spectrum communication system,

Frequency separation = hop rate × bit rate

For given hop rate = 10 hops per information bit and information bit rate = 2800 bps,

Frequency separation = 10 × 2800 = 28000 Hz or 28 kHz Ans.

Concept of Slow-Frequency HoppingSOLVED EXAMPLE 6.2.4

In a slow frequency-hopping system, long data packets are transmitted over the wireless channel. 

At each hop, the sequence of frequencies programmed in PN code generator is f3, f5, f6, f1, f4, 

f8, f2, and f7 before returning to the fi rst frequency, f3. Draw a suitable diagram to illustrate the 

concept of frequency hopping.

Solu  on Each data packet is transmitted using a different frequency. Figure 6.2.4 shows the 

given hopping pattern and associated frequencies for a frequency-hopping system.

Figure 6.2.4 Illustra  on of a Slow FHSS Technique
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Maximum Frequency Hopping in GSMSOLVED EXAMPLE 6.2.5

In Europe, GSM uses the frequency band 890 to 915 MHz for uplink transmission, and the 

frequency band 935 to 960 MHz for downlink transmission. Determine the maximum frequency 

hop from one frame to the next for uplink transmission and downlink transmission. Express it as 

a percentage of the mean carrier frequency.

Solu  on Frequency band for uplink transmission = 890 MHz – 915 MHz (Given)

RF bandwidth for uplink transmission = 915 – 890 = 25 MHz

Frequency band for downlink transmission = 935 MHz – 960 MHz (Given)

RF bandwidth for downlink transmission = 960 – 930 = 25 MHz

Therefore, in either case, the maximum frequency hop or change from one frame to the next could

be 25 MHz. Ans.

For uplink transmission,

Mean carrier frequency = 890 + (915 – 890)/2 = 902.5 MHz

Maximum frequency hopping = 25/902.5 

Hence, maximum frequency hopping = 0.0277 or 2.77% Ans.

For downlink transmission,

Mean carrier frequency = 935 × (960 – 935)/2 = 947.5 MHz

Maximum frequency hopping = 25/947.5 

Hence, maximum frequency hopping = 0.0264 or 2.64% Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 6.2.6 Calculate the minimum number of frequencies required for a frequency-hopping 

spread-spectrum communication system if the frequency multiplication 

factor is 8.

Ex 6.2.7 A frequency-hopping spread-spectrum communication system utilizes fast-hop 

technique at the hop rate of 10 hops per information bit. If the information bit 

rate is 2500 bps, what is the frequency separation?

6.2.2 FHSS with BFSK or M-ary FSK

Most FHSS signals adopt binary or  M-ary FSK modulation schemes.  FSK modulation has the 

ability to utilize the less complex  non-coherent detection (without the need for carrier phase 

coherence). The use of  PN hopping sequence would require the receiver to maintain phase 

coherence with the transmitter at every frequency used in the hopping pattern. So  non-coherent 

BFSK or M-ary FSK are preferred in FHSS systems. Although PAM, QAM, or PSK are more 

effi cient modulation techniques, but they require coherent detection.

Figure 6.2.5 depicts a typical functional block schematic of a  FHSS modulator. 

FHSS Modulation
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Figure 6.2.5 Block Diagram of FHSS Modulator

The information data d(t) is modulated with a BFSK or M-ary FSK modulator. The carrier 

frequency of frequency synthesizer c(t) is changed rapidly in accordance with a random 

orthogonal known hopping pattern generated by a  PN code generator. A PN code generator 

serves as an index to  frequency synthesizer into a set of channel frequencies, referred as the 

 spreading code. Each k bits of the PN code generator specifi es one of the 2k carrier frequencies. 

At each successive k PN bits, a new carrier frequency is selected. The output of  FH spreader is 

passed through a bandpass fi lter. The resulting FHSS signal VFHSS(t) is fi nally transmitted.

Figure 6.2.6 depicts a typical functional block schematic of a  FHSS demodulator. 

Figure 6.2.6 Block Diagram of FHSS Demodulator

On reception, the FH spread-spectrum signal is despreaded using the same sequence of PN-

coded frequencies by  frequency synthesizer. This signal is then demodulated by BFSK or  M-ary 

FSK demodulator to produce the information data output.

6.2.3 Performance of FHSS System

In an FHSS system, the interference corrupts only a fraction of the transmitted information, and 

transmission in the rest of the hopped frequencies remains unaffected. FHSS systems provide 

better security against intentional/unintentional interceptors or potential jammers due to lack of 
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full knowledge of the frequency hopping pattern. To improve the frequency effi ciency of FHSS 

systems, multiple users may be allowed over the same frequency band with little degradation 

in performance. 

The  Signal-to-Interference Ratio (SIR) per user in FHSS system is given by

 SIR = 2log

1 b

B L

M L R

Ê ˆÊ ˆ
¥Á ˜ Á ˜Ë ¯- ¥Ë ¯

where B is the system bandwidth in Hz, M is the number of users in FHSS system, L is the 

number of orthogonal codes used, and Rb is the signaling rate in bps.

∑ High tolerance of narrowband interference. Since the FH signal varies its center frequency 

as per the hopping pattern, a narrowband interference signal will cause degradation only 

when it aligns with the carrier frequency in every hop.

∑ Relative interference avoidance. If it is already known that a particular band of the radio 

spectrum contains interference, the hopping frequencies can be selected to avoid this 

band.

∑ Large frequency-hopped bandwidths. Current technology permits frequency-hopped 

bandwidths much greater than that can be achieved with DSSS systems.

∑ More interference tolerance. With FHSS, a single interfering frequency will cause 

degradation only at one hop frequency, regardless of its signal strength relative to the 

desired signal. The interference tolerance of FHSS thus is more than that of DSSS.

∑ Non-coherent detection. The implementation of  frequency synthesizer often limit 

the continuity of the signal across frequency hops. Therefore, M-ary FSK modulation 

techniques with  non-coherent detection are employed.

∑ Probability of detection. The higher  probability of detection depends upon the spread 

bandwidth of the frequency-hopped signal. Since a single hop period is similar to a 

narrowband carrier, FHSS signal is simpler to detect than a DSSS signal.

If the hopping rate is relatively fast, it is more diffi cult to detect the transmitted data without a 

prior knowledge of the hopping pattern in FHSS.

FHSS is used in the design of wireless networks to provide a reliable transmission in the 

presence of interfering signals. FHSS fi nds extensive practical applications in Wireless Local 

Area Network (WLAN) standard for IEEE 802.11 technology, Wireless Personal Area Network 

(WPAN) standard for IEEE 802.15 technology, and second generation digital cellular networks 

such as GSM and CDMA.

6.2.4 Direct Sequence Spread-Spectrum (DSSS)

In  direct sequence spread-spectrum (DSSS) technique, a high-speed PN code sequence is 

employed along with the slow-speed information data being sent. The information digital 

signal is multiplied by a pseudorandom sequence whose bandwidth is much greater than that 

of the information signal itself. It results into considerable increase in the bandwidth of the 

transmission. The power spectral density is reduced. The resulting spreading signal has a 

noiselike spectrum to all except the intended  spread-spectrum receiver. The received signal 

is despreaded by correlating it with a local pseudorandom signal which is identical to the PN 

signal used to spread the data at the transmitting end. The most practical system applications 

employing direct sequence spread-spectrum techniques use digital modulation formats such as 

BPSK and QPSK.
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The most practical system applications employing direct sequence spread-spectrum techniques 

use  digital modulation formats such as BPSK and QPSK.

Figure 6.2.7 shows a functional block schematic of a  DSSS modulator system with  binary phase 

shift keying (BPSK) carrier modulation technique.

Figure 6.2.7 DSSS Modulator with BPSK Carrier Modula  on

A pseudo-noise (PN) sequence is produced by a  PN code generator. The baseband information 

data is spreaded by directly multiplying it with PN sequence. Each bit in the information data is 

represented by multiple bits of the  spreading code. A single pulse of the  PN sequence is called 

a  chip because it has extremely small time duration.

The spreading code spreads the information signal across a wider frequency band in direct 

proportion to the number of chips used. A 10-chip spreading code spreads the information 

signal across a frequency band that is 10 times greater than a 1-chip spreading code. Generally, 

the information data stream is combined with the spreading code bit stream using an Exclusive-

OR (XOR) logical operation.

The information bits or binary coded symbols are added in modulo-2 summer to the chips 

generated by PN code generator before being phase modulated. The PN code has much higher 

data rate than the information data rate. The DSSS signal is BPSK modulated using high-

frequency carrier signal so as to enable transmission over the communication channel.

A coherent BPSK detection technique is used in the DSSS modulator at the receiver. Figure 

6.2.8 shows a functional block schematic of a DSSS demodulator system with  coherent BPSK 

detection technique.

Figure 6.2.8 DSSS Demodulator with Coherent BPSK Detec  on

The received DSSS signal is fi rst passed through wideband fi lter. A DSSS with  BPSK 

demodulator uses a locally generated identical PN code generator and a  DS despreader (also 

called correlator). 
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A  DSSS correlator is a special  matched fi lter that responds only to signals that are encoded 

with a PN code that matches its own PN code. It enables to separate the desired coded 

information from all possible signals. The received DSSS signal is fi rst processed through a  DS 

despreader that despreads the signal. The DS despreaded signal is then demodulated with  BPSK 

demodulator. For proper operation, synchronization system is used so that the locally generated 

PN sequence be synchronized to the  PN sequence used to spread the transmitted signal at the 

 DSSS transmitter. The two PN codes are aligned to within a fraction of the chip in quick time 

during acquisition phase, followed by tracking using PLL technique. The decoded output data 

is same as the original information signal.3

6.2.5 Comparison of FHSS and DSSS

Table 6.2.1 presents a brief comparison of merits and demerits of two major spread-spectrum 

techniques—FHSS and DSSS.

Table 6.2.1 Comparison of FHSS and DSSS

Feature Frequency Hopping Spread-Spectrum 

(FHSS)

Direct Sequence Spread-Spectrum 

(DSSS)

Merits ∑ Can withstand  jamming

∑ Less affected by  near-far problem

∑ Less affected by  multi-access interfer-

ence

∑ Simpler to implement

∑ Low probability of interception

∑ Can withstand multi-access interfer-

ence

Demerits ∑  Frequency acquisition may be diffi cult

∑ Needs  forward error correction scheme to 

combat channel noise

∑  Code acquisition may be diffi cult

∑ Affected by jamming

∑ Susceptible to near-far problem

6.2.6 Salient Features of Spread-Spectrum Systems

High Processing Gain  Processing gain (the ratio of transmitted RF bandwidth to the 

baseband information bandwidth) of a typical commercial direct sequence spread-spectrum 

communication system is 11–16 dB, depending on the data rate.

Low Interference Spread-spectrum signals are less likely to interfere with other narrowband 

radio communications due to spread of energy over a wide band.

Immunity to Jamming Spread-spectrum signals are diffi cult to detect on narrowband 

receivers because the signal’s energy is spreaded over a bandwidth of may be 100 times the 

information bandwidth.

Easy Encryption Spread-spectrum systems can be used for encrypting the signals. Only a 

receiver having the knowledge of  spreading code can recover the encoded information.

Greater Security Spread-spectrum signals are diffi cult to exploit or spoof. Signal 

exploitation is the ability of undesired interceptor to use information.  Spoofi ng is the act of 

maliciously sending misleading messages to the network. Spread-spectrum signals are naturally 

more secure than narrowband radio communications.

3 The BPSK modulation, spectrum spreading and despreading, and coherent BPSK demodulation are linear 

operations. The incoming data sequence and the PN sequence needs to be synchronized for proper operation.
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Multiple Access Several users can independently use the same higher bandwidth with very 

little interference. This property is used in  CDMA cellular communication applications.

Low Probability of Interception The transmitted energy remains the same, but the 

wideband DSSS signal looks like noise to any receiver that does not know the signal’s code 

sequence. So there is extremely low probability of intercepting this signal.

Increased Tolerance to Interference DSSS processes a narrowband information signal 

to spread it over a much wider bandwidth. Spreading the information signal desensitizes the 

original narrowband signal to some potential interference to the channel.

Increased Tolerance to Multipath Increased tolerance to interference also means 

increased tolerance to multipath interference. In fact, multipath energy may be used to the 

advantage to improve the system performance.

Increased Ranging Capability Timing error is directly proportional to the range error and 

inversely proportional to the signal bandwidth. This property enables DSSS signal to measure 

distance or equipment location, through a method known as  triangulation.

Self-Assessment Exercise linked to LO 6.2

Q6.2.1 Wideband frequency spectrum is generated in a frequency-hopping spread-

spectrum (FHSS) technique. Implement it depicting its principle of opera-

tion.

Q6.2.2 Frequency hopping spread-spectrum can be broadly classifi ed into fast and 

slow FHSS systems. Distinguish between them.

Q6.2.3 Retrieve the most common aspect between direct-sequence and frequency-

hopping spread-spectrum techniques.

Q6.2.4 Predict the processing gain of the frequency-hopping spread-spectrum 

communication system if the information bit rate is 1500 bps and the 

bandwidth of spread-spectrum signal is 21.5 MHz.

Q6.2.5 Analyze the minimum number of frequencies required for a frequency-

hopping spread-spectrum communication system if the frequency 

multiplication factor is 8.

Q6.2.6 There are two distinct modulation schemes employed in direct-sequence 

spread-spectrum technique. Organize them properly with the help of 

functional block schematic diagram.

Q6.2.7 A direct-sequence spread-spectrum communication system has a binary in-

formation data rate of 7.5 kbps, and a PN code rate of 192 Mcps. If QPSK 

modulation is used instead of BPSK, then check the processing gain.

Q6.2.8 “DSSS technique is preferred over FHSS technique for bursty data trans-

mission”. Evaluate this statement based on criteria of generating the same.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 6.2: Illustrate the concept of frequency hopping spread spectrum (FHSS) and direct 

sequence spread spectrum (DSSS) with coherent BPSK.

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/163
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Mid-Chapter CheckMid-Chapter Check

So far you have learnt the following:

 ∑ Principles of Spread-Spectrum Modulation

 ∑ PN Sequences and their Properties

 ∑ Frequency Hopping Spread-Spectrum (FHSS) Technique

 ∑ Direct Sequence Spread-Spectrum (DSSS) Technique

Therefore, you are now skilled to complete the following tasks:

MQ6.1 Find the processing gain if the RF signal bandwidth of frequency-

hopping spread-spectrum communication system is 129 MHz, and the 

information bit rate is 2800 bps.

MQ6.2 A speech signal is bandlimited to 3.3 kHz, and uses 128 quantization 

levels to convert it into digitized analog information data. This is 

required to be transmitted by a pseudorandom noise spread-spectrum 

communication system. Calculate the chip rate needed to obtain a 

processing gain of 21 dB.

MQ6.3 Create properties of a truly random binary maximum-length 

sequence.

MQ6.4 “Orthogonal codes play a major role in spread-spectrum techniques 

and permit a number of signals to be transmitted on the same nominal 

carrier frequency and occupy the RF bandwidths”. Justify the 

statement.

MQ6.5 Select the additional hardware needed with frequency-hopping spread-

spectrum transmitter as compared to that of direct-sequence spread-

spectrum transmitter.

MQ6.6 Outline the necessity of employing error-correction coding scheme in a 

frequency hopping spread-spectrum system.

MQ6.7 An FH-BPSK system using 32 orthogonal codes serves 40 users. 

Design the signal-to-interference ratio (SIR) per user if the system 

bandwidth is 20 MHz, and the system operates at the signaling rate of 

32 kbps.

MQ6.8 Plan the clock rate of PN code-generator for a frequency-hopping 

spread-spectrum communication system utilizing fast-hop technique 

at the hop rate of 10 hops per information bit, having 512 number of 

different frequencies, information bit rate of 2800 bps, and fi nal RF 

multiplication factor of 9.

MQ6.9 Paraphrase the signifi cance of direct-sequence spread-spectrum 

(DSSS) modulation.

MQ6.10 How is direct-sequence spread-spectrum used in pass band transmission? 

Mention the nature of spread-spectrum signal at the DSSS receiver.

Sure of what you 
have learnt so far? 
For answers, scan 
the QR code

OR

visit h  p://

qrcode.fl ipick.

com/index.php/42

Be ready for the 
next sec  ons!

LO 6.1

LO 6.2
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6.3 APPLICATION OF DSSS IN A MULTIUSER SYSTEM

Code Division Multiple Access (CDMA) is a form of  direct-sequence spread-spectrum 

modulation in which multiple users are allowed to use the available RF spectrum. The baseband 

signals of different users are spreaded with a specifi c  PN code to distinguish it from other 

signals. In a CDMA system,

∑ Individual users occupy the complete spectrum whenever they transmit

∑ Many users can occupy the same spectrum at the same time

∑ All users transmit information simultaneously by using the same carrier frequency

∑ Each user has its own PN code, which is orthogonal to PN codes of other users

To detect the information, the receiver should know the exact PN code used by the transmitter 

and perform a time correlation operation. All other codes appear as noise due to de-correlation

Multiuser DS-CDMA system in which each mobile user has its own unique code and is used for 

generation and detection of spread-spectrum signal.

∑ Code acquisition and tracking for acquiring the timing information of the transmitted 

spread-spectrum signal so as to synchronize the transmitter and receiver to within an 

uncertainty of one chip duration.

∑ Multiple-access interference at the individual receiver in a cellular CDMA system and 

near-far interference due to wide range of signal levels received at the cell site from 

different mobile users located very close or far away from it within its service area.

∑ Performance of  DS-CDMA multiuser system in terms of  probability of error,  jamming 

margin, capacity of a single-cell CDMA system and  performance improvement factor.

Dear student... Code Division Mul  ple Access (CDMA) technique is discussed in Sec  on 6.4.

6.3.1 Multiuser DS-CDMA System

In fact,  spread-spectrum is a modulation technique that forms the basis for  spread-spectrum 

multiple access, known as code-division multiple access (CDMA). In its most simplifi ed form, 

a direct-sequence spread-spectrum (DSSS) transmitter spreads the signal power over a spectrum 

which is wider than the spectrum of the information signal. In other words, an information 

bandwidth of Rb occupies a transmission bandwidth of Bc. The DSSS receiver processes the 

received signal with a  processing gain, Gp = Bc/Rb.

Typical processing gains for spread-spectrum systems lie between 20 and 60 dB. With 

a spread-spectrum system, the noise level is determined both by the thermal noise and by 

interference. For a given user, the interference is processed as noise alone. The input and output 

signal-to-noise power ratios are related as

  
p

o i
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Ê ˆ Ê ˆ
= ¥Á ˜ Á ˜Ë ¯ Ë ¯

But (S/N)i is related to the Eb/No, where Eb is the energy per bit and No is the noise  power 

spectral density including both the thermal noise and interference. With spread-spectrum 

systems, interference is transformed into noise. 
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The minimum Eb/No value required for proper system operation can be defi ned if the 

performance of the coding methods used on the signals,  bit error rate, and the tolerance of 

the digitized voice signals are known. The best performance of the system can be obtained by 

maintaining the minimum Eb/No required for operation. For a given  bit-error probability, the 

actual Eb/No ratio depends on the radio system design and error-correction coding technique 

used. The measured value of Eb/No may be closer, if not equal, to the theoretical value.

In CDMA technique, one unique  PN code is assigned to each user and distinct PN codes are 

used for different users. This PN code is employed by a user to mix with each information 

data bit before it is transmitted. The same PN code is used to decode these encoded bits, 

and any mismatch in code interprets the received information as noise. In a CDMA system, 

different spread-spectrum codes are generated by  PN code generator and assigned to each user, 

and multiple users share the same frequency. A CDMA system is based on spread-spectrum 

technology by spreading the bandwidth of modulated signal substantially, which makes it less 

susceptible to the noise and interference.

Figure 6.3.1 A Structure of a CDMA System

Each mobile receiver is provided the corresponding PN code so that it can decode the data it 

is expected to receive. Theoretically, the number of mobile users being served simultaneously 

is determined by the number of possible orthogonal codes that could be generated. Each active 

mobile user (MU) is a source of noise to the receiver of other active mobile users because of 
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unique code assignment. If the number of active mobile users is increased beyond a certain 

limit, the whole CDMA system collapses because the signal received in a receiver will be much 

less than the noise caused by many other mobile users. 

CDMA cellular systems are implemented based on the spread-spectrum technology. The 

main concern in CDMA system is how many active mobile users can simultaneously use it 

before the system collapses! It is quite apparent that using a wider bandwidth for a single 

communication channel may be regarded as disadvantage in terms of effective utilization of 

available spectrum.

The DSSS form of CDMA is generated by combining each of the baseband signals to be 

multiplexed with a  PN sequence at a much higher data rate. Each of the signals to be multiplexed 

should use a different PN sequence. If various PN sequences are orthogonal, the individual 

baseband signals can be recovered exactly without any mutual interference. However, the number 

of possible orthogonal sequences of codes is limited and depends on the length of the sequence. 

If the PN sequences are not orthogonal, CDMA is still possible. But there will be some mutual 

interference between the signals which may result in an increased noise level for all signals. As 

the number of non-orthogonal signals increases, the  signal-to-noise ratio becomes too low and 

the  bit-error rate too high. This may lead to unacceptable operation of the system.

Figure 6.3.2 depicts  CDMA confi guration as a multiplexing technique used with  direct-

sequence spread-spectrum. 

Figure 6.3.2 CDMA in a DSSS Environment

Let there are n users, each transmitting the DSSS signal using its unique orthogonal PN code 

sequence. For each user, the information data is BPSK modulated and then multiplied by the 

spreading code for i
th user, ci(t). All these DSSS signals plus channel noise are received at 
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the desired user. Suppose that the  CDMA receiver is attempting to recover the data of user 1. 

The received signal is demodulated and then multiplied by the  spreading code of user code 1. 

The incoming wideband signal is converted to narrow bandwidth of the original information 

data signal. All other received signals are orthogonal to the spreading code of User 1. Thus, 

the undesired signal energy remains spreaded over a large bandwidth and the desired signal is 

concentrated in a narrow bandwidth. The bandpass fi lter used at the demodulator can therefore 

recover the desired signal.

In a  multiuser DS-CDMA system, each mobile user has its own unique code which is used 

to spread and despread its information data. The codes assigned to other users produce very 

small signal levels (like noise). As the number of users increase, the multiuser interference 

increases for all of the users. If the number of users increase to a point that mutual interference 

increases among all mobile users then it stops the proper operation for all of them. The spreading 

codes are selected to be perfectly orthogonal with one another so as to achieve the single-user 

performance in the multiuser case. Therefore, the design of perfectly orthogonal codes for all 

users is the most critical system parameter.

Second-generation digital multi-user cellular systems such as IS-95, and most of the third-

generation cellular systems use CDMA technique.

Processing Gain of a DS-CDMA SystemSOLVED EXAMPLE 6.3.1

A DSSS system has a 10 Mcps code rate and 4.8 kbps information data rate. If the spreading 

code generation rate is increased to 50 Mcps, how much improvement in the processing gain 

of this DS-CDMA system will be achieved? Is there any advantage in increasing the spreading 

code generation rate with a 4.8 kbps information data rate? Comment on the results obtained.

Solu  on We know that in DSSS system, the RF bandwidth is same as spreading code rate.

For given code rate, Rc = 10 Mcps, RF bandwidth, Bc = 10 MHz

Information data rate, Rb = 4.8 kbps or 4.8 × 103 bps (Given)

Processing gain, Gp = Bc/Rb = (10 × 106)/4.8 × 103 )

Therefore, Processing gain, Gp = 2.1 × 103

Expressing it in dB, Gp = 10 log (2.1 × 103) = 33.2 dB

Processing gain, Gp at 50 Mcps code rate = (50 × 106)/4.8 × 103 ) = 1.04 × 104

Expressing it in dB, Gp  = 10 log (1.04 × 104) = 40.2 dB

Hence, Improvement in processing gain = 40.2 – 33.1 = 7.1 dB  Ans.

Comment on the Results: The improvement in processing gain is only 7.1 dB after enhancing 

the spreading code rate by 5 times (50 Mcps/10 Mcps). The circuit complexity needed to get 

fi ve times the spreading code rate is too high for an improvement of 7.1 dB in processing gain. 

So there is not much advantage in this case.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 6.3.2 A DSSS system has a 20 Mcps code rate and 9.6 kbps information data rate. 

If the spreading code generation rate is increased to 100 Mcps, how much 

improvement in the processing gain of this DS-CDMA system will be achieved? 

Is there any advantage in increasing the spreading code generation rate with a 

9.6 kbps information data rate? Comment on the results obtained.
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6.3.2 Code Acquisition and Tracking

The process of acquiring the timing information of the transmitted spread-spectrum signal is 

achieved by initial  code acquisition which synchronizes the transmitter and receiver to within 

an uncertainty of one chip duration, followed by  code tracking which performs and maintains 

fi ne synchronization. The timing information of the transmitted signal is required to despread 

the received signal and demodulate the despread signal.

Compared to code tracking, initial code acquisition in a spread-spectrum system is usually very 

diffi cult due to many factors such as

∑ Timing Uncertainty. It is basically determined by the transmission time and the propagation 

delay which can be much longer than chip duration. As initial code acquisition is usually 

achieved by a search through all possible phases of the sequence, a larger timing uncertainty 

means a larger search area. 

∑ Frequency Uncertainty. Frequency uncertainty is due to  Doppler shift (due to mobile 

user), and mismatch between the transmitter and receiver oscillators.

∑ Low Signal-to-Noise Ratio Environments. Most of the time, the DS or FH spread-spectrum 

systems are required to operate in low signal-to-noise ratio environments.

∑ Presence of Jammers. There may be situations that the DS or FH spread-spectrum systems 

may operate in presence of jammers.

∑ Channel Fading. The received signal levels fl uctuate due to mobile radio channel  fading.

∑  Multiple Access Interference. It is caused by other mobile users operating within the same 

cell as well as at the mobile user in a cell due to reuse of the same CDMA channel in the 

neighboring cells.

In many practical systems, additional information such as the time of the day and an additional 

control channel, is needed to help achieve code acquisition.

 Serial search-code acquisition approach involves the use of  matched fi lter or a single correlator 

to serially search for the correct phase of DSSS signal or the correct hopping pattern of FHSS 

signal. Figure 6.3.3 shows a functional block schematic of serial search-code acquisition 

approach for DSSS signal.

Figure 6.3.3 DSSS Serial Search-Code Acquisi  on

The locally generated PN code sequence is correlated with the received code signal. The timing 

epoch of the local PN code is set. At a fi xed interval of time, called  search dwell time, the output 

of the correlator (or integrator) is compared to a preset threshold in the comparator. If the output 

is below the threshold, the phase of the locally generated PN code generator is incremented by 

one-half of a chip in feedback loop, and if it is above the threshold, the phase of the received 
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PN code is assumed to have been acquired.  Serial search-code acquisition approach is usually 

used because it requires only one single correlator or matched fi lter (as compared to number of 

correlators in parallel search approach).

Figure 6.3.4 shows a functional block schematic of serial search-code acquisition approach 

for FHSS signal.

Figure 6.3.4 FHSS Serial Search-Code Acquisi  on

The locally generated PN code sequence is passed through a  frequency hopper and then 

correlated with the received code signal. The PN code generator controls the frequency hopper. 

The correlator includes bandpass fi lter, square-law detector, and integrator. At  search dwell time, 

the output of the integrator is compared to a preset threshold in the comparator. If the output is 

below the threshold, the frequency-hopping sequence of the frequency hopper is incremented. 

The process is repeated in a feedback loop system until it is aligned with that of the received 

signal.

The purpose of  code tracking is to perform and maintain fi ne synchronization. Given the  initial 

code acquisition, code tracking is usually accomplished by a delay lock loop. The tracking loop 

keeps on operating during the entire communication period. The delay lock loop loses track of 

the correct timing if the channel changes abruptly. In that case the initial code acquisition has 

to be performed again.4

6.3.3 Multiple-Access and Near-far Interference 

 Multiple Access Interference (MAI) is defi ned as the sum of interference caused by other users 

operating within the same cell ( intracell interference) and the interference caused at the mobile 

user in a cell due to reuse of the same channel in the neighboring cells ( intercell interference).

 IMAI  = Iintracell + Iintercellular

In CDMA systems, the same frequency channel can be reused in the adjacent cell provided 

MAI has to be kept below a given threshold level necessary to meet the signal quality 

requirement. Ultimately, the MAI in a cellular CDMA system is more signifi cant at the 

individual receiver.

4 It is sometimes mandatory to perform initial code acquisition periodically irrespective of whether the tracking 

loop loses track or not. After the correct code phase is acquired by the code tracking circuitry, a standard Phase 

Lock Loop (PLL) can be employed to track the carrier frequency and phase.
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Figure 6.3.5 Intracell and Intercell Interference in Hexagonal Cells

Mathematically, the  intracell interference is given by 

 Iintracell = 
( )

b

M l
E

Q

È ˘-
¥Í ˙

Î ˚
where M is the number of simultaneous users, Q is number of chips per time period, and Eb is 

the common received power level. 

Since M >> 1, the expression can be written as

 Iintracell = b

M
E

Q

Ê ˆ
¥Á ˜Ë ¯

where M/Q is termed as  channel loading.

Most of  intercell interference occur from the fi rst and second tiers of the surrounding cells of 

the serving cell. The interference from more distant cells suffers more propagation attenuation, 

and hence, can be ignored.

The signals causing intercell interference are received at different power levels, because they 

are power controlled relative to other cell sites. As a consequence, intercell interference depends 

on the propagation losses from a mobile user to two different cell sites. In general, the relative 

power from mobile users in other cells will be attenuated relative to the power from the intracell 

mobile users due to larger distance. 

Assuming identical traffi c loading in all cells, the relative  intercell interference factor is 

defi ned as the ratio of intercellular interference to intracell interference. That is,

 s = intercellular

intracell

I

I

The value of intercell interference factor s ranges from 0.5 to 20, depending upon the 

operating environmental conditions.

Channel Loading

IMPORTANT!

Intercell 

Interference 

Factor
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Therefore, IMAI = Iintracell + s Iintracell 

fi IMAI = b b

M M
E E

Q Q
s

Ê ˆ Ê ˆ
¥ + ¥ ¥Á ˜ Á ˜Ë ¯ Ë ¯

fi         MAI =  (1 + ) b

M
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Q
s

È ˘Ê ˆ
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Thus, the MAI is directly proportional to the  channel loading or capacity, M/Q.

The  signal-to-interference-plus-noise ratio (SINR) at the individual receiver is given by

 SINR = 
MAI( )

b

o

E

N I+

fi SINR = 

MAI
MAI

1

b

o

E

N
I

I

Ê ˆ
+Á ˜Ë ¯

CDMA cellular systems are often interference limited; that is, the operating conditions are 

such that IMAI > No (typically 6 to 10 dB higher). The IMAI/No ratio depends upon the cell size. 

With large cells and battery-operated mobile phones, most of the transmit power is used to 

achieve the desired range. Thus, large cells tend to be noise limited. Smaller cells tend to be 

interference limited, and the interference level at the receiver is typically greater than the noise 

level of the receiver.

fi SINR = 

MAI

(1 ) + 1

b

o
b
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Q I
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fi          

MAI

1
SINR =

(1 ) +  1oNM
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s
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This expression shows the three system design factors that affect the SINR at the receiver, and 

limit the spectral effi ciency. The three factors are the following:

∑  Intercell interference, ss: It depends on the environment as well as on the handover 

technique.

∑ Channel loading, M/Q: It is a design parameter that needs to be maximized in a commercial 

cellular system.

∑ Operating IMAI /N0. It is related to cell size. 

There is a trade-off between these three system design parameters. For example, for a 

constant SINR, moving from a noise-limited system (IMAI /N0 = 0 dB) to an interference-limited 

system (IMAI /N0 = 10 dB, say), the permissible channel loading or capacity increases. The 

channel loading must be signifi cantly decreased to support a noise-limited system at the same 

SINR. Thus, large cells must have lighter load than small cells. Similarly, for a constant SINR, 

increasing intercell interference signifi cantly reduces the permissible channel loading.5

5 The required SINR in CDMA systems can be reduced by using RAKE receivers and FEC coding. However, 

soft hand-offs are the key design aspect to keep intercell interference low. On the other hand, reducing the SINR 

required by the receiver can signifi cantly improve the permissible channel loading.

Signal-to-
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Number of Simultaneous UsersSOLVED EXAMPLE 6.3.3

A CDMA cellular system is interference limited with a ratio of total intracell-plus-intercell 

interference to receiver noise of 6 dB. Compute the average number of active users allowed per 

cell if the relative intercell interference factor is 0.55 and the required SINR at the receiver is 

8 dB.

Solu  on Intracell-plus-intercell interference to receiver noise, IMAI /No = 6 dB (Given)

Using IMAI /No dB) = 10 log [IMAI /No (ratio)], IMAI /No (ratio) = 3.98

or, No /IMAI (ratio) = 1/3.98 = 0.25

The required SINR at the receiver = 8 dB (Given)

Expressing it in ratio, we get SINR = antilog (8/10) = 6.3

The total spreading factor, Q = 128 (Standard)

Relative intercell interference factor, s = 0.55 (Given)

We know that SINR = 

MAI

1

(1 ) 1oNM

Q I
s

Ê ˆÊ ˆ
+ +Á ˜ Á ˜Ë ¯ Ë ¯

The average number of users per cell, M is given by

 M = 

MAI

(1 ) 1 (SINR)o

Q

N

I
s

Ê ˆ
+ +Á ˜Ë ¯

 M = 
128

(1 0.55)(0.25 1)(6.3)+ +
 = 10.5 users per cell Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 6.3.4 A CDMA cellular system is interference limited with a ratio of total intracell-

plus-intercell interference to receiver noise of 9 dB. Compute the average number 

of active users allowed per cell if the relative intercell interference factor is 0.55 

and the required SINR at the receiver is 12 dB.

The RAKE receivers used in CDMA mobile receivers attempt to recover the signals from 

multiple paths and then combine them with suitable delays to provide a robust signal reception 

in a hostile mobile radio environment. The multiple versions of a signal arrive more than one 

chip interval apart from each other. The mobile receiver can recover the signal by correlating 

the chip sequence with the dominant received signal. The remaining signals are treated as noise. 

The effect of  multipath interference can be reduced by combining direct and refl ected signals 

in the receiver.

Figure 6.3.6 illustrates the principle of the  RAKE receiver.

RAKE Receiver—A 

Solution to 

Multipath 

Interference
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Figure 6.3.6 Principle of RAKE Receiver

The original information signal in the binary form to be transmitted is spreaded by the Exclusive-

OR (XOR) operation with the  PN spreading code. The spread bit sequence is then modulated 

for transmission over the wireless channel. The wireless channel generates multiple copies of 

the same signal due to multipath effects. Each one has a different amount of time delay (d1, d2, 

etc.), and attenuation factors (a1, a2, etc.). At the receiver, the combined signal is demodulated. 

The demodulated chip stream is then fed into multiple correlators, each delayed by a different 

amount. These signals are then combined using weighting attenuator factors (a1¢, a2¢, etc.) 

estimated from the channel characteristics.

A typical  RAKE receiver structure for a  DS-CDMA multiuser system is shown in

Figure 6.3.7. 

The received signal is passed through a  tapped-delay line. The signal at each tap is passed 

through a correlator. The outputs of the correlators are then brought together in a diversity 

combiner. Its output is the estimate of the transmitted information symbol. In RAKE receiver, 

the delays between the consecutive fi ngers of the RAKE receiver are fi xed at half of the chip 

duration. This provides two samples of the overall correlation function for each chip period. For 

a rectangular shaped chip pulse with triangular correlation function, there will be four samples. 

It is not possible to capture all the major peaks of the correlation function because the peaks are 

not aligned precisely at multiples of the sampling rate. But a RAKE receiver implemented with 

a suffi ciently large number of fi ngers will provide a good approximation of all major peaks. An 

algorithm is used in digitally implemented RAKE receivers having few fi ngers to search for 

some major peaks of the correlation function and then adjust the fi nger locations accordingly.

Interpretation

Operation of the 

RAKE Receiver
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Figure 6.3.7 The RAKE Receiver Structure

The mobile user receives the signal transmitted from the serving cell site through several paths 

with different propagation delays in a mobile radio environment. The mobile unit has the 

capability of combining up to three RF signals—one signal which is received directly from 

the serving cell site, the other two signals may be copies of the same signals received after 

refl ections from the structures between the cell-site transmitter and mobile receiver, or may also 

be received from neighboring cell sites operating in the same frequency. The cell-site receiver 

can combine up to four signals—the direct signal from the mobile user and three copies of the 

signals received after refl ection from nearby buildings.6

Delay Calcula  ons in Rake ReceiverSOLVED EXAMPLE 6.3.5

A rake receiver in a CDMA mobile phone receives a direct signal from a cell site A located 

1 km away and a refl ected signal from a building 0.5 km behind the mobile. It also receives a 

direct signal from another cell site B located 3 km away, as shown in Figure 6.3.8.

Figure 6.3.8 CDMA Mobile Rake Receiver Opera  on

Calculate the amount of time delay each “fi nger” of the CDMA mobile receiver needs to be 

applied.

6 A RAKE receiver is capable of combining the received signal paths using any standard diversity combiner 

technique such as a selective, equal-gain, square-law, or maximal-ratio combiner. A maximal-ratio combining 

RAKE receiver does not introduce intersymbol interference. It provides optimum system performance in the 

presence of time diversity. The maximal-ratio combiner weights the received signal from each branch by the 

signal-to-noise ratio at that branch.

Practical Aspects
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Solu  on Distance traveled by direct signal from cell site A, d1 = 1 km (Given)

Distance between cell-site A and building, d11 = 1.5 km (From the fi gure)

Distance between mobile and building, d12 = 0.5 km (Given)

Therefore, distance traveled by the refl ected signal, d2 = d11 + d12

Hence, distance traveled by the refl ected signal, d2 = 1.5 + 0.5 = 2 km

Distance traveled by the direct signal from cell site B, d3 = 3 km (Given)

The rake receiver fi nger receiving signal from cell site B which is 3 km away need not delay 

the signal. But the two signals (direct as well as refl ected) received from cell-site A needs to be 

delayed enough to allow all the three signals to be synchronized. 

Case 1. To calculate time delay for direct signal from cell site A, t1

The direct signal from the cell site A has to be delayed a time equal to the propagation time for 

a distance of (3 km – 1 km =) 2 km. That is,

Time delay for direct signal from cell site A, t1 = (2 × 103)/(3 × 108) = 6.67 µs Ans. 

Case 2. To calculate time delay for refl ected signal from cell site A, t2

The refl ected signal from the cell site A has to be delayed a time equal to the propagation time 

for a distance of (3 km – 2 km =) 1 km. That is,

Time delay for refl ected signal from cell site A, t2 = (1 × 103)/(3 × 108) = 3.33 µs Ans. 

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 6.3.6 A rake receiver in a CDMA mobile phone receives a direct signal from a cell 

site A located 2 km away and a refl ected signal from a building 1 km behind 

the mobile. It also receives a direct signal from another cell site B located 6 km 

away, as shown in Figure 6.3.9. 

Figure 6.3.9 CDMA Mobile Rake Receiver Opera  on

 Calculate the amount of time delay each “fi nger” of the CDMA mobile receiver 

needs to be applied.

 Near-far interference is a problem in CDMA cellular systems which are due to wide range of 

signal levels received at the cell site from different mobile users located very close or far away 

from it within the service area of the cell. In a  DS-CDMA system, all traffi c channels within 

one cell share the same radio channel simultaneously. Practically, some mobile users are near 

Near-Far 

Interference
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to the cell site while others are far away from it. A strong signal received at the cell site from a 

near-in mobile users masks the weak-signal received from a far-end mobile users. Figure 6.3.10 

illustrates a situation in operation of a cellular system in which two mobile users (MUs) are 

communicating with the same cell site (CS).

Figure 6.3.10 Illustra  on of Near-far Interference Problem

Assume that the transmitted power of each MU is the same and they are operating at adjacent 

channels. The received signal levels at the CS from the MU1 and MU2 are quite different due 

to the difference in the propagation signal path-lengths. If r1 < r2, then the received signal 

level from MU1 will be much larger that the received signal level from MU2 at the cell site. 

Out-of-band radiation of the signal from the MU1 may interfere with the signal from the MU2 

in the adjacent channel. This effect, called  adjacent channel interference, becomes serious 

when the difference in the received signal strength is large. This situation may lead to  near-far 

interference.7

Near-Far Interference ProblemSOLVED EXAMPLE 6.3.7

In a given cellular system, the distance of a mobile user from the base station may range from 

100 m to 10 km. Given a fourth-power propagation path loss in a mobile radio environment, 

what is the expected difference in received power levels at the base station if both mobile users 

transmit at the same power level? Comment on the results obtained.

Solu  on Let both mobile users transmit at identical power level, Ptm. 

The received power level at the base station, Prm = bPtm/dg

where b is proportionality constant, d is the distance between transmitter and receiver, and g  is 

the propagation path-loss constant (g = 4 … given).

The distance of the mobile 1 from base station, d1 = 100 m (Given)

7 The near-far interference problem leads to signifi cant degradation in the quality performance of the system 

especially where spread-spectrum signals are multiplexed on the same frequency using low cross-correlation PN 

codes. The possible solution is to implement effective power control at mobile transmitter end.

Interpretation
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Therefore, the received power level at mobile 1, Prm1 = bPtm/(100)4

The distance of the mobile 2 from base station, d2 = 10 km or 10,000 m (Given)

Therefore, the received power level at the mobile 2, Prm2 = bPtm/(10000)4

Ratio of received power levels at the base station, 
4

4rm1
4

rm2

(100)
(0.01)

(10000)

P

P
= =

Expressed it in dB, 
4rm1

rm2

(dB) 10log(0.01) 80 dB
P

P
= = -  Ans.

Comment on the Results: The difference in received power levels at the base station will be as 

large as 80 dB if both mobile users transmit at the same power level. This means that even in 

a CDMA system with a code spreading rate of 512, which is equivalent to a processing gain of

27 dB, the stronger mobile user (located nearer to cell–site) would prevent detection of the 

weaker mobile user (located far away from the same cell-site). This is near-far interference 

problem.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 6.3.8 In a given cellular system, the distance of a mobile user from the base station 

may range from 1 km to 10 km. Given a fourth-power propagation path loss in a 

mobile radio environment, calculate the estimated difference in received power 

levels at the base station if both mobile users transmit at the same power level? 

Comment on the results obtained.

 Multiple-access as well as  near-far interference is required to be minimized to achieve 

improvement in  spectral effi ciency and increase  system capacity. This is directly related to 

controlling the transmitted RF power of each mobile user at all time of its operation. Adaptive 

RF power control schemes reduce the near-far interference problem, and optimize the system 

capacity and spectral effi ciency.

 RF power control is the technique of controlling the mobile transmit power so as to affect the 

cell-site received power, and hence the overall  carrier-to-interference (C/I) value. An ideal 

power-control scheme ensures that the signals received at the cell site from all mobile users 

within the cell remain at the same power level. It is irrespective of  propagation path loss, location 

and/or movement of the mobile users. It is desirable that the power received at the cell site from 

all mobile users served by it must be nearly equal. If the received signal power is too low, there 

is a high probability of bit errors and if the received signal power is too high, interference 

increases. In fact, power control is applied at both the mobile users as well as the cell site.

There are several RF power control mechanisms that can be based on the signal strength 

received by the cell site or can depend on other system parameters. Accordingly, the cell site or 

the mobile user can either initiate the power control. There are mainly two types of RF power-

control mechanisms: an  open-loop RF power control and a  closed-loop RF power control. 

Because all the traffi c channels occupy the same frequency and time, the received signals from 

multiple mobile users located anywhere within the serving cell must all have the same received 

signal strength at the cell site for proper detection. A mobile user that transmits unnecessarily at 

a large power may jam or interfere with the received signals of all the other mobile users.

Solution to Near-

Far Interference 
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System
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 Open-loop RF power control refers to the procedure whereby the mobile user measures its 

received signal level and adjusts its transmit power accordingly. The cell sites are not involved 

in open-loop power-control mechanism. A mobile user closer to the cell site should transmit 

less power because of small path loss. Mobile users that are far away from a cell site should 

transmit at a larger transmit power to overcome the greater path loss in signal strength. 

An  adaptive open-loop RF power control is based on the measured signal strength of the 

received pilot signal by the mobile user. The mobile user then sets its transmit power after 

estimating the path-loss between the cell site transmitter and mobile receiver. It is assumed that 

the forward and reverse links have the same  propagation path loss. However, this arrangement 

may not be precise and accurate.

The operation of open-loop power control mechanism is quite simple. At the time of switching 

on the mobile user, it adjusts its transmit power based on the total received power from all cell 

sites on the  pilot channel. If the received signal strength of the pilot channel is very strong, the 

mobile user transmits a weak signal to the cell site. Otherwise, it transmits a strong signal to the 

cell site. As a fi rst approximation, the transmitted power of the mobile, Ptm (dBm) is set as 

 Ptm (dBm) = –76 dB – Prm(dBm)

where Prm is the received power by the mobile. The mobile user begins by transmitting at the 

power level determined by the above expression and increases its transmit power if it does not 

receive acknowledgement from the cell site. This could happen if a substantial amount of the 

received power at the mobile user is actually from adjacent cells. Once a link with the nearest 

cell site is established, the open-loop power control setting is adjusted in 1 dB increments after 

every 1.25 ms by commands from the cell site. This ensures that the received power from all 

mobile users is at the same level. It may be noted that the power received at the cell site from all 

mobile users must be nearly equal, say within 1 dB, for the system to work properly.

 Closed-loop power control refers to the procedure whereby the cell site measures its received 

signal level and then sends corresponding message to the mobile user to adjust its transmit 

power to the desired level. Power-control message indicates either an increment or decrement 

in the transmit power of the mobile user. 

Typically, power-control adjustments are sent as a single bit command. 

∑ A logical 1 means that the transmit power be decreased by about 1 dB. 

∑ A logical 0 means that the transmit power be increased by about 1 dB. 

The power-control bits are sent at the rate of 800 Hz to 1500 Hz. In a practical multiuser 

communication system, the combination of the open- and closed-loop power control techniques 

must be carefully considered.

∑ It may not be desirable to set transmission powers to higher values because battery power 

at the mobile user is a limited resource that needs to be conserved. 

∑ Increasing the transmitted power on one channel, irrespective of the power levels used on 

other channels, can cause inequality of transmission over other channels. 

∑ Power-control techniques are restricted by the physical limitations on the transmitter power 

levels not to exceed the unwanted radiations.

Open-loop Power Control at CDMA Mobile PhoneSOLVED EXAMPLE 6.3.9

A CDMA mobile phone measures the received signal power level from its serving cell site as 

–85 dBm.

(a) What should the mobile transmitter power be set to as a fi rst approximation?
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(b) Once the mobile transmitter power is set as computed in Part (a), its serving cell-site needs 

the mobile user to change its transmit power level to +5 dBm. How long will it take to 

make this change?

Solu  on

(a) Received signal strength by mobile, Prm = –85 dBm (Given)

 As a fi rst approximation, the transmitter power of the mobile is given by the expression

Ptm (dBm) = –76 dB – Prm(dBm)

 Therefore, Ptm (dBm) = –76 dB – (–85 dBm) = +9 dBm Ans.

(b) Required transmitter power of the mobile = +5 dBm

 Difference in mobile transmitter levels = +9 dBm – (+5 dBm) = 4 dB

 The mobile transmitter power level is adjusted by 1 dB step after every 1.25 ms. That is, 

time taken to adjust 1 dB power level = 1.25 ms

 Number of steps required to adjust mobile transmitter level to +5 dBm = 4

 Time needed to adjust mobile transmitter level to +5 dBm = 4 × 1.25 ms

 Hence, time needed to adjust mobile transmitter level = 5 ms Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 6.3.10 A CDMA mobile phone measures the received signal power level from its 

serving cell site as –95 dBm.

 (a)  Find the mobile transmitter power to be set as a fi rst approximation.

 (b)  Once the mobile transmitter power is set as computed in Part (a), its serving 

cell site needs the mobile user to change its transmit power level to +8 dBm. 

How long will it take to make this change?

6.3.4 Performance of DS-CDMA Multiuser System

Consider a model of direct-sequence spread-spectrum binary PSK (BPSK) system which 

involves both the spectrum spreading and the BPSK modulation.

Figure 6.3.11 shows such a model with input and output signals marked at each functional 

block.

Figure 6.3.11 A Model of DS Spread-spectrum BPSK System

The information data signal, d(t) modulates the carrier signal to produce BPSK signal, s(t). The 

DSSS signal m(t) is simply modulo-2 addition of digital binary phase modulated signal s(t) and 

the PN sequence signal c(t).
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That is,

 m(t) = s(t) c(t); where s(t) = 
2

cos(2 )b
c

b

E
f t

T
p±

Note that the ± sign corresponds to information bits 1 and 0 respectively; Eb is the signal 

energy per bit; Tb is the bit duration; fc is the carrier frequency which is assumed to be an integer 

multiple of 
1

.
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where ck is the PN code sequence {c0, c1, ..., cN–1} for the N-dimensional transmitted signal m(t). 

It requires a minimum of N orthonormal functions for its representation; fk(t) is one of the set 

of orthonormal basis function, defi ned as

 fk(t) = 

2
cos(2 ); ( 1)

0; otherwise
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The other set of orthonormal basis function is defi ned as

 �( )k tf  = 

2
sin(2 ); ( 1)

0; otherwise
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where Tc is the chip duration; and k = 0, 1, 2, ..., N – 1

Let the effect of the channel noise be insignifi cant as compared to that due to interference 

signal introduced in the channel such that the system is interference limited only. Ignoring the 

effect of channel noise, the output of the channel is given by

 m¢(t) = m(t) + nj(t)

fi m¢(t) = s(t) c(t) + nj(t)

where m¢(t) is the output of the channel or the input to the receiver; nj(t) represents the interference 

signal (jammer) which may be represented in terms of orthonormal basis functions as

 nj(t) = � �

1 1

0 0

( ) ( ); 0
k k

N N

j k j k b
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j j k j j kn n t t dt n n t t dtf f= =Ú Ú  k = 0, 1, 2, ..., N – 1.

The interference signal nj(t) is 2 N-dimensional because 
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In the receiver, the received signal m¢(t) is fi rst multiplied by the local PN sequence signal 

c(t) to produce the despread signal u(t), that is,

 u(t) = m¢(t) c(t)
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fi u(t) = ( ) ( ) ( ) ( )js t c t n t c tÈ ˘+Î ˚
fi u(t) = s(t) c(t) c(t) + c(t) nj(t) = s(t) c2(t) + c(t) nj(t) 

Since the PN sequence signal c(t) alternates between –1 and +1, therefore c2(t) = 1.

\ u(t) = s(t) + c(t) nj(t)

This is the input to the  coherent BPSK demodulator which consists of a binary PSK signal 

s(t) plus the code-modulated interference signal c(t) nj(t). This implies that the spectrum of the 

interference signal is spreaded. The output of coherent BPSK demodulator d¢(t) is the detected 

receiver output bits which is an estimate of the information data bits. It can be represented as

 d¢(t) = 

0

2
( )cos(2 )

bT

c
b

u t f t dt
T

pÚ

fi d¢(t) = 

0

2
( ) ( ) ( ) cos(2 )
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pÈ ˘+Î ˚Ú

fi d¢(t)  = 

0 0

2 2
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The fi rst term is due to the despread BPSK signal s(t), which is given as

 s(t) = 
2

cos(2 ); 0b
c b

b

E
f t t T

T
p± £ £

The second term is due to the spread interference c(t)nj(t). 

Let the fi rst term be denoted by vs, and the second term by vcj.

\ vs = 

0

22
cos(2 ) cos(2 )

bT

b
c c

b b

E
f t f t dt

T T
p p
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Í ˙Î ˚
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Similarly, the second term due to spread interference is given by

 vcj = 
1
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2
( ) ( )cos(2 )

b

k

T N
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; (since fc is an integral multiple of 
1

bT
)

fi vs = bE±
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where the + sign corresponds to the information data bit 1, and the – sign corresponds to the 

information data bit 0; and Eb is the signal energy per bit. 

The peak instantaneous power of the signal component is Eb. The equivalent noise component 

contained in the  coherent DSSS demodulator output may be approximated as a Gaussian random 

variable with zero mean and variance. 

It is given as Pif
2

cT
; where Pif is the  average interference power and Tc is the  chip duration. 

If Eb denote the bit-energy level, then the  probability of error for DS/BPSK binary system with 

large spread factor N can be expressed as

           

1

2

b
e

if c

E
P erfc

P T

Ê ˆ
ª Á ˜Á ˜Ë ¯

For the purpose of comparison, the probability of error for a coherent binary PSK system is 

given as

 Pe ª 
1

2

b

o

E
erfc

N

Ê ˆ
Á ˜
Ë ¯

The interference in DS/BPSK binary system may be treated as wideband noise of  power 

spectral density, that is, 
2 2

if co
P TN

= . Using Eb = PavTb where Pav is the average signal power 

and Tb is the bit duration, the signal energy per bit-to-noise spectral density ratio can be 

expressed as

 

av

if

b b

o c

E P T

N P T
= ¥

fi 
av

if

b o

b c

P E N

P T T
=

fi if

av 0 0

pb c

b b

GT TP

P E N E N
= =

where p b cG T T=  is the  processing gain which represents the gain achieved by processing a 

spread-spectrum signal over an unspreaded signal.

By defi nition, the ratio of average interference power and average signal power, if

av

P

P
 is termed 

the  jamming margin, Jm. Therefore,
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Expressing various terms in decibel form, we can write

 

m 10dB dB
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where 

min

b

o

E

N

Ê ˆ
Á ˜Ë ¯

 represents the minimum value of b

o

E

N
 needed to support the prescribed value 

of the average  probability of error under given operating conditions.

Let there be M simultaneous users on the reverse channel of a CDMA network. It is assumed 

that there is an ideal power control employed on the reverse channel so that the received power 

of signals from all mobile users has the same value Pr. Then, the received power from the target 

mobile user after processing at the cell-site receiver is N × Pr. The received interference from 

(M – 1) other mobile users is (M – 1) × Pr. 

Assume that a cellular system is interference-limited and the background noise is dominated 

by the interference noise from other mobile users. The received  signal-to-interference ratio, Sr 

for the target mobile receiver will be

 Sr ª 
( )

[( ) ]

N P

M l P

¥
- ¥

fi Sr ª 
( )

N

M l-

All mobile users always have a requirement for the acceptable error rate of the received data 

stream. For a given modulation scheme and coding technique used in the system, that error-rate 

requirement will be supported by a minimum Sr requirement that can be used to determine the 

number of simultaneous users or capacity of the system. 

Using c

b

B
N

R
= , we have

 Sr = 
1

( 1)

c

b

B

R M

Ê ˆ
¥Á ˜ -Ë ¯

fi M = 
1

1c

b r
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fi M = 
1c

b r

B

R S

Ê ˆ Ê ˆ
¥Á ˜ Á ˜Ë ¯Ë ¯

The number of simultaneous users or capacity of a single-cell CDMA system is inversely 

proportional to the acceptable  signal-to-interference ratio in the system. The relationship 

between the number of mobile users, M, the processing gain, Gp and the Eb/No ratio is, therefore, 

given as 

           
0

1
p

b

M G
E N

= ¥

In the practical design of DS-CDMA digital cellular systems, there are three system parameters 

that affect the capacity as well as the  bandwidth effi ciency of the system. These are the 

following:

1.  Multi-user interference factor, r. It accounts for mobile users in other cells in the system. 

Because all neighboring cells in a CDMA cellular network operate at the same frequency, 

they will cause additional interference. The interference increase factor is relatively small 

due to the  processing gain of the system and the distances involved. A value of r = 1.6

(2 dB) is commonly used in the practical CDMA cellular system.

Capacity of a 

Single-Cell CDMA 

System

Performance 

Improvement 

Factor
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2.  Voice activity interference reduction factor, Gv. It is the ratio of the total connection time 

to the active talk time. Voice activity refers to the fact that the active user speaks only 40% 

of the time on an average. If a mobile phone transmits only when the user speaks then it 

will contribute to the interference just 40% of the total connection time. By considering 

voice activity, the  system capacity increases by a factor of approximately 2.5 per cell, that 

is Gv is 2.5 (4 dB).

3.  Cell sectorization, GA. Cell sectorization refers to the use of 120°directional antennas in a 

3-sector cellular system confi guration. Cell sectorization reduces the overall interference, 

increasing the allowable number of simultaneous users by a sectorization gain factor, GA= 

2.5 (4 dB).

Incorporating these three factors, the number of simultaneous users that can be supported in 

a practical  multicell CDMA cellular system can be approximated by

 

1c V A

b r

B G G
M

R S r

Ê ˆ Ê ˆ Ê ˆ¥
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where V AG G

r

Ê ˆ¥
Á ˜Ë ¯

 is termed the  performance improvement factor Pf in a CDMA digital cellular 

system due to multi-user interference, voice activation, and cell-sectorization factors in a cell.

Hence, 
1c

f
b r

B
M P

R S

Ê ˆ Ê ˆ
= ¥ ¥Á ˜ Á ˜Ë ¯Ë ¯

LET’S RECONFIRM OUR UNDERSTANDING!!

∑ What is meant by near-far interference?

∑ How is jamming margin related with processing gain?

CDMA Capacity per CarrierSOLVED EXAMPLE 6.3.11

Given that the CDMA digital cellular systems require 3 dB < Sr < 9 dB which employs QPSK 

modulation scheme and convolutional coding technique. The bandwidth of the channel is 1.25 MHz,

and the transmission data rate is Rb = 9600 bps. Determine the capacity of a single cell.

Solu  on Channel bandwidth, Bc = 1.25 MHz or 1250 kHz (Given)

The transmission data rate, Rb = 9600 bps or 9.6 kbps (Given)

To determine maximum number of simultaneous users, Mmax

The minimum acceptable, Sr(min) = 3 dB (Given)

Converting Sr(min) = 3 dB in Sr(min) ratio by using the expression

 Sr(min)dB = 10 log (Sr(min) ratio)

fi 3dB = 10 log (Sr(min) ratio)

fi Sr(min) ratio = 10 3/10 = 100.3 = 2

The maximum number of simultaneous users can be determined by using the expression

 Mmax = 
(min)

1 1250 kHz 1
=

9.6 kbps 2

c

b r

B

R S

Ê ˆÊ ˆ Ê ˆ Ê ˆ
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 ª 65 users
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To determine minimum number of simultaneous users, Mmin.

The maximum acceptable, Sr(max) = 9 dB (Given)

Converting Sr(max) = 9 dB in Sr(max) ratio by using the expression

 Sr(max) dB = 10 log (Sr(max) ratio)

or, 9 dB = 10 log (Sr(max) ratio)

or, (Sr(max) ratio) = 109/10 = 100.9 = 7.94

The minimum number of simultaneous users can be determined by using the expression

 Mmin = 
(max)

1 1250 kHz 1

9.6 kbps 7.94

c

b r

B

R S

Ê ˆÊ ˆ Ê ˆ Ê ˆ
¥ ¥Á ˜ Á ˜Á ˜ Á ˜ Ë ¯Ë ¯Ë ¯ Ë ¯

�  ª 16 users

Hence, a single cell IS-95 CDMA digital cellular systems system can support from 16 users to

65 users. Ans.

Compute Performance Improvement FactorSOLVED EXAMPLE 6.3.12

Compute the performance improvement factor Pf in a CDMA digital cellular system, considering 

typical values of voice activation, cell-sectorization, and multi-user interference in a cell.

Solu  on The voice activity interference reduction factor, GV = 2.5 (Typical)

The antenna sectorization gain factor, GA = 2.5 (Typical)

The interference increase factor, r = 1.6 (Typical)

The performance improvement factor, Pf in CDMA cellular system is given by

 Pf = V AG G

r

Ê ˆ¥
Á ˜Ë ¯

 = (2.5 × 2.5)/1.6 = 3.9 

Expressing it in dB, Pf (dB) = 10 log 3.9 = 5.9 dB Ans.

Mul  cell CDMA Capacity RangeSOLVED EXAMPLE 6.3.13

Using QPSK modulation and convolutional coding, the CDMA digital cellular systems require

3 dB < Sr < 9 dB. Determine the multicell CDMA capacity range if the performance improvement 

factor due to antenna sectorization, voice activity, and interference increase parameter is 

approximately 6 dB.

Solu  on Channel bandwidth, Bc = 1.25 MHz or 1250 kHz (Standard)

Transmission data rate, Rb = 9600 bps (Standard)

Performance improvement factor, Pf = 6 dB (Given)

Expressing it in ratio, we get Pf = 106/10 dB = 100.6 = 4

The minimum acceptable, Sr(min) = 3 dB (Given)

Expressing it in ratio, we get Sr(min) = 103/10 = 100.3 = 2

The maximum number of simultaneous users, 

 Mmax = 
(min)

1c
f

b r

B
P

R S

Ê ˆÊ ˆ
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fi Mmax = 
1250 kHz 1

4 = 260 users
9.6 kbps 2

Ê ˆ Ê ˆ
¥ ¥Á ˜Á ˜ Ë ¯Ë ¯

The maximum acceptable, Sr(max) = 9 dB (Given)

Expressing it in ratio, we get Sr(max) = 109/10 = 100.9 = 7.94

The minimum number of simultaneous users,

 Mmin = 
(max)

1c
f

b r

B
P

R S

Ê ˆÊ ˆ
¥ ¥Á ˜Á ˜Ë ¯ Ë ¯

fi Mmin = 
1250 kHz 1

4 = 64 users
9.6 kbps 7.94

Ê ˆ Ê ˆ
¥ ¥Á ˜Á ˜ Ë ¯Ë ¯

Hence, a multicell CDMA digital cellular systems system can support from 64 users to 260 

users, that is, 64 < M < 260 Ans.

Number of Mobile Users in CDMA SystemSOLVED EXAMPLE 6.3.14

Show that the number of mobile users that can be supported by a CDMA system using an RF 

bandwidth of 1.25 MHz to transmit data at 9.6 kbps is 33 mobile users per sector. Assume

Eb/No = 6 dB; the interference from neighboring cells = 60%; the voice activity factor = 50%; 

the power control accuracy factor = 0.8.

Solu  on CDMA channel bandwidth, Bc = 1.25 MHz or 1250 kHz (Given)

Baseband data rate, Rb = 9.6 kbps (Given)

We know that processing gain, 
1250 kHz

130.2
9.6 kbps

c
p

b

B
G

R
= = =

 Eb/No = 6 dB or 3.98 (Given)

Interference factor, r = 60% or 0.6 (Given)

Power control accuracy factor, a = 0.8 (Given)

Voice activity factor, Gv = 50% or 0.5  (Given)

Assuming omnidirectional system, the number of mobile users per cell is given by the 

expression

 
1 1 130.2 1 1

0.8 = 33
1 3.98 1 0.6 0.5

p

b o v

G
M

E N G
a

r
= ¥ ¥ ¥ = ¥ ¥ ¥

+ +
 mobile users Ans.

Processing Gain in CDMA SystemSOLVED EXAMPLE 6.3.15

A total of 36 equal-power mobile terminals share a frequency band through a CDMA system. 

Each mobile terminal transmits information at 9.6 kbps with a DSSS BPSK modulated signal 

which has Eb/No of 6.8 dB. Calculate the processing gain. Assume the interference factor from 

neighboring cells = 60%; the voice activity factor = 50%; the power control accuracy factor = 

0.8.

Solu  on Number of mobile users, M = 36 users (Given)

 Eb/No = 6.8 dB or 4.8 (Given)
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Interference factor from neighbouring cell, r = 60% or 0.6 (Given)

Power control accuracy factor, a = 0.8 (Given)

Voice activity factor, Gv = 50% or 0.5 (Given)

Assuming omnidirectional antenna at base stations (GA = 1)

The number of mobile users per cell, 
1 1

 
1

p
A

b o v

G
M G

E N G
a

r
= ¥ ¥ ¥ ¥

+

Therefore,            
1 1

36 0.8  1
4.8 1 0.6 0.5

pG
= ¥ ¥ ¥ ¥

+

Processing gain, Gp = 172.8 Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 6.3.16  Determine the maximum number of mobile users that can be supported in a 

single cell CDMA system using omnidirectional cell-site antenna and no voice 

activity detection. The system uses an RF bandwidth of 1.25 MHz to transmit 

data @ 9.6 kbps, and a minimum acceptable Eb/No is found to be 10 dB. Use

r = 0.5, Gv = 0.85, GA = 1. Assume the CDMA system is interference limited.

Ex 6.3.17  The CDMA system uses an RF bandwidth of 1.25 MHz to transmit data @ 

9.6 kbps, and a minimum acceptable Eb/No is 10 dB. Determine the maximum 

number of mobile users that can be supported in a single cell CDMA system 

using three sectors at the cell-site and voice activity detection factor, Gv = 0.75. 

Use typical values for other factors.

Self-Assessment Exercise linked to LO 6.3

Q6.3.1 If the PN sequences used for spreading and despreading the baseband 

signal are not orthogonal, is CDMA still possible?

Q6.3.2 Defi ne intracell interference and intercell interference. How do these affect 

multiuser wireless communications?

Q6.3.3 Describe the purpose of code acquisition and tracking in spread-spectrum 

systems. List important factors that make initial code acquisition to be very 

diffi cult process.

Q6.3.4 Give a brief account of advantages and disadvantages of RAKE receiver 

concept used in CDMA phone receiver.

Q6.3.5 Distinguish between open-loop and closed-loop power control mechanisms 

employed in DS-CDMA multiuser communications.

Q6.3.6 Defi ne jamming margin. Specify the signifi cance of jamming margin equal 

to 18 dB.

Q6.3.7 What is meant by voice activity? How can it contribute in increasing the 

system capacity of DS-CDMA multiuser system?

For answers, scan 

the QR code given 

here

OR

visit

h  p://qrcode.

fl ipick.com/index.

php/157
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Q6.3.8 A total of 36 equal-power mobile terminals share a frequency band 

through a CDMA system. Each mobile terminal transmits information 

at 9.6 kbps with a DSSS BPSK modulated signal which has Eb/No 
of

6.8 dB corresponding to bit-error probability of 0.001. Analyze the minimum 

chip rate of the spreading PN code in order to maintain the specifi ed Eb/No

value. Assume the interference factor from neighboring cells = 60%; the 

voice activity factor = 50%; the power control accuracy factor a = 0.8.

Q6.3.9 In an omnidirectional (single-cell, single-sector) CDMA cellular system, 

Eb/No = 20 dB is required for each user. If 100 users, each with a baseband 

data rate of 13 kbps, are to be accommodated. Calculate the minimum 

channel bit rate of the spread-spectrum chip sequence. Consider voice 

activity factor as 40%.

Q6.3.9 For DS-CDMA multiuser system, a chip rate of 1.2288 Mcps is specifi ed 

for the data rate of 9.6 kbps. Eb/No is taken as 6.8 dB. Estimate the average 

number of mobile users that can be supported by the system in a sector of 

the 3-sector cell. Assume the interference from neighboring cells = 50%; 

the voice activity factor = 60%; the power control accuracy factor a = 0.85; 

and the improvement factor from sectorization = 2.55.

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 6.3: Implement DSSS in code division mul  ple access (CDMA) mul  user 

communica  on systems.

6.4 MULTIPLE ACCESS TECHNIQUES

The fundamental physical resource in wireless communications is the available radio frequency 

(RF) spectrum. In a radio communication system, only a fi nite amount of radio spectrum (or 

number of channels) is available to provide simultaneous communication links to many users 

in a given service area. 

The chief objective of  multiple access techniques is to maximize the  spectrum utilization. 

Multiple access techniques refers to sharing the available limited spectrum among many users 

simultaneously while maintaining the desired quality of communications, to achieve high user 

capacity. The multiple access techniques describe the general approach to sharing the physical 

resources of a wireless medium by a large number of mobile users at the same time in different 

locations. Multiple access techniques are used to achieve high user capacity by sharing the 

available limited spectrum among many users simultaneously, while maintaining the desired 

quality of communications. The choice of an access method will have a great impact on the 

capacity and quality of service provided by a wireless network. In practice, most wireless 

communication systems are a combination of different multiple access strategies.

LO 6.4

Recall

Objectives of 

Multiple Access
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The concept of Frequency Division Multiple Access (FDMA), Time Division Multiple Access 

(TDMA), Code Division Multiple Access (CDMA), and orthogonal FDMA techniques.

6.4.1 Frequency Division Multiple Access (FDMA)

 Frequency Division Multiple Access (FDMA) technique refers to sharing the available radio 

spectrum by assigning specifi c frequency channels to users on permanent or temporary basis. 

The base station dynamically assigns a different carrier frequency to each active mobile user 

for transmission. The available radio spectrum is divided into a set of continuous frequency 

channels labeled 1 through N. The frequency channels are assigned to individual mobile users 

on a continuous time basis for the duration of a call.

Figure 6.4.1 Basic Concept of FDMA

A duplex spacing is used between the forward channels (downlink–base station to user 

transmission) and reverse channels (uplink–user to base station transmission). The combination 

of forward and reverse channels is known as  frequency division duplexing (FDD).

The structure of forward and reverse channels in FDMA is shown in Figure 6.4.2. 

Figure 6.4.2 The Channel Structure in FDMA 

In both forward and reverse channels, the signal transmitted must be kept confi ned within its 

assigned channel bandwidth, and the out-of-band signal energy causes negligible interference 

to the users using adjacent channels. 

∑ In order to minimize  adjacent channel interference, two design measures are usually 

considered. 

 � First, the  power spectral density of the modulated signal is controlled so that the power 

radiated into the adjacent band is at least 60 to 80 dB below that in the desired band. 

This requirement can be achieved with the use of highly selective fi lters in the system 

design. 

 � Second, usually it is extremely diffi cult to achieve the desired fi lter characteristic so as 

not to cause adjacent channel interference. 

∑ A  guard band Bg is used to minimize adjacent channel interference between two adjacent 

channels. In other words, guard bands are inserted as buffer frequency zones in adjacent 

channels.

∑ To ensure acceptable signal quality performance, it is important that each frequency 

channel signal be kept confi ned to the assigned channel bandwidth. Otherwise there may 

be adjacent channel interference which can degrade signal quality.

What We Discuss 

Here …..

Define

Frequency 

Division 

Duplexing (FDD)

Practical 

Considerations
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The  FDMA channel carries only one dedicated communication link (forward and reverse 

channel) at a time. After the assignment of a voice channel, the base station and the mobile user 

transmit simultaneously and continuously.

Figure 6.4.3 shows the individual FDMA channels with guard band. 

Figure 6.4.3 Guard Bands in FDMA Channels 

The frequency bandwidth allocated to each mobile user is called the sub-band Bc. If there are 

N channels in a FDMA system, the total bandwidth Bt is equal to N × Bc. In other words, each 

user is assigned only a fraction of the channel bandwidth, that is, Bc = Bt /N. Each user accesses 

the assigned channel on a continuous-time basis. Hence, the number of channels N that can be 

simultaneously supported in a FDMA system is given by

 N = 
2t g

c

B B

B

-

where Bt is the total spectrum allocation, Bg is the  guard band allocated at the edge of the 

allocated spectrum band, and Bc is the channel bandwidth. Bt and Bc may be specifi ed in terms 

of simplex bandwidths where it is understood that there are symmetric frequency allocations for 

the forward band and reverse band.

FDMA has been widely adopted in all  fi rst-generation analog cellular systems for handheld and 

vehicle-installed mobile users. The FDMA channel carries only one dedicated communication 

link (forward and reverse channel) at a time. After the assignment of a voice channel, the base 

station and the mobile user transmit simultaneously and continuously. The disadvantage of 

FDMA is obvious that if the assigned channel is not in use then it remains idle and cannot 

be used by other mobile users. This is clearly wastage of spectrum resource. However, the 

utilization of channel during free time is essential to increase  system capacity.

The fi rst-generation analog cellular communication systems used FDMA technique, with speech 

signals being transmitted over the forward or reverse channels using frequency modulation 

scheme. Cable television channels are transmitted using FDMA over coaxial cable. Each analog 

television signal utilizes 6 MHz of the 500 MHz bandwidth of the cable.

Number of Channels in FDMA SystemSOLVED EXAMPLE 6.4.1

A US AMPS analog cellular system is allocated 12.5 MHz for each simplex band. If the guard 

band at either end of the allocated spectrum is 10 kHz, and the channel bandwidth is 30 kHz, 

fi nd the number of channels available in an FDMA system. 

Solu  on Allocated spectrum, Bt = 12.5 MHz (Given)

Allocated guard band, Bg = 10 kHz (Given)

Channel bandwidth, Bc = 30 kHz (Given)

IMPORTANT!

Expression for 

Number of 

Channels in 

FDMA

Good to 
Know!

Application
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The number of channels available in the FDMA system is given as 

 N = 
2t g

c

B B

B

-

fi N = 

6 3

3

12.5 10 2 10 10
416

30 10

¥ - ¥ ¥
=

¥
 Ans. 

Number of Simultaneous Links in FDMA SystemSOLVED EXAMPLE 6.4.2

A cellular system operator is allocated total spectrum of 5 MHz for deployment of Analog 

Cellular System based on FDMA technique, with each simplex channel occupying 25 kHz 

bandwidth. Compute the number of simultaneous calls possible in the system.

Solu  on Total spectrum allocated = 5 MHz  (Given)

Channel bandwidth = 25 kHz (Given)

Number of simplex channels = Total spectrum allocated/Channel bandwidth

Number of simplex channels = 5 MHz / 25 kHz = 200

Number of simplex channels in a duplex channel = 2

Therefore, number of duplex channels = 200/2 = 100

Hence, in a given analog cellular FDMA system, 100 full-duplex communication links can 

be established simultaneously as each link requires two simplex channels (one for uplink and 

another for down link) or one duplex channel.

Therefore, the number of simultaneous calls = 100 calls  Ans.

FDMA/FDD in 1G Cellular SystemSOLVED EXAMPLE 6.4.3

Illustrate the concept of FDMA/FDD system commonly used in First Generation (1G) analog 

cellular communications standard.

Solu  on In FDMA/FDD systems, forward and reverse channels use different carrier 

frequencies, and a fi xed sub-channel pair is assigned to a user during the communication 

session. Figure 6.4.4 shows the FDMA/FDD based system commonly used in fi rst-generation 

analog cellular systems. 

Figure 6.4.4 The Concept of FDMA/FDD

At the receiving end, the mobile unit fi lters the designated channel out of the composite 

signal received. The 1G analog cellular standard ‘Advanced Mobile Phone System (AMPS)’ 

is based on FDMA/FDD. As shown in Figure 6.4.5, the AMPS system allocates 30 kHz of 
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channel bandwidth for each uplink (824 MHz – 849 MHz) and downlink (869 MHz – 894 MHz) 

frequency band. 

Figure 6.4.5 FDMA/FDD in AMPS 

Some of the salient features of FDMA/FDD system concept are the following:

∑ During the call, a mobile user occupies two simplex channels, one each on the uplink and 

downlink, for  full duplex communication.

∑ The two simplex channels are spaced by fi xed duplex spacing. For example, duplex spacing 

in AMPS is (869 MHz – 824 MHz = ) 45 MHz.

∑ When a call is terminated, or when hand-off occurs, the occupied channels are released 

which can be used by other mobile users in the system.

∑ Multiple or simultaneous mobile users are accommodated in AMPS by allocating each 

calling or called mobile user a dedicated channel.

∑ Voice signals are sent on the forward channel from the base station to mobile user, and on 

the reverse channel from the mobile user to the base station.

∑ In AMPS, analog narrowband frequency modulation technique is used to modulate the 

carrier.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEM

Ex 6.4.4  If 20 MHz of total spectrum is allocated for a duplex wire less cellular system 

and each duplex channel has 25 kHz RF bandwidth, fi nd the number of duplex 

channels. Assume the system uses FDMA technique.

6.4.2 Time Division Multiple Access (TDMA)

Time division multiple access (TDMA) technique refers to allowing a number of users to access 

a specifi ed channel bandwidth on a time-shared basis. In each time slot, only one user is allowed 

to either transmit or receive. A number of users share the same frequency band by transmitting 

or receiving in their assigned time slot. Let there are N number of time slots in a TDMA frame. 

Each user occupies a repeating time slot which reoccurs in every frame periodically. Figure 

6.4.6 depicts the splitting of a single carrier channel into several time slots and distribution of 

time slots among multiple users.

Define
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Figure 6.4.6 Basic Concept of TDMA 

Usually, a  TDMA system operate in  TDMA/FDD mode, i.e., the forward and reverse channel 

frequencies differ. This means that the carrier frequencies are different but frame structures 

are same for the forward and reverse channels. In general, TDMA/FDD systems intentionally 

induce delay of several time slots between the forward and reverse time slots for a particular 

user. This avoids the need of duplexers in the user unit.

In TDMA, a carrier channel is divided into N time slots. These time slots are allocated for 

each user to transmit and receive information. The number of distinct consecutive time slots is 

called a frame and these time slots are repeated. Each frame of the TDMA structure contains N 

number of time slots of equal duration. Information data is transferred and received in the form 

of TDMA frames. The transmission rate for a digital TDMA channel is typically N times higher 

than that required for a single channel.

The illustration of forward and reverse channels in a TDMA/FDD system employing the 

similar frame and time slot structure is given in Figure 6.4.7.

Figure 6.4.7 Structure of TDMA/FDD System

The bitwise structure of each time slot is different in different types of TDMA systems. Typically, 

the bits contained in each time slot of a  TDMA frame are divided into two major functional 

groups: Signaling and control data bits, and traffi c data bits. 

∑ Signaling and control data bits perform the functions which assist the receiver in performing 

some auxiliary functions such as synchronization and  frame error rate. 

TDMA/FDD Mode

Time Slots and 

Frames

Bitwise Structure 

of Time Slot
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∑ Specifi cally, the synchronization bits in a time slot enable the receiver to recover sinusoidal 

carrier essential for  coherent detection. 

∑ Traffi c data bits represent digitized speech bits or any other forms of information-bearing 

data bits. 

∑ The guard bits or  guard time between the time slots helps in minimizing the interference 

due to propagation delays along different radio paths in the wireless channel.

Figure 6.4.8 shows a TDMA frame consists of a preamble, an information data fi eld, and tail 

bits. The information data fi eld of a frame consists of number of time slots.

Figure 6.4.8 Typical Frame Structure and Time Slot of TDMA

In a TDMA system, the communication channels essentially consist of many time slots, which 

make it possible for one frequency carrier channel to be effi ciently utilized by many users. Each 

user has access to the total bandwidth Bt of the carrier channel. Each user accesses the channel 

for only a fraction of the time that it is in use and on a periodic regular and orderly basis. The 

overall channel transmission data rate is N times the user’s required data rate. The total number 

of TDMA time slots is determined by multiplying the number of time slots per carrier channel 

by the number of channels available. It is given by
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where m is the number of time slots per carrier channel, Bt is the total allocated spectrum 

bandwidth in Hz, Bc is the carrier channel bandwidth in Hz, and Bg is the guard bandwidth in 

Hz. 

Two guard bands, one at the lower end and another at the higher end of the allocated 

frequency spectrum, are required to ensure that users operating at the edges of the allocated 

frequency band do not interfere with other systems operating in adjacent frequency band.

The  frame effi ciency of a TDMA system is defi ned as the number of bits representing digitized 

speech, expressed as a percentage of the total number of bits including the control overhead 

bits that are transmitted in a frame. For example, in a TDMA cellular system based on IS-

136 cellular standards, the forward channel contains 260 traffi c data bits out of total 322 bits 

in a TDMA frame (ignoring 2 bits used as reserved bits). The frame effi ciency in this case is 

(260/322 × 100) = 80.7%.

The major feature of the TDMA is the fl exibility of its digital format which can be buffered 

and multiplexed effi ciently, and assignments of time-slots among multiple users which are 

readily adaptable to provide different access rates. With TDMA, a cell-site controller assigns 
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time slots to users for the requested service, and an assigned time slot is held by a user until 

it releases it. The receiver synchronizes to the incoming TDMA signal frame, and extracts the 

time slot designated for that user. Therefore, the most critical feature of TDMA operation is 

time synchronization.

Digital data encoding and digital modulation schemes are used with TDMA. The transmission 

from various users is interlaced into a uniformly repeating TDMA frame structure. Various 

TDMA based cellular standards such as USDC (United States Digital Cellular), GSM (Global 

System for Mobile Communication) have different TDMA frame structures.

Number of Simultaneous Users in TDMA SystemSOLVED EXAMPLE 6.4.5

Consider a TDMA/FDD based GSM system, which uses 25 MHz band for the forward link 

and is divided into RF channels of 200 kHz each. If 8 time slots are supported on a single RF 

channel, fi nd the number of simultaneous users that can be accommodated in GSM, assuming 

no guard band.

Solu  on The allocated spectrum, Bt = 25 MHz = 25 × 106 Hz (Given)

The channel bandwidth, Bc = 200 kHz = 200 × 103 Hz (Given)

Number of time slots, m = 8 per RF channel

The guard bandwidth, Bg = 0 (specifi ed in the problem statement)

Hence, the number of simultaneous users that can be accommodated in GSM system is given 

as

N = 
6

3
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 users

Hence, GSM system can accommodate 1000 simultaneous users. Ans.

Frame Effi  ciency of TDMA-based GSM SystemSOLVED EXAMPLE 6.4.6

The basic TDMA frame structure of GSM cellular system comprises of 156.25 bits in a time 

slot, of which 40.25 bits are overhead (ignoring the 2 fl ag bits), compute the frame effi ciency.

Solu  on Total bits in a TDMA frame = 156.25 bits (Given)

Number of overhead bits = 40.25 bits (Given)

The frame effi ciency = [1 – (overhead bits / total bits)] × 100

The frame effi ciency = [1 – (40.25/156.25)] × 100

Hence, the frame effi ciency = 74.2 % Ans.

 YOU ARE NOW READY TO ATTEMPT THE FOLLOWING PROBLEMS

Ex 6.4.7  Consider a digital cellular system based on TDMA/FDD scheme that is 

allocated 5 MHz band each for the uplink and downlink. The system used digital 

modulation technique which requires 200 kHz channel bandwidth. If 8 time 

slots are supported on a single radio channel, fi nd the number of simultaneous 

communication links that can be served by the system, assuming 10 kHz guard 

band on each end of the allocated spectrum. 

Application
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Ex 6.4.8 A normal TDMA-GSM time slot consists of six trailing bits, 8.25 guard bits, 

26 training bits, and two traffi c bursts of 58 bits of data. Compute the frame 

effi ciency.

6.4.3 Code Division Multiple Access (CDMA)

The  code division multiple access (CDMA) technique refers to a  multiple-access technique in 

which the individual users occupy the complete frequency spectrum whenever they transmit 

and different spread-spectrum codes are generated by  PN code generator and assigned to each 

user. This implies that multiple users share the same frequency.

Figure 6.4.9 Basic Concept of CDMA

A CDMA system is based on  spectrum-spread technology by spreading the bandwidth of 

modulated signal substantially, which makes it less susceptible to the noise and interference. 

A CDMA system is usually quantifi ed by the chip rate of the  orthogonal PN codes, which is 

defi ned as the number of bits changed per second. 

The orthogonality of the PN codes enables simultaneous data transmission from many 

mobile users using the complete frequency band assigned for a cell site. Each mobile receiver 

is provided the corresponding  PN code so that it can decode the data it is expected to receive. 

The encoding in the transmitter and the corresponding decoding at the receiver make the system 

design robust but quite complex.

Consider that the available bandwidth and time as resources needed to be shared among multiple 

mobile users. In a CDMA environment, multiple users use the same frequency band at the 

same time, and the user is distinguished by a unique code that acts as the key to identify that 

user. These unique codes are selected so that when they are used at the same time in the same 

frequency band, a receiver can detect that user among all the received signals with the help of 

known code of that user.

Define

CDMA and 

Spread-spectrum

CDMA/FDD 

Concept



 Spread-Spectrum Communica  ons 6.55

Figure 6.4.10 CDMA/FDD Concept

Some second-generation digital cellular systems such as IS-95 and most of the third-generation 

IMT-2000 digital cellular systems use CDMA/FDD technique.

Table 6.4.1 shows the different  multiple access techniques being used in various analog and 

digital cellular communications systems. 

Table 6.4.1 Mul  ple Access Techniques in Cellular Systems

S. No. Type of Cellular System Standard
Multiplexing 

Technique

Multiple Access 

Technique

1. 1G Analog Cellular AMPS FDD FDMA

2. US Digital Cellular USDC FDD TDMA

3. 2G Digital Cellular GSM FDD TDMA

4. Pacifi c Digital Cellular PDC FDD TDMA

5. US Narrowband Spread-

spectrum Digital Cellular

IS-95 FDD CDMA

6. 3G Digital Cellular W-CDMA FDD CDMA

7. 3G Digital Cellular Cdma2000 FDD CDMA

Table 6.4.2 gives comparative study of FDMA, TDMA, and CDMA techniques. 

Application
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Table 6.4.2 Comparison of FDMA, TDMA, and CDMA

S. No. Parameter FDMA TDMA CDMA

1. Basic concept Divides the 

allocated frequency 

band into a number 

of sub-bands

Divides the time into 

non-overlapping time 

slots

Spreads the signal 

with orthogonal 

codes

2. Signal separation Frequency fi ltering Time synchronization PN codes

3.  Bandwidth effi ciency Higher for single-

cell system

higher for single-cell 

system

higher for 

multiple-cells

4.  Diversity By using multiple 

receivers

By using multiple 

receivers for TDMA/

FDMA 

By using  RAKE 

receiver

5.  Forward Error-

Correction (FEC) 

coding

Requires higher 

bandwidth 

Requires higher 

bandwidth 

Does not require 

more bandwidth 

6. Modulation type FM and FSK Higher order PSK BPSK or QPSK

7. Active mobile users On their assigned 

frequency channels

In their specifi ed 

time slot on the same 

frequency

On the same 

frequency

8. Hand-off or handover Hard-decision 

handoff algorithms

Hard-decision hand-off 

algorithms

Soft handover 

capability

FDMA is simple and robust, and has been widely used in analog cellular systems. TDMA and 

CDMA are fl exible and used in 2G/2.5G/3G digital cellular systems.

6.4.4 Multi-Carrier Multiple Access

 Orthogonal frequency division multiple access (OFDMA) is one of  multi-carrier multiple access 

techniques which use multiple carrier signals at different frequencies, sending some of the bits 

on each channel. All subchannels are dedicated to a single data source. In OFDMA technique, 

data is distributed over multiple carriers at precise frequencies. The precise relationship among 

the subcarriers is referred to as orthogonality. The peaks of the  power spectral density of each 

subcarrier occur at a point at which the power of other subcarriers is zero. The subcarriers can be 

packed tightly together because there is minimal interference between adjacent subcarriers.

Figure 6.4.11 illustrates the basic concept of OFDMA.

A data stream R bps is split by a serial-to-parallel converter into N substreams. Each substream 

has a data rate of R/N bps. It is transmitted on a separate subcarrier with a spacing between 

adjacent subcarriers of fb. The base frequency, fb is the lowest-frequency subcarrier. All of the 

other subcarriers are integer multiples of the base frequency, namely 2 fb, 3 fb, and so on.

OFDMA

OFDMA—A 

Multi-Carrier 

Multiple Access 

Technique

Functional 

Description



 Spread-Spectrum Communica  ons 6.57

Figure 6.4.11 Basic Concept of OFDMA

The set of OFDMA subcarriers is further modulated using digital modulation scheme QPSK 

to a higher frequency band. Multiple access in OFDMA is achieved by assigning subsets of 

subcarriers to individual users, thus allowing simultaneous low data rate transmission from 

several users.

The  Multi-Carrier Code Division Multiple Access (MC-CDMA) scheme is a combination of 

OFDMA and DS-CDMA. MC-CDMA maintains the original signaling interval while it spreads 

the signal over wide bandwidth like DS-CDMA. As MC-CDMA spreads an information bit 

over many subcarriers, it can make use of information contained in some subcarriers to recover 

the original symbol. MC-CDMA gathers nearly all the scattered powers effectively using cyclic 

prefi x insertion technique. As the received signals are sampled at the original symbol rate in 

MC-CDMA, the sampling points may not be optimum.

Figure 6.4.12 depicts the pictorial representation of relationship among SC-FDMA, OFDMA, 

and DS-CDMA/FDE. 

Multi-Carrier 

CDMA
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Figure 6.4.12 Rela  onship among SC-FDMA,  OFDMA, and DS-CDMA/FDE

In general, the performance of MC-CDMA is equivalent to m-fi nger  rake receiver in DS-

CDMA, where m is the number of symbols in cyclic prefi x of MC-CDMA. Multi-carrier direct 

sequence code division multiple access (MC-DS-CDMA) scheme is a combination of time-

domain spreading and OFDMA. MC-CDMA is a combination of frequency-domain spreading 

and OFDMA. In MC-CDMA, a good  bit error rate (BER) performance can be achieved by 

using  frequency-domain equalization (FDE) since the  frequency diversity gain is obtained. MC-

DS-CDMA can also obtain the frequency diversity gain by applying FDE to a block of a number 

of OFDMA symbols.  Equalization can be done in the frequency domain using  discrete Fourier 

transform (DFT).

The effect of  multipath fading as well as interference can be reduced by a factor, known as 

the  processing gain, which is the ratio of the spreaded bandwidth to the original information 

bandwidth.

∑ The spectral density of the DSSS transmitted signal is reduced by a factor equal to the 

processing gain.

∑ Under ideal conditions, there is no difference in bit error rate performance between spreaded 

and non-spreaded forms of BPSK or QPSK digital modulation schemes.

∑ Through proper receiver design, multipath can be used to advantage to improve receiver 

performance by capturing the energy in paths having different transmission delays.

∑ By using RAKE receiver concept, a spread-spectrum receiver can obtain an important 

advantage in diversity in fading channels.

∑ The choice of spreading codes is critical to reducing multipath self-interference and 

 multiple-access interference. 

∑ Spread-spectrum signals can be overlaid onto frequency bands where other systems are 

already operating, with minimal performance impact to both systems.

∑  Spread-spectrum is a wideband signal that has a superior performance over conventional 

communication systems on frequency selective  fading multipath channel. 

∑ Spread-spectrum provides a robust and reliable transmission in urban and indoor 

environments where wireless transmission suffers from heavy multipath conditions.

∑ Cellular systems designed with CDMA spread-spectrum technology offer greater  system 

capacity and operational fl exibility.

Salient Features 

of MC-CDMA

Benefi ts of 

Spread-spectrum 

Communications
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OFDMA is considered highly suitable for broadband wireless networks IEEE 802.16 standard 

WiMAX. In spectrum sensing cognitive radio, OFDMA is a possible approach to fi lling free 

radio frequency bands adaptively.

Self-Assessment Exercise linked to LO 6.4

Q6.4.1 Why is FDMA technique usually implemented in narrowband wireless 

communication systems? Give a specifi c reason for not employing 

equalization in narrowband FDMA systems.

Q6.4.2 Suggest some measures which can be adopted in FDMA cellular systems 

to overcome the problem of near-far interference.

 Q6.4.3 Analyze the advantages of digital TDMA cellular systems over analog 

FDMA cellular systems. How can desired signal quality be maintained in 

FDMA systems?

 Q6.4.4 Code division multiple access (CDMA) technique is based on direct-

sequence spread-spectrum (DSSS) modulation scheme. Outline the distinct 

features of CDMA technique.

 Q6.4.5 Evaluate the usage of multicarrier communication. How does OFDMA 

minimize the impact of frequency selective fading?

�    If you have been able to solve the above exercises then you have 

successfully mastered

LO 6-4: Outline mul  ple access techniques including FDMA, TDMA, CDMA and Mul  -

Carrier OFDMA.

Key Concepts

∑ chip rate

∑ code division mul  ple 
access

∑ direct sequence spread-
spectrum

∑ fast frequency hopping
∑ frequency division 
duplexing

∑ frequency division 
mul  ple access

∑ frequency-hopping 
spread-spectrum

∑ Gold sequence
∑ jamming margin
∑ Kasami sequence
∑ m-sequence
∑ mul  ple access 
interference

∑ mul  ple access technique
∑ mul  user communica  on
∑ narrow-band FM 
transmissions

∑ orthogonal FDMA
∑ probability of error

∑ processing gain
∑ pseudo-noise (PN) 
sequence

∑ signal-to-interference 
ra  o

∑ slow frequency hopping
∑ spread-spectrum 
communica  ons

∑ spreading code
∑   me division mul  ple 
access
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Learning Outcomes

∑ Spread-spectrum communication is a means of transmitting information data by occupying 

much wider bandwidth than necessary.

∑ Spread-spectrum techniques have a processing gain which allows reduced signal-to-

noise, or low transmitted power levels, to deliver satisfactory performance in a hostile 

operating environment.

∑ Spreading of spectrum is achieved through the use of a pseudorandom noise (PN) code 

sequence at the transmitter (for spreading) as well as at the receiver (for despreading), 

operating in synchronization.

∑ The PN code is independent of the information data sequence.

∑ An important attribute of spread-spectrum communication is that the transmitted signal 

assumes a noiselike appearance.

∑ Direct-sequence bi- (or quad-) phase shift keying and frequency-hop M-ary frequency-

shift keying are the two most popular spread-spectrum techniques, both of them rely on 

generation of PN sequences.

∑ In FH/MFSK system, the PN sequence makes the carrier signal hop over a number 

of frequencies in a pseudo-random fashion, the spectrum being spread in a sequential 

manner.

∑ For a DS/QPSK system, the PN sequence makes the transmitted signal assume a 

noiselike appearance, and data are transmitted using a pair of carriers in quadrature.

∑ In a multiuser DS-CDMA communication system, each mobile user has its own unique 

code which is used to spread and despread its information data.

∑ The DSSS form of CDMA is generated by combining each of the baseband signals to be 

multiplexed with a PN sequence at a much higher data rate.

∑ In DS-CDMA systems, the same frequency channel can be reused in the adjacent cell 

provided MAI is below a given threshold level necessary to meet the signal quality 

requirement.

∑ RF power control is simply the technique of controlling the mobile transmit power so as 

to affect the cell-site received power, and hence the overall carrier-to-interference (C/I) 

value.

∑ RAKE receivers are commonly used in DSSS receivers in CDMA cellular mobile 

phones which enables to provide a robust signal reception in a hostile mobile radio 

environment.

∑ The effi cient ways to access the limited radio spectrum by the number of potential users 

simultaneously in a wireless environment span through division of frequency, time, and 

code.

∑ For an effi cient use of resources by multiple number of users simultaneously, the multiple 

access technique such as FDMA, TDMA and CDMA is used in a wireless cellular 

system.

∑ Code division multiple access technique is based on spread-spectrum in which different 

users transmit on the same carrier frequency but use different spreading codes.

∑ Orthogonal frequency division multiple access (OFDMA) is one of multicarrier multiple 

access schemes which use multiple carrier signals at different frequencies, sending some 

of the bits on each channel.

LO 6.1

LO 6.2

LO 6.3

LO 6.4
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Objective-Type Questions

6.1 The effect of spread-spectrum modulation is that the bandwidth of the spreaded 

signal ______________________.

 (a) remains constant

 (b) increases signifi cantly

 (c) increases marginally

 (d) decreases

6.2 A DSSS system has a 48 Mcps code rate and 4.8 kbps information data rate. 

The processing gain is computed to be

 (a) 4.8 dB

 (b) 40 dB

 (c) 48 dB

 (d) 60 dB

6.3 For baseband data rate of 9.6 kbps, the user information data is spreaded by a 

factor of _________ to a channel chip rate of 1.2288 Mcps.

 (a) 64

 (b) 128

 (c) 256

 (d) 1024

6.4 In a frequency-hopped spread-spectrum signal,

 (a)  the frequency is constant in each time chip, but changes from chip to 

chip

 (b) the frequency changes in each time chip, but constant from chip to chip

 (c) the frequency changes in each time chip as well as from chip to chip

 (d)  the frequency remains constant in each time chip as well as from chip to 

chip

6.5 Statement I: Spread-spectrum communication systems operate in two steps 

specifi ed as information data sequence modulates a PN-sequence, followed by 

a BPSK or QPSK modulation process.

 Statement II: Spread-spectrum communication systems operate in two steps 

specifi ed as direct-sequence spread-spectrum modulation, followed by 

frequency hopping spread-spectrum modulation.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

6.6 Code-division multiple access scheme can support many mobile users over 

the same communication channel, provided that _________________ exists 

between ith and jth receiver.

 (a) good cross-correlation

 (b) poor cross-correlation

 (c) good auto-correlation

 (d) poor auto-correlation

6.7 If the information signal is narrowband and the PN signal is wideband, the 

modulated signal will have a spectrum that is

 (a) nearly the same as the narrowband information signal
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 (b) nearly the same as the wideband PN signal

 (c) much smaller than the wideband PN signal

 (d) much larger than the wideband PN signal

6.8 The number of simultaneous users that can be supported in a practical CDMA 

multicell system depends on the performance improvement factor given as

 (a) (GV × GA) / s

 (b) (GV × s) / GA

 (c) (GA × s) / GV

 (d) s / (GV × GA)

6.9 _________ technique allows multiple users to simultaneously occupy the 

same frequency spectrum at the same time.

 (a) FDMA

 (b) TDMA

 (c) CDMA

 (d) OFDMA

6.10 Statement I: Multiple access in OFDMA is achieved by assigning subsets 

of subcarriers to individual users, thus allowing simultaneous high data rate 

transmission from several users.

 Statement II: As MC-CDMA spreads an information bit over many subcarriers, 

it can make use of information contained in some subcarriers to recover the 

original symbol.

 (a) Statement I is correct; Statement II is incorrect.

 (b) Statement I is incorrect; Statement II is correct.

 (c) Both statements are correct.

 (d) Both statements are incorrect.

Short-Answer-Type Questions

6.1 Map spread-spectrum approach in frequency domain and time domain with the 

help of suitable illustrations.

6.2 Spread-spectrum techniques require PN sequences for spreading, synchronization 

and despreading. Identify typical problems encountered with spread-spectrum 

modulation?

6.3 List important characteristics of PN sequences. State the ‘run property’ of 

maximum length sequences.

6.4 What is the basic concept of frequency-hopping spread-spectrum approach? 

Illustrate the basic process of frequency hopping for specifi ed sequence s6, s4, 

s1, s8, s3, s5, s2, s7 corresponding to frequency sequence f1, f2, f3, f4, f5, f6, f7, f8 

respectively.

6.5 Which type of carrier-modulation technique is generally used with FHSS 

signals? Draw the functional block schematic of FHSS modulator. 

6.6 Tabulate the merits and demerits of FHSS and DSSS techniques.

6.7 With spread-spectrum systems, interference is transformed into noise. Establish 

the relationship between the input and output signal-to-noise power ratios.
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6.8 How does the multiuser interference increase with the increase in the number of 

users in DS-CDMA system? Mention the most critical system parameter in the 

design of an effi cient multiuser DS-CDMA system. 

6.9 What is the purpose of code tracking in spread-spectrum signal? How is it 

achieved? 

6.10 Specify the signifi cance of signal-to-interference-plus-noise ratio (SINR) in 

DS-CDMA cellular systems. List three system design factors that affect SINR.

6.11 “Near-far interference results into adjacent channel interference in multiuser 

system”. Justify this statement with an appropriate example. 

6.12 Describe the step-by-step simplifi ed procedure of open-loop RF power control 

in DS-CDMA system.

6.13 Why does CDMA require perfect synchronization among all the subscribers?

6.14 Compare and contrast frequency division multiple access (FDMA) and 

frequency-hopping multiple access (FHMA) techniques. 

6.15 The multi-carrier code division multiple access (MC-CDMA) scheme is a 

combination of OFDMA and DS-CDMA. Depict the pictorial representation of 

the relationship among SC-FDMA, OFDMA, and DS-CDMA/FDE.

Discussion Questions

6.1 The processing gain is given as the gain in signal-to-noise ratio (S/N) obtained by 

the use of spread-spectrum modulation technique. Represent it graphically as well as 

mathematically for spread-spectrum approach illustrated in frequency domain and time 

domain for DSSS as well as for FHSS techniques. [LO 6.1]

6.2 In frequency-hopping spread-spectrum (FHSS) technique, the spectrum of the transmitted 

signal is spreaded sequentially (pseudo-random-ordered sequence of the frequency hops) 

rather than instantaneously. Compare and contrast two distinct methods of frequency 

hopping—Fast FHSS and Slow FHSS. Give the mathematical expression for signal-to-

interference ratio (SIR) per user in FHSS system. [LO 6.2]

6.3 There are several RF power control mechanisms that can be based on the signal strength 

received by the cell site or can depend on other system parameters. Discuss two main 

types of RF power control mechanisms—an open loop and a closed loop. Which one is 

preferred for a specifi c situation? [LO 6.3]

6.4 The major feature of the TDMA is the fl exibility of its digital format which can be 

buffered and multiplexed effi ciently. By specifying a basic TDMA frame, how can frame 

effi ciency be improved? [LO 6.4]
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Problems

6.1 Two m-sequences are generated in two different chain of shift registers (SRs), 

and then these two sequences are bit-by-bit XORed. Predict the number of shift 

registers required to obtain a processing gain of 45.15 dB.

6.2 If the PN generator is driven by a clock signal at the rate of 10 MHz, and the 

feedback register has 37 stages, Solve the total length of sequence in hours.

6.3 A pseudo-random (PN) sequence is generated using a feedback-shift register 

with four number of memory elements. What is the PN sequence length, N?

6.4 A spread-spectrum communication system has information bit duration of 4.095 

ms, and PN chip duration of 1.0 μs. Design the value of shift-register length, N 

= 2m – 1.

6.5 A frequency-hopping spread-spectrum communication system utilizes fast-hop 

technique at the hop rate of 16 hops per information bit, information bit rate 

of 2400 bps, frequency multiplication factor of 8. Calculate the minimum of 

different frequencies required to be generated by the frequency synthesizer, 

assuming this number to be a power of 2.

6.6 A frequency-hopping spread-spectrum communication system utilizes fast-hop 

technique at the hop rate of 10 hops per information bit. If the information bit 

rate is 2500 bps, what would be the frequency separation?

6.7 Hypothesize the clock rate of PN code-generator for a frequency-hopping 

spread-spectrum communication system utilizing fast-hop technique at the hop 

rate of 10 hops per information bit, having 512 number of different frequencies, 

information bit rate of 2800 bps, and fi nal RF multiplication factor of 9.

6.8 A hybrid FHSS/DSSS system uses a PN code rate of 150 kbps. The RF bandwidth 

of spread-spectrum signal is 256 MHz centered at 1.0 GHz. Paraphrase the total 

number of frequencies which the frequency synthesizer must produce for the 

system to cover the entire RF bandwidth.

6.9 A frequency-hopping spread-spectrum communication system utilizes fast-hop 

technique at the hop rate of 10 hops per information bit, total number of different 

frequencies of 512, information bit rate of 2800 bps, and fi nal RF multiplication 

factor of 9. Determine the RF signal bandwidth of spreaded signal. 

6.10 In an omnidirectional (single-cell, single-sector) CDMA cellular system, Eb/No 

= 20 dB is required for each user. If 100 users, each with a baseband data rate 

of 13 kbps, are to be accommodated. Construct the minimum channel bit rate of 

the spread-spectrum chip sequence. Ignore voice activity considerations.

6.11 Evaluate the maximum number of mobile users that can be supported in a single 

cell CDMA system using omnidirectional cell-site antenna and no voice activity 

detection. Assume the CDMA system is interference limited. The system uses 

an RF bandwidth of 1.25 MHz to transmit data @ 9.6 kbps, and a minimum 

acceptable Eb/No is found to be 10 dB. Use r = 0.5, Gv = 0.85, GA = 1.

6.12 The CDMA system uses an RF bandwidth of 1.25 MHz to transmit data @ 9.6 

kbps, and a minimum acceptable Eb/No is 10 dB. Monitor the maximum number 

of mobile users that can be supported in a single cell CDMA system using three-

sectors at the cell-site and voice activity detection factor, Gv = 0.75. Assume use 

typical values for other factors.
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6.13 A total of 36 equal-power mobile terminals share a frequency band through a 

CDMA system. Each mobile terminal transmits information at 9.6 kbps with a 

DSSS BPSK modulated signal which has Eb/No of 6.8 dB corresponding to bit 

error probability of 0.001. Calculate the minimum chip rate of the spreading 

PN code in order to maintain the specifi ed Eb/No value. Assume the interference 

factor from neighboring cells = 60%; the voice activity factor = 50%; the power 

control accuracy factor a = 0.8. 

6.14 If RF spectrum of 20 MHz is allocated for a duplex wire less system and each 

duplex channel has 25 kHz RF bandwidth, structure the number of duplex 

channels. Assume the system uses FDMA technique.

6.15 A normal TDMA-GSM time slot consists of six trailing bits, 8.25 guard bits, 26 

training bits, and two encoded-data bursts of 58 bits each. Review the number 

of bits in a time slot and in a frame containing 8 time slots.

Critical Thinking Questions

6.1 Spreading of narrow bandwidth of baseband signal is accomplished through the use of a 

spreading code, called pseudo-noise (PN) code. State the two most important properties 

and three criteria which can be used to validate that a sequence of numbers is practically 

random. Draw a simple arrangement to generate PN sequences and explain the procedure 

for the same. [LO 6.1]

6.2 The most practical system applications employing direct sequence spread-spectrum 

(DSSS) techniques use digital carrier modulation formats such as BPSK and QPSK. Why 

is it necessary to employ coherent detection scheme at the DSSS receiver? Discuss 

various aspects of DSSS demodulator with coherent BPSK detection with reference to 

suitable functional block schematic diagram. [LO 6.2]

6.3 In the practical design of DS-CDMA digital cellular systems, there are three system 

parameters that affect the capacity as well as the bandwidth effi ciency of the system. 

Recite them and write an expression for approximating the number of simultaneous users 

that can be supported in a practical multicell CDMA system, incorporating these three 

performance improving factors. [LO 6.3]

6.4 In orthogonal frequency division multiple access (OFDMA) technique, data is distributed 

over multiple carriers at precise frequencies. Illustrate the basic concept of OFDMA that 

uses QPSK modulator, multi-channel combiner and amplifi er and describe its application 

in multi-carrier CDMA. [LO 6.4]

References for Further Reading
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Hall, Upper Saddle River, NJ, 2000.

[SI10]  Singal, TL; Wireless Communications. Tata McGraw-Hill, 2010.
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Random Signal Theory—
An OverviewA

A.1 BASIC CONCEPT OF PROBABILITY THEORY
The  probability theory can be modeled by an experiment, repeated over a large number of 

times, with an unpredictable outcome which exhibit statistical averages. The probability of an 

event is intended to represent the likelihood that an outcome will result in the occurrence of that 

event. The concept of probability occurs naturally because the possible outcomes of most of the 

experiments are not always the same. Thus, the possibility of occurrence of an event may be 

defi ned as the ratio of the number of possible favorable outcomes to the total number of possible 

equally likely outcomes. That is, 0 £ P £ 1 (P = 0 means an event is not possible while P = 1 

means that event is certain).

A.2 RANDOM VARIABLES
The term ‘ random variable’ is used to signify the functional relationship by which a real 

number is assigned to each possible outcome of an event. Let a random variable X represent the 

functional relationship between a random event and a real number. The random variable X may 

be discrete or continuous.

∑ If a random variable X assumes only a fi nite number of discrete values in any fi nite interval, 

then it is called  discrete random variable.

∑ If a random variable X can assume any value within an interval, then it is called  continuous 

random variable.

The  cumulative distribution function, denoted by Fx(x), of the random variable X is given by 

Fx(x) = P (X £ x); where P(X £ x)  is the probability that the value of the random variable X is 

less than or equal to a real number x. The cumulative distribution function is a probability, i.e., 

0 £ Fx(x) £ 1. It may include all possible events, i.e., Fx(+ •) = 1 and no possible events, i.e., 

Fx(+ •) = 0 . For x1 £ x2; Fx(x1) £ Fx(x2).

The  probability density function (pdf), of the random variable X is simply the derivative 

of the cumulative distribution function Fx(x) as =( ) [ ( )]x x

d
p x F x

dx
. The pdf is a function 

of a real number x. The probability that the outcome lies in the range x1 £ X £ x2  for the 

case where f(x) has no impulses can be written as £ £ = Ú
2

1

1 2( ) ( )

x

x

P x X x f x dx , i.e., P(x1 £ X 

£ x + dx) = f(x)dx. As x increases, Fx(x) increases monotonically (i.e., more outcomes are 

included in the probability of occurrence), and therefore, px(x) ≥ 0 for all values of x. Also, 

£ £ = Ú
2

1

1 2( ) ( )

x

x

P x X x f x dx . A pdf is always a non-negative function with a total area of unity, 
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i.e., ( ) ( ) ( ) 1 0 1.x x xp x dx F F

•

-•

= +• - -• = - =Ú  The probability that a random variable X  has a 

value in very narrow range from x to x + Dx can be approximated as P(x £ X £ x + Dx) = px(x)

Dx. As Dx Æ 0, P(X = x) = px(x)dx. And

 P(x1 £ X £ x2) = P(X £ x2) – P(X £ x1)

fi P(x £ X £ x2) = Fx(x1) 

fi P(x1 £ X £ x2) = 

2

1

( )

x

x

x

p x dxÚ
The concept a of single random variable can easily be extended to two or more random 

variables, either by all discrete or all continuous, or a mix of discrete and continuous.

∑ If X and Y are two discrete random variables then the  joint probability density function of 

X and Y is given by p(x, y) = P(X = x, Y = y), where p(x, y) ≥ 0, and ( , ) 1

x y

p x y =ÂÂ .

∑ If X and Y are two continuous random variables then the joint probability density function 

of X and Y is given by p(x, y) = P(X = x, Y = y), where p(x, y) ≥ 0, and 

• •

-• -•

=Ú Ú ( , ) 1p x y dxdy .

∑ For two independent random variables X and Y, the relationship between joint cumulative 

distribution and probability density function can be expressed as

2 2

1 1

1 2 1 2( , ) ( ) ( )

x y

x y

P x X x y Y y f x dx f y dy

È ˘ È ˘
Í ˙ Í ˙£ £ £ £ =
Í ˙ Í ˙
Î ˚ Î ˚
Ú Ú

The mean, variance, and higher order averages of a random variable can be mathematically 

expressed as moments of a random variable. Consider a random variable X, characterized by its 

probability density function p(X). The fi rst moment of a random variable X, denoted by E{X}, is 

defi ned as { } ( )xE X xp x dx

•

-•

= Ú . This is the mean or expected value of X. Similarly, the second 

moment of the random variable X, is defi ned as 

•

-•

= Ú2 2{ } ( )xE X x p x dx . It is also known as mean 

square value. In general, the average of Xn can be represented by the nth moment of the random 

variable X, given by 

•

-•

= Ú{ } ( )n n
xE X x p x dx . The  central moments of a probability distribution 

of a random variable X are the moments of the difference between X and mx. The second 

central moment is called the  variance of X, as s

•

-•

= - = -Ú2 2 2{( ) } ( ) ( )x x x xE X m x m p x dx . The 

variance is a measure of the randomness of the random variable X, thereby constraining the 

width of its probability density function. The variance is related to the mean-square value as 

s = -2 2 2{ }x xE X m . The square root of variance of X is called the  standard deviation, denoted 

by sx. 
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Mean of a Sum of Random Variables

Let X, Y, and Z be random variables with respective means mx, my, and mz. Let Z be the sum of 

two independent or dependent random variables X and Y, that is Z = X + Y. Then, by defi nitions 

of mean values, we know that

 mx = [ ( , )]

x y

x f x y dxdy

• •

=-• =-•
Ú Ú

 my = [ ( , )]

x y

y f x y dxdy

• •

=-• =-•
Ú Ú

 mz = ( )[ ( , )]

x y

x y f x y dxdy

• •

=-• =-•

+Ú Ú

fi mz = [ ( , )] [ ( , )]

x y x y

x f x y dxdy y f x y dxdy

• • • •

=-• =-• =-• =-•

+Ú Ú Ú Ú
fi mz = mx + my

Hence, the mean of the sum of random variables is equal to the sum of the means of the 

individual random variables.

Variance of a Sum of Random Variables

Let X and Y  be two independent random variables, and Z is sum of these two independent 

random variables, that is Z = X + Y. Then, the square root of the average value, also called 

the second moment, or the variance, or the root mean square (rms) value of Z is defi ned as 

= +2 2( )Z X Y .

fi 
2 2( ) [ ( , )]

x y

Z x y f x y dxdy

• •

=-• =-•

= +Ú Ú

fi 2 2 2( ) ( ) ( ) ( ) 2 ( ) ( )

x y y x x y

Z x f x dx f y dy y f y dy f x dx xf x dx yf y dy

• • • • • •

=-• =-• =-• =-• =-• =-•

= + +Ú Ú Ú Ú Ú Ú

But  ( ) ( ) 1

x y

f x dx f y dy

• •

=-• =-•

= =Ú Ú  (by probability defi nitions)

\ 2 2 2 2Z X Y XY= + +

If either X  = 0, or Y  = 0, or both X  and Y  are zero then = +2 2 2
Z X Y

Since s È ˘= Î ˚
2 2

z E X  or 2
X , s s s= +2 2 2

z x y

Hence, the variance of the sum of random variables is equal to the sum of the variance of the 

individual random variables.
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A.3 CONVOLUTION AND CORRELATION
 Convolution of two time-domain signals is equivalent to multiplying the frequency spectra of 

those two signals. The process of convolution can be described in simple steps as fi rstly one 

signal is fl ipped back to front, then the fl ipped signal is shifted in time. The extent of the shift is 

the position of convolution function point to be calculated. Each element of one signal is then 

multiplied by the correspondent element of the other signal. The area under the resulting curve 

is integrated.

Fig. A.1 Process of Convolu  on Func  on

Convolution is used to fi nd the output of the system for a given input, although it requires 

a lot of computations. It can also be used to smooth a noisy sinusoidal signal by convolving 

it with a rectangular function. The smoothing property can be considered equivalent to digital 

fi ltering. Sending the signal over a channel is a convolution process. By the output of this 

process, a system can be termed as the narrowband or wideband system.

 Correlation is a measure of the similarities between two signals as a function of time shift 

between them. Correlation is primarily a time-domain process. It can be defi ned for continuous-

time as well as discrete-time signals. The procedure for carrying out correlation function can be 

described in simple steps as fi rstly, one signal is shifted with respect to the other. The amount 

of shift is the position of the correlation function point to be calculated. Each element of one 

signal is multiplied by the corresponding element of the other. The area under the resulting 

curve is integrated.

When two signals are similar in shape and are in phase, the correlation function is maximum 

because the product of two signals is positive. Then the area under the curve gives the value of 

the correlation function at zero point, and this is a large value. When one signal is shifted with 

respect to the other, the signals go out of phase, the correlation function is minimum because the 
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product of two signals is negative. Then the area under the curve gives the value of the correlation 

function at the point of shift, and this is a smaller value. The width of the correlation function, 

where it has signifi cant value, indicates how long the signals remain similar. Correlation is 

mainly required at the receiver side where signal matching is to be done for acquisition of the 

system. Correlation requires a lot of computation.

Fig. A.2 Process of Correla  on Func  on

Autocorrelation of Signals

 Autocorrelation is defi ned as the degree of correspondence between the data signal and the 

phase-shifted replica of itself. Autocorrelation is basically correlation of a signal with itself. The 

digital realization of the auto-correlation requires some means to perform the ‘multiplication 

and shift’ of the samples of the signal with the stored reference signal. The autocorrelation 

function of a real power signal s(t) is defi ned as

2

2

1
( ) lim ( ) ( )

T

T
a

T
R s t s t d

T
t t t

+

-Æ•
= +Ú  for –• < t < •

Ra(t) is a function of the time difference t between original waveform of the signal and its 

shifted version. The autocorrelation function Ra(t) provides a measure of close approximation 

of the signal with its version shifted t units in time. If the power signal s(t) is periodic, its 

autocorrelation function is symmetrical in t about zero, i.e., Ra(t) = Ra(–t). Its maximum value 

occurs at the origin, i.e., Ra(t) £ Ra(0) for all values of t. Its value at the origin is equal to the 

average power of the signal, i.e., 
2

2

21
(0) ( )

T

T
aR s t dt

T

+

-

= Ú . Autocorrelation and  Power Spectral 

Density (PSD) form a Fourier transform pair, i.e., Ra(t) ´ Ga(f).
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The autocorrelation function of a real-valued energy signal s(t) is defi ned as 

t t t
•

-•
= +Ú( ) ( ) ( )sR s t s t d  for –• < t < •. The autocorrelation function Rs(t) is a function of 

the time difference t between the original waveform of the energy signal and its time-shifted 

version. It is symmetrical in t about zero, i.e., Rs(t) = Rs(–t). Its maximum value occurs at the 

origin, i.e., Rs(t) £ Rs(0) for all values of t. Its value at the origin is equal to the energy of the 

signal, i.e., 2(0) ( )sR s t dt
•

-•
= Ú . Autocorrelation and  Energy Spectral Density (ESD) form a 

Fourier transform pair, i.e., Rs(t) ´ Es(f). 

 Random noise is only similar to itself with no shift at all. The correlation function of random 

noise with itself is a single sharp spike at zero shifts. The autocorrelation function of a periodic 

signal is itself a periodic signal, with the same period as that of the original signal. Periodic 

signals go in and out of phase as one is shifted with respect to the other. So they will show 

strong correlation at any shift where the peaks coincide. Short signals can only be similar to 

themselves for small values of shift and so their autocorrelation functions are short.

Cross-correlation of Signals

Correlation of a signal with another signal is called  cross-correlation. The cross-correlation 

between two different signal waveforms signifi es the measure of similarity between one signal 

and time-delayed version of another signal. The cross-correlation function for two periodic or 

power signals s1(t) and s2(t) is 

  t t

+

-

*

Æ•
= -Ú

2

2

1 2

1
( ) lim ( ) ( )

T

T
c

T
R s t s t dt

T
, where T is the time period. 

The cross-correlation for two fi nite energy signals is given by

  
( )t t

•

-•

*= -Ú 1 2( ) ( )cR s t s t dt

When the cross-correlation of two power or energy signals is taken at origin (t = 0), or 

Rc(0) = 0; then these two signals are called as orthogonal over the complete intervals of time. 

The cross-correlation function exhibits conjugate symmetry property. It does not exhibit 

commutative property. If a copy of the known reference signal is correlated with an unknown 

signal then the correlation will be high when the reference signal is similar to the unknown 

signal. The unknown signal is correlated with a number of known reference signals. A large 

correlation value shows the degree of confi dence that the reference signal is detected. It also 

indicates when the reference signal occurs in time. The largest value for correlation is the most 

likely to match.

The preference of convolution over correlation for fi ltering function depends on how the 

frequency spectra of two signals interact with each other. If one signal is symmetric, the process 

of correlation and convolution are identical and fl ipping that signal back to front does not 

change it. Convolution by multiplying frequency spectra can take advantage of the fast Fourier 

transform, which is a computationally effi cient algorithm. Convolution in frequency domain 

can be faster than convolution in the time domain and is called fast convolution.
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A.4 PROBABILITY DISTRIBUTION FUNCTIONS
There are various types of probability distribution functions for discrete and continuous random 

variables. The most important probability distribution functions for discrete random variables 

are binomial and Poisson probability distributions, and for continuous random variables, 

Gaussian and Rayleigh probability distributions.

Binomial Probability Distribution Function

Consider a discrete random variable that can take only two values such as True or False, as in 

case of a binary logic system. If probability of True outcome is p each time it is checked then 

the probability of False outcome will be q = (1 – p). The probability of x true outcomes in n 

number of checks is given by a probability distribution function known as  Binomial probability 

distribution. That is,

p(x) = P(X = x) = np
x qn–x + xp

x qn–x

The mean x np= , and variance, s 2 = npq of binomial probability distribution can be 

computed. The binomial probability distribution is quite useful in the context of a digital 

transmission. For example, to determine whether an information or data transmitted has reached 

correctly or not at receiver through a communication channel.

Poisson Probability Distribution Function

If n is large and p is small (close to zero), then calculation of a desired probability using Binomial 

probability distribution method is very diffi cult. Generally, for n ≥ 50 and p £ 0.1, Poisson 

probability distribution give simpler and satisfactory results. According to  Poisson probability 

distribution, the probability function of a discrete random variable X that can assume values 0, 

1, 2, … is given as

  ( ) ( ) , 0,1, 2, ...
!

x
e

p x P X x x
x

ll -
= = = = , where l is a positive constant.

Poisson probability distribution can be related to the arrival of telephone calls at the 

telephone exchange or data transmission when error rate is low, or even to emission of electrons 

in electronic components/devices resulting into shot noise.

Gaussian Probability Distribution Function

 Gaussian probability distribution, also known as  normal probability distribution, is defi ned for 

a continuous random variable. The probability distribution function for a Gaussian random 

variable X, is expressed as

2

2

( )

2
1

( ) ( ) ;
2

xx m

xp x f x e xs

s p

- -

= = - • < < • , where mx is the mean value, and s is 

 standard deviation (s2 is  variance) of the  random variable. 
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Fig. A.3 Plot of Gaussian Probability Distribu  on Func  on

∑ The peak value of Gaussian probability density spectrum (Gaussian PDS) occurs at x = mx, 

and is given by 
max

1
( )

2
xf x

s p
=

∑ The plot of Gaussian PDS exhibit even symmetry around mean value, i.e.,

 fx(mx – s) = fx(mx + s)

∑ The area under the Gaussian PDS curve is one-half each for all values of x below mx and 

above mx respectively. That is, 
1

( ) ( )
2

x xP X m P X m£ = > = .

∑ As s approaches zero, the Gaussian function approaches to impulse function located at x = 

mx

The corresponding Gaussian probability distribution function is given by

2

2

( )

2
1

( ) ( )
2

xx m

f x P X x e dxs

s p

- -•

-•

= £ = Ú

If mx = 0, and s = 1 then 

2

2
1

( ) ( )
2

x

f x P X x e
p

-

= £ = , where x is the standardized random 

variable whose mean value is zero and standard deviation (and hence variance) is unity. f(x) is 

known as standard Gaussian density function. To evaluate Gaussian probability distribution 

function, the  error function of x is defi ned as 

 erf (X) = 
2

0

2
; 0 ( ) 1

x
x

e dx erf X
p

- < <Ú

\ F(x) = 
1

1
2 2

x
erfc

Ê ˆ
- Á ˜Ë ¯

, where erfc is complementary error function of x.
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Probability Density of Sum of Random Variables

Given two independent Gaussian random variables, the sum of these random variables is itself a 

Gaussian random variable. Even in the case when the Gaussian random variables are dependent, 

a linear combination of such random variables is still Gaussian. In general, the probability 

density function of a sum of random variables of like probability density does not preserve the 

form of the probability density of individual random variables. However, it tends to approach 

Gaussian if a large number of random variables are summed, regardless of their probability 

density. The probability density f(z) of Z = X + Y in terms of the joint probability density f(x, 

y) can be given as F(z) = P(Z £ z) = P(X £ •, Y £ {z – X}) , where z is an arbitrary value of Z. 

Thus, the probability that (Z £ z)  is the same as the probability that (Y £ {z – X}) independently 

of the value of X, that is, for –• £ X £ +•. The cumulative distribution function is given as

 FXY(x, y) = ( , ) ( , )

y x

XYP X x Y y f x y dxdy

-• -•

£ £ = Ú Ú

\ F(z) = ( , )

z x

dx f x y dy

• -

-• -•
Ú Ú

Since ( ) ( ) ( )f z f x f z x dx

•

-•

= -Ú , the probability density of Z can then be determined as 

( )
( ) ( , ) .

dF z
f z f x z x dx

dz

•

-•

= = -Ú

This shows that f (z) is the convolution of f (x) and f (y). If f (x) and f (y) are Gaussian probability 

density functions with mx = my = 0, and s s s= +2 2 2
x y  then

  
s

ps

-

=

2

22

2
( )

2

z

e
f z  which is also a Gaussian probability density function.

∑ Thus, the sum of two independent Gaussian random variables is itself a Gaussian random 

variable. 

∑ The variance s2 of the sum of random variables is the sum (s2
x + s2

y) of the individual 

independent random variables, not just Gaussian random variables.

If mz = mx + my then 

2

2

( )

2

2
( )

2

zz m

e
f z

s

ps

-
-

=

Rayleigh Probability Distribution Function

The  Rayleigh probability distribution is defi ned for continuous random variables. It is created 

from two independent Gaussian random variables having zero mean value and same variance 

value. Thus, the Rayleigh probability distribution is strongly related to the Gaussian probability 
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distribution. Under properly normalized conditions, the Rayleigh probability distribution 

function is expressed as 
s

s

-Ï ¸
Ô ÔÔ Ô£ £ •= Ì ˝
Ô Ô

<Ô ÔÓ ˛

2

22
2

;0( )

0; 0

x

R

x
e xf x

x

.

Fig. A.4 Plot of Rayleigh Probability Distribu  on Func  on

Its maximum value occurs at x = s. Average value, mx = 1.25s and variance, s2 = 2x
2. The 

Rayleigh probability distribution is always used for modeling of statistics of signals transmitted 

through a narrowband noisy wireless communication channel and fading in mobile radio that 

occurs due to multipath propagation.

Rician Probability Distribution Function

It is expressed as 

2 2

22
02 2

; 0( )

0; 0

x a

Ri

x ax
e I xf x

x

s

s s

+
-Ï ¸

Ê ˆÔ ÔÔ Ô£ £ •Á ˜= Ì ˝Ë ¯
Ô Ô

<Ô ÔÓ ˛

, where s2 is the variance of the 

Gaussian process, a is the amplitude of the sinusoid, a
2 is sum of square of means of two 

independent Gaussian processes, and I0 is modifi ed Bessel function of the fi rst order.

At a = 0, it is same as the Rayleigh probability distribution. 

As a increases, it approaches Gaussian probability distribution. 

The plot of fR(x) versus x appears to be similar to that of Rayleigh probability distribution 

curve except that it is shifted towards right, the extent of shift depends on the value of a, i.e., 

E[x2] = 2s2 + a2

The  Rician probability distribution is useful in analysis of RF carrier sinusoidal signal 

passing through narrowband noisy channel or in a signal fading model in line-of-sight wireless 

communications.
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Uniform Probability Distribution Function

A random variable X is said to have a uniform distribution provided its density function is 

described by 

1
;

( )

0; otherwise
u

a x b
f x b a

Ï ¸
£ £Ô Ô= -Ì ˝

Ô ÔÓ ˛

. Its average value, 
2

a b
x

+
=  and variance, 

2
2 ( )

12

b a
s

-
= .

A.5 RANDOM PROCESSES
The collection of an infi nite number of information and/or noise signals (random variables 

that is a function of time) is known as  random process or a  stochastic process. The notion of 

a random process is a natural extension of the random variable. A collection of signal or noise 

waveforms is called an ensemble, and the individual waveforms are called sample functions. 

Random processes are classes of signals whose fl uctuations in time are partially or completely 

random. A  statistical average may be determined from the measurements made at some fi xed 

time t = t1 on all the sample functions of the ensemble. The  ensemble average can be determined 

by squaring and adding each value, and then dividing by the number of sources in the ensemble. 

Generally, ensemble averages are not same as time averages because the statistical characteristics 

of the sample functions in the ensemble change with time.

Stationary Random Process

When the statistical characteristics of the sample functions do not change with time, the random 

process is described as  stationary random process. A random process is said to be  Wide-Sense 

Stationary (WSS) if its mean and  autocorrelation function do not change with a shift in time in 

the time origin. From a practical point of view, it is not necessary for a  random process to be 

stationary for all time. However, a random process may be stationary for some observation time 

intervals under consideration.

Ergodic Random Process 

A random process is said to be an  ergodic random process if its time averages equals its 

ensemble averages, and the statistical properties can be determined by time averaging over 

a single sample function of the process. An ergodic random process must be stationary in the 

strict sense, i.e., 
2

2

1
lim ( )

T

T
x

T
m X t dt

T

+

-Æ•
= Ú . A random process X(t) can be generally classifi ed 

as a power signal having its power spectral density Gx(f) defi ned as 
21

( ) lim ( )x T
T

G f X f
TÆ•

= , 

where XT(f) is a Fourier transform of a truncated version xT(t) of the nonperiodic power signal 

x(t) during the interval (–T/2, + T/2). Gx(f) describes the distribution of a signal’s power in the 

frequency domain, so it is particularly useful in communication systems. The signal power 

that will pass through a communication system having known frequency characteristics can be 

evaluated by Gx(f).
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Gaussian Random Process

Let a  random variable Y be a linear function of X(t) and fi nite, i.e., 
0

( ) ( )
T

Y X t f t dt= Ú , where 

X(t) is a  random process, and f(t) is any function which weighs the random process X(t) over 

the observation time interval (0 £ t £ T). If the random variable Y is described for each value 

of function f(t) then the process X(t) is known as a  Gaussian random process. The  probability 

density function of random variable Y is given by 

2

2

( )

21
( )

2

y

y

y m

y

y

f y e
s

s p

- -

= , where my is the 

mean and sy
2 is the variance of the random variable Y. 

Fig. A.5 Gaussian pdf for my = 0 and s
2
y = 0

If a Gaussian random process X(t) is applied to input of a stable linear fi lter then the output 

of the fi lter is also a Gaussian random process Y(t). If a Gaussian random process is wide-sense 

stationary then the process is also stationary in the strict sense. If the set of the random variables 

obtained by sampling a Gaussian random process are uncorrelated, then these are statistically 

independent. The power spectral density of the sum of uncorrelated WSS random processes is 

equal to the sum of their individual power spectral densities. 

Covariance of Random Process

The  auto-covariance function of a strictly stationary random process X(t) depends only on the 

difference between the observation times (t2 – t1). It is given by

 Cx(t1, t2) = E[{X(t1) –mx}{X(t2)–mx}]

fi Cx(t1, t2) = E[X(t1) X(t2)}–mx
2]

fi Cx(t1, t2) = Rx(t2 – t1)–mx
2

where Rx(t2 – t1) is autocorrelation function of a strictly stationary random process X(t) for all 

t1 and t2 and mx is the mean of a strictly stationary random process which is a constant for all 

values of t. The auto-covariance function can be uniquely determined if the autocorrelation 

function and the mean of the random process are known. Also, it is suffi cient to describe the fi rst 

two moments of the random process.
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Transmission of Random Processes

Let a random process X(t) is applied at the input of a linear time-invariant system. Let the 

transfer function of this system be H(w). Then the power spectral density of the output random 

process Y(t) is given by Sy(w) = |H(w)|2 Sx(w). The autocorrelation function of this system is 

given by Ry(t) = h(t)* h(–t)*Rx(t). If two wide-sense stationary random processes X1(t) and 

X2(t) are added to form a random process Z(t) = X1(t) + X2(t) then the statistics of Z(t) can be 

determined in terms of X1(t) and X2(t). For example, the auto correlation function of sum of two 

random processes is given by ( ) ( ) ( )zR Z t Z tt t= +

fi Rz(t) = 1 2 1 2( ) ( ) ( ) ( )X t X t X t X tt t+ + + +È ˘ È ˘Î ˚ Î ˚

fi Rz(t) = ( ) ( ) ( ) ( )x y xy yxR R R Rt t t t+ + +

If X1(t) and X2(t) are orthogonal (that is, uncorrelated with either mx or my = 0) then Rz(t) = 

Rx(t) + Ry(t), and 2 2 2
1 2Z X X= + . The mean square of a sum of orthogonal random processes 

is equal to the sum of the mean squares of individual random processes. Similarly, the PSD of 

sum of two random processes is the sum of the PSDs of individual random processes. That is, 

Sz(w) = Sx(w) + Sy(w).

Relationship between PSDF and Autocorrelation

The  power spectral density function Ss(f) and the autocorrelation function Ra(t) of a  stationary 

random process X(t) form a Fourier-transform pair. These are related to each other by the 

following expressions:

  

2( ) ( ) j f
s aS f R e d

p tt t

•
-

-•

= Ú

  

2( ) ( ) j f
a sR S f e df

p tt

•

-•

= Ú

These relations are usually called the  Einstein–Wiener–Khintchine relations, and are used 

in the theory of spectral analysis of random processes. Einstein-Wiener-Khintchine relations 

indicate that if either the PSD or the autocorrelation function of a random process is known, 

the other can be determined precisely. At f = 0, (0) ( )s aS R dt t

•

-•

= Ú . This implies that the zero-

frequency value of the PSD of a stationary random process equals the total area under the 

autocorrelation function curve. Also at f = 0, 2(0) ( ) ( )a sR E X t S f df

•

-•

È ˘= =Î ˚ Ú . The mean-square 

value of a  stationary random process equals the total area under the PSD curve. Ss(f) ≥ 0 for all 

values of f, that is, the PSD of a stationary random process is always zero or positive. Ss(f) = 

Ss(–f) because Ra(t) = Ra(–t). The PSD of a real-valued random process is an even function of 

frequency. 
( )

( ) 0

( )

x
x

x

S f
p f

S f df

•

-•

= ≥

Ú
 for all values of f. This clearly indicates that the normalized 
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PSD has the properties usually associated with a  probability density function. The total area 

under px(f) curve is also unity. 

A.6  PROBABILITY OF ERROR AND BIT ERROR RATE 

(BER)

In general,  Probability of Error, Pe is defi ned as lim e
e

N

N
P

NÆ•
∫ , where Ne is the number of 

instances in which errors were made, and N is the number of messages (usually N is a very large 

number). For fi nite value of N, e
e

N
P

N
π  and the estimate p of Pe is eN

N
 which is a random 

variable. If average estimate p  of Pe is determined on the basis of observation of a limitless 

number of messages, then ep P= . 

 Tchebycheff’s inequality yields an upper or lower limit for probability distribution of a random 

variable in terms of s2 and e, but not an exact value. According to Tchebycheff’s inequality,
2

2

( )E X b
P X b e

e

È ˘-Î ˚È ˘- ≥ £Î ˚ , where X is a random variable, b is any real number, e is 

any positive number, and E[(X – b)2] is fi nite. If b = mx (mean value of X) and e = ks, then 

2

1
xP X m k

k
sÈ ˘- ≥ £Î ˚ . The variance of a random variable is closely related to the width of 

the probability density function. It is more precisely related to the deviation of the distribution 

about the mean value. Small variance signifi es that it is more probable to have small deviations 

from the mean. Large deviations from the mean are almost improbable. If the probability 

distribution of a random variable X is known then its mean and variance can be computed. 

If the mean and variance of a random variable are known, then its probability distribution 

cannot be known. This implies that P X b eÈ ˘- ≥Î ˚  or P X b eÈ ˘- <Î ˚  cannot be known. But 

with the help of Tchebycheff’s inequality, an upper or lower bounds to such probabilities can 

be obtained. Applying Tchebycheff’s inequality to the random variable ex p P∫ - , we have 

22
x ep Ps = -

fi  
2 2 2 2x e ep P p Ps = + - ¥ ¥

fi  2 2 2 2x ep P p Ps = + - ¥ ¥ , where ( ) ( )( )2 2

2 2

1 1
1e ep N P N N P

N N
= + -

fi  
2

2 e e
x

P P

N
s

-
=

For Pe << 1 (as in any communications system), 2 e
x

P

N
s =

\  2
( ) e

e

P
P p P

N
e

e
È ˘- > £Î ˚
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Generally, the typical values of 
2

eP
e =  and P(|(p – Pe)| > e) £ 10% are acceptable. In that 

case, 2

4
0.01

2

e

ee

P

NPP
N

Ê ˆ
Á ˜Ë ¯

� � ; fi 
40

e

N
P

ª . Thus, 
40

e

N
P

=  should be considered for all practical 

purposes. 
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Fig. A.6 Plot of Pb versus Eb/h

In the binary case, the probability of error, or error probability is called the  bit error probability 

or  Bit Error Rate (BER), and is denoted by Pb. The parameter bE

h
 is the normalized energy per 

bit, and is used as a fi gure of merit in digital communication. Because the signal power is equal 

to Eb times the bit rate, a given Eb is equivalent to a given signal power for a specifi ed bit rate. 

As expected, Pb decreases as bE

h
 increases.





The Fourier TransformB
B.1 REVIEW OF THE FOURIER SERIES 
Signals that are periodic functions of time with fi nite energy within each time period T can 

be represented by an infi nite series called the  Fourier series. The Fourier series provides a 

frequency domain model for periodic signals. It is useful to analyze the frequency components 

of periodic signals. It is useful to determine the steady-state response of systems for periodic 

input signals, rather than transient analysis. The Fourier series may be used to represent either 

functions of time or functions of space co-ordinates. The Fourier series can be used to represent 

a periodic power signal over the time interval (–•, + •) as well as to represent an energy signal 

that is strictly time limited.

Trigonometric Form of the Fourier Series

Let s(t) be a periodic function of period T0, and s(t) = s(t + T0) for all values of t. A periodic 

function s(t) can be expressed in the trigonometric form of the Fourier series, which can then 

be represented as

0
0 01 1

2 2
( ) cos sin

n n

n n

n n

nt nt
s t A A B

T T

p p=• =•

= =

Ê ˆ Ê ˆ
= + +Á ˜ Á ˜Ë ¯ Ë ¯

Â Â

where A0 is the average value of the signal s(t), and is given by 

0
2

0
2

0
0

1
( )

T

T

A s t dt
T

+

-

= Ú .

The coeffi cient An is given by 

0
2

0
2

0 0

2 2
( )cos

T

T
n

nt
A s t dt

T T

p
+

-

Ê ˆ
= Á ˜Ë ¯Ú .

The coeffi cient Bn is given by 

0
2

0
2

0 0

2 2
( )sin

T

T
n

nt
B s t dt

T T

p
+

-

Ê ˆ
= Á ˜Ë ¯Ú .

Dirichlet’s Conditions for Fourier Series

The Fourier series exists only when the periodic function, s(t) satisfi es the  Dirichlet’s conditions 

as stated below:

1. It has a fi nite average value over the period T0.

2. It is well defi ned and single-valued, except possibly at a fi nite number of points.

3. It must posses only a fi nite number of discontinuities in the period T0.

4. It must have a fi nite number of positive and negative maxima in the period T0. 

APPENDIX
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For an even waveform, the trigonometric Fourier series has only cosine terms such as 

0
01

2
( ) cos

n

n n

n

nt
s t C C

T

p
f

=•

=

Ê ˆ
= + -Á ˜Ë ¯

Â , where 

0
2

0
2

0 0
0

1
( )

T

T

C A s t dt
T

+

-

= = Ú , 2 2( )n n nC A B= + , 

and 1tan n
n

n

B

A
f -= . The coeffi cients Cn are called spectral amplitudes. Thus, the Fourier series 

of a periodic function s(t) consists of sum of harmonics of a fundamental frequency 0
0

1
f

T
= .

Exponential Form of the Fourier Series

The Fourier series of the periodic function s(t) can also be represented in an exponential form 

with complex terms as 

0

2

( )

nt
n j

T
n

n

s t A e

p=•

=-•

= Â ; where 

0
2

0

0
2

2

0

1
( )

T

T

nt
j

T
nA s t e dt

T

p+

-

-
= Ú

A nonperiodic signal can be viewed as a limiting case of a periodic signal in which the signal 

period approaches infi nity. It can be represented by the Fourier series in order to develop the 

frequency domain representation.

1
( ) o

n
jn t

n

n

s t S e
T

w
=•

+

=-•

È ˘
= Í ˙

Í ˙Î ˚
Â ; where 

2

2

( )

T

o

T

jn t
nS s t e dt

w
+

-

-= Ú

The spacing between any two successive harmonics is given by

2
o

T

p
w w= = D  (say); fi  

1

2T

w

p

D
=

Therefore, 
1

( ) ( )
2

o

n
jn t

n

n

s t S e
w w

p

=•
+

=-•

È ˘
= DÍ ˙

Í ˙Î ˚
Â

As T Æ • , then Dw Æ 0, Sn becomes a continuous function S(w) given as

( ) lim ( ) oj t
n

T
S S s t e dt

ww
+•

-•

-

Æ•
= = Ú

The Fourier series for a periodic signal becomes the Fourier integral representation for a 

non-periodic signal over –• to +•, given as

 s(t) = 
1

( )
2

oj t
S e d

ww w
p

+•

-•

+Ú

 s(w) = ( ) oj t
s t e dt

w
+•

-•

-Ú
Thus, s(t) and S(w) constitute a  Fourier transform pair, written as

( ) [ ( )]S s tw = ¡ , and 
1( ) [ ( )]s t S w-= ¡
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Normalized Power in a Fourier Expansion

The normalized power of a periodic function of time s(t) in the time domain can be given 

as 

2 2
2

0

1 1
2 2

n n

n n

A B
S A

• •

= =

= + +Â Â . The total normalized power is the sum of the normalized 

power due to each term in the series separately associated with a real waveform. This is due to 

orthogonality of the sinusoids used in a Fourier expansion. For a periodic function, the power 

in a waveform s(t) can be evaluated by adding together the powers contained in each frequency 

component of the signal s(t).

B.2 THE FOURIER TRANSFORM
The  Fourier spectrum of a signal indicates the relative amplitudes and phases of the sinusoids 

that are required to synthesize that signal. The periodic signal can be expressed as a sum of 

discrete exponentials with fi nite amplitudes. It can also be expressed as a sum of discrete spectral 

components each having fi nite amplitude and separated by fi nite frequency intervals, f0 = 1/T0 

where T0 is its time period. The normalized power as well as the energy (in an interval T0) of the 

signal is fi nite. Aperiodic waveforms may be expressed by Fourier transforms. Consider a single-

pulse (centred on t = 0) aperiodic waveform. As T0 approaches infi nity, the spacing between 

spectral components becomes infi nitesimal and the frequency of the spectral components 

becomes a continuous variable. The normalized energy of the aperiodic waveform remains 

fi nite but its normalized power becomes infi nitesimal and so also the spectral amplitudes. 

The Fourier spectrum of a periodic signal s(t) with period T0 can be expressed in terms of 

complex Fourier series as

 s(t) = 
0

2
;  where o

n
jn t

n o

n

S e
T

w p
w

=•

=-•

=Â

 ( )o o

n
jn t jn t

n

n

S e S f e df
w w

•=•

=-• -•

=Â Ú ; where S(f) is called the Fourier transform of s(t). 

Therefore, ( ) ( ) ojn t
S f s t e dt

w
•

-

-•

= Ú ; and ( ) ojn t
nS s t e dt

w
•

-

-•

= Ú .

Thus, the spectrum is discrete, and s(t) is expressed as a sum of discrete exponentials with 

fi nite amplitudes. In communication systems, aperiodic energy signals may be strictly time 

limited, or asymptotically time limited. For an aperiodic signal, the spectrum exists for every 

value of frequency but the amplitude of each component in the spectrum is zero. The spectrum 

of the aperiodic signal becomes continuous. The spectral density per unit bandwidth is more 

meaningful instead of the amplitude of a component of some frequency. The signal should 

follow Dirichlet’s conditions for the Fourier transform, as stated in the Fourier series. 

Expressing Fourier transform in angular frequency wo, where wo = 2p f0, we have

 s(w) = [ ( )] ( )o o

n
jn t j t

n

n

s t S e s t e dt
w w

•=•
-

=-• -•

È ˘
¡ = ¡ =Í ˙

Í ˙Î ˚
Â Ú
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 s(t) = 1 1
[ ( )] ( )

2
oj t

S S e dt
ww w

p

•
-

-•

¡ = Ú

Also, [ ( )] 1. o

n
jn t

n

n

s t S e
w

=•

=-•

È ˘¡ = ¡Î ˚Â

Using 1. 2 ( )ojn t
oe n

w pd w wÈ ˘¡ = -Î ˚ , we have

  

[ ( )] 2 ( )

n

n o

n

s t S np d w w
=•

=-•

¡ = -Â

The Fourier transform of a periodic function consists of a series of equally spaced impulses. 

The plot of amplitudes at different frequency components (harmonics) for a periodic signal 

s(t) is known as  discrete frequency spectrum. As the repetition period approaches infi nity, the 

periodic signal s(t) will become non-periodic. Therefore, the discrete spectrum will become a 

continuous spectrum. 

B.3 PROPERTIES OF THE FOURIER TRANSFORM
It is quite obvious that compressing the signal in time domain results in expanding it in frequency 

domain and vice versa. The notation  s(t) ´ S(w) is used to represent Fourier Transform pairs 

to describe the properties of Fourier transform. Fourier transform has the following major 

properties:

Time-Scaling Property

If s(t) ´ S(w) then 
1

( )s bt S
b b

wÊ ˆ
´ Á ˜Ë ¯

; where b is a real constant. The function s(bt) represents 

compression of s(t) in time-domain. S
b

wÊ ˆ
Á ˜Ë ¯

 represents expansion of S(w) in frequency domain 

by the same factor. Time expansion of a signal results in its spectral compression, and time 

compression of a signal results in its spectral expansion. That means, if the signal has wide 

duration, its spectrum is narrower, and vice versa. Doubling the signal duration halves its 

bandwidth, and vice versa.

Time-Shifting Property

If s(t) ´ S(w) , then s(t – b) ´ S(w)e–jwb ; where b is a real constant. A shift in the time domain 

by a real constant factor b is equivalent to multiplication by e–jwb in the frequency domain. The 

magnitude spectrum remains unchanged. Phase spectrum is changed by –wb.

Frequency-Shifting Property

If s(t) ´ S(w), then ( ) ( )oj t
oe s t S

w w w´ - . The multiplication of a function s(t) by oj t
e

w
 is 

equivalent to shifting its Fourier transform  S(w) by an amount wo.
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Convolution Property

The convolution function s(t) of two time functions s1(t) and s2(t) is given as

 s(t) = 
1 2( ) ( )s s t dt t t

+•

-•
-Ú

fi s(t) = s1(t) ƒ s2(t)

 Convolution is a mathematical operation used for describing the input-output relationship in 

a  linear time-invariant system.

Time-Convolution Theorem 

It states that convolution of two functions in time domain is equivalent to multiplication of their 

spectra in frequency domain. That is,

If s1(t) ´ S1(w), and s2(t) ´ S2(w) then

  s1(t) ´ s2(t) ´ S1(w) × S2(w)

Frequency-Convolution Theorem 

It states that multiplication of two functions in time domain is equivalent to convolution of their 

spectra in frequency domain. That is,

If s1(t) ´ S1(w), and s2(t) ´ S2(w) then

  s1(t) × s2(t) ´ S1(w) ´ S2(w)

Table B.1 Proper  es of Fourier Transform

S. No. Property s(t) S(w)

1. Time scaling s(bt)
1

S
b b

wÊ ˆ
Á ˜Ë ¯

2. Time shifting s(t – T) S(w)e–jwT

3. Frequency shifting 0( )
j T

s t e
w s(w – w0)

4. Time convolution s1(t) ´ s2(t) S1(w) S2(w)

5. Frequency convolution s1(t) s2(t) S1(w) ´ S2(w)

6. Time differentiation
( )n

d s t

dt
(jw)n S(w)

7. Time integration ( )

t

s x dx

-•
Ú

( ) 1
(0) ( )

2

S
S

j

w
d w

w
+

8. Duality S(t) s(–w)

9. Superposition s1(t)+ s2(t) S1(w) + S2(w)

10. Scalar product ks(t) kS(w)
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Table B.2 Fourier Transform Pairs

S. No. Time Function Fourier Transform

1. d (t) 1

2. 1 d (f)

3. d (t – t) e
–j2pft

4. u(t)
1 1

( )
2 2

f
j f

d
p

+

5. ( )

i

t id t
•

=-•

-Â 1

n

n
fd

t t

•

=-•

Ê ˆ
-Á ˜Ë ¯Â

6. 2 cj f t
e

p d(f – fc)

7. sin(2pfct)
1

[ ( ) ( )]
2

c cf f f f
j

d d- - +

8. cos(2pfct) 
1

[ ( ) ( )]
2

c cf f f fd d- - +

9. sgn(t)
1

i fp

10.
1

tp
–jsgn(f)

11. sinc(2Bt)
1

2 2

f
rect

B B

Ê ˆ
Á ˜Ë ¯

12.
t

rect
T

Ê ˆ
Á ˜Ë ¯ T sinc(fT)

13. e
–at

u(t), a > 0
1

2a j fp+

14. e
–a|t|, a > 0 2 2

2

(2 )

a

a fp+

15.
2

t
e

p- 2
f

e
p-



Power Spectra of Discrete 
PAM SignalsC

The power spectra of discrete PAM signals or various line codes depends on the signaling pulse 

waveform. It also depends on the statistical properties of the sequence of transmitted bits. It is 

desirable that the spectrum of the transmitted discrete PAM signals should have small power 

content at low frequencies. This is necessary for transmission over a channel that has a poor 

amplitude response in the low-frequency range. In a synchronous digital transmission systems, 

digital data is transmitted serially over a communication channel. 

Consider a discrete PAM signal, X(t) ranging from k = –• to k = +• 

 X(t) = ( )k b

k

A v t kT

•

=-•

-Â
The coeffi cient Ak is a discrete random variable, and v(t) is a basic pulse. It is described in 

Table C.1 for different signaling data formats.

Table C.1 Value of the coeffi  cient Ak for various data formats

S. No. Type of Data Format Symbol Ak= Basic pulse v(t) is ……

1 Unipolar NRZ
1 +V

Rectangular pulse of unit 

magnitude, centered at the 

origin (t = 0) and normal-

ized such that   v(0) = 1. 

The duration of the pulse is 

Tb seconds.

0 0

2 Polar NRZ
1 +V

0 –V

3 Bipolar NRZ
1

+V, –V for alternat-

ing 1s

0 0

4 Manchester

1 +V Doublet plus of magnitude 

±1 , and total duration of 

the pulse is Tb seconds.0 –V

The  Power Spectral Density (PSD) of the  discrete PAM signal X(t) is given by

 PX(f) = 
2 ( 2 )1

( ) ( ) bj nfT
A

b n

V f R n e
T

p
•

-

=-•
Â

where V(f) is the Fourier transform of the basic pulse v(t); and RA(n) = E[Ak Ak–n] is the ensemble-

averaged autocorrelation function. 

The values of the function V(f) and RA(n) depend on the type of discrete PAM signal data 

format.

APPENDIX



C.2 Digital Communica  on

C.1 PSD OF UNIPOLAR NRZ DATA FORMAT

Assume that the occurrence of binary 0s and 1s of a random binary sequence is equally probable. 

For  unipolar Non-Return-to-Zero (NRZ) format of the digital data representation, we have 

1
0

2
k kp A p A V= = = + =È ˘ È ˘Î ˚ Î ˚

For n = 0, RA(0) = E[Ak Ak–0] = E[Ak]
2 (E is the expectation operator)

fi E[Ak]
2 = (0)2 p[Ak = 0]+ (+V)2 p[Ak = +V]

fi E[Ak]
2 = 

2
21 1

0
2 2 2

V
V¥ + ¥ =

For n π 0; the dibit represented by the product Ak Ak–n can assume only the following four 

possible values

 (Ak Ak–n); (00); (0 × 0) = 0

 (Ak Ak–n); (01); (0 × V) = 0

 (Ak Ak–n); (10); (V × 0) = 0

 (Ak Ak–n); (11); (V × V) = V2

Assuming that the successive symbols in the binary sequence are statistically independent, 

these four values occur with equal probability, that is, ¼ each. Hence, 

For n π 0; RA(n) = 
2

21 1 1 1
0 0 0

4 4 4 4 4
k k n

V
E A A V- = ¥ + ¥ + ¥ + ¥ =È ˘Î ˚

Now, the Fourier transform of the basic pulse, v(t) can be given as

 V(f) = Tb sin c(f Tb); where 
sin( )

sin ( ) b
b

b

fT
c fT

fT

p

p
=

The power spectral density of the unipolar NRZ format can be derived as follows:

 PX(f) = 
2 ( 2 ) ( 2 )

0
0

1
sin ( ) ( ) ( )b bj nfT j nfT

b b A A
b n n

n

T c fT R n e R n e
T

p p
•

- -

= =-•
π

Ê ˆ
+Á ˜

Á ˜
Ë ¯

Â Â

fi PX(f) = 

2 2
( 2 )2 2

0

1
sin ( )

2 4
bj nfT

b b
b n

n

V V
T c fT e

T

p
•

-

=-•
π

Ê ˆ
+Á ˜

Á ˜
Ë ¯
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fi PX(f) = 
2 2

( 2 )2 2

0

sin ( ) sin ( )
2 4

bj nfTb b
b b

n
n

V T V T
c fT c fT e

p
•

-

=-•
π

+ Â

By Poisson’s formula,

( )2

0 0

1
bj nfT

b bn n
n n

n
e f

T T

p
d

• •
-

=-• =-•
π π

Ê ˆ
= -Á ˜Ë ¯

Â Â ; where d (t) denotes a Dirac delta function at f = 0

\ PX(f) = 
2 2

2 2

0

1
sin ( ) sin ( )

2 4

b b
b b

b bn
n

V T V T n
c fT c fT f

T T
d

•

=-•
π

È ˘Ê ˆ
+ -Í ˙Á ˜Ë ¯Í ˙

Í ˙Î ˚
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fi PX(f) = 
2 2

2 2

0

sin ( ) sin ( )
2 4

b
b b

bn
n

V T V n
c fT c fT f

T
d

•

=-•
π

È ˘Ê ˆ
+ -Í ˙Á ˜Ë ¯Í ˙

Í ˙Î ˚

Â

Since sin c(fTb) function has nulls at 
1 1

, , ...
2b b

f
T T

= ± ± , therefore

      

2 2
2( ) sin ( ) ( )

2 4

b
X b

V T V
P f c fT fd= +

This is the expression for PSD of  unipolar NRZ digital data sequence. 

∑ The presence of the  Dirac delta function d (f) in the second term accounts for one half of 

the power contained in the unipolar NRZ data format. 

∑ Specifi cally the  power spectral density PX(f) is normalized with respect to V2
Tb, and the 

frequency f is normalized with respect to the bit rate 
1

bT
. 

Figure C.1 shows the power spectral density of unipolar NRZ waveform.

fT Tb b(normalized bandwidth, where is the pulse width)
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Fig. C.1 Power Spectra of Unipolar NRZ Data Format

The PSD of unipolar NRZ digital data sequence has the following properties:

1. The value of PX(f) is maximum at f = 0.

2. PX(f) at all multiples of the bit rate, 
1

b
b

f
T

= .

3. The peak value of PX(f) between fb and 2fb occurs at f = 1.5fb, and is 14 dB lower than the 

peak value of PX(f) at f = 0.

4. The main lobe centred around f = 0 has 90% of the total power.

5. When the NRZ signal is transmitted through an ideal low-pass fi lter with cut-off frequency 

at f = fb, the total power is reduced by 10% only.

6. The NRZ signal has no dc component.

7. The power in the frequency range from f = 0 to f = ±Df  is 2G(f) Df.

8. In the limit as Df approaches to zero, the PSD becomes zero.



C.4 Digital Communica  on

C.2 PSD OF POLAR NRZ DATA FORMAT

Assume that the occurrence of binary 0s and 1s of a random binary sequence is equally probable. 

For  polar NRZ format of the digital data representation, we have

 p[Ak = –V] = 
1

[ ]
2

kp A V= + =

For n = 0; E[Ak]
2 = (–V)2 p[Ak = 0]+ (+V)2 p[Ak = +V]

fi E[Ak]
2 = 2 2 21 1

2 2
V V V¥ + ¥ =

For n π 0, the dibit represented by the product Ak Ak–n can assume only the following four 

possible values:

 (Ak Ak–n); (00); (–V × –V) = V2

 (Ak Ak–n); (01); (–V × V) = –V
2

 (Ak Ak–n); (10); (V × –V) = –V
2

 (Ak Ak–n); (11); (V × V) = V2

Assuming that the successive symbols in the binary sequence are statistically independent, 

these four values occur with equal probability, that is, ¼ each. Hence,  

For n π 0; RA(n) = 2 2 2 21 1 1 1
( ) ( ) 0

4 4 4 4
k k nE A A V V V V- = ¥ + - ¥ + - ¥ + ¥ =È ˘Î ˚

Now, the Fourier transform of the basic pulse, v(t) can be given as

 V( f ) = Tb sin c(f Tb); where 
sin( )

sin ( ) b
b

b

fT
c fT

fT

p

p
=

The power spectral density of the polar NRZ format can be derived as follows:

 PX( f ) = 
2 ( 2 ) ( 2 )

0
0

1
sin ( ) ( ) ( )b bj nfT j nfT

b b A A
b n n

n

T c fT R n e R n e
T

p p
•

- -

= =-•
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fi PX( f ) = 

2
( 2 )2 2

0

1
sin ( ) 0

2
bj nfT

b b
b n
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V
T c fT e

T

p
•

-

=-•
π

Ê ˆ
+ ¥Á ˜

Á ˜
Ë ¯

Â

fi         
2

2( ) sin ( )
2

b
X b

V T
P f c fT=

This is the expression for PSD of polar NRZ digital data sequence. 

Specifi cally, the  power spectral density PX( f ) is normalized with respect to V2
Tb, and the 

frequency f is normalized with respect to the bit rate 
1

bT
. 

Figure C.2 shows the power spectral density of a polar NRZ waveform. 
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fT Tb b(normalized bandwidth, where is the pulse width)

S
p

e
c
tr

a
l 
d

e
n

s
it
y
 (

W
/H

z
)

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00

Fig. C.2 Power Spectra of Polar NRZ Data Format

It is observed that most of the power of the polar NRZ format lies within the main lobe of the 

sine-shaped curve, which extends up to the bit rate 
1

bT
. 

C.3 PSD OF BIPOLAR NRZ DATA FORMAT

In  bipolar NRZ data format (also known as  pseudo-ternary signaling), there are three different 

levels, –V, 0, and +V, +V and –V levels are used alternately for transmission of successive 1s, 

and no pulse for transmission of binary 0. Assume that the occurrence of binary 0s and 1s 

of a random binary sequence is equally probable. For bipolar NRZ format of the digital data 

representation, the respective probability of occurrence of three levels will be

  
1

4
kp A V= + =È ˘Î ˚ ; 

1
0

2
kp A = =È ˘Î ˚ ; 

1

4
kp A V= - =È ˘Î ˚

For n = 0; E[Ak]
2 = (+V)2 p[Ak = V]+ (0)2 p[Ak = 0]+ (–V)2 p[Ak = –V]

fi E[Ak]
2 = 

2
2 21 1 1

0
4 2 4 2

V
V V¥ + ¥ + ¥ =

For n = 1, the dibit represented by the product Ak Ak–n can assume only the following four 

possible values

 (Ak Ak–n); (00); (0 × 0) = 0

 (Ak Ak–n); (01); (0 × V) or (0 × –V) = 0

 (Ak Ak–n); (10); (V × 0) or (–V × 0) = 0

 (Ak Ak–n); (11); (V × –V) or (–V × V) = –V
2

Assuming that the successive symbols in the binary sequence are statistically independent 

and occur with equal probability, then each of the four dibits occurs with equal probability, that 

is, ¼ each. Therefore,
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For n = 1; RA(n) = 
2

21 1 1 1
[ ] 0 0 0 ( )

4 4 4 4 4
k k n

V
E A A V-

-
= ¥ + ¥ + ¥ + - ¥ =

Using the property of autocorrelation function as RA(n) = RA(–n), we have

For n = –1; RA(n) = 
2

4

V-

For n > 1, we know that the digits represented by the sequence {Ak–1, Ak, Ak+1} has RA(>n) = 

E[Ak Ak–n] = 0. Therefore,

For {n π 0; n π ±1}; RA(n) = E[Ak Ak–n] = 0

Now, the  Fourier transform of the basic pulse, v(t) can be given as

 V(f) = Tb sin c(f Tb); where 
sin( )

sin ( ) b
b

b

fT
c fT

fT

p

p
=

Thus, the  power spectral density of the bipolar NRZ format can be derived as follows:

 PX(f) = 

( 2 ) ( 2 )

0 1

2
( 2 ) ( 2 )

1
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1
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( ) ( )

b b
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fi PX(f) = 
2 2 2

( 2 ) ( 2 )2 21
sin ( ) 0

2 4 4
b bj fT j fT

b b
b

V V V
T c fT e e

T

p p-
È ˘Ê ˆ Ê ˆ
Í + - + - + ˙Á ˜ Á ˜
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fi PX(f) = 
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( 2 ) ( 2 )2sin ( )
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b bj fT j fT

b b

V V
T c fT e e

p p-Ê ˆ
È ˘- +Î ˚Á ˜
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fi PX(f) = 
2

( 2 ) ( 2 )2 1
sin ( ) 1

2 2
b bj fT j fTb

b

V T
c fT e e

p p-Ê ˆÈ ˘- +Î ˚Á ˜Ë ¯

fi PX(f) = 
2

2sin ( )[1 cos(2 )]
2

b
b b

V T
c fT fTp-

fi     2 2 2( ) sin ( )sin ( )X b b bP f V T c fT fTp=

This is the expression for PSD of bipolar NRZ digital data sequence. 

Specifi cally, the power spectral density PX(f) is normalized with respect to V2
Tb, and the 

frequency f is normalized with respect to the bit rate 
1

bT
. 

Figure C.3 shows the power spectral density of a bipolar NRZ waveform. 
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Fig. C.3 Power Spectra of Bipolar NRZ Data Format

It is observed that although most of the power lies within a bandwidth equal to the bit rate 

1

bT
, the spectral content is relatively small around zero frequency or dc. The spectrum of the 

bipolar NRZ signal has higher frequency components than are present in the unipolar or polar 

NRZ signal. The PSD of bipolar NRZ data format has the following properties:

1. The value of PX(f) is zero at f = 0

2. The main lobes extend from f = 0 to f = 2fb.

3. The main lobes have peaks at approximately 
3

4

bf± .

4. When the bipolar NRZ signal is transmitted through an ideal low-pass fi lter, with cut-off 

frequency at f = 2fb, 95% of the total power will be passed.

5. When the bipolar NRZ signal is transmitted through an ideal low-pass fi lter, with cut-off 

frequency at f = fb, then only approximately 70% of the total power is passed.

C.4 PSD OF MANCHESTER ENCODING DATA FORMAT

The input binary data consists of independent and equally likely symbols. Its  autocorrelation 

function is same as that for the polar NRZ format. Since the basic pulse v(t) consists of a doublet 

pulse of unit magnitude and total durationTb, its Fourier transform is given by

 V(f) = sin sin
2 2

b b
b

fT fT
fT c

pÊ ˆ Ê ˆ
Á ˜ Á ˜Ë ¯ Ë ¯

; where 
sin( )

sin ( ) b
b

b

fT
c fT

fT

p

p
=

The  power spectral density of the  Manchester format can be derived in the similar way and 

is given by

2 2 2( ) sin sin
2 2

b b
X b

fT fT
P f V T c

pÊ ˆ Ê ˆ
= Á ˜ Á ˜Ë ¯ Ë ¯

This is the expression for PSD of Manchester digital data sequence. 
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Specifi cally, the power spectral density PX(f) is normalized with respect to V2
Tb, and the 

frequency f is normalized with respect to the bit rate 
1

bT
.

C.5  COMPARISON OF PSD OF DIFFERENT

LINE-ENCODING FORMATS
Figure C.4 shows the  power spectral density of unipolar NRZ, polar NRZ, bipolar NRZ, and 

Manchester line-encoding formats for comparison purpose.

Fig. C.4 Power Spectra of diff erent Binary Data Formats

It is observed that in case of bipolar NRZ, most of the power lies within a bandwidth equal 

to the bit rate 1/Tb. The spectral content is relatively small around zero frequency in bipolar 

NRZ as compared to that of unipolar NRZ and polar NRZ waveforms. In Manchester encoding 

format, most of the power lies within a bandwidth equal to the bit rate 2/Tb which is twice that 

of unipolar NRZ, polar NRZ, and bipolar NRZ encoding formats.



Weiner Optimum Filters for 
Waveform EstimationD

D.1 GEOMETRIC INTERPRETATION OF SIGNALS
The geometric or vector interpretation of signals greatly simplifi es detection process of 

transmitted signals in communication system. It is desirable to have the minimum number of 

variables that is required to represent a signal so that lesser storage space would be needed. 

It implies that when the signal is transmitted, communication bandwidth is conserved. The 

complete set of all signals is known as a signal space. The collection of the minimum number 

of functions those are necessary to represent a given signal are called  basis functions. These 

are independent and always orthogonal to each other. The collection of basis functions is 

called basis set. When the energy for all the basis functions is normalized, these are known as 

 orthonormal basis set.

Geometric or vector interpretation of a signal is more convenient than the conventional 

waveform representation. From a geometric point of view, each basis function is mutually 

perpendicular to each of the other basis functions. Thus it simplifi es the Euclidean distance 

(distance between adjacent signal points) calculations. The detection of a signal is substantially 

infl uenced by the Euclidean distance between the signal points in the signal space. Thus, in 

the detection process for digitally modulated signals, vector representation of a signal is more 

convenient than the conventional waveform representation.

Expansion in Orthogonal Functions

A complete orthogonal set is the set of sinusoidal functions (both sines and cosines terms) 

which generate the Fourier series. It is necessary to specify the length of the interval because of 

the periodicity of the functions. A periodic function s(t) with period T can be expanded into a 

Fourier series, and is given as

 s(t) = 0

1 1

2 2 2 2
cos sin

n n

n n

n n

A nt nt
A B

T T T TT

p p=• =•

= =

Ê ˆ Ê ˆ
+ +Á ˜ Á ˜Ë ¯ Ë ¯Â Â

where the coeffi cients are 0

1
( )

T

A s t dt
T

= Ú  
2 2

( )cos ; 0n

T

nt
A s t dt n

T T

pÊ ˆ
= πÁ ˜Ë ¯Ú ;

           

2 2
( )sinn

T

nt
B s t dt

T T

pÊ ˆ
= Á ˜Ë ¯Ú

Thus, the orthogonal functions are 
1

T
; 

2 2
cos

nt

T T

pÊ ˆ
Á ˜Ë ¯

, n π 0; and 
2 2

sin
nt

T T

pÊ ˆ
Á ˜Ë ¯

.

The properties of these orthogonal functions are that any one function squared and integrated 

over T yields zero. When any two functions are multiplied and integrated over T yields zero. As 

a general case, an expansion of a periodic function s(t) is valid only over the fi nite period T of 
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the orthogonality. However, if it should happen that s(t) is also periodic with period T, then the 

expansion is valid for all values of t. 

D.2 GRAM–SCHMIDT (G–S) PROCEDURE
The procedure for obtaining the basis set from the original signal set is known as the Gram-

Schmidt (G–S) Orthogonalisation procedure. If a communication system uses three non-

orthogonal signal waveforms, the transmitter and the receiver are required to implement the two 

basis functions instead of the three original waveforms. Let a set of orthonormal basis function 

is to be formed a given set of fi nite-energy signal waveforms, represented by {Sk(t), k = 1, 2, …. 

M}. The energy E1 of the fi rst fi nite-energy signal waveform s1(t) is given by 
0

2
1 1 ( )

T

E s t dt= Ú
. Then, accordingly the fi rst basis function is described as the fi rst signal waveform s1(t) 

normalized to unit energy. That is,

 Y1(t) = 1

1

( )s t

E

The second normalized basis function Y2(t) is given by

 Y2(t) = 

2 2 1 1

2

( ) ( ) ( ) ( )s t s t t dt t

E

•

-•

È ˘
- Y YÍ ˙

Î ˚
Ú

Generalizing the orthonormal basis set, the kth basis function is obtained as

 
2

( ) ( ) ( ) ( )

( ) ; 1, 2, .... ( 1)

k k i i

k

s t s t t dt t

t i k
E

•

-•

È ˘
- Y YÍ ˙

Î ˚Y = = -
Ú

A set of M fi nite-energy waveforms {Sk(t)} can be represented by a weighted linear 

combination of orthonormal function {Yn(t)} of dimensionality N £ M. The functions {Yn(t)} 

are obtained by the  Gram–Schmidt orthogonalisation procedure. However, the vectors {Sk} will 

retain their geometric confi guration. At the time of reception the decision made by the detector 

is based on the vector length of a received signal.

D.3 THE SAMPLING FUNCTION

The  sampling function Sa(x) is defi ned as 
sin

( )a

x
S x

x
= . A plot of the sampling function is given in

Figure D.1

The sampling function has the following properties:

∑ It is symmetrical about x = 0.

∑ Sa(x) has the maximum value which is unity and occurs at x = 0, that is Sa(0) = 1.

∑ It oscillates with amplitude that decreases with increasing x.

∑ It passes through 0 at equally spaced interval at values of x = ± np, where n is a non-zero 

integer. 

∑ At 
1

2
x n p

È ˘
= ± +Í ˙Î ˚

, where |sin x| = 1, the maxima and minima occur which is approximately 

in the center between the zeros.
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Fig. D.1 The Sampling Func  on

D.4 BASEBAND SIGNAL RECEIVER MODEL
The function of a receiver in a baseband binary signal system is to distinguish between two 

transmitted signals (corresponding to binary logic 0 and 1 respectively) in the presence of noise. 

Consider a receiver model which involves a linear time-invariant fi lter of impulse response h(t), 

as shown in Figure D.2.

Fig. D.2 A Baseband Signal Receiver Model

The input signal to the linear time-invariant fi lter comprises of a pulse signal s(t) corrupted 

by additive channel noise, n(t). That is, x(t) = s(t) + n(t); 0 £ t £ T; where T is an arbitrary 

observation interval. In a baseband binary communication system, the pulse signal s(t) may 

represent a binary symbol 0 or 1. The noise signal n(t) is the sample function of an additive 

white Gaussian noise process of zero mean and  power spectral density, 
2

oN
. Given the received 

signal x(t), the function of the receiver is to detect the pulse signal s(t) in an optimum way. The 

performance of the receiver is said to be optimum if it yields the minimum probability of error. 

It is reasonable to assume here that the receiver has apriori knowledge of the type of waveform 

of the pulse signal s(t).

D.5 THE MATCHED FILTER
The  matched fi lter is an  optimum detector of a known pulse in the presence of additive white 

noise. In order to enhance the detection of the pulse signal s(t), the design of the linear time-
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invariant fi lter is required to be optimized so as to minimize the effects of noise at the fi lter 

output in some statistical sense. The resulting output signal of the linear fi lter may be expressed 

as y(t) = so(t) + no(t); where so(t) is the output signal component and no(t) is the output noise 

component of the input signal x(t). The output peak pulse  signal-to-noise ratio, z is defi ned as

2

2

( )
;

( )

o

o

s T

E n t
z =

È ˘
Î ˚

 where 
2

( )os T  is the instantaneous power in the output signal, E is the statistical 

expectation operator, and E[no
2 (t)] is the measure of the average output noise power.

It is desirable that the impulse response h(t) of the matched fi lter should be such so as 

to maximize the value of peak pulse signal-to-noise ratio, z. We know that the Fourier 

transform of the output signal so(t) is equal to H(f) S(f), where H(f) represents the frequency 

response of the fi lter, and S(f) represents the  Fourier transform of the known signal s(t). Then 

2( ) ( ) ( ) j ft
os t H f S f e df

p
+•

-•

+= Ú .

At t = T (T is the time at which the output of the fi lter is sampled),

2
2 2( ) ( ) ( ) j ft

os t H f S f e df
p

+•

-•

+= Ú

This expression assumes that the channel noise is not present. The power spectral density 

SN(f) of the output noise no(t) is given by 
2

( ) ( )
2

o
N

N
S f H f= ; where 

2

oN
 is constant  power 

spectral density of channel noise n(t).

fi E[no
2 (t)] = ( )NS f df

+•

-•
Ú

fi E[no
2 (t)] = 

2
( )

2

oN
H f df

+•

-•
Ú

where E[n0
2 (t)] denotes the average power of the output noise. 

Then the peak pulse signal-to-noise ratio, z can be rewritten as

 z = 

2

2

2

( ) ( )

( )
2

j fT

o

H f S f e df

N
H f df

p
+•

-•

+•

-•

+Ú

Ú
Thus, the peak pulse signal-to-noise ratio of a matched fi lter depends only on the ratio of the 

signal energy to the power spectral density of the additive white noise at the fi lter input. Some 

important characteristics of matched fi lters are given as follow:

∑ Matched fi lters are specifi cally designed to maximize the SNR of a known signal in the 

presence of AWGN.

∑ Matched fi lters can be considered to be a template that is matched to the known shape of 

the signal being processed.

∑ Matched fi lters are applied to known signals with random parameters such as amplitude 

and arrival time.
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∑ A matched fi lter signifi cantly modifi es the spectral structure by gathering the signal 

energy matched to its template, and present the result as a peak amplitude at the end of 

each symbol duration.

∑ The matched fi lter gathers the received signal energy, and when its output is sampled at

t = Tb, a voltage proportional to that energy is produced for subsequent detection and 

post-detection processing.

D.6 PROBABILITY OF ERROR USING MATCHED FILTER
 Probability of error is defi ned as the probability that the symbol at the output of the receiver 

differs from that of transmitted symbol. Consider a unipolar NRZ binary-encoded PCM signal, 

s(t) such that when symbol 1 is sent, s(t) equals s1(t) defi ned by

 s1(t) = max ;
b

E

T
0 £ t £ Tb;

where Emax is the maximum or peak signal energy, and Tb is the symbol duration. When 

the symbol 0 is sent, the transmitter is switched off, so s(t) equals s0(t) defi ned by s0(t) = 0;

0 £ t £ Tb; 

The channel noise n(t) is modeled as  additive white Gaussian noise (AWGN) with zero mean 

and power spectral density 
2

oN . Correspondingly, the received signal, x(t) equals

 x(t) = s(t) + n(t); 0 £ t £ Tb;

where the transmitted PCM signal s(t) equals either s1(t) or s0(t), depending on whether symbol 

1 or 0 has been sent.

Figure D.3 depicts a receiver model for binary-encoded  PCM transmission system.

Fig. D.3 Receiver Model for Binary-encoded PCM Signal

The  matched fi lter output is sampled at time t = Tb. The resulting sample value is compared 

with threshold by means of a decision device. If the threshold is exceeded, the receiver decides 

in favour of symbol 1, if not then symbol 0, and if tie (!) then it may be 1 or 0.

Since the bit duration Tb is known for a particular system, and is constant, we may defi ne one 

basis function of unit energy, that is,

 j1(t) = 
1

;
bT

 0 £ t £ Tb

\ s1(t) = 
max 1( );E tj  0 £ t £ Tb
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An on-off PCM system is characterized by having a signal space that is one-dimensional and 

with two message points, S11 (corresponding to symbol 1) and S01 (corresponding to symbol 0), 

as shown in Figure D.4.

Fig. D.4 A One-dimensional Signal Space with Two Message Points

The coordinates of the two message points are given by

 S11 = 
1 1

0

( ) ( )

bT

s t t dtjÚ

fi S11 = max

0

1
bT

b b

E
dt

T T

È ˘
¥Í ˙

Í ˙Î ˚
Ú

fi S11 = 
max max max

max0
0

b

b

T
T

b
b b b

E E E
dt t T E

T T T
= = ¥ =Ú

and S01 = 
0 1

0 0

1
( ) ( ) 0 0

b bT T

b

s t t dt dt
T

j = ¥ =Ú Ú
The message point corresponding to s1(t) or the symbol 1 is located at S11 which is equal to 

max

2

E
 and the message point corresponding to s0(t) or the symbol 0 is located at S01 which is 

equal to 0. It is assumed that binary symbols 1 and 0 occur with equal probability in the message 

sequence. Correspondingly, the threshold used by the decision device is set at 
max

2

E
, the 

halfway point or the decision boundary between two message points. To realize the decision 

rule as to whether symbol 1 or 0 has been sent, the one-dimensional signal space is partitioned 

into two decision regions—the set of points closest to the message point at max

2

E
 and the 

set of points closest to the second message point at 0. The corresponding decision regions are 

shown marked as region Z1 and region Z0 respectively. The decision rule is now simply to 

estimate signal s1(t), that is, symbol 1 would have been sent if the received signal falls in region 
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Z1, and signal s0(t), that is, symbol 0 would have been sent if the received signal falls in region 

Z0. 

Naturally, two kinds of erroneous decisions are most likely to be made by the receiver:

1. Error of the fi rst kind, Pe(1): The symbol 1 has been sent by the transmitter but the channel 

noise n(t) is such that the received signal points falls inside region Z0 and so the receiver 

decodes it as symbol 0.

2. Error of the second kind, Pe(0): The symbol 0 has been sent by the transmitter but the 

channel noise n(t) is such that the received signal points falls inside region Z1 and so the 

receiver decodes it as symbol 1.

The received signal (observation) point is calculated by sampling the matched fi lter output 

at time t = Tb, that is, 1 1

0

( ) ( )

bT

y y t t dtj= Ú . The received signal point y1 may lie anywhere along 

the j1 axis. This is so because y1is the sample value of a Gaussian-distributed random variable 

Y1. When symbol 1 is sent, the mean of Y1 is 
max

2

E
, and when symbol 0 is sent, the mean of 

Y1 is zero. Regardless of which of the two symbols is sent, the variance of Y1 equals 
2

oN
, where 

2

oN
 is the power spectral density of the channel noise.

Mathematically, the decision region associated with symbol 1 is defi ned as

  
max

1 1:
2

E
Z y< < •

Since the random variable Y1, with sample value y1 has a Gaussian distribution with zero 

mean and variance 
2

oN
, the likelihood function (under the assumption that symbol 0 has been 

sent) is defi ned by

  

2
1

1 1

1
( 0)

o

y

N

y

o

f y e
Np

Ê ˆ
-Á ˜

Ë ¯=

A plot of this function is shown in Figure D.5.

Let P1(0) denote the conditional probability of the deciding in favour of symbol 1, given that 

symbol 0 has been sent. The probability P1(0) is the total area under shaded part of the curve 

lying above 
max

2

E
.

Hence, Pe(0) = 

2
1

1

1

max max
1 1

1 1 1

2 2

1
( 0)

o

y
y

N

y

oE E
y y

f y dy e dy
Np

Ê ˆ
=• • -Á ˜

Ë ¯

= =

=Ú Ú

fi Pe(0) = 

2
1

max
1

1

2

1 o

y

N

o E
y

e dy
Np

Ê ˆ
• -Á ˜

Ë ¯

=

Ú



D.8 Digital Communica  on

Fig. D.5 A Plot of the Likelihood Func  on, fy1(y1|0) and fy1(y1|1)

Let 

2
21

o

y
z

N
= ; fi 

1

o

y
z

N
=

We know that 
max

1
2

E
y = ; 

\ z = 

max

max max1 12

2 2 oo o

E

E E

NN N
= =

Also, 1 ;oy z N= 1 ody N dzfi =
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Substituting these values, we get

 Pe(0) = 
2

max1

2

1

o

z
o

o E
z

N

e N dz
Np

•
-

=

Ú

fi Pe(0) = 
2

max1

2

1

o

z

E
z

N

e dz
p

•
-

=

Ú

By defi nition, the complementary error function is given by

 erfc(u) = 
22 z

z u

e dz
p

•
-

=
Ú

Accordingly, Pe(0) may be expressed as max1 1
(0)

2 2
e

o

E
P erfc

N

Ê ˆ
= Á ˜

Ë ¯

This is the expression for probability of error for estimating transmitted symbol 0 as symbol 1

by the receiver.

Similarly, the decision region associated with the symbol 0 is defi ned by

  

max
0 1:

2

E
Z y-• < <

The plot of corresponding likelihood function fy1(y1|1) is shown in the same fi gure for easy 

understanding. 

Due to symmetric nature of memoryless binary channel, P1(1) = Pe(0). Therefore,

  max1 1
(1)

2 2
e

o

E
P erfc

N

Ê ˆ
= Á ˜

Ë ¯

To determine the average probability of error in the receiver, Pe, the two possible kinds 

of error are mutually exclusive events in that if the receiver chooses symbol 1, then symbol 

0 is excluded from appearing and likewise if the receiver chooses symbol 0, then symbol 

1 is excluded from appearing at the output. Remember that Pe(0) and Pe(1) are conditional 

probabilities. 

Thus, assuming that the apriori probability of sending a 0 is p0, and apriori probability of 

sending a 1 is p1, then the average probability of error in the receiver is given by

 Pe = p0 Pe(0) + p1 Pe(1)

Since Pe (1) = Pe(0), and p0 + p1 = 1, we get

 Pe = P0 Pe(0) + (1 – p0) Pe(0)

fi Pe = P0 Pe(0) + Pe (0) – p0 Pe(0)

fi Pe = Pe (0) = Pe(1)

Hence,         max1 1

2 2
e

o

E
P erfc

N

Ê ˆ
= Á ˜

Ë ¯
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Generally, the acceptable value of probability of error is specifi ed for a particular application. 

Table D.1 gives  
max

o

E

N
 values for certain given values of Pe.

Table D.1 Emax/No(dB) for specifi ed Pe

Pe 10–2 10–4 10–6 10–8 10–10 10–20

o

E

N

max , dB 10.3 14.4 16.6 18 19 20

The ratio max

o

E

N
 represents the peak signal energy-to-noise spectral density ratio.

If Pmax is the peak signal power and Tb is the bit duration then peak signal energy, Emax may 

be written as Emax = Pmax Tb. Therefore,

  

max max maxb

o o o b

E P T P

N N N T
= =

The ratio No/Tb may be viewed as the average noise power contained in a transmission 

bandwidth equal to the bit rate 1/Tb. Thus, max

o

E

N
 is peak signal energy-to-noise power ratio. The 

Intersymbol interference generated by the fi lter is assumed to be small. The fi lter is matched to 

a rectangular pulse of amplitude A and duration Tb, since the bit-timing information is available 

to the receiver. Thus, the average probability of symbol error in a binary symmetric channel (for 

equiprobable binary symbols 1 and 0) solely depends on the ratio of the peak signal energy to 

the noise spectral density, b

o

E

N
 measured at the receiver input. However, it is assumed here that 

the receiver has prior knowledge of the pulse shape, but not in polarity. 

It is observed that Pe decreases very rapidly as max

o

E

N
 increases. The PCM receiver exhibits 

an exponential improvement in the average probability of symbol error with increase in b

o

E

N
 

value. At about max 17 dB
o

E

N
ª , an error threshold occurs. The receiver performance may 

involve signifi cant number of errors on the order of  >10–7 below threshold value. The effect of 

channel noise on the receiver performance is practically negligible above threshold value. For a 

practical PCM system, Pe £ 10–5 which corresponds to max 15 dB
o

E

N
> .
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Fig. D.6 Plot of Emax/No versus Pe

D.7 WIENER–HOPF FILTER
The  Wiener–Hopf fi lter, also known as the  optimum fi lter, has the ability of distinguishing 

between the two known signal waveforms from their noisy versions as which one of the two 

was present at its input during each signaling interval with minimum  probability of error. The 

optimum fi lter takes the form of a  matched fi lter when the noise at its input is white noise. In 

fact, the optimum fi lter for the white noise generates zero  Intersymbol interference. Using the 

 Schwarz’s inequality, we can write

2
2 22( ) ( ) ( ) ( )j fT

H f S f e df H f df S f df
p

+• +• +•

-• -• -•

+ £Ú Ú Ú

\                    
2

0

2
( )S f df

N
z

+•

-•
£ Ú

Thus, z depends only on the signal energy and the noise power spectral density. It is 

independent of the frequency response H(f) of the fi lter. Therefore, its maximum value if 

given by 
2

max

2
( )

o

S f df
N

z
+•

-•
= Ú . In that case, H(f) assumes its optimum value, denoted 

by Hopt(f), and is given by Hopt(f) = kS*(f)e–j2p f T; where S*(f) is the complex conjugate of the 

 Fourier transform of the input signal s(t), and k is an appropriate scaling factor. This expression 

specifi es the optimum fi lter in the frequency domain. In time domain, the impulse response of 

the optimum fi lter can be described as hopt(t) = ks(T – t). It is time-reversed and time-delayed 

version of the input signal which implies that it is optimally matched to the input signal.
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In a communication receiver, the signal PSD at the input of the receiving fi lter is Ss(f) = 

2 2

2

(2 )f

g

g p+
, and the noise PSD appearing at its input is ( )

2

o
n

N
S f = . The transfer function of 

the optimum fi lter is given by opt

( )
( )

( ) ( )

s

s n

S f
H f

S f S f
=

+
.

fi hopt(f) = 
2 2

2 2

2 2

2

4(2 )

2 4 (2 )
2(2 )

o
o

f

N N f

f

g

gg p
g g g p

g p

+ =
È ˘+ ++ Î ˚

+

fi hopt(f) = 
2 2

4

4
(2 )o

o

N f
N

g

g
g p

È ˘
+ +Í ˙

Î ˚

Let 2 24

oN

g
g l+ = , then opt 2 2

4
( )

(2 )o

H f
N f

g

l p
=

È ˘+Î ˚
.

Using Inverse Laplace transform, we get

 hopt(t) = 
2 t

o

e
N

lg

l

-
; where 

24

oN

g
l g= +

Figure D.7 shows the transfer function of an optimum fi lter.

Fig. D.7  Transfer Func  on of Op  mum Filter

It is an unrealizable fi lter. However, a time-shifted version hopt (t – t0)u(t) is nearly realizable 

fi lter. Figure D.8 shows the transfer function of realizable optimum fi lter.

Fig. D.8 Transfer func  on of realizable op  mum fi lter
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The output noise power Pn of the optimum fi lter is given by

 Pn = 
( ) ( )

( ) ( )

s n

s n

S f S f
df

S f S f

•

-•
+Ú

fi Pn = 

2 2

2 2

2

2(2 )

2

2(2 )

o

o

N

f
df

N

f

g

g p

g

g p

•

-•

È ˘ È ˘¥Í ˙ Í ˙+ Î ˚Î ˚
È ˘ È ˘+Í ˙ Í ˙+ Î ˚Î ˚

Ú

fi Pn = 2 2

2

4 (2 )

o

o

N
df

N f

g

g g p

•

-•
È ˘+ +Î ˚

Ú

fi Pn = 
2 22 2

2 2

44 (2 )(2 )

o

o
oo

N
df df

fN f
NN

g g

gg g pg p

• •

-• -•

=
È ˘ + ++ +Í ˙
Î ˚

Ú Ú

To solve it, let 2 24

oN

g
g a+ = ; then,

fi Pn = 2 2 2 2

2 2 1

(2 ) 2
1

df df
f f

g g

a p a p

a

• •

-• -•

=
+ Ê ˆ+ Á ˜Ë ¯

Ú Ú

Let 
2 f

x
p

a
= ; fi

2

x
f

a

p
= ; 

2
df dx

a

p
=

fi Pn = 
2 2

2 1

21
dx

x

g a

pa

•

-• +Ú

fi Pn = 
2 2 2

2 1 1

2 1 1
dx dx

x x

g a g

p paa

• •

-• -•

=
+ +Ú Ú

fi Pn = [ ]tan tan tan( )x
g g

pa pa

•
-•

= • - -•

fi Pn = 
2 2

g p p g g
p

pa pa a

È ˘Ê ˆ
- - = ¥ =Í ˙Á ˜Ë ¯Î ˚

Hence, Pn = 
24

oN

g

g
g+

 Ans.

The optimum fi lter is practical only when the input SNR is small (that is, noise is quite high). 

When a desired signal gets mixed with noise, the SNR can be improved by passing it through a 

fi lter that suppresses frequency components where the signal is weak but the noise is strong. An 

optimum fi lter is not an ideal fi lter. Thus, it will cause signal distortion.



D.14 Digital Communica  on

D.8 INTEGRATE-AND-DUMP FILTER
The  integrate-and-dump fi lter, also known as  correlation receiver, is a coherent or  synchronous 

receiver that requires a local carrier reference signal having the same frequency and phase as the 

transmitted carrier signal. It is a form of the  optimum fi lter, which is different from the  matched 

fi lter implementation. Additional circuitry is required at the receiver to generate the coherent 

local carrier reference signal. In a correlation receiver, it is required that the integration operation 

should be ideal with zero initial conditions. In practical implementation of the correlation 

receiver, the integrator has to be reset. That means the capacitor has to be discharged or dumped 

(hence the name integrate and dump fi lter) at the end of each signaling interval in order to avoid 

ISI. The bandwidth of the fi lter preceding the integrator is assumed to be wide enough to pass 

the received signal accompanied with white Gaussian noise without any distortion. 

Integrate-and-dump fi lter can be used to implement the matched fi lter for a rectangular pulse 

input signal. The integrator computes the area under the rectangular pulse. The output is then 

sampled at t = T (duration of the pulse). The integrator is restored back to its initial condition 

immediately. It is essential that the time constant of the integrate-and-dump fi lter circuit must 

be very much greater than the pulse width. Under this condition, the practical circuit of the 

integrate and dump correlation receiver will approximate quite close to an ideal integrator. It 

will also operate as an ideal receiver with the same probability of error. The correlation receiver 

performs coherent detection by using the local reference signal which is in phase with the input 

received signal component. Therefore, the sampling and discharging of the capacitor (dumping 

action) must be carefully synchronized.



Mathematical FormulaeE
Table E.1 Trigonometric Iden    es

S. No. Identity

1. sin 2q = 2 sin q cos q

2. cos 2q = 1 + 2 cos2
 q = 1 – 2 sin2 q = cos2 q – sin2 q

3. sin2 q + cos2 q = 1

4. sin (q1 ± q2) = sin q1 cos q2 ± cos q1 sin q2

5. cos(q1 ± q2) = cos q1 cos q2 ∓ sin q1 sin q2

6. 1 2 1 2 1 2

1
sin sin [cos( ) cos( )]

2
q q q q q q= - - +

7. 1 2 1 2 1 2

1
cos cos [cos( ) cos( )]

2
q q q q q q= - + +

8. 1 2 1 2 1 2

1
sin cos [sin( ) cos( )]

2
q q q q q q= - + +

9. e
±jq = cos q ± j sin q

10.
1

sin [ ]
2

j j
e e

j

q q
q

-= -

11.
1

cos [ ]
2

j j
e e

q q
q

-= +

Table E.2 Series Expansion

S. 

No.
Series Formulae

1.

Trigono-

metric 

Series

3 51 1
sin

3! 5!
x x x x= - + - 

1 3 51 3
sin

6 40
x x x x

- = + + + 

2 51 1
sin 1 ( ) ( )

3! 5!
cx nx xp= - + - 
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S. 

No.
Series Formulae

2 41 1
cos 1

2! 4!
x x x= - + - 

2.
Exponen-

tial Series

21
1

2!

x
e x x= + + - 

3.
Binomial 

Series

2( 1)
(1 ) 1 ; for | | < 1

2!

n n n
x nx x nx

-
+ = + + + 

2 31
; for | |  

1
1 < 1x x x x

x
+ + + +º=

-

4. Logarith-

mic Series

2 31 1
n )

3
1(

2
l x xx x= - ++ - 

5.
Tayler 

Series

( ) ( )
2 1 ( )

( ) ( ) ( ) ( ) ( )
1! 2! !

a a n
n

n

x a

f f d g x
f x f a x a x a x a

n dx
=

¢ ¢¢
= + - + - + + - 

6.
McLaurin 

Series

2

0

(0) (0) 1 ( )
( ) (0)

1! 2! !

n

n

x

f f d f x
f x f x x

n dx
=

¢
= + + + + 

Table E.3 Defi nite Integrals

S. No. Formulae

1.

         

2

0 0

1
sin sin

2
cxdx c xdx

• •

= =Ú Ú

2.

         

2

0

1
, 0

2

ax
e dx a

a

p
•

- = >Ú

3.

         

22

0

1
, 0

4

ax
x e dx a

a a

p
•

- = >Ú

4.

         

2 2

0

sin( )
, 0, 0

2

abx ax
dx e a b

b x

p
•

-= > >
+Ú

5.

         

2 2

0

cos( )
, 0, 0

2

abax
dx e a b

bb x

p
•

-= > >
+Ú



Abbreviations and 
AcronymsF

ADC Analog-to-Digital Converter

ADM Adaptive Delta Modulation

ADPCM Adaptive Differential Pulse Code Modulation

AMI Alternate Mark Inversion

ASK Amplitude Shift Keying

AWGN Additive White Gaussian Noise

B3ZS Binary Three Zero Substitution

B6ZS Binary Six Zero Substitution

B8ZS Binary Eight Zero Substitution

BASK Binary Amplitude Shift Keying

BCH Bose-Chaudhuri-Hocquenhem

BEC Binary Erasure Channel

BER Bit Error Rate

BFSK Binary Frequency Shift Keying

BPF Band Pass Filter

bpp bits per pixel

BPRZ bipolar return-to-zero

BP-RZ-AMI Bipolar Return-to-Zero Alternate-Mark-Inversion

bps bits per second

BPSK Binary Phase Shift Keying

BSC Binary Symmetric Channel

codec coder-decoder

CPFSK Continuous-Phase Frequency Shift Keying

CPM Continuous Phase Modulation

CRC Cyclic Redundancy Check

CVSDM Continuous Variable Slope Delta Modulation

DAC Digital-to-Analog Converter

dB deciBel

dBm DeciBel w.r.t. 1 mW

APPENDIX
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DBPSK Differential Binary Phase-Shift Keying

DM Delta Modulation

DPCM Differential Pulse Code Modulation

DPSK Differential Phase Shift Keying

DQPSK Differential Quadrature Phase Shift Keying

DS Direct Sequence

DSSS Direct Sequence Spread Spectrum

Eb/N0 bit-energy to noise-power ratio

FDD Frequency Division Duplexing

FDM Frequency Division Multiplexing

FDMA Frequency Division Multiple Access

FEC Forward Error Correction

FH Frequency Hopping

FHSS Frequency Hopping Spread Spectrum

FSK Frequency Shift Keying

GMSK Gaussian Minimum Shift Keying

HDB High Density Bipolar

ISI Intersymbol interference

ITU International Telecommunications Union

LDPC Low-Density Parity Check

LFSR Linear Feedback Shift Register

LPF Low Pass Filter

LRC Longitudinal Redundancy Check

LZ coding Lempel–Ziv coding

MAI Multiple Access Interference

MC-DS-CDMA Multi-Carrier Direct Sequence Code Division Multiple Access

MFSK Multilevel Frequency Shift Keying or M-ary FSK

Modem MODulator + DEModulator

MPSK Multilevel Phase Shift Keying or M-ary PSK

MSK Minimum Shift Keying

MUs Mobile Users

MUX Multiplexer

NF Noise Figure

NRZ Non-Return-to-Zero

OFDM Orthogonal Frequency Division Multiplexing



 Abbrevia  ons and Acronyms F.3

OFDMA Orthogonal Frequency Division Multiple Access

OOK On-Off Keying

OQPSK Offset QPSK (See QPSK)

PAM Pulse Amplitude Modulation

PCM Pulse Code Modulation

pdf probability density function

PLL Phase Locked Loop

PN Pseudo-Noise

PSD Power Spectral Density

PSK Phase Shift Keying

QAM Quadrature Amplitude Modulation

QASK Quadrature Amplitude Shift Keying

QoS Quality of Service

QPSK Quadrature Phase Shift Keying

RS Reed–Solomen

RZ Return-to-Zero

S/N Signal-to-Noise ratio

SINR Signal-to-Interference-plus-Noise Ratio

SIR Signal-to-Interference Ratio

SNR Signal-to-Noise Ratio

SQR Signal-to-Quantization Ratio

SRs Shift Registers

SS Spread Spectrum

TDM Time-Division Multiplexing

THSS Time Hopping Spread Spectrum

UP UniPolar

UP-NRZ UniPolar Non-Return-to-Zero

UP-RZ UniPolar Return-to-Zero

VRC Vertical Redundancy Check
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code tracking  6.26, 6.27

code tree  5.74, 5.77

codec  1.2, 1.31

codeword  5.4, 5.42

coding effi ciency  1.33

coding gain  5.39

coding of information  4.20

coding theory  5.2

coherent BFSK  3.61

coherent binary ASK detector  3.8

coherent BPSK  3.61
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conditional probability  4.40

constellation diagram  3.16, 3.27, 3.32, 3.45

constituent codes  5.90, 5.93
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continuous-phase frequency-shift keying  3.11

continuous-phase FSK modulation  3.36

convolution  A.4, B.5

convolution code  5.40, 5.79, 5.94
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convolution encoder  5.66, 5.67, 5.86, 5.83

convolution encoding  5.76

convolution interleaver  5.86
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hopset  6.11

Huffman code  5.34

Huffman source code  5.30

Huffman source coding  5.10, 5.19

Huffman source encoding  5.24, 5.29
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impulse errors  5.39
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information capacity  4.50, 4.54
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initial code acquisition  6.27

instantaneous source code  5.10

integrate-and-dump  3.19

integrate-and-dump fi lter  D.14

intercell interference  6.27, 6.28, 6.29
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M-ary bandpass signaling  3.2

M-ary FSK  3.2, 3.61
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multiple bit errors  5.40

multiple-access  6.35
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Nyquist pulse shaping  2.47

Nyquist rate  1.7, 1.12, 4.20
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optimum source code  5.12

OQPSK modulator  3.33

orthogonal frequency division multiple access  6.56
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Phase synchronization  3.8
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probability theory  A.1
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pulse modulation  1.18
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pulse rate  2.4

pulse width modulation  1.18
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quantization noise  1.25, 1.35
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quasi-synchronous digital multiplexers  2.64

R
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redundancy checking  5.42
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RF power control  6.35

Rician probability distribution  A.10

robust quantization  1.26
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RS codes  5.40

RS encoding algorithm  5.89
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sample-and-hold  1.12, 1.21
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sampling theorem  1.7

sampling time  1.7

Schwarz’s inequality  D.11
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self-synchronization  2.9, 2.58

sequential decoding  5.76

sequential decoding algorithm  5.66, 5.77
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Shannon channel capacity  5.58

Shannon channel capacity theorem  4.50
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Shannon’s channel coding theorem  4.4, 4.46, 5.38

Shannon’s second theorem  4.46
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signal-to-quantization noise ratio  1.25, 1.33

simplex communication  5.40

single bit errors  5.40
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single-error correction  5.45

slope overload  1.56

slope overload distortion  1.48

slope overload noise  1.47

slow frequency hopping  6.13

source coding  1.4, 5.2, 5.18, 5.19

source encoder  5.3, 5.6

source encoding  5.4, 5.6

source-coding  4.21

source-coding theorem  5.11, 5.18

spectral effi ciency  3.54, 6.35

spectrum effi ciency  6.2

spectrum utilization  6.46
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spread-spectrum  6.2, 6.22, 6.58
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spread-spectrum modulation  6.4

spread-spectrum multiple access  6.22

spread-spectrum receiver  6.17
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symbol synchronization  3.50, 3.51

symbol synchronizer  3.46, 3.53

symbol-by-symbol encoding  3.58

synchronization  2.70

synchronous ASK demodulator  3.8

synchronous detection  3.50

synchronous receiver  D.14

synchronous TDM  2.63, 2.64

syndrome  5.47, 5.52, 5.55

system capacity  6.35, 6.42, 6.48, 6.58

systematic code  5.41, 5.51

systematic coding  5.42

systematic feedback encoder  5.67

T

T lines  2.68

T1 digital carrier system  2.69

T1C digital carrier system  2.71

T2 digital carrier systems  2.72

T2 line  2.72

T3 line  2.73

T4 line  2.73

Tanner graph  5.58, 5.59, 5.63

tapped delay line  2.55, 6.31

Tchebycheff’s inequality  A.14

TDMA frame  5.86, 6.51

TDMA system  6.51

TDMA/FDD mode  6.51

threshold of coding  1.47

time diversity  5.88

time division multiple access  6.50

time synchronization  6.53

time-division multiplexing  2.61, 2.68

timing extraction  2.58

timing jitter  2.58

timing synchronization  3.8

transition matrix  4.36

transitional probability  4.40

transmission bandwidth  3.18

transmission power effi ciency  2.7

transversal fi lter equalizer  2.55

tree diagram  5.74

trellis diagram  5.73, 5.78

triangle inequality  5.49

triangulation  6.20

turbo codes  5.40, 5.63, 5.83, 5.90, 5.91, 5.94

turbo decoder  5.93

turbo deinterleaver  5.93

turbo interleaver  5.83, 5.84, 5.91, 5.93

U

uncertainty  4.7, 4.41

uniform quantization  1.25, 1.33

unipolar  2.7

unipolar Non-Return-to-Zero  C.2

unipolar NRZ  3.6

unipolar NRZ  C.3

unipolar NRZ line code  2.11

unipolar RZ line code  2.13

unipolar-NRZ(L) line code  3.4

uniquely decodable code  5.8



 Index I.9

V

variable length code  5.8, 5.34

variable-length source code  5.7

variance  A.2, A.7

vertical redundancy check  5.42

Viterbi algorithm  5.66, 5.76, 5.77

Viterbi decoder  5.90

Viterbi decoding  5.77

Viterbi decoding algorithm  5.77, 5.78, 5.79, 5.94

Viterbi path  5.77

voice activity interference reduction factor  6.42

voice quality  5.86

voltage controlled oscillator  3.14

W

Walsh codes  6.8

waveform channel  4.39

waveform coders  1.22

waveform coding  1.3, 1.30, 5.5

waveform encoder  4.3

weighted MLG decoding  5.62

white Gaussian noise  4.39, 4.49

white noise  4.49

wideband FM  6.2

wide-sense stationary  a.11

Wiener–Hopf fi lter  D.11

wireless communication  5.40

word interleaving  2.61, 2.64

Z

zero-forcing equalizer  2.56

zero-memory source  4.6

ZJ algorithm  5.77
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