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                      About the Course  

 Environmental Geology Is Geology Applied
to Living 
 The  environment  is the sum of all the features and conditionst

surrounding an organism that may infl uence it. An individual’s

physical environment encompasses rocks and soil, air and wa-

ter, such factors as light and temperature, and other organisms.

One’s social environment might include a network of family

and friends, a particular political system, and a set of social

customs that affect one’s behavior. 

  Geology is the study of the earth. Because the earth pro-

vides the basic physical environment in which we live, all of

geology might in one sense be regarded as environmental geol-

ogy. However, the term  environmental geology is usually re-

stricted to refer particularly to geology as it relates directly to

human activities, and that is the focus of this book. Environ-

mental geology is geology applied to living. We will examine

how geologic processes and hazards infl uence human activities

(and sometimes the reverse), the geologic aspects of pollution

and waste-disposal problems, and several other topics.

 Why Study Environmental Geology?
 One reason for studying environmental geology might simply

be curiosity about the way the earth works, about the how and

why of natural phenomena. Another reason is that we are in-

creasingly faced with environmental problems to be solved and

decisions to be made, and in many cases, an understanding of 

one or more geologic processes is essential to fi nding an ap-

propriate solution.

  Of course, many environmental problems cannot be fully

assessed and solved using geologic data alone. The problems

vary widely in size and in complexity. In a specifi c instance,

data from other branches of science (such as biology, chemistry,

or ecology), as well as economics, politics, social priorities, and

so on may have to be taken into account. Because a variety of 

considerations may infl uence the choice of a solution, there is

frequently disagreement about which solution is “best.” Our 

personal choices will often depend strongly on our beliefs about

which considerations are most important.

  About the Book  

 An introductory text cannot explore all aspects of environmen-

tal concerns. Here, the emphasis is on the physical constraints

imposed on human activities by the geologic processes that 

have shaped and are still shaping our natural environment. In a

real sense, these are the most basic, inescapable constraints; we
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 cannot, for instance, use a resource that is not there, or build a

secure home or a safe dam on land that is fundamentally un-

stable. Geology, then, is a logical place to start in developing an

understanding of many environmental issues. The principal

aim of this book is to present the reader with a broad overview

of environmental geology. Because geology does not exist in a

vacuum, however, the text introduces related considerations

from outside geology to clarify other ramifi cations of the sub-

jects discussed. Likewise, the present does not exist in isolation

from the past and future; occasionally, the text looks both at 

how the earth developed into its present condition and where

matters seem to be moving for the future. It is hoped that this

knowledge will provide the reader with a useful foundation for 

discussing and evaluating specifi c environmental issues, as

well as for developing ideas about how the problems should be

solved.   

  Features Designed for the Student  

 This text is intended for an introductory-level college course. It 

does not assume any prior exposure to geology or college-level

mathematics or science courses. The metric system is used

throughout, except where other units are conventional within a

discipline. (For the convenience of students not yet “fl uent” in

metric units, a conversion table is included on the inside back 

cover, and in some cases, metric equivalents in English units

are included within the text.)

  Each chapter opens with an introduction that sets the

stage for the material to follow. In the course of the chapter,

important terms and concepts are identifi ed by boldface type,

and these terms are collected as “Key Terms and Concepts” at 

the end of the chapter for quick review. The Glossary includes

both these boldface terms and the additional, italicized terms

that many chapters contain. Most chapters include actual case

histories and specifi c real-world examples.   Every chapter con-

cludes with review questions and exercises, which allow stu-

dents to test their comprehension and apply their knowledge.

The “Exploring Further” section includes items that might 

serve as ideas for projects or research papers building on text 

material.

  Each chapter includes one or more case studies relating

to the chapter material. Some involve a situation, problem,

or application that might be encountered in everyday life.

Others offer additional case histories or relevant examples.

The tone is occasionally light, but the underlying issues are

nonetheless real. (While some case studies were inspired by

actual events, and include specific factual information, all

 of the characters quoted, and their interactions, are wholly

fi ctitious.) 
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   New and Updated Content 

 Environmental geology is, by its very nature, a dynamic fi eld in 

which new issues continue to arise and old ones to evolve.    Every 

chapter has been updated with regard to data, examples, and 

illustrations. 

  Geology is a visual subject, and photographs, satellite 

imagery, diagrams, and graphs all enhance students’ learning. 

Accordingly, this edition includes more than two hundred new 

illustrations, with revisions having been made to dozens more. 

In addition each chapter now features one or two Case Studies 

to present contemporary issues. 

  Signifi cant content additions and revisions to specifi c 

chapters include:  

  Chapter 1   A new case study examines models of lunar 

origin to illustrate hypothesis-testing in science. 

Population statistics have been updated, with increased 

focus on China and India.  

  Chapter 2   The asbestos case study has been expanded to 

include some of the complexities of the Libby, Montana, 

vermiculite m ine.  

  Chapter 3   Discussion of evidence supporting plate-tectonic 

theory has been expanded, and a case study added to 

illustrate how this theory supplanted the previous model 

of mountain-building.  

  Chapter 4   Discussions of fault types, of moment magnitude, 

and of tsunami monitoring have been expanded. New 

case studies describe applications of short-term 

earthquake early-warning systems, and studies related to 

the San Andreas Fault Observatory at Depth (SAFOD).  

  Chapter 5   Information has been added on the Mammoth 

Lakes tree kills and the hazards of magmatic CO 2 , as well 

as on new evidence of links between earthquakes and 

volcanic activity. The status of activity at Kilauea and 

Mount St. Helens has been updated. A new case study 

examines the threats posed by the reawakening of 

Redoubt volcano.  

  Chapter 6   Updated case studies examine more broadly the 

problem of characterizing fl ood frequency, and that of 

controlling fl ooding on the Mississippi River system via 

levees.  

  Chapter 7   Discussion of tides has been improved and 

expanded. The case study involving the vulnerability of 

coastal regions to hurricanes now addresses Hurricane 

Ike as well as Katrina, and illustrates the role of the 

Galveston seawall.  

  Chapter 8   Landslides in the Pacifi c Northwest in the winter 

of 2008–2009 are now discussed. Coverage of landslide 

monitoring and prediction is expanded to illustrate 

relationships of slide hazard to precipitation history.  

  Chapter 9   Historic and modern photo pairs illustrate 

dramatic changes in several alpine glaciers. The case 

study considering glaciers as a water source has been 

expanded to explore more specifi cally the implications 

of such retreating of alpine glaciers for water supplies in 

many areas.  

  Chapter 10   This chapter, new to the last edition, has been 

considerably expanded, refl ecting ever-growing interest 

in global climate change. The relatively greater warming 

of the polar regions, and its signifi cance, is examined 

more fully. New information from the IPCC 2009 report 

is incorporated. Additional effects of climate change, 

observed and postulated, are described: changes in 

phytoplankton productivity, changing ocean chemistry 

and its effect on corals, changing patterns of rainfall and 

drought such as may have contributed to the recent 

devastating Australian fi res. The role of oceans as 

thermal reservoir is further examined. Discussion of 

paleoclimates and the evidence for them has been 

expanded. A case study addresses the problem of how, 

in fact, the earth’s temperature is measured, and how 

some of those measurements support the connection 

between warming and GHG. Some proposed 

“geoengineering” solutions to moderate climate change 

are n oted.  

  Chapter 11   New information includes data showing that 

evaporation losses from reservoirs exceed human water 

consumption worldwide, and evidence that use of 

desalinated water may cause defi ciency disease in crops 

if not in people. Case studies of the High Plains Aquifer 

System and the Aral Sea are updated.  

  Chapter 12   Impact of expansion of biofuel crops on 

soil-conservation efforts are noted. A case study has 

been added to explore forensic geology as it involves 

soils and sediments.  

  Chapter 13   Data and graphs on mineral consumption, 

reserves, recycling, etc., have been fully updated. 

Discussion of global mineral demand now includes 

specifi c focus on the impact of China’s development. A 

case study examines cell-phone e-cycling from a 

mineral-resource perspective.  

  Chapter 14   As with minerals, tables and graphs of fossil-

fuel consumption and reserves have been updated. 

Expanded analysis of factors affecting possible oil 

exploration in ANWR now includes information on the 

time factor in oil-fi eld development. New/additional 

information on mountaintop-removal coal mining, 

hazards of ash impoundments, and usefulness of 

coal-to-liquid technology has been included.  

  Chapter 15   The Chernobyl case study has been updated, as 

have statistics on U.S. and global nuclear reactors 

operating and under construction. Analysis of energy loss 

in generation of electricity has been expanded. New 

issues include mineral-resource availability as a potential 

constraint on expanded use of photovoltaics, and the 

effect that widespread cultivation of biofuel crops can 

have on food supplies, land use, and carbon sinks.  

  Chapter 16   Data on municipal waste generation and 

nuclear-waste handling in various parts of the world 
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have been updated, as has discussion of Superfund. The 

problem of toxic elements in e-cycling is highlighted. 

The case study examining “life cycle” comparison of 

simple objects to assess environmental impact has been 

expanded.  

  Chapter 17   Mercury pollution is more fully examined. A 

new case study on DDT highlights the environmental 

persistence of bioaccumulative pesticides. New data on 

water quality in wells are presented.  

  Chapter 18   Data on emissions of EPA’s criteria air pollutants 

have been updated, as have acid-rain maps. Expanded 

discussions include the role of aerosols in weather, and 

carbon-sequestration strategies and experiments; new 

information on residual lead in soils along highways has 

been added to the discussion of lead pollution.  

  Chapter 19   “Cap-and-trade” as a strategy for reducing 

pollution is now discussed. Discussion of seabed mining 

rights and the EEZ is expanded to include new legal 

developments and effects of global warming.  

  Chapter 20   Three Gorges Dam is now a major case study, 

with more information on hazards and concerns associated 

with the project, and problems already experienced.   

At chapter ends, the old “For Further Thought” questions have 

been expanded and modifi ed under the revised heading “Ex-

ploring Further” to include a number of activities in which stu-

dents can engage, some involving online data, and some 

quantitative analysis. For example, they may be directed to ex-

amine real-time stream-gaging or landslide-monitoring data, or 

information on current or recent earthquake activity; they can 

manipulate historic climate data from NASA to examine trends 

by region or time period; they may calculate how big a wind 

farm or photovoltaic array would be required to replace a con-

ventional power plant; they can even learn how to reduce sul-

fate pollution by buying SO 2  a llowances.

Organization  

 The book starts with some background information: a brief 

outline of earth’s development to the present, and a look at one 

major reason why environmental problems today are so 

 pressing—the large and rapidly growing human population. 

This is followed by a short discussion of the basic materials of 

geology—rocks and minerals—and some of their physical 

properties, which introduces a number of basic terms and con-

cepts that are used in later chapters. 

  The next several chapters treat individual processes in de-

tail. Some of these are large-scale processes, which may involve 

motions and forces in the earth hundreds of kilometers below 

the surface, and may lead to dramatic, often catastrophic events 

like earthquakes and volcanic eruptions. Other processes—such 

as the fl ow of rivers and glaciers or the blowing of the wind—

occur only near the earth’s surface, altering the landscape and 

occasionally causing their own special problems. In some cases, 

geologic processes can be modifi ed, deliberately or acciden-

tally; in others, human activities must be adjusted to natural 

realities. The section on surface processes concludes with a 

chapter on climate, which connects or affects a number of the 

surface processes described earlier in Section III. 

  A subject of increasing current concern is the availability 

of resources. A series of fi ve chapters deals with water re-

sources, soil, minerals, and energy, the rates at which they are 

being consumed, probable amounts remaining, and projections 

of future availability and use. In the case of energy resources, 

we consider both those sources extensively used in the past and 

new sources that may or may not successfully replace them in 

the future. 

  Increasing population and increasing resource consump-

tion lead to an increasing volume of waste to be disposed of; 

thoughtless or inappropriate waste disposal, in turn, commonly 

creates increasing pollution. Three chapters examine the inter-

related problems of air and water pollution and the strategies 

available for the disposal of various kinds of wastes. The intro-

duction to this section presents some related concepts from the 

fi eld of geomedicine, linking geochemistry and health. 

  The fi nal two chapters deal with a more diverse assort-

ment of subjects. Environmental problems spawn laws intended 

to solve them; chapter 19 looks briefl y at a sampling of laws, 

policies, and international agreements related to geologic mat-

ters discussed earlier in the book, and some of the problems 

with such laws and accords. Chapter 20 examines geologic con-

straints on construction schemes and the broader issue of trying 

to determine the optimum use(s) for particular parcels of land—

matters that become more pressing as population growth pushes 

more people to live in marginal places. 

  Relative to the length of time we have been on earth, hu-

mans have had a disproportionate impact on this planet. 

 Appendix A explores the concept of geologic time and its mea-

surement and looks at the rates of geologic and other processes 

by way of putting human activities in temporal perspective. Ap-

pendix B provides short reference keys to aid in rock and min-

eral identifi cation, and the inside back cover includes units of 

measurement and conversion factors. 

  Of course, the complex interrelationships among geologic 

processes and features mean that any subdivision into chapter-

sized pieces is somewhat arbitrary, and different instructors 

may prefer different sequences or groupings (streams and 

ground water together, for example). An effort has been made 

to design chapters so that they can be resequenced in such ways 

without great diffi culty.   

  Supplements  

 Supplements for this edition include: Instructor’s Manual, Pre-

sentation Center, PowerPoint Lecture Outlines, and Student 

Quizzing.   The “NetNotes” previously included at the end of 

each chapter have been expanded and moved to the website. 

They continue to highlight a modest collection of Internet sites 

that provide additional information and/or images relevant to 

the chapter content. These should prove useful to both students 

and instructors. An effort has been made to concentrate on sites 
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with material at an appropriate level for the book’s intended 

audience and also on sites likely to be relatively stable in the 

very fl uid world of the Internet (government agencies, educa-

tional institutions, or professional-association sites).    The end-

of-chapter “Suggested Readings/References” have likewise 

been updated and moved to the website, and the appendix on 

maps and satellite imagery included in previous editions has 

been moved there also.
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 Rocks can provide building materials, yield mineral and energy resources, make the soil on which we live and grow crops, off er us recreational 

opportunities, and even be objects of veneration. Rainbow Bridge, AZ, is sacred to several native cultures. 

to addr ess such issues as global climat e change , sustainable  

development, and en vironmental pr otection. M ore r ecently, 

seventy countries committed to participate in the International 

Year of Planet Earth (IYPE), a joint initiative of UNESCO and the 

International Union of Geolog ical S ciences that is aimed at  

sharing our growing knowledge of earth and geologic pro-

cesses to help current and future generations live more safely 

and sustainably. 

  Chapter 1 briefl y summarizes major stages in the ear th’s 

development and allo ws us t o begin to see wher e current and 

future human ac tivities fi t in. I t provides us with some inf orma-

tion about the solar system to help the reader judge the degree 

to which other planets might pr ovide solutions t o such pr ob-

lems as lack of resources and living space. It also introduces the 

concept of cyclicity in natural processes, and points out that the 

interrelationships among natural processes may be complex. 

 A sense of hist orical perspec tive helps us t o appr eciate 

current challenges and to anticipate future ones. Many 

modern environmental problems, such as acid rain and 

groundwater pollution, have come upon us very recently. Oth-

ers, such as the hazar ds posed b y ear thquakes, volcanoes, and 

landslides, have always been with us. 

  Recognition that geologic processes aff ect all humanity 

on our shared planet is illustrated by growing international de-

bate and cooperation on the issues. The 1990s were designated 

the Unit ed Nations Decade f or Natural Disast er Reduc tion 

(though i ronically, b oth t he n umber o f c atastrophic e vents, 

and their toll in dollars and lives, soared to all-time highs in that 

period). Concerted eff orts by developed nations ha ve sharply 

curtailed destruc tion of our pr otective o zone la yer. I n 1992,  

more than 170 nations came together in Rio de Janeiro for the 

United Nations Conference on Environment and Development, 

 Foundations    

    S E CT I O N    S E C T I O N
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2 Section One F oundations

  The size and g rowth of ear th’s human population bear  

strongly on the ways and extent to which geology and people 

interact, which is what environmental geology is all about. In 

fact, man y of our pr oblems ar e as acut e as they ar e simply  

 because of the sheer number of people who no w live on the 

earth, either overall or in particular locations. This will be evi-

dent in lat er discussions of r esources, pollution, and wast e 

disposal. 

  It is diffi  cult to talk for long about geology without dis-

cussing rocks and minerals, the stuff  of which the earth is made. 

Chapter 2 intr oduces these mat erials and some of their basic 

properties. Specifi c ph ysical and chemical pr operties of r ocks 

and soils are important in considering such diverse topics as re-

source identifi cation and recovery, waste disposal, assessment of 

volcanic or landslide hazards, weathering processes and soil for-

mation, and others.          ■



 A 180-degree panorama of images taken by the Mars rover  Spirit  in 2008, in colors approximating what the human eye would see. 

 Image by NASA/JPL/Cornell.     

study our planet in sy stematic ways, we have developed an ever-

increasing understanding of the complex nature of the processes 

shaping, and the problems posed by, our geological environment. 

   Environmental geology    explores the man y and varied int erac-

tions between humans and that geologic environment. 

  As the human population g rows, it bec omes increasingly 

diffi  cult for that population to survive on the resources and land 

remaining, to avoid those hazards that cannot be controlled, and 

to refrain from making irreversible and undesirable changes in 

environmental sy stems. The ur gency of per fecting our under-

standing, not only of natural processes but also of our impact on 

the planet, is becoming more and more apparent, and has moti-

vated increased international cooperation and dialogue on envi-

ronmental issues. (However, while nations may readily agree on 

 what  the problematic issues are, agreement on  solutions  is often 

much harder to achieve!)    

 An Overview of Our 

Planetary E nvironment  

  About fi ve billion y ears ago,  out of a swirling mass of gas  

and dust, evolved a system of varied planets hurtling around 

a nuclear-powered star—our solar sy stem. One of these planets , 

and one only, gave rise to complex life-forms. Over time, a tremen-

dous d iversity o f l ife-forms a nd e cological s ystems d eveloped, 

while the planet, t oo, evolved and changed, its interior churning, 

its landmasses shif ting, its sur face c onstantly being r eshaped. 

Within the last sev eral million y ears, the div ersity of lif e on ear th 

has included humans , increasingly competing for space and sur-

vival on the planet’s surface. With the control over one’s surround-

ings made possible by the combination of intelligence and manual 

dexterity, humans have found most of the land on the planet in-

habitable; they have learned to use not only plant and animal r e-

sources, but minerals, fuels, and other geologic materials; in some 

respects, humans have even learned to modify natural pr ocesses 

that inconvenience or threaten them. As we have learned how to 

   C H A P T E R   C H A P T E R
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study our planet in systematic ways, we habout five billion years ago, out of a swirling mass of gas
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4 Section One F oundations

dense and hot from the crushing effects of its own gravity that 

nuclear reactions were triggered inside it. Meanwhile, dust con-

densed from the gases remaining in the fl attened cloud disk ro-

tating around the young sun. The dust clumped into planets, the 

formation of which was essentially complete over 4½ billion 

years a go.   

 The Planets 

 The compositions of the planets formed depended largely on 

how near they were to the hot sun ( fi gure 1.2 ). The planets 

formed nearest to the sun contained mainly metallic iron and a 

few minerals with very high melting temperatures, with little 

water or gas. Somewhat farther out, where temperatures were 

lower, the developing planets incorporated much larger amounts 

of lower-temperature minerals, including some that contain wa-

ter locked within their crystal structures. (This later made it 

possible for the earth to have liquid water at its surface.) Still 

farther from the sun, temperatures were so low that nearly all of 

the materials in the original gas cloud condensed—even materi-

als like methane and ammonia, which are gases at normal earth 

surface temperatures and pressures. 

    The result was a series of planets with a variety of compo-

sitions, most quite different from that of earth. This is confi rmed 

by observations and measurements of the planets. For example, 

the planetary densities listed in  table 1.1  are consistent with a 

higher metal and rock content in the four planets closest to the 

sun and a much larger proportion of ice and gas in the planets 

farther from the sun (see also  fi gure 1.3 ). These differences should 

be kept in mind when it is proposed that other planets could be 

mined for needed minerals. Both the basic chemistry of these 

other bodies and the kinds of ore-forming or other resource-

forming processes that might occur on them would differ consid-

erably from those on earth, and may not have led to products we 

 Earth in Space and Time   

 The Early Solar System 

 In recent decades, scientists have been able to construct an ever-

clearer picture of the origins of the solar system and, before 

that, of the universe itself. Most astronomers now accept some 

sort of “Big Bang” as the origin of today’s universe. Just before 

it occurred, all matter and energy would have been compressed 

into an enormously dense, hot volume a few millimeters (much 

less than an inch) across. Then everything was fl ung violently 

apart across an ever-larger volume of space. The time of the Big 

Bang can be estimated in several ways. Perhaps the most direct 

is the back-calculation of the universe’s expansion to its appar-

ent beginning. Other methods depend on astrophysical models 

of creation of the elements or the rate of evolution of different 

types of stars. Most age estimates overlap in the range of 12 to 

14 billion years. 

    Stars formed from the debris of the Big Bang, as locally 

high concentrations of mass were collected together by gravity, 

and some became large and dense enough that energy-releasing 

atomic reactions were set off deep within them. Stars are not 

permanent objects. They are constantly losing energy and mass 

as they burn their nuclear fuel. The mass of material that ini-

tially formed the star determines how rapidly the star burns; 

some stars burned out billions of years ago, while others are 

probably forming now from the original matter of the universe 

mixed with the debris of older stars. 

    Our sun and its system of circling planets, including the 

earth, are believed to have formed from a rotating cloud of gas 

and dust (small bits of rock and metal), some of the gas debris 

from older stars ( fi gure 1.1 ). Most of the mass of the cloud co-

alesced to form the sun, which became a star and began to 

“shine,” or release light energy, when its interior became so 

  Figure 1.1
  Our solar system formed as dust condensed from the gaseous nebula, then clumped together to make planets.    

Disk of gas and dust

spinning around the young sun

Dust grains

Dust grains clump

into planetesimals
Planetesimals collide

and collect into planets
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would fi nd useful. (This is leaving aside any questions of the 

economics or technical practicability of such mining activities!) 

In addition, our principal current energy sources required living 

organisms to form, and so far, no such life-forms have been found 

on other planets or moons. Venus—close to Earth in space, simi-

lar in size and density—shows marked differences: Its dense, 

cloudy atmosphere is thick with carbon dioxide, producing plan-

etary surface temperatures hot enough to melt lead through run-

away greenhouse-effect heating (see chapter 10). Mars would 

likewise be inhospitable: It is very cold, and we could not breathe 

its atmosphere. Though its surface features indicate the presence 

of liquid water in its past, there is none now, and only small 

amounts of water ice have been found. There is not so much as a 

blade of grass for vegetation; the brief fl urry of excitement over 

possible evidence of life on Mars referred only to fossil microor-

ganisms, and more-intensive investigations suggested that the 

tiny structures in question likely are inorganic.  

    Earth, Then and Now 

 The earth has changed continuously since its formation, under-

going some particularly profound changes in its early history. 

The early earth was very different from what it is today, lacking 

the modern oceans and atmosphere and having a much different 

surface from its present one, probably more closely resembling 

the barren, cratered surface of the moon. Like other planets, Earth 

was formed by accretion, as gravity collected together the solid 

bits that had condensed from the solar nebula. Some water may 

have been contributed by gravitational capture of icy comets, 

though recent analyses of modern comets do not suggest that this 

was a major water source. The planet was heated by the impact of 

the colliding dust particles and meteorites as they came together 

to form the earth, and by the energy release from decay of the 

small amounts of several naturally radioactive elements that the 

earth contains. These heat sources combined to raise the earth’s 

internal temperature enough that parts of it, perhaps eventually 

most of it, melted, although it was probably never molten all at 

once. Dense materials, like metallic iron, would have tended to 

sink toward the middle of the earth. As cooling progressed, 

  Figure 1.2
  As this graph shows, the spacing of the planets’ orbits exhibits a 

geometric regularity. Note that the distance scale is logarithmic—

outer planets are  much  farther out, proportionately, and formed at 

much colder temperatures.    
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Table 1.1 Some Basic Data on the Planets

Planet

Mean Distance from

Sun (millions of km)

Mean 

Temperature (°C)

Equatorial Diameter, 

Relative to Earth

Density* 

(g/cu. cm)

Mercury   5 8   1 67 0.38 5.4

Venus  1 08   4 64 0.95 5.2  P redominantly rocky/metal

Earth  15 0    15 1.00 5.5  planets

Mars  2 28
  265 0.53 3.9

Jupiter  7 78
2110 11.19 1.3

Saturn 1427
2140  9 .41 0.7

Uranus 2870
2195 4.06 1.3

Neptune 4479
2200 3.88 1.6

Gaseous planets

   Source:  Data from NASA. 

*No other planets have been extensively sampled to determine their compositions directly, though we have some data on their surfaces. Their approximate bulk compositions are inferred from the assumed 

starting composition of the solar nebula and the planets’ densities. For example, the higher densities of the inner planets refl ect a signifi cant iron content and relatively little gas. 
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B

C

  Figure 1.3
  The planets of the solar system vary markedly in both composition and physical properties. For example, Mercury (A) is rocky, iron-rich, dry, 

and pockmarked with craters; Mars (B, and chapter opener) shares many surface features with Earth (volcanoes, canyons, dunes, slumps, 

stream channels, and more), but the surface is now dry and barren; Jupiter (C) is a huge gas ball, with no solid surface at all, and dozens of 

moons of ice and rock that circle it to mimic the solar system in miniature. Note also the very diff erent sizes of the planets (D). The Jovian 

planets—named for Jupiter—are gas giants; the terrestrial planets are more rocky, like Earth.   

  (A) and (C)  Photographs courtesy NSSDC Goddard Space Flight Center;  (B) and (D) courtesy NASA.   
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     The heating and subsequent differentiation of the early 

earth led to another important result: formation of the atmosphere 

and oceans. Many minerals that had contained water or gases in 

their crystals released them during the heating and melting, and 

as the earth’s surface cooled, the water could condense to form 

the oceans. Without this abundant surface water, which in the 

solar system is unique to earth, most life as we know it could not 

lighter, low-density minerals crystallized and fl oated out toward 

the surface. The eventual result was an earth differentiated into 

several major compositional zones: the central  core;  the sur-

rounding    mantle   ; and a thin    crust    at the surface (see  fi gure 1.4 ). 

The process was complete well before 4 billion years ago. 

    Although only the crust and a few bits of uppermost mantle 

that are carried up into the crust by volcanic activity can be sam-

pled and analyzed directly, we nevertheless have a good deal of 

information on the composition of the earth’s interior. First, scien-

tists can estimate from analyses of stars the starting composition 

of the cloud from which the solar system formed. Geologists can 

also infer aspects of the earth’s bulk composition from analyses of 

certain meteorites believed to have formed at the same time as, 

and under conditions similar to, the earth. Geophysical data dem-

onstrate that the earth’s interior is zoned and also provide informa-

tion on the densities of the different layers within the earth, which 

further limits their possible compositions. These and other kinds 

of data indicate that the earth’s core is made up mostly of iron, 

with some nickel and a few minor elements; the outer core is mol-

ten, the inner core solid. The mantle consists mainly of iron, mag-

nesium, silicon, and oxygen combined in varying proportions in 

several different minerals. The earth’s crust is much more varied 

in composition and very different chemically from the average 

composition of the earth (see  table 1.2 ). Crust and uppermost 

mantle together form a somewhat brittle shell around the earth. As 

is evident from table 1.2, many of the metals we have come to 

prize as resources are relatively uncommon elements in the crust.  

  Figure 1.4
  A chemically diff erentiated earth. The core consists mostly of iron; the outer part is molten. The mantle, the largest zone, is made up primarily 

of ferromagnesian silicates (see chapter 2) and, at great depths, of oxides of iron, magnesium, and silicon. The crust (not drawn to scale, but 

exaggerated vertically in order to be visible at this scale) forms a thin skin around the earth. Oceanic crust, which forms the sea fl oor, has a 

composition somewhat like that of the mantle, but is richer in silicon. Continental crust is both thicker and less dense. It rises above the 

oceans and contains more light minerals rich in calcium, sodium, potassium, and aluminum. The “plates” of plate tectonics (the lithosphere) 

comprise the crust and uppermost mantle. (100 km < 60 miles)    

W H O L E  E A R T H C R U S T

Element

Weight 

Percent Element

Weight 

Percent

Iron 32.4 Oxygen 46.6

Oxygen 29.9 Silicon 27.7

Silicon 15.5 Aluminum 8.1

Magnesium 14.5 Iron 5.0

Sulfur 2.1 Calcium 3.6

Nickel 2.0 Sodium 2.8

Calcium 1.6 Potassium 2.6

Aluminum 1.3 Magnesium 2.1

(All others, total) .7 (All others, total) 1.5

Table 1.2
Most Common Chemical Elements in 
the Earth

(Compositions cited are averages of several independent estimates.)
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food by photosynthesis, using sunlight for energy, consuming 

carbon dioxide, and releasing oxygen as a by-product. In time, 

enough oxygen accumulated that the atmosphere could support 

oxygen-breathing o rganisms.   

 Life on Earth 

 The rock record shows when different plant and animal groups 

appeared. Some are represented schematically in  fi gure 1.5 . The 

earliest creatures left very few remains because they had no hard 

skeletons, teeth, shells, or other hard parts that could be pre-

served in rocks. The fi rst multicelled oxygen-breathing creatures 

probably developed about 1 billion years ago, after oxygen in 

the atmosphere was well established. By about 550 million years 

ago, marine animals with shells had become widespread. 

exist. The oceans fi lled basins, while the continents, buoyant be-

cause of their lower-density rocks and minerals, stood above the 

sea surface. At fi rst, the continents were barren of life. 

    The earth’s early atmosphere was quite different from the 

modern one, aside from the effects of modern pollution. The 

fi rst atmosphere had little or no free oxygen in it. It probably 

consisted dominantly of nitrogen and carbon dioxide (the gas 

most commonly released from volcanoes, aside from water) 

with minor amounts of such gases as methane, ammonia, and 

various sulfur gases. Humans could not have survived in this 

early atmosphere. Oxygen-breathing life of any kind could not 

exist before the single-celled blue-green algae appeared in large 

numbers to modify the atmosphere. Their remains are found in 

rocks as much as several billion years old. They manufacture 

4.5 billion years ago

P
re

c
a
m

b
ria

n
Proterozoic

Archean

 Figure 1.5
  The “geologic spiral”: Important plant and animal groups appear where they fi rst occurred in signifi cant numbers. If earth’s whole history were 

equated to a 24-hour day, modern thinking humans ( Homo sapiens ) would have arrived on the scene just about ten seconds ago. For another 

way to look at these data, see table A.1 in appendix A.   

 Source: Modifi ed after U.S. Geological Survey publication  Geologic Time  
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challenging because of the disparity between the scientist’s 

laboratory and nature’s. In the research laboratory, conditions 

of temperature and pressure, as well as the fl ow of chemicals 

into or out of the system under study, can be carefully con-

trolled. One then knows just what has gone into creating the 

product of the experiment. In nature, the geoscientist is often 

confronted only with the results of the “experiment” and must 

deduce the starting materials and processes involved. 

    Another complicating factor is time. The laboratory scien-

tist must work on a timescale of hours, months, years, or, at 

most, decades. Natural geologic processes may take a million or 

a billion years to achieve a particular result, by stages too slow 

even to be detected in a human lifetime  (  table 1.3  ) . This under-

standing may be one of the most signifi cant contributions of 

early geoscientists: the recognition of the vast length of geologic 

history, sometimes described as “deep time.” The qualitative and 

quantitative tools for sorting out geologic events and putting 

dates on them are outlined in appendix A. For now, it is useful to 

bear in mind that the immensity of geologic time can make it 

diffi cult to arrive at a full understanding of how geologic pro-

cesses operated in the past from observations made on a human 

timescale. It dictates caution, too, as we try to project, from a 

few years’ data on global changes associated with human activi-

ties, all of the long-range impacts we may be causing.  

     Also, the laboratory scientist may conduct a series of experi-

ments on the same materials, but the experiments can be stopped 

      The development of organisms with hard parts—shells, 

bones, teeth, and so on—greatly increased the number of pre-

served animal remains in the rock record; consequently, biologi-

cal developments since that time are far better understood. Dry 

land was still barren of large plants or animals half a billion years 

ago. In rocks about 500 million years old is the fi rst evidence of 

animals with backbones—the fi sh—and soon thereafter, early 

land plants developed, before 400 million years ago. Insects ap-

peared approximately 300 million years ago. Later, reptiles and 

amphibians moved onto the continents. The dinosaurs appeared 

about 200 million years ago and the fi rst mammals at nearly the 

same time. Warm-blooded animals took to the air with the devel-

opment of birds about 150 million years ago, and by 100 million 

years ago, both birds and mammals were well established. 

    Such information has current applications. Certain en-

ergy sources have been formed from plant or animal remains. 

Knowing the times at which particular groups of organisms ap-

peared and fl ourished is helpful in assessing the probable 

amounts of these energy sources available and in concentrating 

the search for these fuels on rocks of appropriate ages. 

    On a timescale of billions of years, human beings have 

just arrived. The most primitive human-type remains are no 

more than 3 to 4 million years old, and modern, rational humans 

( Homo sapiens ) developed only about half a million years ago. 

Half a million years may sound like a long time, and it is if 

compared to a single human lifetime. In a geologic sense, 

though, it is a very short time. If we equate the whole of earth’s 

history to a 24-hour day, then shelled organisms appeared only 

about three hours ago; fi sh, about 2 hours and 40 minutes ago; 

land plants, two hours ago; birds, about 45 minutes ago—and 

 Homo sapiens  has been around for just the last ten  seconds.  

Nevertheless, we humans have had an enormous impact on the 

earth, at least at its surface, an impact far out of proportion to 

the length of time we have occupied it. Our impact is likely to 

continue to increase rapidly as the population does likewise.     

 Geology, Past and Present  

 Two centuries ago, geology was mainly a descriptive science 

involving careful observation of natural processes and their 

products. The subject has become both more quantitative and 

more interdisciplinary through time. Modern geoscientists draw 

on the principles of chemistry to interpret the compositions of 

geologic materials, apply the laws of physics to explain these 

materials’ physical properties and behavior, use the biological 

sciences to develop an understanding of ancient life-forms, and 

rely on engineering principles to design safe structures in the 

presence of geologic hazards. The emphasis on the “why,” 

rather than just the “what,” has increased.  

 The Geologic Perspective 

 Geologic observations now are combined with laboratory ex-

periments, careful measurements, and calculations to develop 

theories of how natural processes operate. Geology is especially 

Table 1.3
Some Representative Geologic-
Process Rates

Process

Occurs Over a Time Span 

of About This Magnitude

Rising and falling of tides 1 day

“Drift” of a continent by 2–3 

centimeters (about 1 inch)

1 year

Accumulation of energy between 

large earthquakes on a major fault 

zone

10–100 years

Rebound (rising) by 1 meter of a 

continent depressed by ice 

sheets during the Ice Age

100 years

Flow of heat through 1 meter of 

rock

1000 years

Deposition of 1 centimeter of fi ne 

sediment on the deep-sea fl oor

1000–10,000 years

Ice sheet advance and retreat 

during an ice age

10,000–100,000 years

Life span of a small volcano 100,000 years

Life span of a large volcanic 

center

1–10 million years

Creation of an ocean basin such 

as the Atlantic

100 million years

Duration of a major 

mountain-building episode

100 million years

History of life on earth Over 3 billion years
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menting with natural systems, given the time and scale consid-

erations noted earlier. For example, one may be able to conduct 

experiments on a single rock, but not to construct a whole vol-

cano in the laboratory. In such cases, hypotheses are often tested 

entirely through further observations or theoretical calculations 

and modifi ed as necessary until they accommodate all the rele-

vant observations (or are discarded when they cannot be recon-

ciled with new data). This broader conception of the scientifi c 

method is well illustrated by the development of the theory of 

plate tectonics, discussed in chapter 3. “Continental drift” was 

once seen as a wildly implausible idea, advanced by an eccen-

tric few, but in the latter half of the twentieth century, many 

kinds of evidence were found to be explained consistently and 

well by movement of plates—including continents—over 

earth’s surface. Still, the details of plate tectonics continue to be 

refi ned by further studies. Even a well-established theory may 

ultimately be proved incorrect. (Plate tectonics in fact sup-

planted a very different theory about how mountain ranges 

form.) In the case of geology, complete rejection of an older 

theory has most often been caused by the development of new 

analytical or observational techniques, which make available 

wholly new kinds of data that were unknown at the time the 

original theory was formulated.   

 The Motivation to Find Answers 

 In spite of the diffi culties inherent in trying to explain geologic 

phenomena, the search for explanations goes on, spurred not 

only by the basic quest for knowledge, but also by the practical 

problems posed by geologic hazards, the need for resources, 

and concerns about possible global-scale human impacts, such 

as ozone destruction and global warming. 

    The hazards may create the most dramatic scenes and 

headlines, the most abrupt consequences: The 1989 Loma Pri-

eta (California) earthquake caused more than $5 billion in 

damage; the 1995 Kobe (Japan) earthquake ( fi gure 1.6 ), 

and those materials examined after each stage. Over the vast spans 

of geologic time, a given mass of earth material may have been 

transformed a half-dozen times or more, under different conditions 

each time. The history of the rock that ultimately results may be 

very diffi cult to decipher from the end product alone.   

 Geology and the Scientifi c Method 

 The    scientifi c method    is a means of discovering basic scientifi c 

principles. One begins with a set of observations and/or a body 

of data, based on measurements of natural phenomena or on 

experiments. One or more    hypotheses    are formulated to ex-

plain the observations or data. A hypothesis can take many 

forms, ranging from a general conceptual framework or model 

describing the functioning of a natural system, to a very precise 

mathematical formula relating several kinds of numerical data. 

What all hypotheses have in common is that they must all be 

susceptible to testing and, particularly, to  falsifi cation.  The idea 

is not simply to look for evidence to support a hypothesis, but to 

examine relevant evidence with the understanding that it may 

show the hypothesis to be wrong. 

    In the classical conception of the scientifi c method, one 

uses a hypothesis to make a set of predictions. Then one devises 

and conducts experiments to test each hypothesis, to determine 

whether experimental results agree with predictions based on 

the hypothesis. If they do, the hypothesis gains credibility. If not, 

if the results are unexpected, the hypothesis must be modifi ed to 

account for the new data as well as the old or, perhaps, discarded 

altogether. Several cycles of modifying and retesting hypotheses 

may be required before a hypothesis that is consistent with all 

the observations and experiments that one can conceive is 

achieved. A hypothesis that is repeatedly supported by new ex-

periments advances in time to the status of a    theory   , a generally 

accepted explanation for a set of data or observations. 

    Much confusion can arise from the fact that in casual con-

versation, people often use the term  theory  for what might better 

be called a hypothesis, or even just an educated guess. (“So, 

what’s your theory?” one character in a TV mystery show may 

ask another, even when they’ve barely looked at the fi rst evi-

dence.) Thus people may assume that a scientist describing a 

theory is simply telling a plausible story to explain some data. A 

scientifi c theory, however, is a very well-tested model with a very 

substantial and convincing body of evidence that supports it. A 

hypothesis may be advanced by just one individual; a theory has 

survived the challenge of extensive testing to merit acceptance by 

many, often most, experts in a fi eld. The Big Bang theory is not 

just a creative idea. It accounts for the decades-old observation 

that all the objects we can observe in the universe seem to be mov-

ing apart. If it is correct, the universe’s origin was very hot; scien-

tists have detected the cosmic microwave background radiation 

consistent with this. And astrophysicists’ calculations predict that 

the predominant elements that the Big Bang would produce 

would be hydrogen and helium—which indeed overwhelmingly 

dominate the observed composition of our universe. 

    The classical scientifi c method is not strictly applicable to 

many geologic phenomena because of the diffi culty of experi-

  Figure 1.6
  One of many buildings damaged in the 1995 earthquake in Kobe.   

  Photograph by R. Hutchinson, courtesy NOAA/National Geophysical 

Data Center   
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  Figure 1.7
  Ash pours from Mount St. Helens, May 1980.   

 Photograph by Peter Lipman, courtesy USGS.  

  Figure 1.8
  A major river like the Mississippi fl oods when a large part of the 

area that it drains is waterlogged by more rain or snowmelt than 

can be carried away in the channel. Such fl oods—like that in 

summer 1993, shown here drenching Jeff erson City, Missouri—can 

be correspondingly long-lasting. Over millennia, the stream builds 

a fl oodplain into which the excess water naturally fl ows; we build 

there at our own risk.   

  Photograph by Mike Wright, courtesy Missouri Department of 

Transportation   

 similar in size to Loma Prieta, caused over 5200 deaths and 

about $100 billion in property damage; the 2004 Sumatran 

earthquake claimed nearly 300,000 lives. The 18 May 1980 

eruption of Mount St. Helens ( fi gure 1.7 ) took even the scien-

tists monitoring the volcano by surprise, and the 1991 erup-

tion of Mount Pinatubo in the Philippines not only devastated 

local residents but caught the attention of the world through a 

marked decline in 1992 summer temperatures. Efforts are un-

derway to provide early warnings of such hazards as earth-

quakes, volcanic eruptions, and landslides so as to save lives, 

if not property. Likewise, improved understanding of stream 

dynamics and more prudent land use can together reduce the 

damages from fl ooding ( fi gure 1.8  ) , which amount in the 

United States to over $1 billion a year and the loss of dozens 

of lives annually. Landslides and other slope and ground fail-

ures ( fi gure 1.9 ) take a similar toll in property damage, which 

could be reduced by more attention to slope stability and im-

proved engineering practices. It is not only the more dramatic 

hazards that are costly: on average, the cost of structural dam-

age from unstable soils each year approximately equals the 

combined costs of landslides, earthquakes, and fl ood damages 

in this country. 

    Our demand for resources of all kinds continues to grow 

and so do the consequences of resource use. In the United States, 

average per-capita water use is 1500 gallons per day; in many 

places, groundwater supplies upon which we have come to rely 

heavily are being measurably depleted. Worldwide, water- 

resource disputes between nations are increasing in number. As 

we mine more extensively for mineral resources, we face the 

problem of how to minimize associated damage to the mined 

lands ( fi gure 1.10 ). The grounding of the  Exxon Valdez  in 1989, 

dumping 11 million gallons of oil into Prince William Sound, 

Alaska, was a reminder of the negative consequences of petro-

leum exploration, just as the 1991 war in Kuwait, and the later 

invasion of Iraq, were reminders of U.S. dependence on im-

ported oil. 

    As we consume more resources, we create more waste. In 

the United States, total waste generation is estimated at close to 

300 million tons per year—or more than a ton per person. Care-

less waste disposal, in turn, leads to pollution. The Environ-

mental Protection Agency continues to identify toxic-waste 

disposal sites in urgent need of cleanup; by 2000, over 1500 so-

called priority sites had been identifi ed. Cleanup costs per site 

have risen to over $30 million, and the projected total costs to 

remediate these sites alone is over $1 trillion. As fossil fuels are 

burned, carbon dioxide in the atmosphere rises, and modelers of 

global climate strive to understand what that may do to global 

temperatures, weather, and agriculture decades in the future. 

    These are just a few of the kinds of issues that geologists 

play a key role in addressing.   

 Wheels Within Wheels: Earth Cycles and Systems 

 The earth is a dynamic, constantly changing planet—its crust 

shifting to build mountains; lava spewing out of its warm inte-

rior; ice and water and windblown sand and gravity reshaping 
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  Figure 1.9
  Slope failure on a California hillside undercuts homes.   

  Photograph by J. T. McGill, USGS Photo Library, Denver, CO.   

  Figure 1.11
  Bit by bit, lava fl ows like this one on Kilauea have built the Hawaiian 

Islands.    

its surface, over and over. Some changes proceed in one direc-

tion only: for example, the earth has been cooling progres-

sively since its formation, though considerable heat remains 

in its interior. Many of the processes, however, are cyclic in 

nature. 

    Consider, for example, such basic materials as water or 

rocks. Streams drain into oceans and would soon run dry if not 

replenished; but water evaporates from oceans, to make the 

rain and snow that feed the streams to keep them fl owing. This 

describes just a part of the  hydrologic  (water)  cycle,  explored 

more fully in chapters 6 and 11. Rocks, despite their appear-

ance of permanence in the short term of a human life, partici-

pate in the  rock cycle  (chapters 2 and 3). The kinds of 

evolutionary paths rocks may follow through this cycle are 

many, but consider this illustration: A volcano’s lava ( fig-

ure 1.11 ) hardens into rock; the rock is weathered into sand and 

dissolved chemicals; the debris, deposited in an ocean basin, is 

solidifi ed into a new rock of quite different type; and some of 

that new rock may be carried into the mantle via plate tecton-

ics, to be melted into a new lava. The time frame over which 

this process occurs is generally much longer than that over 

which water cycles through atmosphere and oceans, but the 

principle is similar. The Appalachian or Rocky Mountains as 

we see them today are not as they formed, tens or hundreds of 

millions of years ago; they are much eroded from their original 

height by water and ice, and, in turn, contain rocks formed in 

water-fi lled basins and deserts from material eroded from 

more-ancient mountains before them ( fi gure 1.12 ). 

    Chemicals, too, cycle through the environment. The car-

bon dioxide that we exhale into the atmosphere is taken up by 

plants through photosynthesis, and when we eat those plants for 

food energy, we release CO 2  again. The same exhaled CO 2  may 

also dissolve in rainwater to make carbonic acid that dissolves 

continental rock; the weathering products may wash into 

the ocean, where dissolved carbonate then contributes to the 

  Figure 1.10
  The Grasberg Mine in Irian Jaya, Indonesia, is one of the world’s 

largest gold- and copper-mining operations. The surface pit is 

nearly 4 km (2½ miles) across; note the sharp contrast with 

surrounding topography. Slopes oversteepened by mining have 

suff ered deadly landslides, and local residents worry about copper 

and acid contamination in runoff  water.   

 Image courtesy of Earth Sciences and Image Analysis Laboratory, 

NASA Johnson Space Center.  

Grasberg Mine
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  Figure 1.12
  Rocks tell a story of constant change. The sandstones of Zion National Park preserve ancient windswept dunes, made of sand eroded from 

older rocks, deeply buried and solidifi ed into new rock, then uplifted to erode again.    

 formation of carbonate shells and carbonate rocks in the ocean 

basins; those rocks may later be exposed and weathered by rain, 

releasing CO 2  back into the atmosphere or dissolved carbonate 

into streams that carry it back to the ocean. The cycling of 

chemicals and materials in the environment may be complex, as 

we will see in later chapters. 

    Furthermore, these processes and cycles are often inter-

related, and seemingly local actions can have distant conse-

quences. We dam a river to create a reservoir as a source of 

irrigation water and hydroelectric power, inadvertently trapping 

stream-borne sediment at the same time; downstream, patterns 

of erosion and deposition in the stream channel change, and at 

the coast, where the stream pours into the ocean, coastal erosion 

of beaches increases because a part of their sediment supply, 

from the stream, has been cut off. The volcano that erupts the 

lava to make the volcanic rock also releases water vapor into the 

atmosphere, and sulfur-rich gases and dust that infl uence the 

amount of sunlight reaching earth’s surface to heat it, which, in 

turn, can alter the extent of evaporation and resultant rainfall, 

which will affect the intensity of landscape erosion and weath-

ering of rocks by water. . . . So although we divide the great 

variety and complexity of geologic processes and phenomena 

into more manageable, chapter-sized units for purposes of dis-

cussion, it is important to keep such interrelationships in mind. 

And superimposed on, infl uenced by, and subject to all these 

natural processes are humans and human activities.     

 Nature and Rate of 
Population Growth  

 Animal populations, as well as primitive human populations, 

are generally quite limited both in the areas that they can oc-

cupy and in the extent to which they can grow. They must live 

near food and water sources. The climate must be one to which 

they can adapt. Predators, accidents, and disease take a toll. If 

the population grows too large, disease and competition for 

food are particularly likely to cut it back to sustainable levels. 

    The human population grew relatively slowly for hun-

dreds of thousands of years. Not until the middle of the nine-

teenth century did the world population reach 1 billion. However, 

by then, a number of factors had combined to accelerate the rate 

of population increase. The second, third, and fourth billion 

were reached far more quickly; the world population is now 

over 6.7 billion and is expected to rise to over 9 billion by 2050 

( fi gure 1.13 ). 

    Humans are no longer constrained to live only where con-

ditions are ideal. We can build habitable quarters even in ex-

treme climates, using heaters or air conditioners to bring the 

temperature to a level we can tolerate. In addition, people need 

not live where food can be grown or harvested or where there is 

abundant fresh water: The food and water can be transported, 

instead, to where the people choose to live.  
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fact, a population could begin to decrease if birthrates were se-

verely restricted. 

    The sharply rising rate of population growth over the past 

few centuries can be viewed another way. It took until about 

 a.d.  1830 for the world’s population to reach 1 billion. The 

population climbed to 2 billion in the next 100 years, to 3 bil-

lion in 30 more years, and so on. It has taken less and less time 

to add each successive billion people, as ever more people con-

tribute to the population growth and individuals live longer. The 

last billion people were added to the world’s population within 

less than a decade. 

    There are wide differences in growth rates among regions 

( table 1.4 ; fi gure 1.13). The reasons for this are many. Religious 

 Growth Rates: Causes and Consequences 

 Population growth occurs when new individuals are added to 

the population faster than existing individuals are removed from 

it. On a global scale, the population increases when its birthrate 

exceeds its death rate. In assessing an individual nation’s or re-

gion’s rate of population change, immigration and emigration 

must also be taken into account. Improvements in nutrition and 

health care typically increase life expectancies, decrease mor-

tality rates, and thus increase the rate of population growth. 

(Worldwide, life expectancy is about 68 years and is expected 

to increase to nearly 75 years by the year 2050.) Increased use 

of birth-control or family-planning methods reduces birthrates 

and, therefore, also reduces the rate of population growth; in 

  Figure 1.13
  World population, currently over 6.7 billion, is projected to reach over 9 billion by 2050. Most of that population increase will occur in less-

developed countries. It is important to realize, too, that in some large developing nations (notably China and India) the middle class is 

growing very rapidly, which has serious implications for resource demand, as will be explored in Section IV.   

  Source: United Nations, Department of Economic and Social Aff airs, Population Division (2007). World Population Prospects: The 2006 Revision, 

Highlights, Working Paper No. ESA/P/WP. 202.    
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Table 1.4 World and Regional Population Growth and Projections (in millions)

Year World

North 

America

Latin America 

and Caribbean Africa Europe Asia Oceania

1950 2520 172 167   221 547 1402 13

2008 6705 338 577  9 67 736 4052 35

2050 (projected) 9352 480 778 1932 685 5427 49

Growth rate (%/year)           1.2          0.6          1.5          2.4   0      1.2       1.1

Doubling time (years)    58 117    47   29   *   58 64
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or social values may cause larger or smaller families to be 

 regarded as desirable in particular regions or cultures. High lev-

els of economic development are commonly associated with 

 reduced rates of population growth; conversely, low levels of 

development are often associated with rapid population growth. 

The impact of improved education, which may accompany eco-

nomic development, can vary: It may lead to better nutrition, 

prenatal and child care, and thus to increased growth rates, but 

it may also lead to increased or more effective practice of 

 family-planning methods, thereby reducing growth rates. A few 

governments of nations with large and rapidly growing popula-

tions have considered encouraging or mandating family plan-

ning; India and the People’s Republic of China have taken 

active me asures.  

     A relatively new factor that strongly affects population 

growth in some less-developed nations is AIDS. In more devel-

oped countries, less than 1% of the population aged 15 to 49 

may be affl icted; the prevalence in some African nations is over 

30%. In Botswana, where AIDS prevalence is close to 40%, life 

expectancy is down to 35 years. How this population will 

change over time depends greatly on how effectively the AIDS 

epidemic is controlled. 

    Even when the population growth rate is constant, the 

number of individuals added per unit of time increases over time. 

This is called    exponential growth   , a concept to which we will 

return when discussing resources in Section IV. The effect of 

exponential growth is similar to interest compounding. If one in-

vests $100 at 10% per year and withdraws the interest each year, 

one earns $10/year, and after 10 years, one has collected $100 in 

interest. If one invests $100 at 10% per year, compounded annu-

ally, then, after one year, $10 interest is credited, for a new bal-

ance of $110. But if the interest is not withdrawn, then at the end 

of the second year, the interest is $11 (10% of $110), and the new 

balance is $121. By the end of the tenth year (assuming no with-

drawals), the interest for the year is $23.58, but the interest  rate  

has not increased. And the balance is $259.37 so, subtracting the 

original investment of $100, this means total interest of $159.37 

rather than $100. Similarly with a population of 1 million grow-

ing at 5% per year: In the fi rst year, 50,000 persons are added; in 

the tenth year, the population grows by 77,566 persons. The re-

sult is that a graph of population versus time steepens over time, 

even at a constant growth rate. If the growth rate itself also in-

creases, the curve rises still more sharply. 

    For many mineral and fuel resources, consumption has 

been growing very rapidly, even more rapidly than the popula-

tion. The effects of exponential increases in resource demand are 

like the effects of exponential population growth ( fi gure 1.14 ). If 

demand increases by 2% per year, it will double not in 50 years, 

but in 35. A demand increase of 5% per year leads to a doubling 

in demand in 14 years and a tenfold increase in demand in 47 

years! In other words, a prediction of how soon mineral or fuel 

supplies will be used up is very sensitive to the assumed rate of 

change of demand. Even if population is no longer growing ex-

ponentially, consumption of many resources is. 

   Growth Rate and Doubling Time 

 Another way to look at the rapidity of world population growth 

is to consider the expected    doubling time   , the length of time 

required for a population to double in size. Doubling time ( D ) in 

years may be estimated from growth rate ( G ), expressed in per-

cent per year, using the simple relationship  D  5  70 / G,  which is 

derived from the equation for exponential growth (see “Explor-

ing Further” question 2 at the chapter’s end). The higher the 

growth rate, the shorter the doubling time of the population (see 

again table 1.4). By region, the most rapidly growing segment of 

the population today is that of Africa. Its population, estimated 

at 967 million in 2008, was growing at about 2.4% per year. The 

largest segment of the population, that of Asia, is increasing at 

1.2% per year, and since the over 4 billion people there represent 

well over half of the world’s total population, this leads to a rela-

tively high global average growth rate. Europe’s population has 

  Figure 1.14
  Graphical comparison of the eff ects of linear and 

exponential growth, whether on consumption of 

minerals, fuels, water, and other consumable 

commodities, or population. With linear growth, 

one adds a fi xed percentage of the  initial  value 

each year (dashed lines). With exponential 

growth, the same percentage increase is 

computed each year, but year by year the value 

on which that percentage is calculated increases, 

so the annual increment keeps getting larger.    
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 Conversely, parts of the Middle East are experiencing explosive 

population growth, with projected increases by 2050 of 26% in 

Lebanon, 71% in Syria, 110% in Iraq, and 113% in the Palestin-

ian Territory. The demographics differ widely between coun-

tries, too. Globally, 28% of the population is under 15, and only 

7% above age 65. But in Japan, only 13% of the population is 

below age 15, with 22% age 65 or older; in Afghanistan, 45% 

of people are under 15 and only 2% age 65 or over. Thus, differ-

ent nations face different challenges. Where rapid population 

growth meets scarcity of resources, problems arise.     

 Impacts of the Human Population  

 The problems posed by a rapidly growing world population 

have historically been discussed most often in the context of 

food: that is, how to produce suffi cient food and distribute it 

effectively to prevent the starvation of millions in overcrowded 

countries or in countries with minimal agricultural develop-

ment. This is a particularly visible and immediate problem, but 

it is also only one facet of the population challenge.  

 Farmland and Food Supply 

 Whether or not the earth can support fi ve billion people, or eight, 

or eleven, is uncertain. In part, it depends on the quality of life, 

the level of technological development, and other standards that 

societies wish to maintain. Yet even when considering the most 

begun to decline slightly, but Europe contains only about 11% of 

the world’s population. Thus, the fastest growth in general is tak-

ing place in the largest segments of the population. 

    The average worldwide population growth rate is about 

1.2% per year. This may sound moderate, but it corresponds to a 

relatively short doubling time of about 58 years. At that, the pres-

ent population growth rate actually represents a decline from 

nearly 2% per year in the mid-1960s. The United Nations projects 

that growth rates will continue to decrease gradually over the next 

several decades, probably as a result of scarcer resources coupled 

with increased population-control efforts (and, perhaps, AIDS). 

However, a decreasing  growth rate  is not at all the same as a de-

creasing population. Depending upon projected fertility rates, es-

timates of world population in the year 2050 can vary by several 

billion. Using a medium fertility rate, the Population Reference 

Bureau projects a 2050 world population of over 9.3 billion.  Fig-

ure 1.15  illustrates how those people will be distributed by region, 

considering differential growth rates from place to place. 

    Even breaking the world down into regions of continental 

scale masks a number of dramatic individual-country cases. 

Discussion of these, and of their political, economic, and cul-

tural implications, is well beyond the scope of this chapter, but 

consider the following: While the population of Europe is nearly 

stable, declining only slightly overall, in many parts of northern 

and eastern Europe, precipitous declines are occurring. By 

2050, the populations of Russia, Ukraine, and Bulgaria are 

 expected to drop by 22, 28, and 35 percent, respectively. 
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  Figure 1.15
  Population distribution by region in 2008 with projections to the year 2050. Size of circle refl ects relative total population. The most dramatic 

changes in proportion are the relative growth of the population of Africa and decline of population in Europe. Data from table 1.4.    
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 supplies of many of the resources considered in later chapters—

minerals, fuels, even land itself—are fi nite. There is only so much 

oil to burn, rich ore to exploit, and suitable land on which to live 

and grow food. When these resources are exhausted, alternatives 

will have to be found or people will have to do without. 

    The earth’s supply of many such materials is severely 

limited, especially considering the rates at which these re-

sources are presently being used. Many could be effectively 

exhausted within decades, yet most people in the world are 

consuming very little in the way of minerals or energy. Current 

consumption is strongly concentrated in a few highly industrial-

ized societies. Per-capita consumption of most mineral and en-

ergy resources is higher in the United States than in any other 

nation. For the world population to maintain a standard of living 

comparable to that of the United States, mineral production 

would have to increase about fourfold, on the average. There 

are neither the recognized resources nor the production capabil-

ity to maintain that level of consumption for long, and the prob-

lem becomes more acute as the population grows. 

    Some scholars believe that we are already on the verge of 

exceeding the earth’s    carrying capacity   , its ability to sustain its 

population at a basic, healthy, moderately comfortable standard 

of living. Estimates of sustainable world population made over 

the last few decades range from under 7 billion to over 100 bil-

lion persons. The wide range is attributable to considerable 

variations in model assumptions, including standard of living 

and achievable productivity of farmland. Certainly, given global 

resource availability, even the present world population could 

not enjoy the kind of high-consumption lifestyle to which the 

average resident of the United States has become accustomed. 

    It is true that, up to a point, the increased demand for 

minerals, fuels, and other materials associated with an increase 

in population tends to raise prices and promote exploration for 

these materials. The short-term result can be an apparent in-

crease in the resources’ availability, as more exploration leads 

to discoveries of more oil fi elds, ore bodies, and so on. How-

ever, the quantity of each of these resources is fi nite. The larger 

and more rapidly growing the world population, and the faster 

its level of development and standard of living rise, the more 

rapidly limited resources are consumed, and the sooner those 

resources will be exhausted. 

    Land is clearly a basic resource. Six, nine, or 100 billion 

people must be  put  somewhere. Already, the global average pop-

ulation density is about 49 persons per square kilometer of land 

surface (125 persons per square mile), and that is counting  all  

the land surface, including jungles, deserts, and mountain ranges, 

except for the Antarctic continent. The ratio of people to readily 

inhabitable land is plainly much higher. Land is also needed for 

manufacturing, energy production, transportation, and a variety 

of other uses. Large numbers of people consuming vast quanti-

ties of materials generate vast quantities of wastes. Some of 

these wastes can be recovered and recycled, but others cannot. It 

is essential to fi nd places to put the latter, and ways to isolate the 

harmful materials from contact with the growing population. 

This effort claims still more land and, often, resources. All of 

this is why land-use planning—making the most of every bit of 

basic factors, such as food, it is unclear just how many people 

the earth can sustain. Projections about the adequacy of food 

production, for example, require far more information than just 

the number of people to be fed and the amount of available land. 

The total arable land (land suitable for cultivation) in the world 

has been estimated at 7.9 billion acres, or about 1.2 acres per 

person of the present population. The major limitation on this 

fi gure is availability of water, either as rainfall or through irriga-

tion. Further considerations relating to the nature of the soil in-

clude the soil’s fertility, water-holding capacity, and general 

suitability for farming. Soil character varies tremendously, and 

its productivity is similarly variable, as any farmer can attest. 

Moreover, farmland can deteriorate through loss of nutrients and 

by wholesale erosion of topsoil, and this degradation must be 

considered when making production predictions. 

    There is also the question of what crops can or should be 

grown. Today, this is often a matter of preference or personal taste, 

particularly in farmland-rich (and energy- and water-rich) nations. 

The world’s people are not now always being fed in the most re-

source-effi cient ways. To produce one ton of corn requires about 

250,000 gallons of water; a ton of wheat, 375,000 gallons; a ton of 

rice, 1,000,000 gallons; a ton of beef, 7,500,000 gallons. Some 

new high-yield crop varieties may require irrigation, whereas na-

tive varieties did not. The total irrigated acreage in the world has 

more than doubled in three decades. However, water resources are 

dwindling in many places; in the future, the water costs of food 

production will have to be taken into greater account. 

    Genetic engineering is now making important contributions 

to food production, as varieties are selectively developed for high 

yield, disease resistance, and other desirable qualities. These ad-

vances have led some to declare that fears of global food shortages 

are no longer warranted, even if the population grows by several 

billion more. However, two concerns remain: One, poor nations 

already struggling to feed their people may be least able to afford 

the higher-priced designer seed or specially developed animal 

strains to benefi t from these advances. Second, as many small 

farms using many, genetically diverse strains of food crops are 

replaced by vast areas planted with a single, new, superior variety, 

there is the potential for devastating losses if a new pest or disease 

to which that one strain is vulnerable enters the picture. 

    Food production as practiced in the United States is also 

a very energy-intensive business. The farming is heavily mech-

anized, and much of the resulting food is extensively processed, 

stored, and prepared in various ways requiring considerable en-

ergy. The products are elaborately packaged and often trans-

ported long distances to the consumer. Exporting the same 

production methods to poor, heavily populated countries short 

on energy and the capital to buy fuel, as well as food, may be 

neither possible nor practical. Even if possible, it would sub-

stantially increase the world’s energy demands.   

 Population and Nonfood Resources 

 Food is at least a renewable resource. Within a human life span, 

many crops can be planted and harvested from the same land and 

many generations of food animals raised. By contrast, the 
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choose to share its resource wealth or to distribute it at modest 

cost to other nations. Some resources, like land, are simply not 

transportable and therefore cannot readily be shared. Some of 

the complexities of global resource distribution will be high-

lighted in subsequent chapters.   

 Disruption of Natural Systems 

 Natural systems tend toward a balance or equilibrium among 

opposing factors or forces. When one factor changes, compen-

sating changes occur in response. If the disruption of the system 

is relatively small and temporary, the system may, in time, return 

to its original condition, and evidence of the disturbance will 

disappear. For example, a coastal storm may wash away beach 

vegetation and destroy colonies of marine organisms living in a 

tidal fl at, but when the storm has passed, new organisms will 

start to move back into the area, and new grasses will take root 

in the dunes. The violent eruption of a volcano like Mount Pina-

tubo may spew ash and gases high into the atmosphere, partially 

blocking sunlight and causing the earth to cool, but within a few 

years, the ash will have settled back to the ground, and normal 

temperatures will be restored. Dead leaves falling into a lake 

provide food for the microorganisms that within weeks or 

months will break the leaves down and eliminate them. 

    This is not to say that permanent changes never occur in 

natural systems. The size of a river channel refl ects the maximum 

amount of water it normally carries. If long-term climatic or other 

conditions change so that the volume of water regularly reaching 

the stream increases, the larger quantity of water will, in time, 

carve out a correspondingly larger channel to accommodate it. 

land available—is becoming increasingly important. At present, 

it is too often true that the ever-growing population settles in 

areas that are demonstrably unsafe or in which the possible 

problems are imperfectly known ( fi gures 1.16  and  1.17 ).         

 Uneven Distribution of People and Resources 

 Even if global carrying capacity were ample in principle, that of 

an individual region may not be. None of the resources—livable 

land, arable land, energy, minerals, or water—is uniformly 

 distributed over the earth. Neither is the population (see  fig-

ure 1.18 ). In 2008, the population density in Singapore was 

about 17,950 persons per square mile; in Australia, 8. 

    Many of the most densely populated countries are 

 resource-poor. In some cases, a few countries control the major 

share of one resource. Oil is a well-known example, but there 

are many others. Thus, economic and political complications 

enter into the question of resource adequacy. Just because one 

nation controls enough of some commodity to supply all the 

world’s needs does not necessarily mean that the country will 

 Figure 1.16
  The landslide hazard to these structures sitting at the foot of steep 

slopes in Rio de Janeiro is obvious, but space for building here is 

limited.   

Photograph © Will and Deni McIntyre/Getty Images

  Figure 1.17
  Even where safer land is abundant, people may choose to settle in 

hazardous—but scenic—places, such as barrier islands. South Dade 

County, Florida.   

  Photograph © Alan Schein Photography/Corbis   
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The soil carried downhill by a landslide certainly does not begin 

moving back upslope after the landslide is over; the face of the 

land is irreversibly changed. Even so, a hillside forest uprooted 

and destroyed by the slide may, within decades, be replaced by 

new growth in the soil newly deposited at the bottom of the hill. 

    Human activities can cause or accelerate permanent 

changes in natural systems. The impact of humans on the global 

environment is broadly proportional to the size of the population, 

as well as to the level of technological development achieved. 

This can be illustrated especially easily in the context of pollu-

tion. The smoke from one campfi re pollutes only the air in the 

immediate vicinity; by the time that smoke is dispersed through 

the atmosphere, its global impact is negligible. The collective 

  Figure 1.18
  (A) Global population density, 2000; the darker the shading, the higher the population density. Comparison with the distribution of lights at 

night in 2002 (B) shows that overall population density on the one hand, and urbanization/development on the other, are often, but not 

always, closely correlated.     

(A) Source: Center for International Earth Science Information Network (CIESIN), Columbia University; and Centro Internacional de Agricultura 

Tropical (CIAT), Gridded Population of the World (GPW), Version 3. Palisades, NY: CIESIN, Columbia University. 

Available at: http://sedac.ciesin.columbia.edu/gpw

(B) Image courtesy C. Mayhew & R. Simmon (NASA/GSFC), NOAA/NGDC, DMSP Digital Archive.  

smoke from a century and a half of increasingly industrialized 

society, on the other hand, has caused measurable increases in 

several atmospheric pollutants worldwide, and these pollutants 

continue to pour into the air from many sources. It was once as-

sumed that the seemingly vast oceans would be an inexhaustible 

“sink” for any extra CO 2  that we might generate by burning fossil 

fuels, but decades of steadily climbing atmospheric CO 2  levels 

have proven that in this sense, at least, the oceans are not as large 

as we thought. Likewise, six people carelessly dumping wastes 

into the ocean would not appreciably pollute that huge volume of 

water. The prospect of 6  billion  people doing the same thing, 

however, is quite another matter. And every hour, now, world 

population increases by more than 9000 people.           
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Case Study 1

Earth’s Moon

Scientists have long strived to explain the origin of earth’s large and 

prominent satellite. Through much of the twentieth century, several 

diff erent models competed for acceptance; within the last few decades a 

new theory of lunar origin has developed. While a complete discussion 

of the merits and shortcomings of these is beyond the scope of this 

book, they provide good examples of how objective evidence can 

provide support for, or indicate weaknesses in, hypotheses and theories.

 Any acceptable theory of lunar origin has to explain a number of 

facts. The moon orbits the earth in an unusual orientation (fi gure 1), 

neither circling around earth’s equator nor staying in the plane in which 

the planets’ orbits around the sun lie (the ecliptic plane). Its density is 

much lower than that of earth, meaning that it contains a much lower 

proportion of iron. Otherwise, it is broadly similar in composition to the 

earth’s mantle. However, analysis of samples from the Apollo missions 

revealed that relative to earth, the moon is depleted not only in most 

gases, but also in volatile (easily vaporized) metals such as lead and 

rubidium, indicating a hot history for lunar material.

 The older “sister-planet” model proposed that the earth and 

moon accreted close together during solar system formation, and that 

is how the moon comes to be orbiting the earth. But in that case, why 

is the moon not orbiting in the ecliptic plane, and why the signifi cant 

chemical diff erences between the two bodies?

 The “fi ssion hypothesis” postulated that the moon was spun off  

from a rapidly rotating early earth after earth’s core had been 

diff erentiated, so the moon formed mainly from earth’s mantle. That 

would account for the moon’s lower density and relatively lower iron 

content. But analyses showed the many additional chemical diff erences 

between the moon and earth’s mantle. Furthermore, calculations show 

that a moon formed this way should be orbiting in the equatorial plane, 

and that far more angular momentum would be required to make it 

happen than is present in the earth-moon system.

 A third suggestion was that the moon formed elsewhere in the 

solar system and then passed close enough to earth to be “captured” into 

orbit by gravity. A major fl aw in this idea involves the dynamics necessary 

Earth

Moon

Equatorial
plane

23.5º

5º

To sun

Ecliptic plane

Figure 1

 Summary 
 The solar system formed over 4½ billion years ago. The earth is 

unique among the planets in its chemical composition, 

abundant surface water, and oxygen-rich atmosphere. The earth 

passed through a major period of internal diff erentiation early in 

its history, which led to the formation of the atmosphere and the 

oceans. Earth’s surface features have continued to change 

throughout the last 4 1  billion years, through a series of 

processes that are often cyclical in nature, and commonly 

interrelated. The oldest rocks in which remains of simple 

organisms are recognized are more than 3 billion years old. 

The earliest plants were responsible for the development of 

free oxygen in the atmosphere, which, in turn, made it possible 

for oxygen-breathing animals to survive. Human-type remains 

are unknown in rocks over 3 to 4 million years of age. In a 

geologic sense, therefore, human beings are quite a new 

addition to the earth’s cast of characters, but they have had a 

very large impact. Geology, in turn, can have an equally large 

impact on us. 
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Figure 2
The lunar surface is not an environment in which humans could live 

outside protective structures, with high energy and resource costs. 

Geologist/astronaut Harrison Schmitt, lunar module commander of the 

Apollo 17 mission.

Photograph courtesy NASA

for capture. The moon is a relatively large satellite for a body the size of 

earth. For earth’s gravity to snare it, the rate at which the moon came by 

would have to be very, very slow. But earth is hurtling around the sun at 

about 107,000 km/hr (66,700 mph), so the probability of the moon 

happening by at just the right distance and velocity for capture to occur 

is extremely low. Nor does capture account for a hot lunar origin.

 So how to explain the moon? The generally accepted theory 

for the past two decades (sometimes informally described as the “Big 

Whack”) involves collision between the earth and a body about the 

size of Mars, whose orbit in the early solar system put it on course to 

intercept earth. The tremendous energy of the collision would have 

destroyed the impactor and caused extensive heating and melting 

on earth, ejecting quantities of vaporized minerals into space around 

earth. If this impact occurred after core diff erentiation, that material 

would have come mainly from the mantles of Earth and the impactor. 

The orbiting material would have condensed and settled into a 

rotating disk of dust that later accreted to form the moon.

 This theory, exotic as it sounds, does a better job of accounting 

for all the necessary facts. It provides for a (very) hot origin for the 

material that became the moon, explaining the loss of volatiles. With 

mantle material primarily involved, a resulting lunar composition similar 

to that of earth’s mantle is reasonable, and contributions from the 

impactor would introduce some diff erences as well. An off -center hit by 

the impactor could easily produce a dust disk (and eventual lunar orbit) 

oriented at an angle to both the ecliptic plane and earth’s equatorial 

plane. We know that the moon was extensively cratered early in its 

history, and accretion of debris from the collision could account for this. 

And computer models designed to test the mechanical feasibility of this 

theory have shown that indeed, it is physically plausible. So the “Big 

Whack” is likely to remain the prevailing theory of lunar origin—until 

and unless new evidence is found that does not fi t.

 T he Apollo samples were a very rich source of information on the 

moon. Interest in returning humans there, to study and even to live, has 

recently been growing. However, the environment is a daunting one 

(fi gure 2). The moon has essentially no atmosphere, to breathe or to 

trap heat to moderate surface temperatures, so in sunlight the surface 

soars to about 120°C (250°F) and during the lunar night plunges to 

about 2175°C (2280°F). There is no vegetation or other life. Whether 

there is water (in the form of ice buried in the lunar soil), and how much, 

is not clear—evidence from lunar satellite surveys is mixed—and just to 

bring water to the moon for human use would cost an estimated 

$7000–$70,000 per gallon. Many other raw materials would have to be 

shipped there as well. Furthermore (as the Apollo astronauts discovered) 

the moon presents another special challenge: a surface blanket of 

abrasive rock dust, the result of pounding by many meteorites over its 

history—dust that can abrade and foul equipment and, if breathed, 

injure lungs. So at least for now, any lunar colony is likely to be very 

small, and necessarily contained in a carefully controlled environment.

  The world population, now over 6½ billion, might be over 

9 billion by the year 2050. Even our present population cannot 

entirely be supported at the level customary in the more 

developed countries, given the limitations of land and resources. 

Extraterrestrial resources cannot realistically be expected to 

contribute substantially to a solution of this problem.   
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* This number is so large that it has been expressed in scientifi c notation, in terms 

of powers of 10. It is equal to 5976 with twenty-one zeroes after it. For comparison, 

the land surface area could also have been written as 149 3 106 sq. km, or 

149,000 3 103 sq. km, and so on.

 Exercises  
 Questions for Review  

   1.   Describe the process by which the solar system is believed to 

have formed, and explain why it led to planets of diff erent 

compositions, even though the planets formed simultaneously.  

   2.   How old is the solar system? How recently have human beings 

come to infl uence the physical environment?  

   3.   Explain how the newly formed earth diff ered from the earth 

we know today.  

   4.   What kinds of information are used to determine the internal 

composition of the earth?  

   5.   How were the earth’s atmosphere and oceans formed?  

   6.   What are the diff erences among facts, scientifi c hypotheses, 

and scientifi c theories?  

   7.   Many earth materials are transformed through processes that 

are cyclical in nature. Describe one example.  

   8.   The size of the earth’s human population directly aff ects the 

severity of many environmental problems. Explain this idea in 

the context of (a) resources and (b) pollution.  

   9.   If earth’s population has already exceeded the planet’s 

carrying capacity, what are the implications for achieving a 

comfortable standard of living worldwide? Explain.  

   10.   What is the world’s present population, to the nearest billion? 

How do recent population growth rates (over the last few 

centuries) compare with earlier times? Why?  

   11.   Explain the concept of doubling time. How has population 

doubling time been changing through history? What is the 

approximate doubling time of the world’s population at present?  

   12.   What regions of the world currently have the fastest rates of 

population growth? The slowest?  

   13.   Describe any one of the older theories of lunar origin, and 

note at least one fact about the moon that it fails to explain.     

 Exploring Further: Working with the Numbers  

   1.   The urgency of population problems can be emphasized by 

calculating such “population absurdities” as the time at 

which there will be one person per square meter or per 

square foot of land and the time at which the weight of 

people will exceed the weight of the earth. Try calculating 

these “population absurdities” by using the world population 

projections from table 1.4 and the following data concerning 

the earth: 

    Mass 5976 3 10 21  kg *  

         Land surface area (approx.) 149,000,000 sq. km  

      Average weight of human body (approx.) 75 kg     

   2.   Derive the relation between doubling time and growth rate, 

starting from the exponential-growth relation

N 5 N0 e
(G/100)?t 

     where  N  5 the growing quantity (number of people, tons of 

iron ore consumed annually, dollars in a bank account, or 

whatever);  N  0  is the initial quantity at the start of the time 

period of interest;  G  is growth rate expressed in percent per 

year, and “percent” means “parts per hundred”; and  t  is the 

time in years over which growth occurs. Keep in mind that 

doubling time,  D,  is the length of time required for  N  to 

double.  

   3.   Select a single country or small set of related countries; 

examine recent and projected population growth rates in 

detail, including the factors contributing to the growth rates 

and trends in those rates. Compare with similar information 

for the United States or Canada. A useful starting point may 

be the latest World Population Data Sheet from the 

Population Reference Bureau ( www.prb.org ).                             



waste disposal, agriculture, and other uses. For this reason, it 

is h elpful t o u nderstand s omething o f t he n ature o f t hese 

materials. Also, each rock contains clues to the k inds of pro-

cesses that f ormed it and t o the geolog ic setting wher e it is  

likely to be found. For example, we will see that the nature of 

a volcano’s rocks may indicate what hazards it presents to us; 

our search for new ores or fuels is often guided by an under-

standing of the specializ ed geologic environments in which  

they occur.    

  Considering the limited number of chemical elements 

in nature,  the variety of substances found on earth and 

the diversity of their physical properties are astonishing. The 

same is true even of just the rocks and minerals. Most of these 

are made up of an ev en smaller subset of elements , yet they 

are v ery div erse in c olor, t exture, and other pr operties. The 

differences in the ph ysical properties of rocks, minerals, and 

soils det ermine their suitabilit y f or diff erent purposes—  

extraction of water or of metals, construction, manufacturing, 

 Rocks and Minerals—
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 The colorful sandstones of Pictured Rocks National Lakeshore are tinted in part by iron and manganese minerals produced by weathering.  
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single isotope, while others may have ten or more. (The reasons 

for these phenomena involve principles of nuclear physics and 

the nature of the processes by which the elements are produced in 

the interiors of stars, and we will not go into them here!) 

    For most applications, we are concerned only with the 

elements involved, not with specifi c isotopes. When a particular 

isotope is to be designated, this is done by naming the element 

(which, by defi nition, specifi es the atomic number, or number 

of protons) and the atomic mass number (protons plus neu-

trons). Carbon, for example, has three natural isotopes. By far 

the most abundant is carbon-12, the isotope with six neutrons in 

the nucleus in addition to the six protons common to all carbon 

atoms. The two rarer isotopes are carbon-13 (six protons plus 

seven neutrons) and carbon-14 (six protons plus eight neutrons). 

Chemically, all behave alike. The human body cannot, for in-

stance, distinguish between sugar containing carbon-12 and 

sugar containing carbon-13. 

    Other differences between isotopes may, however, make a 

particular isotope useful for some special purpose. Some isotopes 

are  radioactive , meaning that over time, their nuclei will decay 

(break down) into nuclei of other elements, releasing energy. 

Each such radioactive isotope will decay at its own specifi c rate, 

which allows us to use such isotopes to date geologic materials 

and events, as described in appendix A. A familiar example is 

carbon-14, used to date materials containing carbon, including 

archeological remains such as cloth, charcoal, and bones. Differ-

ences in the properties of two uranium isotopes are important in 

understanding nuclear power options: only one of the two com-

mon uranium isotopes is suitable for use as reactor fuel, and 

must be extracted and concentrated from natural uranium as it 

occurs in uranium ore. The fact that radioactive elements will 

inexorably decay—releasing energy—at their own fi xed, con-

stant rates is part of what makes radioactive-waste disposal such 

a challenging problem, because no chemical or physical treat-

ment can make those waste isotopes nonradioactive and inert.   

 Ions 

 In an electrically neutral atom, the number of protons and the 

number of electrons are the same; the negative charge of one 

electron just equals the positive charge of one proton. Most at-

oms, however, can gain or lose some electrons. When this hap-

pens, the atom has a positive or negative electrical charge and is 

called an    ion   . If it loses electrons, it becomes positively charged, 

since the number of protons then exceeds the number of elec-

trons. If the atom gains electrons, the ion has a negative electri-

cal charge. Positively and negatively charged ions are called, 

respectively,    cations    and    anions   . Both solids and liquids are, 

overall, electrically neutral, with the total positive and negative 

charges of cations and anions balanced. Moreover, free ions do 

not exist in solids; cations and anions are bonded together. In a 

solution, however, individual ions may exist and move indepen-

dently. Many minerals break down into ions as they dissolve in 

water. Individual ions may then be taken up by plants as nutri-

ents or react with other materials. The concentration of hydro-

gen ions (pH) determines a solution’s acidity.   

    Atoms, Elements, Isotopes, Ions, 
and Compounds   

 Atomic Structure 

 All natural and most synthetic substances on earth are made from 

the ninety naturally occurring chemical elements. An    atom    is the 

smallest particle into which an element can be divided while still 

retaining the chemical characteristics of that element (see  fi g-

ure 2.1 ). The    nucleus   , at the center of the atom, contains one or 

more particles with a positive electrical charge (   protons   ) and 

usually some particles of similar mass that have no charge (   neu-

trons   ). Circling the nucleus are the negatively charged    electrons . 

Protons and neutrons are similar in mass, and together they ac-

count for most of the mass of an atom. The much lighter electrons 

are sometimes represented as a “cloud” around the nucleus, as in 

fi gure 2.1, and are sometimes shown as particles, as in fi gure 2.3. 

The 21 charge of one electron exactly balances the 11 charge of 

a single proton. 

    The number of protons in the nucleus determines what 

chemical element that atom is. Every atom of hydrogen con-

tains one proton in its nucleus; every oxygen atom contains 

eight protons; every carbon atom, six; every iron atom, twenty-

six; and so on. The characteristic number of protons is the 

   atomic number    of the  e lement.   

 Elements and Isotopes 

 With the exception of the simplest hydrogen atoms, all nuclei 

contain neutrons, and the number of neutrons is similar to or 

somewhat greater than the number of protons. The number of 

neutrons in atoms of one element is not always the same. The sum 

of the number of protons and the number of neutrons in a nucleus 

is the atom’s    atomic mass number   . Atoms of a given element 

with different atomic mass numbers—in other words, atoms with 

the same number of protons but different numbers of neutrons—

are distinct    isotopes    of that element. Some elements have only a 

Proton 
(positive charge) 

Electron cloud made of 
negatively charged electrons 

Nucleus 

Atom 

Neutron 
(no charge) 

  Figure 2.1   
 Schematic drawing of atomic structure (greatly enlarged and 

simplifi ed). The nucleus is actually only about 1/1000th the overall 

size of the atom.  
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full from left to right across a row. The next-to-last column, 

the halogens, are those elements lacking only one electron in 

the outermost shell, and they thus tend to gain one electron to 

form anions of charge 21. In the right-hand column are the 

inert gases, whose neutral atoms contain all fully fi lled elec-

tron shells. 

   The elements that occur naturally on earth have now been 

known for decades. Additional new elements must be created, 

not simply discovered, because these very heavy elements, with 

atomic numbers above 92 (uranium), are too unstable to have 

lasted from the early days of the solar system to the present. 

Some, like plutonium, are by-products of nuclear-reactor opera-

tion; others are created by nuclear physicists who, in the pro-

cess, learn more about atomic structure and stability.

 Compounds 

   A  compound  is a chemical combination of two or more chem-

ical elements, bonded together in particular proportions, that 

has a distinct set of physical properties (often very different 

from those of any of the individual elements in it). In minerals, 

most bonds are  ionic  or  covalent , or a mix of the two. In 

 The Periodic Table 

 Some idea of the probable chemical behavior of elements can 

be gained from a knowledge of the    periodic table    ( fi gure 2.2 ). 

The Russian scientist Dmitri Mendeleyev fi rst observed that 

certain groups of elements showed similar chemical properties, 

which seemed to be related in a regular way to their atomic 

numbers. At the time (1869) that Mendeleyev published the fi rst 

periodic table, in which elements were arranged so as to refl ect 

these similarities of behavior, not all elements had even been 

discovered, so there were some gaps. The addition of elements 

identifi ed later confi rmed the basic concept. In fact, some of the 

missing elements were found more easily because their proper-

ties could to some extent be anticipated from their expected 

positions in the periodic table. 

    We now can relate the periodicity of chemical behavior 

to the electronic structures of the elements. Electrons around 

an atom occur in shells of different energies, each of which 

can hold a fi xed number of electrons. Those elements in the 

fi rst column of the periodic table, known as the alkali metals, 

have one electron in the outermost shell of the neutral atom. 

Thus, they all tend to form cations of 11 charge by losing that 

odd electron. Outermost electron shells become increasingly 

  Figure 2.2   
 The periodic table.  

(263) (262) (266)

65.41
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in this context, means not produced solely by living organisms 

or by biological processes. That minerals must be  solid  means 

that the ice of a glacier is a mineral, but liquid water is not. 

Chemically, minerals may consist either of one element—like 

diamonds, which are pure carbon—or they may be compounds 

of two or more elements. Some mineral compositions are very 

complex, consisting of ten elements or more. Minerals have a 

defi nite chemical composition or a compositional range within 

which they fall. The presence of certain elements in certain 

proportions is one of the identifying characteristics of each 

mineral. Finally, minerals are crystalline, at least on the micro-

scopic scale.    Crystalline    materials are solids in which the 

 atoms or ions are arranged in regular, repeating patterns 

( fig ure 2.4 ). These patterns may not be apparent to the naked 

eye, but most solid compounds are crystalline, and their crystal 

structures can be recognized and studied using X rays and other 

techniques. Examples of noncrystalline solids include glass 

(discussed later in the chapter) and plastic.   

 Identifying Characteristics of Minerals 

 The two fundamental characteristics of a mineral that together 

distinguish it from all other minerals are its chemical composi-

tion and its crystal structure. No two minerals are identical in 

both respects, though they may be the same in one. For exam-

ple, diamond and graphite (the “lead” in a lead pencil) are 

chemically the same—both are made up of pure carbon. Their 

physical properties, however, are vastly different because of the 

differences in their internal crystalline structures. In a diamond, 

each carbon atom is fi rmly bonded to every adjacent carbon 

atom in every direction by covalent bonds. In graphite, the car-

bon atoms are bonded strongly in two dimensions into sheets, 

but the sheets are only weakly held together in the third dimen-

sion. Diamond is clear, colorless, and very hard, and a jeweler 

can cut it into beautiful precious gemstones. Graphite is black, 

opaque, and soft, and its sheets of carbon atoms tend to slide 

apart as the weak bonds between them are broken. 

    A mineral’s composition and crystal structure can usually 

be determined only by using sophisticated laboratory equip-

ment. When a mineral has formed large crystals with well- 

developed shapes, a trained mineralogist may be able to infer 

some characteristics of its internal atomic arrangement because 

crystals’ shapes are controlled by and related to this atomic 

structure, but most mineral samples do not show large symmet-

ric crystal forms by which they can be recognized with the na-

ked eye. Moreover, many minerals share similar external forms, 

and the same mineral may show different external forms, though 

it will always have the same internal structure ( fi gure 2.5 ). No 

one can look at a mineral and know its chemical composition 

without fi rst recognizing what mineral it is. Thus, when scien-

tifi c instruments are not at hand, mineral identifi cation must 

be based on a variety of other physical properties that in some 

way refl ect the mineral’s composition and structure. These other 

properties are often what make the mineral commercially valu-

able. However, they are rarely unique to one mineral and often 

are deceptive. A few examples of such properties follow. 

ionic bonding, the bond is based on the electrical attraction 

between oppositely charged ions. Bonds between atoms may 

also form if the atoms share electrons. This is covalent bonding. 

Table salt (sodium chloride) provides a common example of 

ionic  bonding (fi gure 2.3). Sodium, an alkali metal, loses its 

outermost electron to chlorine, a halogen. The two elements 

now have fi lled electron shells, but sodium is left with a 11 net 

charge, chlorine 21. The ions bond ionically to form sodium 

chloride. Sodium is a silver metal, and chlorine is a greenish gas 

that is poisonous in large doses. When equal numbers of sodium 

and chlorine atoms combine to make table salt, or sodium chlo-

ride, the resulting compound forms colorless crystals that do not 

resemble either of the component elements.             

 Minerals—General   

 Minerals Defi ned 

 A    mineral    is a naturally occurring, inorganic, solid element or 

compound with a defi nite chemical composition and a regular 

internal crystal structure.  Naturally occurring,  as distinguished 

from synthetic, means that minerals do not include the thou-

sands of chemical substances invented by humans.  Inorganic,  

  Figure 2.3   
 Sodium, with 11 protons and electrons, has two fi lled shells and 

one “leftover” electron in its outermost shell. Chlorine can accept 

that odd electron, fi lling its own outermost shell exactly. The 

resulting oppositely charged ions attract and bond.  

Na 

Cl 

Outer energy level 
filled with 8 electrons 

Inner energy level filled  
with 2 electrons 

Energy level filled  
with 2 electrons 

Nucleus with  
11 protons 

Nucleus with 
17 protons 

Energy levels filled with 
8 electrons each 

“Captured” electron needed to 
fill outer energy level 

Sodium (Na+) 

  Chlorine (Cl–) 
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  Figure 2.4   
 (A) Sodium and chloride ions are arranged alternately in the halite 

structure. Lines show the cubes that make up the repeating unit of 

the crystal structure; the resultant cubic crystal form is shown in (B). 

(C) The crystal structure of calcite (calcium carbonate, CaCO3) is a 

bit more complex. Here, the atoms have been spread apart so that 

the structure is easier to see; again, lines show the shape of the 

repeating structural unit of the crystal, which may be refl ected in 

the external form of calcite crystals (D). (E) Scanning tunneling 

microscope image of individual atoms in crystalline silicon. The 

diameter of each atom is about 0.00000002 inches. Note the 

regular hexagonal arrangement of atoms.

(B) Photograph ©The McGraw-Hill Companies, Inc./Doug Sherman, 

photographer.   (E) Image courtesy Jennifer MacLeod and Alastair 

McLean, Queen’s University, Canada  

Sodium (Na)

Chlorine (Cl)

A

C

E

B

D
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    Another example is the mineral corundum (fi gure 2.6A), 

a simple compound of aluminum and oxygen. In pure form, it 

too is colorless, and quite hard, which makes it a good abrasive. 

It is often used for the grit on sandpaper. Yet a little color from 

trace impurities not only disguises corundum, it can transform 

this utilitarian material into highly prized gems: Traces of chro-

mium produce the deep bluish-red gem we call ruby, while 

 sapphire is just corundum tinted blue by iron and titanium. The 

color of a mineral can vary within a single crystal (fi gure 2.6B). 

Even when the color shown by a mineral sample is the true 

color of the pure mineral, it is probably not unique. There are 

more than 3500 minerals, so there are usually many of any one 

particular color. (Interestingly,  streak,  the color of the powdered 

   Other Physical Properties of Minerals 

 Perhaps surprisingly, color is often not a reliable guide to min-

eral identifi cation. While some minerals always appear the same 

color, many vary from specimen to specimen. Variation in color 

is usually due to the presence of small amounts of chemical 

impurities in the mineral that have nothing to do with the min-

eral’s basic characteristic composition, and such variation is 

especially common when the pure mineral is light-colored or 

colorless. The very common mineral quartz, for instance, is 

colorless in its pure form. However, quartz also occurs in other 

colors, among them rose pink, golden yellow, smoky brown, 

purple (amethyst), and milky white. Clearly, quartz cannot al-

ways be recognized by its color, or lack of it. 

  Figure 2.5   
 Many minerals may share the same external crystal form: (A) galena (PbS) and (B) fl uorite (CaF 2 ) form cubes, as do halite (fi gure 2.4 B) and 

pyrite (C). However, these minerals may show other forms; (D), for example, is a distinctive form of pyrite called a pyritohedron.   

 Photographs (A) and (C) © The M c Graw-Hill Companies Inc./Doug Sherman,  photographer  

A B

C D
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mineral as revealed when the mineral is scraped across a piece 

of unglazed tile, may be quite different from the color of the 

bulk sample, and more consistent for a single mineral. How-

ever, a tile is not always handy, and some samples are too valu-

able to treat this way.) 

    Hardness, the ability to resist scratching, is another easily 

measured physical property that can help to identify a mineral, 

although it usually does not uniquely identify the mineral. Clas-

sically, hardness is measured on the Mohs hardness scale 

 ( table 2.1 ), in which ten common minerals are arranged in order 

of hardness. Unknown minerals are assigned a hardness on the 

basis of which minerals they can scratch and which minerals 

scratch them. A mineral that scratches gypsum and is scratched 

by calcite is assigned a hardness of 2½ (the hardness of an aver-

age fi ngernail). Because a diamond is the hardest natural sub-

stance known on earth, and corundum the second-hardest 

mineral, these minerals might be identifi able from their hard-

nesses. Among the thousands of “softer” (more readily 

scratched) minerals, however, there are many of any particular 

hardness, just as there are many of any particular color.   

  Figure 2.6   
 (A) The many colors of these corundum gemstones illustrate why 

color is a poor guide in mineral identifi cation. See also fi gure 2.7B. 

(B) If conditions change as a crystal grows, diff erent parts may be 

diff erent colors, as in this tourmaline.  

A

B

Table 2.1 The Mohs Hardness Scale

Mineral Assigned Hardness

talc 1

gypsum 2

calcite 3

fl uorite 4

apatite 5

orthoclase 6

quartz 7

topaz 8

corundum 9

diamond 10

For comparison, the approximate hardnesses of some common objects, measured on the same 

scale, are: fi ngernail, 2½; copper penny, 3; glass, 5 to 6; pocketknife blade, 5 to 6.

    Not only is the external form of crystals related to their 

internal structure; so is    cleavage   , a distinctive way some miner-

als may break up when struck. Some simply crumble or shatter 

into irregular fragments (fracture). Others, however, break 

cleanly in certain preferred directions that correspond to planes 

of weak bonding in the crystal, producing planar cleavage faces. 

There may be only one direction in which a mineral shows good 

cleavage (as with mica, discussed later in the chapter), or there 

may be two or three directions of good cleavage. Cleavage sur-

faces are characteristically shiny ( fi gure 2.7 ). 

    A number of other physical properties may individually 

be common to many minerals.  Luster  describes the appearance 

of the surfaces—glassy, metallic, pearly, etc. Some minerals are 

noticeably denser than most; a few are magnetic. Only by con-

sidering a whole set of such nonunique properties as color, 

hardness, cleavage, density, and others can a mineral be identi-

fi ed without complex instruments. 

    Unique or not, the physical properties arising from miner-

als’ compositions and crystal structures are often what give 

minerals value from a human perspective—the slickness of talc 

(main ingredient of talcum powder), the malleability and con-

ductivity of copper, the durability of diamond, and the rich col-

ors of tourmaline gemstones are all examples. Some minerals 

have several useful properties: table salt (halite), a necessary 

nutrient, also imparts a taste we fi nd pleasant, dissolves readily 

to fl avor liquids but is soft enough not to damage our teeth if we 

munch on crystals of it sprinkled on solid food, and will serve 

as a food preservative in high concentrations, among other help-

ful qua lities.     

 Types of Minerals  

 As was indicated earlier, minerals can be grouped or subdivided 

on the basis of their two fundamental characteristics— 

composition and crystal structure. Compositionally, classifi ca-

tion is typically on the basis of ions or ion groups that a set of 
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of rocks and soils. Commercially, the most common use of pure 

quartz is in the manufacture of glass, which also consists mostly 

of silicon and oxygen. Quartz-rich sand and gravel are used in 

very large quantities in construction. 

    The most abundant group of minerals in the crust is a set 

of chemically similar minerals known collectively as the  feld-

spars.  They are composed of silicon, oxygen, aluminum, and 

either sodium, potassium, or calcium, or some combination of 

these three. Again, logically enough, these common minerals 

are made from elements abundant in the crust. They are used 

extensively in the manufacture of ceramics. 

    Iron and magnesium are also among the more common 

elements in the crust and are therefore found in many silicate 

minerals have in common. In this section, we will briefl y review 

some of the basic mineral categories. A comprehensive survey 

of minerals is well beyond the scope of this book, and the inter-

ested reader should refer to standard mineralogy texts for more 

information. A summary of physical properties of selected min-

erals is found in appendix B.  

 Silicates 

 In chapter 1, we noted that the two most common elements in 

the earth’s crust are silicon and oxygen. It comes as no surprise, 

therefore, that by far the largest compositional group of miner-

als is the    silicate    group, all of which are compounds containing 

silicon and oxygen, and most of which contain other elements 

as well. Because this group of minerals is so large, it is subdi-

vided on the basis of crystal structure, by the ways in which the 

silicon and oxygen atoms are linked together. The basic build-

ing block of all silicates is a tetrahedral arrangement of four 

oxygen atoms (anions) around the much smaller silicon cation 

( fi gure 2.8 ). In different silicate minerals, these  silica tetrahe-

dra  may be linked into chains, sheets, or three-dimensional 

frameworks by the sharing of oxygen atoms. Some of the phys-

ical properties of silicates and other minerals are closely related 

to their crystal structures (see  fi gure 2.9 ). In general, we need 

not go into the structural classes of the silicates in detail. It is 

more useful to mention briefl y a few of the more common, geo-

logically important silicate minerals. 

    While not the most common,  quartz  is probably the best-

known silicate. Compositionally, it is the simplest, containing 

only silicon and oxygen. It is a framework silicate, with silica 

tetrahedra linked in three dimensions, which helps make it rela-

tively hard and weathering-resistant. Quartz is found in a  variety 

A

  Figure 2.7   
 Another relationship between structures and physical properties is cleavage. Because of their internal crystalline structures, many minerals 

break apart preferentially in certain directions. (A) Halite has the cubic structure shown in fi gure 2.4A, and breaks into cubic or rectangular 

pieces, cleaving parallel to the crystal faces. (B) Fluorite also forms cubic crystals, but cleaves into octahedral fragments, breaking along 

diff erent planes of its internal structure. (Note the variety of colors, too.) 

  Photograph (A) © The McGraw-Hill Companies Inc./Bob Coyle, photographer; (B) © Charles E. Jones.   

Silicon

Oxygen

  Figure 2.8   
 The basic silica tetrahedron, building block of all silicate minerals. (In 

fi gure 2.9, this group of atoms is represented only by the tetrahedron.)  

B
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consideration in construction. Individual ferromagnesian min-

erals may be important in particular contexts.  Olivine,  a simple 

ferromagnesian mineral, is a major constituent of earth’s man-

tle; gem-quality olivines from mantle-derived volcanic rocks 

are the semiprecious gem  peridot.  

    Like the feldspars, the  micas  are another group of several 

silicate minerals with similar physical properties, compositions, 

and crystal structures. Micas are sheet silicates, built on an 

atomic scale of stacked-up sheets of linked silicon and oxygen 

atoms. Because the bonds between sheets are relatively weak, 

the sheets can easily be broken apart (fi gure 2.10C). 

     Clays  are another family within the sheet silicates; in 

clays, the sheets tend to slide past each other, a characteristic 

that contributes to the slippery feel of many clays and related 

minerals. Clays are somewhat unusual among the silicates in 

that their structures can absorb or lose water, depending on how 

wet conditions are. Absorbed water may increase the slippery 

tendencies of the clays. Also, some clays expand as they soak 

up water and shrink as they dry out. A soil rich in these “expan-

sive clays” is a very unstable base for a building, as we will see 

in later chapters. On the other hand, clays also have important 

uses, especially in making ceramics and in building materials. 

Other clays are useful as lubricants in the muds used to cool the 

drill bits in oil-drilling rigs. 

    A sampling of the variety of silicates is shown in  fi gure 2.10.  

   Nonsilicates 

 Just as the silicates, by defi nition, all contain silicon plus oxy-

gen as part of their chemical compositions, each nonsilicate 

mineral group is defi ned by some chemical constituent or char-

acteristic that all members of the group have in common. Most 

often, the common component is the same negatively charged 

ion or group of atoms. Discussion of some of the nonsilicate 

mineral groups with examples of common or familiar members 

of each follows. See also  table 2.2 .   

    The    carbonates    all contain carbon and oxygen combined in 

the proportions of one atom of carbon to three atoms of oxygen 

(written CO3). The carbonate minerals all dissolve relatively eas-

ily, particularly in acids, and the oceans contain a great deal of 

dissolved carbonate. Geologically, the most important, most abun-

dant carbonate mineral is calcite, which is calcium carbonate. Pre-

cipitation of calcium carbonate from seawater is a major process 

by which marine rocks are formed (see the discussion under “Sed-

iments and Sedimentary Rocks” later in this chapter). Another 

common carbonate mineral is dolomite, which contains both cal-

cium and magnesium in approximately equal proportions. Car-

bonates may contain many other  elements—iron, manganese, or 

lead, for example. The limestone and marble we use extensively 

for building and sculpture consist mainly of carbonates, generally 

calcite; calcite is also an important ingredient in cement. 

    The    sulfates    all contain sulfur and oxygen in the ratio of 

1:4 (SO4). A calcium sulfate—gypsum—is the most important, for 

it is both relatively abundant and commercially useful, particularly 

as the major constituent in plaster of paris. Sulfates of many other 

elements, including barium, lead, and strontium, are also found. 

Isolated silicate
structure Olivine

Example

Single-chain
structure

Double-chain
structure

Sheet silicate
structure

Framework silicate
structure

Pyroxene
group

Amphibole
group

Mica group
Clay group

Quartz
Feldspar group

  Figure 2.9   
 Silica tetrahedra link together by sharing oxygen atoms (where the 

corners of the tetrahedra meet) to form a variety of structures. 

(Pyroxenes and amphiboles are among the ferromagnesian 

silicates, described in the text.) Other structural arrangements (such 

as stacked rings of tetrahedra) exist, but they are less common.  

minerals.    Ferromagnesian    is the general term used to describe 

those silicates—usually dark-colored (black, brown, or green)—

that contain iron and/or magnesium, with or without additional 

elements.

 Most ferromagnesian minerals weather relatively readily. 

Rocks containing a high proportion of ferromagnesian miner-

als, then, also tend to weather easily, which is an important 
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  Figure 2.10   
 A collection of silicates: (A) Olivine (light green) in a chunk of mantle 

brought toward the surface by volcanic activity—darker fl ecks are 

pyroxene; (B) hornblende, a variety of amphibole; (C) mica, showing 

cleavage between sheets of tetrahedra; (D) potassium feldspar; and 

(E) quartz.  

Photograph (B) and (D) © Doug Sherman/Geofi le; (C) © The McGraw-

Hill Companies, Inc./Bob Coyle, photographer.

    When sulfur is present without oxygen, the resultant min-

erals are called    sulfi des   . A common and well-known sulfi de 

mineral is the iron sulfi de  pyrite.  Pyrite (fi gure 2.5C, D) has 

also been called “fool’s gold” because its metallic golden color 

often deceived early gold miners and prospectors into thinking 

they had struck it rich. Pyrite is not a commercial source of iron 

because there are richer ores of this metal. Nonetheless, sulfi des 

comprise many economically important metallic ore minerals. 
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contain native copper. Other metals that may occur as native 

elements include tin, iron, and antimony. 

     Rocks  

 A    rock    is a solid, cohesive aggregate of one or more minerals, or 

mineral materials (for example, volcanic glass, discussed later). 

This means that a rock consists of many individual mineral 

grains (crystals)—not necessarily all of the same mineral—or 

crystals plus glass, which are fi rmly held together in a solid 

mass. Because the many mineral grains of beach sand fall apart 

when handled, sand is not a rock, although, in time, sand grains 

may become cemented together to form a rock. The properties of 

rocks are important in determining their suitability for particular 

applications, such as for construction materials or for the base of 

a building foundation. Each rock also contains within it a record 

of at least a part of its history, in the nature of its minerals and in 

the way the mineral grains fi t together. The three broad catego-

ries of rocks— igneous, sedimentary,  and  metamorphic —are 

distinguished by the processes of their formation. However, they 

are also linked, over time, by the  rock cycle.  

    In chapter 1, we noted that the earth is a constantly 

changing body. Mountains come and go; seas advance and re-

treat over the faces of continents; surface processes and pro-

cesses occurring deep in the crust or mantle are constantly 

altering the planet. One aspect of this continual change is that 

rocks, too, are always subject to change. We do not have a 

single sample of rock that has remained unchanged since the 

earth formed. Therefore, when we describe a rock as being of 

a particular type, or give it a specifi c rock name, it is important 

An example that may be familiar is the lead sulfi de mineral 

 galena,  which often forms in silver-colored cubes (fi gure 2.5A). 

The rich lead ore deposits near Galena, Illinois, gave the town 

its name. Sulfi des of copper, zinc, and numerous other metals 

may also form valuable ore deposits (see chapter 13). Sulfi des 

may also be problematic: when pyrite associated with coal is 

exposed by strip-mining and weathered, the result is sulfuric 

acid in runoff water from the mine. 

    Minerals containing just one or more metals combined 

with oxygen, and lacking the other elements necessary to clas-

sify them as silicates, sulfates, carbonates, and so forth, are the 

   oxides   . Iron combines with oxygen in different proportions to 

form more than one oxide mineral. One of these, magnetite, is, 

as its name suggests, magnetic, which is relatively unusual 

among minerals. Magnetic rocks rich in magnetite were known 

as lodestone in ancient times and were used as navigational aids 

like today’s more compact compasses. Another iron oxide, he-

matite, may sometimes be silvery black but often has a red color 

and gives a reddish tint to many soils. Iron oxides on Mars’s 

surface are responsible for that planet’s orange hue. Many other 

oxide minerals also exist, including corundum, the aluminum 

oxide mineral mentioned earlier. 

       Native elements   , as shown in table 2.2, are even simpler 

chemically than the other nonsilicates. Native elements are 

minerals that consist of a single chemical element, and the min-

erals’ names are usually the same as the corresponding ele-

ments. Not all elements can be found, even rarely, as native 

elements. However, some of our most highly prized materials, 

such as gold, silver, and platinum, often occur as native ele-

ments. Diamond and graphite are both examples of native car-

bon. Sulfur may occur as a native element, either with or without 

associated sulfi de minerals. Some of the richest copper ores 

Table 2.2 Some Nonsilicate Mineral Groups*

Group Compositional Characteristic Examples

carbonates metal(s) plus carbonate (1 carbon 1 3 oxygen ions, CO3) calcite (calcium carbonate, CaCO3)

dolomite (calcium-magnesium carbonate, CaMg(CO3)2)

sulfates metal(s) plus sulfate (1 sulfur 1 4 oxygen ions, SO4) gypsum (calcium sulfate, with water, CaSO4 • 2H2O) 

barite (barium sulfate, BaSO4)

sulfi des metal(s) plus sulfur, without oxygen pyrite (iron disulfi de, FeS2)

galena (lead sulfi de, PbS)

cinnabar (mercury sulfi de, HgS)

oxides metal(s) plus oxygen magnetite (iron oxide, Fe3O4)

hematite (ferric iron oxide, Fe2O3)

corundum (aluminum oxide, Al2O3)

spinel (magnesium-aluminum oxide, MgAl2O4)

hydroxides metal(s) plus hydroxyl (1 oxygen 1 1 hydrogen ion, OH) gibbsite (aluminum hydroxide, Al(OH)3; found in aluminum ore)

brucite (magnesium hydroxide, Mg(OH)2; one ore of magnesium)

halides metal(s) plus halogen element (fl uorine, chlorine, 

bromine, or iodine)

halite (sodium chloride, NaCl)

fl uorite (calcium fl uoride, CaF2)

native elements mineral consists of a single chemical element gold (Au), silver (Ag), copper (Cu), sulfur (S), graphite (carbon, C)

*Other groups exist, and some complex minerals contain components of several groups (carbonate and hydroxyl groups, for example).
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Case Study 2

Asbestos—a Tangled Topic

 Billions of dollars are spent each year on asbestos abatement—

removing and/or isolating asbestos in the materials of schools and 

other buildings—much of it mandated by law. The laws are intended to 

protect public health. But are they well-considered, and do the resultant 

benefi ts justify the enormous costs?

 Asbestos is not a single mineral. To a geologist, the term 

describes any of a number of ferromagnesian chain silicates when they 

occur in needlelike or fi brous crystal forms. To OSHA (the Occupational 

Safety and Health Administration), “asbestos” means one of six very 

specifi c minerals—fi ve of them amphiboles—when they occur in small, 

elongated crystals of specifi c dimensions, and above certain very low 

concentration limits in air, abatement is mandatory.

 The relevant regulations, fi rst formulated in 1972 and modifi ed 

since, were enacted after it was realized that certain lung diseases 

occurred much more frequently in workers in the asbestos industry than 

in the population at large. Occupational exposure to asbestos had been 

associated with later increased incidence of mesothelioma (a type of lung 

cancer) and other respiratory diseases, including a scarring of the lungs 

called asbestosis. The risks sometimes extended to families of asbestos 

workers, exposed secondhand to fi bers carried home on clothes, and to 

residents of communities where asbestos processing occurred.

 However, the precise level of risk, and appropriate exposure 

limits, cannot be determined exactly. Most of the diseases caused by 

asbestos can be caused, or aggravated, by other agents and activities 

(notably smoking) too, and they generally develop long after exposure. 

Even for workers in the asbestos industry, the link between asbestos 

exposure and lung disease is far from direct. For setting exposure limits 

for the general public, it has been assumed that the risk from low, 

incidental exposure to asbestos can be extrapolated linearly from the 

identifi ed serious eff ects of high occupational exposures, while there is 

actually no evidence that this yields an accurate estimate of the risks 

from low exposures. Some advocate what is called the “one-fi ber 

theory” (really only a hypothesis!)—that if inhaling a lot of asbestos 

fi bers is bad, inhaling even one does some harm. Yet we are all exposed 

to some airborne asbestos fi bers from naturally occurring asbestos in 

the environment. In fact, measurements have indicated that an adult 

breathing typical outdoor air would inhale nearly 4000 asbestos fi bers a 

day. The problem is very much like that of setting exposure limits for 

radiation, discussed in chapter 16, for we are all exposed daily to 

radiation from our environment, too.

 Moreover, studies have clearly shown that diff erent asbestos 

minerals present very diff erent degrees of risk. Mesothelioma is 

associated particularly with occupational exposure to the amphibole 

crocidolite, “blue asbestos,” and asbestosis with another amphibole, 

amosite, “grey asbestos,” mined almost exclusively in South Africa. On the 

other hand, the non-amphibole asbestos chrysotile, “white asbestos,” 

(fi gure 1), which represents about 95% of the asbestos used in the United 

States, appears to be by far the least hazardous asbestos, and to pose no 

signifi cant health threat from incidental exposure in the general public, 

even in buildings with damaged, exposed asbestos-containing materials. 

So, arguably, chrysotile could be exempted from the abatement 

regulations applied outside the asbestos industry proper, with a 

corresponding huge reduction in national abatement expenditures.

 The case of Libby, Montana, is also interesting. Beginning in 

1919, vermiculite (a ferromagnesian sheet silicate; fi gure 2), used in 

insulation and as a soil conditioner, was mined from a deposit near 

Libby. Unfortunately, it was found that the vermiculite in that deposit is 

associated with asbestos, including tremolite, one of the OSHA-

regulated amphibole-asbestos varieties. Over time, at least 1500 people 

became ill, and 200 died, from lung diseases attributed to tremolite 

to realize that we are really describing the form it has most 

recently taken, the results of the most recent processes act-

ing on it. 

    For example, as will be described in the following sec-

tion, an  igneous rock  is one crystallized from molten material, 

formed at high temperatures. But virtually any rock can be 

melted, and in the process, its previous characteristics may be 

obliterated. So when the melt crystallizes, we have an igneous 

rock—but what was it before? A  sedimentary rock  is formed 

from sediment, debris of preexisting rocks deposited at low 

temperatures at the earth’s surface. But the sediment, in turn, is 

derived by weathering—physical and chemical breakdown of 

rocks—and a given deposit of sediment may include bits of 

many different rocks. (Look closely at beach sand or river 

gravel.) The essence of the concept of the    rock cycle   , explored 

more fully at the end of this chapter, is that rocks, far from be-

ing the permanent objects we may imagine them to be, are 

 continually being changed by geological processes. Over the 

vast span of geologic time, billions of years, a given bit of mate-

rial may have been subject to many, many changes and may 

have been part of many different rocks. The following sections 

examine in more detail the various types of rock-forming pro-

cesses involved and some of the rocks they form.  

 Igneous Rocks 

 At high enough temperatures, rocks and minerals can melt. 

   Magma    is the name given to naturally occurring hot, molten 

rock material. Silicates are the most common minerals, so mag-

mas are usually rich in silica. They also contain some dissolved 

water and gases and generally have some solid crystals sus-

pended in the melt. An    igneous    rock is a rock formed by the 

solidifi cation and crystallization of a cooling magma. ( Igneous  

is derived from the Latin term  ignis,  meaning “fi re.”) 
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feldspars, and it usually contains some ferromagnesian miner-

als or other silicates. The proportions and compositions of these 

constituent minerals may vary, but all granites show the coarse, 

interlocking crystals  characteristic of a plutonic rock. Much of 

the mass of the continents consists of granite or of rock of gra-

nitic composition. 

    A magma that fl ows out on the earth’s surface while still 

wholly or partly molten is called  lava.  Lava is a common prod-

uct of volcanic eruptions, and the term    volcanic    is given to an 

igneous rock formed at or close to the earth’s surface. Magmas 

that crystallize very near the surface cool more rapidly. There is 

less time during crystallization for large crystals to form from 

the magma, so volcanic rocks are typically fi ne-grained, with 

most crystals too small to be distinguished with the naked eye. 

In extreme cases, where cooling occurs very fast, even tiny 

crystals may not form before the magma solidifi es, and its 

 atoms are frozen in a disordered state. The resulting clear, 

    Because temperatures signifi cantly higher than those of the 

earth’s surface are required to melt silicates, magmas form at some 

depth below the surface. The molten material may or may not 

reach the surface before it cools enough to crystallize and solidify. 

The depth at which a magma crystallizes will  affect how rapidly it 

cools and the sizes of the mineral grains in the resultant rock. 

    If a magma remains well below the surface during cool-

ing, it cools relatively slowly, insulated by overlying rock and 

soil. It may take hundreds of thousands of years or more to 

crystallize completely. Under these conditions, the crystals have 

ample time to form and to grow very large, and the rock eventu-

ally formed has mineral grains large enough to be seen indi-

vidually with the naked eye. A rock formed in this way is a 

plutonic    igneous rock. (The name is derived from Pluto, the 

Greek god of the lower world.)  Granite  is probably the most 

widely known example of a plutonic rock ( fi gure 2.11A ). Com-

positionally, a typical granite consists principally of quartz and 

Figure 1
Chrysotile asbestos, or “white asbestos,” accounts for about 95% of 

asbestos mined and used in the United States.

© The McGraw-Hill Companies Inc./Bob Coyle, photographer

Figure 2
Vermiculite. This sample has been processed for commercial use; it has 

been heated to expand the grains, “popping” them apart between 

silicate sheets.

asbestos. The mine closed in 1990, EPA moved in in 1999, and cleanup 

of the town’s buildings and soils has begun. However, recent geologic 

studies have revealed several other pertinent facts: (1) Only about 6% of 

the asbestos in the Libby vermiculite deposit is tremolite. Most consists 

of chemically similar varieties of amphibole, which might also cause 

lung disease but which are not OSHA-regulated. (2) The soils of the town 

contain other asbestos that is chemically and mineralogically distinct 

from the asbestos of the deposit. (3) The deposit weathers easily, and 

lies in hills upstream from Libby. So, not surprisingly, there is deposit-

related asbestos in town soils that clearly predate any mining activity, 

meaning that residents could easily have been exposed to deposit-

related asbestos that was unrelated to mining activity.

 So—in a case such as Libby, how to assess the responsibility for 

the danger, the illnesses, and the cleanup costs? With asbestos abatement 

generally, should the regulations be modifi ed to take better account of 

what we now know about the relative risks of diff erent asbestos varieties? 

Still more broadly, how would you decide when the benefi ts of such a 

regulation justify the costs? (This question will arise again in chapter 19!)
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 produces differences in the behavior of the volcanoes from 

which the magmas erupt, explaining why the Hawaiian volcano 

Kilauea erupts so quietly that tourists can almost walk up and 

touch the lava fl ows in safety, while Mount St. Helens and the 

Philippine volcano Pinatubo are prone to violent, sudden, and 

devastating explosions. Relationships among magma origins, 

magma types, and volcanoes’ eruptive styles will be explored 

further in chapter 5. 

    Regardless of the details of their compositions or cooling 

histories, all igneous rocks have some textural characteristics in 

common. If they are crystalline, their crystals, large or small, 

are tightly interlocking or intergrown (unless they are formed 

from loose material such as volcanic ash). If glass is present, 

 noncrystalline solid is a natural    glass   , obsidian (fi gure 2.11B). 

The most common volcanic rock is  basalt,  a dark rock rich in 

ferromagnesian minerals and feldspar (fi gure 2.11C). The ocean 

fl oor consists largely of basalt. Occasionally, a melt begins to 

crystallize slowly at depth, growing some large crystals, and 

then is subjected to rapid cooling (following a volcanic erup-

tion, for instance). This results in coarse crystals in a fi ne-

grained groundmass, a  porphyry  (fi gure 2.11D). 

    Though there are fundamental similarities in the origins 

of magmas and volcanic rocks, there are practical differences, 

too. Differences in the chemical compositions of magmas lead 

to differences in their physical properties, with magmas richer 

in silica (SiO2) tending to be more viscous. This, in turn, 

  Figure 2.11   
 Igneous rocks, crystallized from melts. (A) Granite, a plutonic rock; this sample is the granite of Yosemite National Park. (B) Obsidian (volcanic 

glass). (C) Basalt, a volcanic rock. (D) Porphyry, an igneous rock with coarse crystals in a fi ner matrix. 

  (A) Photograph by N. K. Huber, USGS Photo Library, Denver, CO; (B), (C), and (D) photographs © The McGraw-Hill Companies Inc./Bob Coyle, 

photographer   
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 Sandstone,  for instance, is a rock composed of sand-sized sedi-

ment particles, 16 to 2 millimeters (0.002 to 0.08 inches) in 

diameter.  Shale  is made up of fi ner-grained sediments, and the 

individual grains cannot be seen in the rock with the naked eye. 

 Conglomerate  is a relatively coarse-grained rock, with frag-

ments above 2 millimeters (0.08 inches) in diameter, and some-

times much larger. Regardless of grain size, clastic sedimentary 

rocks tend to have, relatively, considerable pore space between 

grains. This is a logical consequence of the way in which these 

rocks form, by the piling up of preexisting rock and mineral 

grains. Also, as sediment particles are transported by water or 

other agents, they may become more rounded and thus not pack 

together very tightly or interlock as do the mineral grains in an 

igneous rock. Many clastic sedimentary rocks are therefore not 

particularly strong structurally, unless they have been exten-

sively cemented. 

       Chemical sedimentary rocks    form not from mechanical 

breakup and transport of fragments, but from crystals formed by 

precipitation or growth from solution. A common example is 

 limestone,  composed mostly of calcite (calcium carbonate). The 

chemical sediment that makes limestone may be deposited from 

fresh or salt water; under favorable chemical conditions, thick 

limestone beds, perhaps hundreds of meters thick, may form. 

Another example of a chemical sedimentary rock is  rock salt,  

made up of the mineral halite, which is the mineral name for or-

dinary table salt (sodium chloride). A salt deposit may form when 

a body of salt water is isolated from an ocean and dries up. 

    Some chemical sediments have a large biological contri-

bution. For example, many organisms living in water have shells 

or skeletons made of calcium carbonate or of silica (SiO 2 , 

chemically equivalent to quartz). The materials of these shells 

or skeletons are drawn from the water in which the organisms 

grow. In areas where great numbers of such creatures live and 

die, the “hard parts”—the shells or skeletons—may pile up on 

the bottom, eventually to be buried and lithifi ed. A sequence of 

sedimentary rocks may include layers of    organic sediments   , 

carbon-rich remains of living organisms;  coal  is an important 

example, derived from the remains of land plants that fl ourished 

and died in swamps. 

    Gravity plays a role in the formation of all sedimentary 

rocks. Mechanically broken-up bits of materials accumulate 

when the wind or water is moving too weakly to overcome 

gravity and move the sediments; repeated cycles of transport 

and deposition can pile up, layer by layer, a great thickness of 

sediment. Minerals crystallized from solution, or the shells of 

dead organisms, tend to settle out of the water under the force 

of gravity, and again, in time, layer on layer of sediment can 

build up. Layering, then, is a very common feature of sedimen-

tary rocks and is frequently one way in which their sedimentary 

origins can be identifi ed.  Figure 2.12  shows several kinds of 

sedimentary rocks. The chapter-opening photograph is also of 

sedimentary rock (sandstone). 

    Sedimentary rocks can yield information about the set-

tings in which the sediments were deposited. For example, the 

energetic surf of a beach washes away fi ne muds and leaves 

coarser sands and gravels; sandstone may, in turn, refl ect the 

crystals tend to be embedded in or closely surrounded by the 

glass. The individual crystals tend to be angular in shape, not 

rounded. There is usually little pore space, little empty volume 

that could be occupied by such fl uids as water. Structurally, 

most plutonic rocks are relatively strong unless they have been 

fractured, broken, or weathered.   

 Sediments and Sedimentary Rocks 

 At the lower end of the spectrum of rock-formation temperatures 

are the    sedimentary    rocks.    Sediments    are loose, unconsolidated 

accumulations of mineral or rock particles that have been trans-

ported by wind, water, or ice, or shifted under the infl uence of 

gravity, and redeposited. Beach sand is a kind of sediment; so is 

the mud on a river bottom. Soil is a mixture of mineral sediment 

and organic matter. Most sediments originate, directly or indi-

rectly, through the weathering of preexisting rocks—either by 

physical breakup into fi ner and fi ner fragments, or by solution, 

followed by precipitation of crystals out of solution. The physi-

cal properties of sediments and soils bear on a broad range of 

environmental problems, from the stability of slopes and build-

ing foundations, to the selection of optimal waste-disposal sites, 

to how readily water drains away after a rainstorm and therefore 

how likely that rain is to produce a fl ood. 

    When sediments are compacted or cemented together 

into a solid, cohesive mass, they become sedimentary rocks. 

The set of processes by which sediments are transformed into 

rock is collectively described as    lithifi cation    (from the Greek 

word  lithos,  meaning “stone”). The resulting rock is generally 

more compact and denser, as well as more cohesive, than the 

original sediment. Sedimentary rocks are formed at or near the 

earth’s surface, at temperatures close to ordinary surface tem-

peratures. They are subdivided into two groups—clastic and 

chemical. 

       Clastic sedimentary rocks    (from the Greek word  klas-

tos,  meaning “broken”) are formed from the products of the 

mechanical breakup of other rocks. Natural processes continu-

ally attack rocks exposed at the surface. Rain and waves pound 

them, windblown dust scrapes them, frost and tree roots crack 

them—these and other processes are all part of the physical 

weathering of rocks. In consequence, rocks are broken up into 

smaller and smaller pieces and ultimately, perhaps, into indi-

vidual mineral grains. The resultant rock and mineral fragments 

may be transported by wind, water, or ice, and accumulate as 

sediments in streams, lakes, oceans, deserts, or soils. Later geo-

logic processes can cause these sediments to become lithifi ed. 

Burial under the weight of more sediments may pack the loose 

particles so tightly that they hold fi rmly together in a cohesive 

mass. Except with very fi ne-grained sediments, however, com-

paction alone is rarely enough to transform the sediment into 

rock. Water seeping slowly through rocks and sediments under-

ground also carries dissolved minerals, which may precipitate 

out of solution to bind the sediment particles together with a 

natural mineral cement. 

    Clastic sedimentary rocks are most often named on the 

basis of the average size of the particles that form the rock. 
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  Figure 2.12   
 Sedimentary rocks, formed at low temperatures. (A) Limestone. (B) The fossils preserved in this limestone are crinoids, ancient echinoderms 

related to modern sea urchins and sea stars. (C) Shale. (D) Sandstone (note the rounding of larger grains). (E) Conglomerate, a coarser-grained 

rock similar to sandstone; note that many of the fragments here are rocks, not individual mineral grains. (F) Coal seams (dark layers) in a 

sequence of sedimentary rocks exposed in a sea cliff  in southern Alaska. 

  Photograph (A) by I. J. Witkind, USGS Photo Library, Denver, CO. (C) © The McGraw-Hill Companies Inc./Bob Coyle, photographer.   
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    Some metamorphic-rock names indicate only the rock’s 

current composition, with no particular implication of what it 

was before. A common example is  amphibolite,  which can be 

used for any metamorphic rock rich in amphibole. It might have 

been derived from a sedimentary, metamorphic, or igneous rock 

of appropriate chemical composition; the presence of abundant 

metamorphic amphibole indicates moderately intense meta-

morphism, not the previous rock type. 

    Other metamorphic rock names describe the character-

istic texture of the rock, regardless of its composition. Some-

times the pressure of metamorphism is not uniform in all 

directions; rocks may be compressed or stretched in a particu-

lar direction ( directed stress ). When you stamp on an alumi-

num can before tossing it in a recycling bin, you are technically 

subjecting it to a directed stress—vertical compression—and 

it fl attens in that direction in response. In a rock subjected to 

directed stress, minerals that form elongated or platy crystals 

may line up parallel to each other. The resultant texture is de-

scribed as    foliation   , from the Latin for “leaf” (as in the paral-

lel leaves, or pages, of a book).  Slate  is a metamorphosed 

shale that has developed foliation under stress. The resulting 

rock tends to break along the foliation planes, parallel to the 

alignment of those minerals, and this characteristic makes it 

easy to break up into slabs for fl agstones. The same character-

istic is observed in  schist,  a coarser-grained, mica-rich meta-

morphic rock in which the mica fl akes are similarly oriented. 

The presence of foliation can cause planes of structural weak-

ness in the rock, affecting how it weathers and whether it is 

prone to slope failure or landslides. In other metamorphic 

rocks, different minerals may be concentrated in irregular 

bands, often with darker, ferromagnesian-rich bands alternat-

ing with light bands rich in feldspar and quartz. Such a rock is 

called a  gneiss  (pronounced “nice”). Because such terms as 

 schist  and  gneiss  are purely textural, the rock name can be 

modifi ed by adding key features of the rock composition: 

 “biotite-garnet schist,” “granitic gneiss,” and so on. Several 

 examples of metamorphic rocks are illustrated in  fi gure 2.13 .   

 The Rock Cycle 

 It should be evident from the descriptions of the major rock 

types and how they form that rocks of any type can be trans-

formed into rocks of another type or into another distinct rock 

of the same general type through the appropriate geologic pro-

cesses. A sandstone may be weathered until it breaks up; its 

fragments may then be transported, redeposited, and lithifi ed 

to form another sedimentary rock. It might instead be deeply 

buried, heated, and compressed, which could transform it into 

the metamorphic rock quartzite; or it could be heated until 

some or all of it melted, and from that melt, an igneous rock 

could be formed. Likewise, a schist could be broken up into 

small bits, forming a sediment that might eventually become 

sedimentary rock; more-intense metamorphism could trans-

form it into a gneiss; or extremely high temperatures could 

melt it to produce a magma from which a granite could crystal-

lize. Crustal rocks can be carried into the mantle and melted; 

presence of an ancient beach. Distribution of glacier-deposited 

sediments of various ages contributes to our understanding 

not only of global climate change but also of plate tectonics 

(see chapter 3).   

 Metamorphic Rocks 

 The name  metamorphic  comes from the Greek for “changed 

form.” A    metamorphic    rock is one that has formed from an-

other, preexisting rock that was subjected to heat and/or pres-

sure. The temperatures required to form metamorphic rocks 

are not as high as the temperatures at which the rocks would 

melt. Signifi cant changes can occur in a solid rock at tempera-

tures well below melting. Heat and pressure commonly cause 

the minerals in the rock to recrystallize. The original minerals 

may form larger crystals that perhaps interlock more tightly 

than before. Also, some minerals may break down completely, 

while new minerals form under the new temperature and pres-

sure conditions. Pressure may cause the rock to become 

 deformed—compressed, stretched, folded, or compacted. All 

of this occurs while the rock is still solid; it does not melt dur-

ing metamorphism. 

    The sources of the elevated pressures and temperatures 

of metamorphism are many. An important source of pressure 

is simply burial under many kilometers of overlying rock. 

The weight of the overlying rock can put great pressure on 

the rocks below. One source of elevated temperatures is the 

fact that temperatures increase with depth in the earth. In 

general, in most places, crustal temperatures increase at the 

rate of about 308C per kilometer of depth (close to 608F per 

mile)—which is one reason deep mines have to be air- 

conditioned! Deep in the crust, rocks are subjected to enough 

heat and pressure to show the deformation and recrystalliza-

tion characteristic of metamorphism. Another heat source is a 

cooling magma. When hot magma formed at depth rises to 

shallower levels in the crust, it heats the adjacent, cooler 

rocks, and they may be metamorphosed; this is    contact meta-

morphism   . Metamorphism can also result from the stresses 

and heating to which rocks are subject during mountain-

building or plate-tectonic movement. Such metamorphism on 

a large scale, not localized around a magma body, is    regional 

metamorphism   . 

    Any kind of preexisting rock can be metamorphosed. 

Some names of metamorphic rocks suggest what the earlier 

rock may have been. Metaconglomerate and metavolcanic de-

scribe, respectively, a metamorphosed conglomerate and a 

metamorphosed volcanic rock.  Quartzite  is a quartz-rich meta-

morphic rock, often formed from a very quartz-rich sandstone. 

The quartz crystals are typically much more tightly interlocked 

in the quartzite, and the quartzite is a more compact, denser, and 

stronger rock than the original sandstone.  Marble  is metamor-

phosed limestone in which the individual calcite grains have 

recrystallized and become tightly interlocking. The remaining 

sedimentary layering that the limestone once showed may be 

folded and deformed in the process, if not completely obliter-

ated by the recrystallization. 
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  Figure 2.13   
 Metamorphic rocks have undergone mineralogical, chemical, and/

or structural change. (A) Metaconglomerate; note that it has 

become so cohesive that the broken surface cuts through the 

pebbles rather than breaking around them (as in fi gure 2.12E). 

(B) Quartzite, metamorphosed sandstone. (C) Marble, metamorphosed 

limestone; look closely to see the coarse, interlocking crystals of 

recrystallized calcium carbonate. (D) Amphibolite (the dark crystals 

are amphibole). This sample also contains large crystals of garnet, a 

common metamorphic mineral, so it could be called a garnet 

amphibolite. (E) Slate.   (F) Schist. (G) Gneiss. 

(B)   © The McGraw-Hill Companies Inc./Bob Coyle, photographer, 

(E) photograph by P. D. Rowley, courtesy USGS Photo Library, Denver, CO.   
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fresh magma cools and crystallizes to form new rock; erosion 

and weathering processes constantly chip away at the surface. 

Note that the appearance (texture) of a rock can offer a good 

fi rst clue to the conditions under which it (last) formed. A more 

comprehensive view of the links among different rock types is 

SEDIMENTARY

METAMORPHIC

IGNEOUS

Figure 2.14
The rock cycle—a schematic view. Basically, a variety of geologic processes can transform any rock into a new rock of the same or a diff erent class. 

The geologic environment is not static; it is constantly changing. The full picture, too, is more complex: any type of rock may be found at the earth’s 

surface, and weathered; though the melts that form volcanic rocks are created at depth, the melts crystallize into rock near the surface; and so on.

Igneous rock photograph by N. K. Huber, USGS Photo Library, Denver, CO; other photographs © The McGraw-Hill Companies Inc./Doug Sherman, photographer

shown in generalized form in  fi gure 2.14 . In chapter 3, we will 

look at the rock cycle again, but in a somewhat different way, 

in the context of plate tectonics. Most interactions of people 

with the rock cycle involve the sedimentary and volcanic com-

ponents of the cycle. 

       Summary 
 The smallest possible unit of a chemical element is an atom. 

Isotopes are atoms of the same element that diff er in atomic mass 

number; chemically, they are indistinguishable. Atoms may 

become electrically charged ions through the gain or loss of 

electrons. When two or more elements combine chemically in 

fi xed proportions, they form a compound. 

  Minerals are naturally occurring inorganic solids, each of 

which is characterized by a particular composition and internal 

crystalline structure. They may be compounds or single elements. 

By far the most abundant minerals in the earth’s crust and mantle 

are the silicates. These can be subdivided into groups on the basis 

of their crystal structures, by the ways in which the silicon and 

oxygen atoms are arranged. The nonsilicate minerals are generally 

grouped on the basis of common chemical characteristics. 

  Rocks are cohesive solids formed from rock or mineral grains 

or glass. The way in which rocks form determines how they are 

classifi ed into one of three major groups: igneous rocks, formed 

from magma; sedimentary rocks, formed from low-temperature 

accumulations of particles or by precipitation from solution; and 

metamorphic rocks, formed from preexisting rocks through the 

application of heat and pressure. Through time, geologic 

processes acting on older rocks change them into new and 

diff erent ones so that, in a sense, all kinds of rocks are interrelated. 

This concept is the essence of the rock cycle.   
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 Key Terms and Concepts  
  anion  24   

  atom 24    

  atomic mass number  24   

  atomic number 24    

  carbonate 31    

  cation  24   

  chemical sedimentary rock  37   

  clastic sedimentary rock  37   

  cleavage  29   

  compound  25   

  contact metamorphism  39   

  covalent bonding  26   

  crystalline  26   

  electron  24   

  ferromagnesian  31   

  foliation  39   

  glass  36   

  igneous  34   

  ion  24   

  ionic bonding  26   

  isotope  24   

  lava  35   

  lithifi cation  37   

  magma  34   

  metamorphic  39   

  mineral  26   

  native element  33   

  neutron  24   

  nucleus  24   

  organic sediments  37   

  oxide  33   

  periodic table  25   

  plutonic  35   

  proton  24   

  regional metamorphism  39   

  rock  33   

  rock cycle  34   

  sediment  37   

  sedimentary  37   

  silicate  30   

  sulfate  31   

  sulfi de  32   

  volcanic  35      

 Questions for Review  

   1.   Briefl y defi ne the following terms:  ion, isotope, compound, 

mineral,  and  rock.   

   2.   What two properties uniquely defi ne a particular mineral?  

   3.   Give the distinctive chemical characteristics of each of the 

following mineral groups: silicates, carbonates, sulfi des, 

oxides, and native elements.  

   4.   What is an igneous rock? How do volcanic and plutonic rocks 

diff er in texture? Why?  

   5.   What are the two principal classes of sedimentary rocks?  

   6.   Describe how a granite might be transformed into a 

sedimentary rock.  

   7.   Name several possible sources of the heat or pressure that can 

cause metamorphism. What kinds of physical changes occur 

in the rock as a result?  

   8.   What is the rock cycle?     

 Exploring Further: News, Numbers, 
and Your Neighborhood  

   1.   Crystal skulls such as that featured in the movie  Indiana Jones 

and the Kingdom of the Crystal Skull  have been known to 

collectors and museums for over a century, but not everyone 

has believed in the alleged antiquity, or Mayan origin, of 

these artifacts. Think about how you might test such a skull 

for authenticity; then see the September 2008 issue of  Earth  

for how experts approached this problem.  

   2.   The variety of silicate formulas arises partly from the diff erent 

ways the silica tetrahedra are linked. Consider a single 

tetrahedron: If the silicon cation has a 14 charge, and the oxygen 

anion 22, there must be a net negative charge of 24 on the 

tetrahedron as a unit. Yet minerals must be electrically neutral. In 

quartz, this is accomplished by the sharing of all four oxygen 

atoms between tetrahedra, so only half the negative charge of 

each must be balanced by Si 14 , and there is a net of two oxygen 

atoms per Si (SiO 2 ). But in olivine, the tetrahedra share no oxygen 

atoms. If the magnesium (Mg) cation has a 12 charge, explain 

why the formula for a Mg-rich olivine is Mg 2 SiO 4 . Now consider a 

pyroxene, in which tetrahedra are linked in one dimension into 

chains, by the sharing of two of the four oxygen atoms. Again 

using Mg 12  for charge-balancing, show that the formula for a 

Mg-rich pyroxene would be MgSiO 3 . Finally, consider the 

feldspars. They are framework silicates like quartz, but Al 13  

substitutes for Si 14  in some of their tetrahedra. Explain how this 

allows feldspars to contain some sodium, potassium, or calcium 

cations and still remain electrically neutral.  

   3.   What kinds of rocks underlie your region of the country? (Your 

local geological survey could assist in providing the 

information.) What does this tell about the region’s history? 

Are there currently any signifi cant geologic hazards in the 

area? Any identifi ed resources?                                 

 Exercises  
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Jabal Abyaa
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N

Volcanoes bring to the surface materials from the earth’s interior. Harrat Khaybar Volcanic Field, western Arabian peninsula. Sand and volcanic 

ash account for light colors on left side of image; to the right are dark lava fl ows. (“Jabal” is Arabic for “mountain.”)

    Image courtesy of Earth Sciences and Image Analysis Laboratory, NASA Johnson Space Center.     

  Plate tectonics, described in detail in chapt er 3, pr ovides 

the c onceptual framew ork f or understanding man y aspec ts of 

earthquakes and v olcanoes, which ar e discussed in chapt ers 4 

and 5. We will see that, far fr om being haphazar d occurrences, 

most of these phenomena occur in predictable zones on the earth. 

They are the log ical consequences of the shif ting of the ear th’s 

crust and the resultant creation and destruction of the crust and 

underlying uppermost mantle rocks. Knowledge of plate tecton-

ics is not just useful f or anticipating v olcanic and ear thquake 

hazards, either. It is also an important aid to understanding how 

and where many kinds of mineral deposits are formed, which, in 

turn, is helpful in the sear ch for new supplies of limit ed mineral 

resources.  ■

 The processes that shape the earth can be broadly divided 

into “internal processes” and “surface processes.” I n this 

section, we will explore the causes and eff ects of the for-

mer. While int ernal processes produce eff ects at the ear th’s 

 surface—earthquakes and v olcanic eruptions ar e examples—

they are “internal” in the sense tha t they ar e mainly caused or 

driven, directly or indir ectly, by the heat of the ear th’s interior. 

The s urface p rocesses, b y c ontrast, a re dr iven b y t he e xternal 

heat of the sun, which supplies the ener gy t o drive the winds 

and po wer the h ydrologic c ycle, as w ell as b y g ravity. S ome 

of the ear th’s in ternal hea t ma y be lef t o ver fr om this planet ’s 

 accretion and diff  erentiation, and mor e heat is c ontinually 

 produced by the decay of radioactive elements in the earth. 

 Internal P rocesses    

   S E C T I O N

II 



 The Persian Gulf overlies the northern edge of the Arabian Plate, which is being pushed under the Eurasian Plate. Buckling of the Eurasian 

Plate parallel to the plate boundary has produced the Zagros Mountains of Iran. 

 Image courtesy Jeff  Schmaltz, MODIS Rapid Response Team, NASA/GSFC. 

 Plate Te ctonics  

   C H A P T E R    C H A P T E R

3 

through time. We fi nd evidence of extensive glaciation in plac es 

now located in the tr opics, in par ts of A ustralia, southern A frica, 

and South America ( fi gure 3.2 ). There are desert sand deposits in 

the rocks of regions that now have moist, temperate climates and 

the remains of jungle plants in no w-cool places. There are coal 

deposits in Antarctica, even though coal deposits form from the 

remains of a lush growth of land plants. These observations, some 

of which w ere fi rst made c enturies ago, cannot be explained as 

the result of global climatic changes, for the continents do not all 

show the same warming or cooling trends at the same time. How-

ever, climat e is t o a g reat ex tent a func tion of latitude , which 

strongly infl uences surface temperatures: Conditions are gener-

ally warmer near the equator and colder near the poles. Dramatic 

shifts in an individual c ontinent’s climat e might r esult fr om 

changes in its latitude in the course of continental drift. 

  Several centuries ago,  observers looking at global maps no-

ticed the similarit y in outline of the east ern coast of S outh 

America and the w estern c oast of A frica ( fi gure 3.1 ). I n 1855, 

 Antonio Snider went so far as t o publish a sket ch showing how 

the t wo c ontinents c ould fi t t ogether, jigsa w-puzzle fashion.  

Such reconstructions gave rise to the bold suggestion that per-

haps these continents had once been part of the same landmass, 

which had later broken up. 

  Climatologist Alfr ed Wegener was struck not only b y the 

matching c oastlines, but b y geolog ic evidenc e fr om the  

 continents.   Continental rocks form under a wide range of c ondi-

tions and yield varied kinds of information. Sedimentary rocks, for 

example, ma y pr eserve evidenc e of the ancient climat e of the 

time and place in which the sediments were deposited. Such evi-

dence shows that the climat e in man y places has varied widely 

through time We find evidence of extensive glaciation in placesobservers looking at global maps no-
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Africa

South

America

Antarctica

India

Australia

  Figure 3.1   
 The jigsaw-puzzle fi t of South America and Africa suggests that 

they were once joined together and subsequently separated by 

continental drift. (Blue shaded area is the continental shelf, the 

shallowly submerged border of a continent.)  

  Figure 3.2   
 Glacial deposits across the 

southern continents suggest 

past juxtaposition. Arrows 

indicate directions of ice fl ow. 

  After Arthur Holmes, 

Principles of Physical 

Geology, 2d ed., Ronald 

Press, New York, NY, 1965   

  Sedimentary r ocks also pr eserve f ossil r emains of an-

cient life. Some plants and animals, long extinct, seem to have 

lived only in a few very restricted areas, which now are widely 

separated geographically on diff erent continents ( fi gure 3.3 ). 

One example is the f ossil plant  Glossopteris,  remains of which 

are found in limited areas of widely separated lands including 

India, southern A frica, and ev en Antar ctica. The f ossils of a  

small r eptile,  Mesosaurus,  ar e similarly dispersed acr oss t wo 

continents. The distribution of these fossils was, in fact, part of 

the evidenc e Wegener ci ted t o suppor t h is c ontinental-drift 

hypothesis. I t is diffi  cult to imagine one distinc tive variety of 

animal or plant dev eloping simultaneously in t wo or mor e 

small ar eas thousands of k ilometers apar t, or someho w mi-

grating over vast expanses of ocean. (Besides,  Glossopteris  was 

a land plant;  Mesosaurus,  a freshwater animal.) The idea of con-

tinental drift provided a way out of the quandar y. The organ-

ism may have lived in a single , geographically restricted area, 

and the rocks in which its remains are now found subsequently 

were s eparated a nd m oved i n s everal d iff erent dir ections b y 

drifting continents. 

  Continental reassembly could be r efi ned using details of 

continental geology—rock types, rock ages, fossils, ore deposits, 

mountain ranges , and so on. I f t wo no w-separate c ontinents 

were once part of the same landmass, then the geologic features 

 Chapter Three Plate Tectonics 45



46 Section Two Internal Processes

typically does—f or example , the Appalachian M ountains of  

North America c ontinue int o the c ounterpart C aledonides of  

Greenland and the British Isles. 

  Wegener began to publish his ideas in 1912 and contin-

ued to do so for nearly two decades. He proposed that all the 

continental landmasses had once formed a single superconti-

nent, P angaea ( Greek f or “all lands ”), which had then split  

apart, the modern c ontinents mo ving t o their pr esent posi-

tions via a pr ocess called  continental drift . S everal other  

prominent scientists found the idea intriguing. However, most 

people, scientists and nonscientists alike, had diffi  cult y visual-

izing how something as massive as a continent could possibly 

“drift” around on a solid earth, or why it should do so. In other 

words, no mechanism f or mo ving c ontinents was appar ent. 

There w ere ob vious ph ysical objec tions t o solid c ontinents 

plowing through solid ocean basins, and there was no evi-

dence of the expected resultant damage in crushed and shat-

tered rock on continents or sea fl oor. To a great many reputable 

scientists, these w ere insurmountable obstacles t o accepting 

the idea of continental drift. 

  As it turns out, additional r elevant evidence was simply  

undiscovered or unr ecognized at the time . Beg inning in the  

1960s (thirty years after Wegener’s death), data of many diff er-

ent k inds began t o ac cumulate that indicat ed that the c onti-

nents have indeed moved. Continental “drift” turned out to be 

just one consequence of processes encompassed by a broader 

theory known as  plate tectonics.     Tectonics    is the study of large-

scale mo vement and def ormation of the ear th’s out er la yers. 

Plate tectonics    relates such deformation to the existence and 

movement of rigid “plates” over a weaker, more plastic layer in 

the earth’s upper mantle.    

Glossopteris

Mesosaurus

South America

Africa

India

Antarctica Australia

  Figure 3.3   
 Curious distribution of fossil remains of the fern Glossopteris and 

reptile Mesosaurus could be explained most easily by continental drift.  

 Plate Tectonics—Underlying 
Concepts  

 As already noted, a major obstacle to accepting the concept of 

continental drift was imagining solid continents moving over 

solid earth. However, the earth is not rigidly solid from the sur-

face to the center of the core. In fact, a plastic zone lies rela-

tively close to the surface. A thin shell of relatively rigid rock 

can move over this plastic layer below. The existence of plates, 

and the occurrence of earthquakes in them, refl ect the way rocks 

respond to stress.  

 Stress and Strain in Geologic Materials 

 An object is under    stress    when force is being applied to it. The 

stress may be    compressive   , tending to squeeze or compress the 

object, or it may be    tensile   , tending to pull the object apart. A 

   shearing stress    is one that tends to cause different parts of the 

object to move in different directions across a plane or to slide 

past one another, as when a deck of cards is spread out on a ta-

bletop by a sideways sweep of the hand. 

       Strain    is deformation resulting from stress. It may be ei-

ther temporary or permanent, depending on the amount and 

type of stress and on the physical properties of the material. If 

elastic deformation    occurs, the amount of deformation is 

 proportional to the stress applied (straight-line segments in  fi g-

ure 3.4 ), and the material returns to its original size and shape 

when the stress is removed. A gently stretched rubber band or 

squeezed tennis ball shows elastic behavior. Rocks, too, may 

behave elastically, although much greater stress is needed to 

produce detectable strain. Once the    elastic limit    of a material is 

reached, the material may go through a phase of    plastic defor-

mation    with increased stress (dashed section of line B in fi g-

ure 3.4). During this stage, relatively small added stresses yield 

large corresponding strains, and the changes are permanent: the 

material does not return to its original size and shape after re-

moval of the stress. A glassblower, an artist shaping clay, a car-

penter fi tting caulk into cracks around a window, and a blacksmith 

shaping a bar of hot iron into a horseshoe are all making use of 

the plastic behavior of materials. In rocks, folds result from plas-

tic deformation ( fi gure 3.5 ). A    ductile    material is one that can 

undergo extensive plastic deformation without breaking. 

presently found at the mar gin of one should ha ve counterparts 

at the c orresponding edge of the other . I n shor t, the geology 

should match when the puzzle piec es are reassembled. And it 
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    If stress is increased suffi ciently, most solids eventually 

break, or    rupture   . In    brittle    materials, rupture may occur be-

fore there is any plastic deformation. Brittle behavior is charac-

teristic of most rocks at near-surface conditions. It leads to 

faults and fractures ( fi gure 3.6 ), which will be explored further 

in chapter 4. Graphically, brittle behavior is illustrated by line A 

in fi gure 3.4. 

    Different types of rocks may tend to be more or less 

brittle or ductile, but other factors infl uence their behavior as 

well. One is temperature: All else being equal, rocks tend to 

behave more plastically at higher temperatures than at lower 

ones.     The effect of temperature can be seen in the behavior of 

cold and hot glass. A rod of cold glass is brittle and snaps 

under stress before appreciable plastic deformation occurs, 

while a warmed glass rod may be bent and twisted without 

breaking. Pressure is another factor infl uencing rock behav-

ior.  Confi ning pressure  is that uniform pressure which sur-

rounds a rock at depth. Higher confi ning pressure also tends 

to promote more-plastic, less-brittle behavior in rocks. Con-

fi ning pressure increases with depth in the earth, as the weight 

of overlying rock increases; temperature likewise generally 

increases with depth. Thus, rocks such as the gneiss of  fi gure 

2.13G, metamorphosed deep in the crust, commonly show 

the folds of plastic deformation. 

    Rocks also respond differently to different types of 

stress. Most are far stronger under compression than under 

tension; a given rock may fracture under a tensile stress only 

one-tenth as high as the compressive stress required to break 

it at the same pressure and temperature conditions. Conse-

quently, the term  strength  has no single simple meaning when 

applied to rocks unless all of these variables are specifi ed. 

Even when they are, rocks in their natural settings do not al-

ways exhibit the same behavior as carefully selected samples 

Elastic
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  Figure 3.4   
 A stress-strain diagram. Elastic materials deform in proportion to 

the stress applied (straight-line segments). A very brittle material 

(curve A) may rupture before the elastic limit is reached. Other 

materials subjected to stresses above their elastic limits deform 

plastically until rupture (curve B).  

A

B

  Figure 3.5   
 (A) Folding such as this occurs while rocks are deeper in the crust, 

at elevated temperatures and pressures. (B) Closeup view of 

banded iron ore shows mainly plastic deformation, the 

sedimentary layers having fl owed and folded under stress, though 

a few layers have broken, showing that they were more brittle. 

  (A) Photograph by M. R. Mudge, USGS Photo Library, Denver, CO .  

tested in the laboratory. The natural samples may be weak-

ened by fracturing or weathering, for example. Several rock 

types of quite different properties may be present at the same 

site. Considerations such as these complicate the work of the 

geological engineer. 

    Time is a further, very important factor in the physical 

behavior of a rock. Materials may respond differently to given 

stresses, depending on the rate of stress, the period of time 

over which the stress is applied. (This can be seen on a human 

timescale in the phenomenon of fatigue: a machine compo-

nent or structural material may fail under stresses well below 

its rupture strength if the stress has been applied repeatedly 

over a period of time.) A ball of putty will bounce elastically 



48 Section Two Internal Processes

 prolonged stress, as from the weight of overlying rocks or the 

slow movements of plates.   

 Lithosphere and Asthenosphere 

 The earth’s crust and uppermost mantle are somewhat brittle 

and elastic. Together they make up the outer solid layer of the 

earth called the    lithosphere   , from the Greek word  lithos , 

meaning “rock.” The lithosphere varies in thickness from 

place to place on the earth. It is thinnest underneath the 

oceans, where it extends to a depth of about 50 kilometers 

(about 30 miles). The lithosphere under the continents is both 

thicker on average than is oceanic lithosphere, and more vari-

able in thickness, extending in places to about 250 kilometers 

(over 150 miles). 

    The layer below the lithosphere is the    asthenosphere   , 

which derives its name from the Greek word  asthenes,  mean-

ing “without strength.” The asthenosphere extends to an aver-

age depth of about 300 kilometers (close to 200 miles) in the 

mantle. Its lack of strength or rigidity results from a combina-

tion of high temperatures and moderate confi ning pressures 

that allows the rock to fl ow plastically under stress. Below 

the asthenosphere, as pressures increase faster than tempera-

tures with depth, the mantle again becomes more rigid and 

elastic. 

    The asthenosphere was discovered by studying the be-

havior of seismic waves from earthquakes. Its presence makes 

the concept of continental drift more plausible. The continents 

need not scrape across or plow through solid rock; instead, they 

can be pictured as sliding over a softened, deformable layer 

underneath the lithospheric plates. The relationships among 

crust, mantle, lithosphere, and asthenosphere are illustrated in 

 fi gure 3.7 . 

    Recognition of the existence of the plastic asthenosphere 

made plate motions more plausible, but it did not prove that 

they had occurred. Much additional information had to be ac-

cumulated before the rates and directions of plate movements 

could be documented and before most scientists would accept 

the concept of plate tectonics.   

 Locating Plate Boundaries 

 The distribution of earthquakes and volcanic eruptions indi-

cates that these phenomena are far from uniformly distributed 

over the earth (fi gures 4.7, 5.6). They are, for the most part, 

concentrated in belts or linear chains. This is consistent with 

the idea that the rigid shell of lithosphere is cracked in places, 

broken up into pieces, or plates. The volcanoes and earth-

quakes are concentrated at the boundaries of these lithospheric 

plates, where plates jostle or scrape against each other. (The 

effect is somewhat like ice fl oes on an arctic sea: most of the 

grinding and crushing of ice and the spurting-up of water from 

below occur at the edges of the blocks of ice, while their solid 

central portions are relatively undisturbed.) Fewer than a 

dozen very large lithospheric plates have been identifi ed 

(fi gure 3.8); as research continues, many smaller ones have 

been recognized in addition.    

  Figure 3.6   
 (A) This large fault in Cook Inlet, Alaska, formed during a collision of 

continental landmasses. (B) This rock suff ered brittle failure under 

stress, which produced a much smaller fault. 

  (A) Photograph by N. J. Silberling, (B) Photograph by W. B. Hamilton, 

both courtesy USGS Photo Library, Denver, CO .  

B

A

when dropped on a hard surface but deform plastically if 

pulled or squeezed more slowly. Rocks can likewise respond 

differently depending on how stress is applied, showing elas-

tic behavior if stressed suddenly, as by passing seismic waves 

from an earthquake, but ductile behavior in response to 
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  Figure 3.7   
 The outer zones of the earth (not to scale). The terms crust and mantle have compositional implications (see chapter 1); lithosphere and 

asthenosphere describe physical properties (the former, elastic and more rigid; the latter, plastic). The lithosphere includes the crust and 

uppermost mantle. The asthenosphere lies entirely within the upper mantle. Below it, the rest of the mantle is more rigidly solid again.  

  Figure 3.8   
 Principal world lithospheric plates. Arrows denote approximate relative directions of plate movement. The types of plate boundaries are 

discussed later in the chapter. (The nature of the recently recognized boundary between the Indian and Australian plates is still being determined.) 

  Source: After W. Hamilton, U.S. Geological Survey   
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rising as much as 2 kilometers (1.3 miles) above the surrounding 

plains, thus rivaling continental  mountain ranges in scale. A par-

ticularly obvious example occurs in the Atlantic Ocean, running 

north-south about halfway between North and South America to 

the west, and Europe and Africa to the east. Some ocean basins 

are dotted with hills (most of them volcanoes, as it turns out), 

some wholly submerged, others poking above the sea surface as 

islands (for example, the Hawaiian Islands). In other places, fre-

quently along the margins of continents, there are trenches sev-

eral kilometers deep. Examples can be seen along the western 

edge of South America, just south of the Aleutian Islands, and 

east of Japan. Studies of the ages and magnetic properties of 

seafl oor rocks, as described below, provided the keys to the sig-

nifi cance of the ocean ridges and trenches. 

 Magnetism in Rocks—General 

 The rocks of the ocean fl oors are rich in ferromagnesian minerals, 

and such minerals are abundant in many rocks on the continents as 

well. Most iron-bearing minerals are at least weakly magnetic at 

surface temperatures. Each magnetic mineral has a    Curie tem-

perature   , the temperature below which it remains magnetic, but 

 Plate Tectonics—Accumulating 
Evidence 

 Through the twentieth century, geologists continued to expand 

their knowledge of the earth, extending their observations into the 

ocean basins and applying new instruments and techniques, such 

as measuring magnetism in rocks, or studying the small varia-

tions in local gravitational pull that can provide information about 

geology below. Some of the observations proved  surprising. Years 

passed before it was realized that many of the new observations, 

and Wegener’s, could be integrated into one powerful theory. 

 The Topography of the Sea Floor 

 Those  who fi rst speculated about possible drifting continents  

could not examine the sea fl oor for any relevant evidence. Indeed, 

many assumed that the sea fl oor was simply a vast, monotonous 

plain on which sediments derived from the continents accumu-

lated. Once topographic maps of the sea fl oor became available, 

however, a number of striking features were revealed ( fi gure 3.9 ).

There were long ridges, some thousands of kilometers long and 
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  Figure 3.9   
 Global relief map of the world, including seafl oor topography. Note ridges and trenches on the sea fl oor. 

  Source: Image courtesy of NOAA/National Geophysical Data Center   
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above which it loses its magnetic properties. The Curie  temperature 

varies from mineral to mineral, but it is  always below the mineral’s 

melting temperature. A hot magma is therefore not magnetic, but 

as it cools and solidifi es, and iron-bearing magnetic minerals (par-

ticularly magnetite) crystallize from it, those  magnetic crystals 

tend to line up in the same direction. Like tiny compass needles, 

they align themselves parallel to the lines of force of the earth’s 

magnetic fi eld, which run north-south, and they point to the mag-

netic north pole ( fi gure 3.10 ). They retain their internal magnetic 

orientation unless they are heated again. This is the basis for the 

study of    paleomagnetism   , “fossil magnetism” in rocks. 

    Magnetic north, however, has not always coincided with its 

present position. In the early 1900s, scientists investigating the 

direction of magnetization of a sequence of volcanic rocks in 

France discovered some fl ows that appeared to be magnetized in 

the opposite direction from the rest: their magnetic minerals 

pointed south instead of north. Confi rmation of this discovery in 

many places around the world led to the suggestion in the late 

1920s that the earth’s magnetic fi eld had “fl ipped,” or reversed 

polarity; that is, that the north and south poles had switched places. 

During the time those surprising rocks had crystallized, a compass 

needle would have pointed to the magnetic south pole, not north. 

    Today, the phenomenon of magnetic reversals is well docu-

mented. Rocks crystallizing at times when the earth’s fi eld was in 

the same orientation as it is at present are said to be normally 

magnetized; rocks crystallizing when the fi eld was oriented the 

opposite way are described as reversely magnetized. Over the 

history of the earth, the magnetic fi eld has reversed many times, 

at variable intervals. Sometimes, the polarity remained constant 

for millions of years before reversing, while other reversals are 

separated by only a few tens of thousands of years. Through the 

combined use of magnetic measurements and age determinations 

on the magnetized rocks, geologists have been able to reconstruct 

the reversal history of the earth’s magnetic fi eld in some detail. 

    The explanation for magnetic reversals must be related to the 

origin of the magnetic fi eld. The outer core is a metallic fl uid, con-

sisting mainly of iron. Motions in an electrically conducting fl uid 

can generate a magnetic fi eld, and this is believed to be the origin 

of the earth’s fi eld. (The simple presence of iron in the core is not 

enough to account for the magnetic fi eld, as core temperatures are 

far above the Curie temperature of iron.) Perturbations or changes 

in the fl uid motions, then, could account for reversals of the fi eld. 

The details of the reversal process remain to be determined. 

 Paleomagnetism and Seafl oor Spreading 

 The ocean fl oor is made up largely of basalt, a volcanic rock rich 

in ferromagnesian minerals. During the 1950s, the fi rst large-

scale surveys of the magnetic properties of the sea fl oor produced 

an entirely unexpected result. As they tracked across a ridge, they 

recorded alternately stronger and weaker magnetism below. 

    At fi rst, this seemed so incredible that it was assumed that 

the instruments or measurements were faulty. However, other 

studies consistently obtained the same results. For several years, 

geoscientists strove to fi nd a convincing explanation for these 

startling observations. 
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  Figure 3.10   
 (A) Lines of force of earth’s magnetic fi eld. (B) A magnetized 

needle—or magnetic mineral’s magnetism—will dip (be defl ected 

from the horizontal) more steeply nearer the poles, just as the lines 

of force of the earth’s fi eld do.  

    Then, in 1963, an elegant explanation was proposed by 

the team of F. J. Vine and D. H. Matthews, and independently 

by L. W. Morley. The magnetic stripes could be explained as a 
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result of alternating bands of normally and reversely  magnetized 

rocks on the sea fl oor. Adding the magnetism of normally mag-

netized rocks to earth’s current fi eld produced a little stronger 

magnetization; reversely magnetized rocks would counter the 

earth’s (much stronger) fi eld somewhat, resulting in apparently 

lower net magnetic strength. 

    These bands or “stripes” of normally and reversely magne-

tized rocks were also parallel to, and symmetrically arranged on 

either side of, the seafl oor ridges. Thus was born the concept of 

   seafl oor spreading   , the moving apart of lithospheric plates at the 

ocean ridges. If the oceanic lithosphere splits and plates move 

apart, a rift in the lithosphere begins to open. But the result is not a 

50-kilometer-deep crack. As the plates are pulled apart, astheno-

sphere can fl ow upward. The resulting release of pressure allows 

extensive melting to occur in the asthenosphere, and the magma 

rises up into the rift to form new sea fl oor. As the magma cools and 

solidifi es to form new basaltic rock, that rock becomes magnetized 

in the prevailing direction of the earth’s magnetic fi eld. If the plates 

continue to move apart, the new rock will also split and part, mak-

ing way for more magma to form still younger rock, and so on. 

    If the polarity of the earth’s magnetic fi eld reverses dur-

ing the course of seafl oor spreading, the rocks formed after a 

reversal are polarized oppositely from those formed before it. 

The ocean fl oor is a continuous sequence of basalts formed over 

tens or hundreds of millions of years, during which time there 

have been dozens of polarity reversals. The basalts of the sea 

fl oor have acted as a sort of magnetic tape recorder throughout 

that time, preserving a record of polarity reversals in the alter-

nating bands of normally and reversely magnetized rocks. The 

process is illustrated schematically in  fi gure 3.11  .

 Age of the Ocean Floor 

 The ages of seafl oor basalts themselves lend further support to 

this model of seafl oor spreading. Specially designed research 

ships can sample sediment from the deep-sea fl oor and drill into 

the basalt beneath. 
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  Figure 3.11    
 Seafl oor spreading leaves a record of bands of normally and 

reversely magnetized rocks on the sea fl oor. 

  From USGS publication This Dynamic Earth by W. J. Kious and R. I. Tilling   

    The time at which an igneous rock, such as basalt, crystal-

lized from its magma can be determined by methods described in 

appendix A. When this is done for many samples of seafl oor ba-

salt, a pattern emerges. The rocks of the sea fl oor are youngest 

close to the ocean ridges and become progressively older the far-

ther away they are from the ridges on either side (see  fi gure 3.12 ). 

Like the magnetic stripes, the age pattern is symmetric across each 

ridge. As seafl oor spreading progresses, previously formed rocks 

are continually spread apart and moved farther from the ridge, 

while fresh magma rises from the asthenosphere to form new lith-

osphere at the ridge. The oldest rocks recovered from the sea fl oor, 

well away from active ridges, are about 200 million years old. 

    Ages of sediments from the ocean basins reinforce this 

age pattern. Logically, sea fl oor must form before sediment can 

accumulate on it, and unless the sediment is disturbed, younger 

sediments then accumulate on older ones. When cores of oce-

anic sediment are collected and the ages of the oldest (deepest) 

sediments examined, it is found that those deepest sediments are 

older at greater distances from the seafl oor ridges, and that only 

quite young sediments have been deposited close to the ridges. 

 Polar-Wander Curves 

 Evidence for plate movements does not come only from the sea 

fl oor. For reasons outlined later in the chapter, much older rocks are 

preserved on the continents than in the ocean—some continental 

samples are over 4 billion years old—so longer periods of earth 

history can be investigated through continental rocks. Studies of 

paleomagnetic orientations of continental rocks can span many 

hundreds of millions of years and yield quite complex data. 

    The lines of force of earth’s magnetic fi eld not only run 

north-south, they vary in dip with latitude: vertical at the mag-

netic poles, horizontal at the equator, at varying intermediate 

dips in between, as was shown in fi gure 3.10B. When the orien-

tation of magnetic minerals in a rock is determined in three di-

mensions, one can thus determine not only the direction of 

magnetic north, but (magnetic) latitude as well, or how far re-

moved that region was from magnetic north at the time the 

rock’s magnetism assumed its orientation. 

    Magnetized rocks of different ages on a single continent 

may point to very different apparent magnetic pole positions. The 

magnetic north and south poles may not simply be reversed, but 

may be rotated or tilted from the present magnetic north and south. 

When the directions of magnetization and latitudes of many rocks 

of various ages from one continent are determined and plotted on 

a map, it appears that the magnetic poles have meandered far over 

the surface of the earth— if  the position of the continent is as-

sumed to have been fi xed on the earth throughout time. The result-

ing curve, showing the apparent movement of the magnetic pole 

relative to the continent as a function of time, is called the    polar-

wander curve    for that continent ( fi gure 3.13 ). We know now, 

however, that it isn’t the poles that have “wandered” so much. 

    From their discovery, polar-wander curves were puzzling 

because there are good geophysical reasons to believe that the 

earth’s magnetic poles should remain close to the geographic 

(rotational) poles. In particular, the fl uid motions in the outer 



  Figure 3.12   
 Age distribution of the sea fl oor superimposed on a shaded relief map. (“B.P.” means “before present”). Note relative spreading rates of 

 Mid-Atlantic Ridge (slower) and East Pacifi c Rise (faster), shown by wider color bands in the Pacifi c. 

 Source: Marine Geology and Geophysics Division of the NOAA National Geophysical Data Center  
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  Figure 3.13   
 (A) As rocks crystallize, their magnetic minerals align with the 

contemporary magnetic fi eld. But continental movement changes 

the relative position of continent and magnetic pole over time. 

(B) Assuming a stationary continent, the shifting relative pole 

positions would suggest “polar wander.” In fact, “polar wander curves” 

actually refl ect wandering continents, attached to moving plates.  
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core that cause the magnetic fi eld could be expected to be 

strongly infl uenced by the earth’s rotation. Modern measure-

ments do indicate some shifting in magnetic north relative to 

the north pole (geographic north), but not nearly as much as 

indicated by some polar-wander curves. 

    Additionally, the polar-wander curves for different conti-

nents do not match. Rocks of exactly the same age from two dif-

ferent continents may seem to point to two very different magnetic 

poles ( fi gure 3.14 ). This confusion can be eliminated, however, if 

it is assumed that the magnetic poles have always remained close 

to the geographic poles but that the  continents  have moved and 

rotated. The polar-wander curves then provide a way to map the 

directions in which the continents have moved through time, rela-

tive to the stationary poles and relative to each other. 

    Efforts to reconstruct the ancient locations and arrange-

ments of the continents have been relatively successful, at least 

for the not-too-distant geologic past. It has been shown, for ex-

ample, that a little more than 200 million years ago, there was 

indeed a single, great supercontinent, the one that Wegener en-

visioned and named  Pangaea.  The present seafl oor spreading 

ridges are the lithospheric scars of the subsequent breakup of 

Pangaea ( fi gure 3.15 ). However, they are not the only kind of 

boundary found between plates. 

 Types of Plate Boundaries 

 Different things happen at the boundaries between two litho-

spheric plates, depending in part on the relative motions of the 

200 million years agoA
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  Figure 3.14    
 Examples of polar-wander curves. The apparent position of the 

magnetic pole relative to the continent is plotted for rocks of diff erent 

ages, and these data points are connected to form the curve for that 

landmass. The present positions of the continents are shown for 

reference. Polar-wander curves for Africa (solid line) and Arabia (dashed 

line) suggest that these landmasses moved quite independently up until 

about 250 million years ago, when the polar-wander curves converge. 

  After M. W. McElhinny, Paleomagnetism and Plate Tectonics. Copyright @ 

1973 by Cambridge University Press, New York, NY. Reprinted by permission   

  Figure 3.15    
 Reconstructed plate movements during the last 200 million years. 

Laurasia and Gondwanaland are names given to the northern and 

southern portions of Pangaea, respectively. Although these changes 

occur very slowly in terms of a human lifetime, they illustrate the 

magnitude of some of the natural forces to which we must adjust. 

(A) 200 million years ago. (B) 100 million years ago. (C) Today. 

  After R. S. Dietz and J. C. Holden, ”Reconstruction of Pangaea,” Journal 

of Geophysical Research, 75:4939–4956, 1970, copyright by the 

American Geophysical Union   
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plates, and in part on whether continental or oceanic lithosphere 

is at the edge of each plate where they meet. 

 Divergent Plate Boundaries 

 At a    divergent plate boundary   , lithospheric plates move apart. 

The release of pressure facilitates some melting in the astheno-

sphere, and magma wells up from the asthenosphere, its pas-

sage made easier by deep fractures formed by the tensional 

stresses. A great deal of volcanic activity thus occurs at diver-

gent plate boundaries. In addition, the pulling-apart of the plates 

of lithosphere results in earthquakes along these boundaries. 

    Seafl oor spreading ridges are the most common type of 

divergent boundary worldwide, and we have already noted the 
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  Figure 3.16    
 As continental rifting begins, crust is stretched, thinned, and fractured (A). Eventually, the continental pieces are fully separated, and oceanic 

crust is formed between them (B). The ocean basin widens as divergence continues (C)  .

formation of new oceanic lithosphere at these ridges. As sea-

water circulates through this fresh, hot lithosphere, it is heated and 

reacts with the rock, becoming metal-rich. As it gushes back out 

of the sea fl oor, cooling and reacting with cold seawater, it may 

precipitate potentially valuable mineral deposits. Economically 

unprofi table to mine now, they may nevertheless prove to be 

useful resources for the future. 

    Continents can be rifted apart, too, and in fact most ocean 

basins are believed to have originated through continental rifting, as 

shown in  fi gure 3.16 . The process may be initiated either by ten-

sional forces pulling the plates apart, or by rising hot asthenosphere 

along the rift zone. In the early stages of continental rifting, volca-

noes may erupt along the rift, or great fl ows of basaltic lava may 

pour out through the fi ssures in the continent. If the rifting continues, 
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depression in Ethiopia ( fi gure 3.17 ) is, in fact, a rift valley; note 

the valley’s parallel edges. Along two branches—which have 

formed the Red Sea and the Gulf of Aden—continental separa-

tion has proceeded to the point of formation of oceanic litho-

sphere. More-limited continental rifting, now believed to have 

halted, created both the Rio Grande Rift and the zone of weak-

ness in central North America that includes the New Madrid 

Fault Zone, still a seismic hazard. 

 Convergent Plate Boundaries 

 At a    convergent plate boundary   , as the name indicates, plates 

are moving toward each other. Just what happens depends on what 

sort of lithosphere is at the leading edge of each plate; one may 

have ocean-ocean, ocean-continent or continent-continent conver-

gence. Continental crust is relatively low in density, so continental 

lithosphere is therefore buoyant with respect to the dense, iron-

rich mantle, and it tends to “fl oat” on the asthenosphere. Oceanic 

crust is more similar in density to the underlying asthenosphere, 

so oceanic lithosphere is less buoyant and more easily forced 

down into the asthenosphere as plates move together. 

    Most commonly, oceanic lithosphere is at the leading 

edge of one or both of the converging plates. One plate of oce-

anic lithosphere may be pushed under the other plate and de-

scend into the asthenosphere. This type of plate boundary, 

where one plate is carried down below (subducted beneath) an-

other, is called a    subduction zone    (see  fi gure 3.18A,B ). The 
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  Figure 3.17    
 Continental crust has been rifted, and blocks of crust have dropped 

into the gap to form the Afar depression. North-south cracks at 

bottom of image are also due to tension and rifting.  

Image courtesy NASA and U.S./Japan ASTER Science Team.

  Figure 3.18    
 (A) At ocean-continent convergence, sea fl oor is consumed, and volcanoes form on the overriding continent. Here the trench is partially fi lled by 

sediment. (B) Volcanic activity at ocean-ocean convergence creates a string of volcanic islands. (C) Sooner or later, a continental mass on the subducting 

plate meets a continent on the overriding plate, and the resulting collision creates a great thickness of continental lithosphere, as in the Himalayas (D).  

a new ocean basin will eventually form between the pieces of 

the continent. This is happening now in northeast Africa, where 

three rift zones meet in what is called a  triple junction.  The Afar 
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  Figure 3.18    Continued 



58 Section Two Internal Processes

result. Earthquakes are frequent during  continent-continent colli-

sion as a consequence of the large stresses involved in the process. 

The extreme height of the Himalaya Mountains is attributed to 

just this sort of collision. India was not always a part of the Asian 

continent. Paleomagnetic evidence indicates that it drifted north-

ward over tens of millions of years until it “ran into” Asia (recall 

fi gure 3.15), and the Himalayas were built up in the process (fi g-

ure 3.18D). Earlier, the ancestral Appalachian Mountains were 

built in the same way, as Africa and North America converged 

prior to the breakup of Pangaea. In fact, many major mountain 

ranges worldwide represent sites of sustained plate convergence 

in the past, and much of the western portion of North America 

consists of bits of continental lithosphere “pasted onto” the conti-

nent in this way ( fi gure 3.19 ). This process accounts for the juxta-

position of rocks that are quite different in age and geology. 

 Transform Boundaries 

 The actual structure of a spreading ridge is more complex than a 

single, straight crack. A close look at a mid-ocean spreading 

ridge reveals that it is not a continuous rift thousands of  kilometers 

nature of subduction zones can be demonstrated in many ways, 

a key one of which involves earthquake depths, as described in 

chapter 4. As the down-going slab is subjected to higher pres-

sures deeper in the mantle, the rocks may be metamorphosed 

into denser ones, and this, in turn, will promote more subduc-

tion as gravity pulls on the denser lithosphere. 

    The subduction zones of the world balance the seafl oor 

equation. If new oceanic lithosphere is constantly being created 

at spreading ridges, an equal amount must be destroyed some-

where, or the earth would simply keep getting bigger. This “ex-

cess” sea fl oor is consumed in subduction zones. The subducted 

plate is heated by the hot asthenosphere. Fluids are released from 

it into the overlying mantle; some of it may become hot enough 

to melt; the dense, cold residue eventually breaks off and sinks 

deeper into the mantle. Meanwhile, at the spreading ridges, other 

melts rise, cool, and crystallize to make new sea fl oor. So, in a 

sense, the oceanic lithosphere is constantly being recycled, which 

explains why few very ancient seafl oor rocks are known. Subduc-

tion also accounts for the fact that we do not always see the whole 

symmetric seafl oor-age pattern around a ridge. Consider the East 

Pacifi c Rise (ridge) in fi gure 3.12. Subduction beneath the 

 Americas has consumed much of the seafl oor east of the rise, so 

there is no longer older seafl oor east of the rise to correspond to 

the older rocks of the northwestern Pacifi c Ocean fl oor. 

    Subduction zones are, geologically, very active places. 

Sediments eroded from the continents may accumulate in the 

trench formed by the down-going plate, and some of these sedi-

ments may be carried down into the asthenosphere to contribute 

to melts being produced there, as described further in chapter 5. 

Volcanoes form where molten material rises up through the 

overlying plate to the surface. At an ocean-ocean convergence, 

the result is commonly a line of volcanic islands, an    island arc    

(see fi gure 3.18B). The great stresses involved in convergence 

and subduction give rise to numerous earthquakes. The bulk of 

mountain building, and its associated volcanic and earthquake 

activity, is related to subduction zones. Parts of the world near or 

above modern subduction zones are therefore prone to both vol-

canic and earthquake activity. These include the Andes region of 

South America, western Central America, parts of the northwest 

United States and Canada, the Aleutian Islands, China, Japan, 

and much of the rim of the Pacifi c Ocean basin. 

    Only rarely is a bit of sea fl oor caught up in a continent 

during convergence and preserved. Most often, the sea fl oor in 

a zone of convergence is subducted and destroyed. The buoyant 

continents are not so easily reworked in this way; hence, very 

old rocks may be preserved on them. Because all continents are 

part of moving plates, sooner or later they all are inevitably 

transported to a convergent boundary, as leading oceanic litho-

sphere is consumed. 

    If there is also continental lithosphere on the plate being 

subducted at an ocean-continent convergent boundary, consump-

tion of the subducting plate will eventually bring the continental 

masses together (fi gure 3.18C). The two landmasses collide, 

crumple, and deform. One may partially override the other, but the 

buoyancy of continental lithosphere ensures that neither sinks 

deep into the mantle, and a very large thickness of continent may 
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  Figure 3.19    
 A  terrane  is a region of rocks that share a common history, 

distinguished from nearby, but genetically unrelated, rocks. 

Geologists studying western North America have identifi ed and 

named many diff erent terranes, some of which are shown here. A 

terrane that has been shown—often by paleomagnetic 

evidence—to have been transported and added onto a continent 

from some distance away is called an  accreted terrane . 

  After U.S. Geological Survey Open-File Map 83-716   
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long. Rather, ridges consist of many short segments slightly off-

set from one another. The offset is a special kind of fault, or 

break in the lithosphere, known as a    transform fault    (see  fi g-

ure 3.20A ). The opposite sides of a transform fault belong to two 

different plates, and these are moving in opposite directions. As 

the plates scrape past each other, earthquakes occur along the 

transform fault. Transform faults may also occur between a 

trench (subduction zone) and a spreading ridge, or between two 

trenches (fi gure 3.20B), but these are less common. 

    The famous San Andreas fault in California is an example 

of a transform fault. The East Pacifi c Rise disappears under the 

edge of the continent in the Gulf of California. Along the north-

west coast of the United States, subduction is consuming the 

small Juan de Fuca Plate ( fi gure 3.8 ).The San Andreas is the 

transform fault between the subduction zone and the spreading 

ridge. Most of North America is part of the North American 

Transform boundary (and fault)Rift valley

Rift valley

Rift valley

Midocean ridge

Plate B
Plate A

Plate A

Plate B

Pla
te

 A

Plate A

A Plate B

P
la

te
 B

Earthquakes

B

  Figure 3.20    
 (A) Seafl oor spreading-ridge segments are off set by transform 

faults. Red asterisks show where earthquakes occur in the ridge 

system. (B) Types of transform boundaries. Red segments are 

spreading ridges; “sawteeth” point to the overriding plate at a 

subduction boundary.  

Plate. The thin strip of California on the west side of the San 

Andreas fault, however, is moving northwest with the Pacifi c 

Plate. The stress resulting from the shearing displacement 

across the fault leads to ongoing earthquake activity. 

 How Far, How Fast, How 
Long, How Come?  

 Geologic and topographic information together allow us to iden-

tify the locations and nature of the major plate boundaries shown 

in fi gure 3.8. Ongoing questions include the reasons that plates 

move, and for how much of geologic history plate-tectonic pro-

cesses have operated. Recent studies have suggested that fea-

tures characteristic of modern plate-tectonic processes (such as 

evidence of differential horizontal movements of different conti-

nents, and ancient volcanic rocks and ore deposits with chemis-

try like that of rocks formed in modern subduction zones) can be 

documented in rocks at least three billion years old. Long before 

Pangaea, then, supercontinents were evidently forming and 

breaking up as a consequence of plate-tectonic activity. 

 Past Motions, Present Velocities 

 Rates and directions of plate movement have been determined 

in a variety of ways. As previously discussed, polar-wander 

curves from continental rocks can be used to determine how 

the continents have shifted. Seafl oor spreading is another way 
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about 2700 kilometers (1700 miles) apart. The volcanoes of 

Midway were active about 25 million years ago. Over the 

last 25 million years, then, the Pacifi c Plate has moved over 

the mantle hot spot at an average rate of 2700 kilome-

ters/25 million years, or about 11 centimeters (4.3 inches) 

per year. The orientation of the volcanic chain shows the di-

rection of plate movement—west-northwest. The kink in the 

chain at about 40 million years ago indicates that the direc-

tion of movement of the Pacifi c Plate changed at that time. 

    Past plate motions can be quantifi ed using other methods, 

too—for example, considering widths of strips of sea fl oor pro-

duced over different periods of time (recall fi gure 3.12), or using 

points of known age and position along a continent’s polar- 

wander curve. Satellite-based technology now allows direct 

measurement of modern plate movement ( fi gure 3.23 ). Looking 

at many such determinations from all over the world, geologists 

fi nd that average rates of plate motion are 2 to 3 centimeters 

(about 1 inch) per year. In a few places, movement at rates over 

10 centimeters per year is observed, and, elsewhere, rates may 

be slower, but a few centimeters per year is typical. This 

of determining plate movement. The direction of seafl oor 

 spreading is usually obvious: away from the ridge. Rates of 

seafl oor spreading can be found very simply by dating rocks at 

different distances from the spreading ridge and dividing the 

distance moved by the rock’s age (the time it has taken to move 

that distance from the ridge at which it formed). For example, 

if a 10-million-year-old piece of sea fl oor is collected at a dis-

tance of 100 kilometers from the ridge, this represents an aver-

age rate of movement over that time of 100 kilometers/10 

million years. If we convert that to units that are easier to visu-

alize, it works out to about 1 centimeter (a little less than half 

an inch) per year. 

    Another way to monitor rates and directions of plate 

movement is by using mantle    hot spots   . These are isolated 

areas of volcanic activity usually not associated with plate 

boundaries. They are attributed to rising columns of warm 

mantle material ( plumes ), perhaps originating at the base of 

the mantle ( fi gure 3.21 ). Reduction in pressure as the plume 

rises can lead to partial melting, and the resultant magma can 

rise up through the overlying plate to create a volcano. If we 

assume that mantle hot spots remain fi xed in position while 

the lithospheric plates move over them, the result should be a 

trail of volcanoes of differing ages with the youngest closest 

to the hot spot. 

    A good example can be seen in the north Pacifi c Ocean 

(see  fi gure 3.22 ). A topographic map shows a V-shaped chain 

of volcanic islands and submerged volcanoes. When rocks 

from these volcanoes are dated, they show a progression of 

ages, from about 75 million years at the northwestern end of 

the chain, to about 40 million years at the bend, through pro-

gressively younger islands to the still-active volcanoes of 

the island of Hawaii, located at the eastern end of the Hawai-

ian Island group. From the distances and age differences 

 between pairs of points, we can again determine the rate of 

plate  motion. For instance, Midway Island and Hawaii are 
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  Figure 3.22    
 The Hawaiian Islands and other volcanoes in a chain formed over a 

hot spot. Numbers indicate ages of volcanic eruptions, in millions 

of years. Movement of the Pacifi c Plate has carried the older 

volcanoes far from the hot spot, now under the active volcanic 

island of Hawaii.  

Image courtesy of NOAA.

lat.: 6.0 lon.: 125.0

Earth’s surface

Core–mantle
boundary

lat.: –2.5 lon.: 35.0

  Figure 3.21  
 Seismic tomography is a technique that uses seismic-wave 

velocities to locate areas of colder rock (shown here in blue) and 

warmer rock (red). The deep cold rocks in this cross section may be 

sunken slabs of cold subducted lithosphere; the warmer columns 

at right, mantle plumes.    

Image courtesy of Stephen Grand, University of Texas at Austin.
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the trailing plate along with it, opening up the spreading ridges 

so magma can ooze upward. Mantle convection might then re-

sult from lithospheric drag, not the reverse. This is described as 

the “slab-pull” model. Another model involves slabs of litho-

sphere “sliding off” the topographic highs formed at spreading 

ridges and rift zones by rising warm asthenospheric mantle, and 

perhaps dragging some asthenosphere along laterally (“ridge-

push”). Many geoscientists now believe that a combination of 

these mechanisms is responsible for plate motion; and there 

may be contributions from other mechanisms not yet consid-

ered. That lithospheric motions and fl ow in the asthenosphere 

are coupled seems likely, but which one may drive the other is 

still unc lear.   

 Plate Tectonics and the Rock Cycle  

 In chapter 2, we noted that all rocks may be considered re-

lated by the concept of the rock cycle. We can also look at the 

rock cycle in a plate-tectonic context, as illustrated in  fig-

ure 3.24 . New igneous rocks form from magmas rising out of 

the asthenosphere at spreading ridges or in subduction zones. 

The heat radiated by the cooling magmas can cause metamor-

phism, with recrystallization at an elevated temperature 

changing the texture and/or the mineralogy of the surround-

ing rocks. Some of these surrounding rocks may themselves 

 seemingly trivial amount of motion does add up through geo-

logic time. Movement of 2 centimeters per year for 100 million 

years means a shift of 2000 kilometers, or about 1250 miles! 

 Why Do Plates Move? 

 A driving force for plate tectonics has not been defi nitely 

identifi ed. For many years, the most widely accepted explana-

tion was that the plates were moved by large    convection cells    

slowly churning in the plastic asthenosphere. According to 

this model, hot material rises at the spreading ridges; some 

magma escapes to form new lithosphere, but the rest of the 

rising asthenospheric material spreads out sideways beneath 

the lithosphere, slowly cooling in the process. As it fl ows out-

ward, it drags the overlying lithosphere outward with it, thus 

continuing to open the ridges. When it has cooled somewhat, 

the fl owing material is dense enough to sink back deeper into 

the asthenosphere—for example, under subduction zones. 

However, the existence of convection cells in the astheno-

sphere has not been proven defi nitively, even with sophisti-

cated modern tools such as seismic tomography. There is some 

question, too, whether fl owing asthenosphere could exercise 

enough drag on the lithosphere above to propel it laterally and 

force it into convergence. 

    One alternative explanation, for which considerable evi-

dence has accumulated, is that the weight of the dense, down-

going slab of lithosphere in the subduction zone pulls the rest of 
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  Figure 3.23    
 Motion of points on the surface is now measurable directly by satellite using GPS technology. 

  Image courtesy NASA   
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  Case Study 3 

 New Theories for Old—Geosynclines and Plate Tectonics 

 In the mid-nineteenth century, studies of the Appalachians inspired the 

development of a theory of mountain building that would prevail for 

over a century. This was the  geosyncline theory . A  syncline  is a trough-

shaped fold in rocks (and this term is still used today). The term 

geosyncline  was coined to indicate a very large syncline, on the order of 

the length of a mountain range. Briefl y, the model was as follows: 

Mountain ranges began with the development of a geosyncline, 

generally at the margin of a continent. The trough deepened as 

sediments accumulated in it. The geosyncline was divided into a 

miogeosyncline,  on the continental side, where sediments that would 

become sandstones, shales, and limestones were deposited in relatively 

shallow water, and a deeper  eugeosyncline,  on the oceanic side, in which 

a more complex package of materials, including deepwater sediments 

and volcanics, was deposited. As the geosyncline deepened, rocks on 

the bottom would be metamorphosed and, in the deepest part of the 

eugeosyncline, melted. The geosyncline would become unstable; 

folding and faulting would occur, melts would rise to form plutonic 

rocks deep in the eugeosyncline and to feed volcanoes at the surface. 

After a period of such upheaval, the transformed geosyncline would 

stabilize, and when the rocks were uplifted, erosion would begin to 

shape the topography of the mountain range  (fi gure 1) . 

  Geosyncline theory explained a number of characteristics of the 

Appalachians in particular and mountain ranges in general. Many occur 

at continental margins. Often, the rock types contained in them are 

consistent with having originated as the kinds of sediments and 

volcanics described by the theory. Mountains commonly show a more 

intensely metamorphosed and intruded core (the former 

eugeosyncline in this model, the depth of which would provide the 

necessary heat and pressure for metamorphism and melting) with 

less-deformed, less intensely metamorphosed rocks fl anking these (the 

shallower former miogeosyncline). However, geosyncline theory had 

some practical problems. For example, many mountain ranges are in 

continental interiors (the Urals and Himalayas, for instance), and it is 

much more diffi  cult to explain how a geosyncline could form in the 

middle of a continent, given the relative buoyancy of continental crust. 

What would push the trough down into the much denser mantle? The 

weight of sediment would not be enough, for most sediments are even 

less dense—and would therefore be more buoyant—than typical 

continental crust. Indeed, this objection applies, to some extent, even 

to the formation of geosynclines at continental margins. 

  Plate-tectonic theory was not developed particularly to explain 

mountain-building; it is much broader in scope, as we have seen. Yet it 

also succeeds far better than geosyncline theory in accounting for the 

formation of mountain ranges. The trench of a subduction zone 

provides a site for accumulation of thick sediment, while subduction 

provides a mechanism for creating the trench. The magma to feed 

volcanoes and form plutonic rocks is generated in the asthenosphere 

above the down-going slab. The stresses associated with convergence 

and the heat from rising magmas, together with burial, supply the 

necessary heat and pressure to account for the metamorphism in 

mountain ranges, and the same stresses account for the extensive 

folding and faulting. Intracontinental mountain ranges can be 

explained as products of continent-continent convergence. And as we 

have also seen, plate-tectonic theory is consistent with a wealth of 

geologic evidence (much of which was not available to those who fi rst 

developed geosyncline theory). So, in the latter third of the twentieth 

century, geosyncline theory as a model of mountain building was 

abandoned, supplanted by plate tectonics. 

  In the early twenty-fi rst century, the basic framework of plate 

tectonics is well established and accepted, but the theory is not static 

in all its details. For example, much current research is being applied to 

questions about mantle plumes and hot-spot volcanoes. There is now 

paleomagnetic evidence that at least some hot spots are not 

stationary, though whether they are defl ected by churning mantle or 

by some other mechanism is not known. More data from seismic 

tomography are needed to document defi nitively the locations of 

mantle plumes and to determine whether they do originate at the 

core/mantle boundary as has been suggested previously. At least one 

chain of volcanoes formerly attributed to a hot spot has recently been 

reinterpreted, using new evidence, as resulting instead from a 

progressive crack in the lithosphere that allows small amounts of 

asthenospheric melt to reach the seafl oor surface. This is the nature of 

science: that even a very well-documented theory such as plate 

tectonics will continue to be tested by inquiring minds examining new 

and existing data, and refi ned as the data demand new interpretations.  
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Figure 1
Uplift and erosion have exposed ridges of weathering-resistant rock 

shaped into the great folds that are characteristic of the Appalachians in 

Pennsylvania.

NASA Image by Robert Simmon, based on Landsat data from the University of 

Maryland Global Land Cover Facility.
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rock. Sedimentary rocks, in turn, may be metamorphosed or 

even melted by the stresses and the igneous activity at the 

plate margins. Some of these sedimentary or metamorphic 

materials may also be carried down with subducted oceanic 

lithosphere, to be melted and eventually recycled as igneous 

rock. Plate-tectonic processes thus play a large role in the 

formation of new rocks from old that proceeds continually on 

the earth. 

melt to form new igneous rocks. The forces of plate collision 

at convergent margins also contribute to metamorphism by 

increasing the pressures acting on the rocks. Weathering and 

erosion on the continents wear down preexisting rocks of all 

kinds into sediment. Much of this sediment is eventually 

transported to the edges of the continents, where it is depos-

ited in deep basins or trenches. Through burial under more 

layers of sediment, it may become  solidifi ed into sedimentary 
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  Figure 3.24    
 An ocean-continent convergence zone illustrates some of the many ways in which plate-tectonic activity transforms rocks. For example, 

continents erode, producing sediment to make sedimentary rocks; asthenosphere melts to make magma to form new igneous rock, as it also 

does at spreading ridges. Regional metamorphism can result from heating and increased pressure associated with deep burial, heat from 

magmatic activity, and the compressive stress of convergence; close to shallow magma bodies, contact metamorphism may also occur. No 

rocks are preserved indefi nitely; all are caught up in this cycle of continuous change.  

      Summary 
 Rocks subjected to stress may behave either elastically or 

plastically. At low temperatures and confi ning pressures, they are 

more rigid, elastic, and often brittle. At higher temperatures and 

pressures, or in response to stress applied gradually over long 

periods, they tend more toward plastic behavior. 

  The outermost solid layer of the earth is the 50- to 100- 

kilometer-thick lithosphere, which is broken up into a series of 

rigid plates. The lithosphere is underlain by a plastic layer of the 

mantle, the asthenosphere, over which the plates can move. This 

plate motion gives rise to earthquakes and volcanic activity at the 

plate boundaries. At seafl oor spreading ridges, which are 

divergent plate boundaries, new sea fl oor is created from magma 

rising from the asthenosphere. The sea fl oor moves in conveyor-

belt fashion, ultimately to be destroyed in subduction zones, a 

type of convergent plate boundary, where oceanic lithosphere 

is carried down into the asthenosphere. It may eventually be 
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continent to continent, and correlating polar-wander curves from 

diff erent landmasses. 

  Present rates of plate movement average a few centimeters a 

year. One possible driving force for plate tectonics is slow convection in 

the asthenosphere; another is gravity pulling cold, dense lithosphere 

down into the asthenosphere, dragging the asthenosphere along. 

Plate-tectonic processes appear to have been more or less active for 

much of the earth’s history. They play an integral part in the rock 

cycle—building continents to weather into sediments, carrying rock 

and sediment into the warm mantle to be melted into magma that 

rises to create new igneous rock and metamorphoses the lithosphere 

through which it rises, subjecting rocks to the stress of collision—

assisting in the making of new rocks from old.  

remelted, or sink as cold slabs down through the mantle. Magma 

rises up through the overriding plate to form volcanoes above the 

subduction zone. Where continents ride the leading edges of 

converging plates, continent-continent collision may build high 

mountain ranges. 

  Evidence for seafl oor spreading includes the age 

distribution of seafl oor rocks, and the magnetic “stripes” on the 

ocean fl oor. Continental movements can be demonstrated by such 

means as polar-wander curves, fossil distribution among diff erent 

continents, and evidence of ancient climates revealed in the rock 

record, which can show changes in a continent’s latitude. Past 

supercontinents can be reconstructed by fi tting together modern 

continental margins, matching similar geologic features from 
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 Questions for Review  

   1.   What causes strain in rocks? How do elastic and plastic 

materials diff er in their behavior?  

   2.   What is plate tectonics, and how are continental drift and 

seafl oor spreading related to it?  

   3.   Defi ne the terms  lithosphere  and  asthenosphere . Where are the 

lithosphere and asthenosphere found?  

   4.   Describe two kinds of paleomagnetic evidence supporting 

the theory of plate tectonics.  

   5.   Cite at least three kinds of evidence, other than 

paleomagnetic evidence, for the occurrence of plate 

tectonics.  

   6.   Explain how a subduction zone forms and what occurs at such 

a plate boundary.  

   7.   What brings about continent-continent convergence, and 

what happens then?  

   8.   What are hot spots, and how do they help to determine rates 

and directions of plate movements?  

   9.   Describe how convection in the asthenosphere may drive the 

motion of lithospheric plates. Alternatively, how might plate 

motions churn the plastic asthenosphere?  

   10.   Describe the rock cycle in terms of plate tectonics, making 

specifi c reference to the creation of new igneous, 

metamorphic, and sedimentary rocks.     

 Exploring Further: Terrestrial Numbers, 
Lunar Speculation  

   1.   The Atlantic Ocean is approximately 5000 km wide. If each 

plate has moved away from the Mid-Atlantic Ridge at an 

average speed of 1.5 cm per year, how long did the Atlantic 

Ocean basin take to form? What would the spreading rate be 

in miles per hour?  

   2.   The moon’s structure is very diff erent from that of earth. For 

one thing, the moon has an approximately 1000-kilometer-

thick lithosphere. Would you expect plate-tectonic activity 

similar to that on earth to occur on the moon? Why or why 

not?                                           

  Exercises  



 Earthquakes cause more than just shaking, and damage can be especially severe in coastal areas. In the 1999 Izmit, Turkey, earthquake, these 

buildings in the fi shing harbor of Guzelyali slumped into the water. A tsunami caused additional damage, and left a residual layer of oil up to 

15 centimeters (6 inches) thick over the harbor; the oil likely came from a refi nery fi re across the bay. 

 Photograph by Jose C. Borrero, University of Southern California, courtesy NOAA. 

 Earthquakes  
 C H A P T E R C H A P T E R

4 

to go over. The noise generated by shock waves hitting the build-

ing sounded like the pounding of a giant sledge hammer. 

  “After the earthquake, looking down at the Fourth Avenue 

area of do wntown Anchorage, it was diffi  cult to visualize what 

that area had looked like bef ore. For several blocks east of the 

hotel the north side of Fourth Avenue had dropped down due to 

slumping and sliding during the earthquake. 

  “The city seemed so quiet. I n addition t o the visible de -

struction, An chorage was without wat er, elec tric po wer, an d 

natural gas. At least i t was still daylight, and th e temperature 

just below freezing. 

  “Those who could retrieve their belongings from the hotel 

proceeded to the YMCA, where they served as volunteers, setting 

up dormit ories f or transients and ser ving hot c off ee and what 

food there was on hand. It was the beginning of a long night. The 

magnitude-8.4 main shock was followed, over the next 24 hours, 

by ten aftershocks that w ere over magnitude 6.0 on the R ichter 

 “ The Alaska earthquake on March 27, 1964 , commonly re-

ferred to as the ‘Good Friday Earthquake,’ struck at 5:36  P.M . 

A few members and staff  of the Anchorage P etroleum Club w ere 

preparing for an early dinner . I was one of those members . The 

Petroleum Club was located on the top of the Anchorage-Westward 

Hotel, a fi fteen-story building, which, at the time , was the tallest  

building in Anchorage. The outside walls of the dining r oom were 

made up entirely of windows to allow a full view of the mountains  

to the east. 

  “With some preliminary tremors, the earthquake gave warn-

ing to those in the dining r oom to move away from the windows 

just in case it became worse—and it did. There was barely time to 

move to the center of the dining room when the fi rst strong shock 

hit the building , throwing almost ev eryone to the fl oor. For the  

next three minutes, due to the extreme swaying, it was impossible 

to do anything but remain on the fl oor. The swaying motion was 

so great that from the fl oor, it seemed that the building was about 
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deaths, and damages estimated at $95–140 billion (fi gure 4.1B). 

The 2004 Sumatran ear thquake claimed nearly 300,000 liv es. A 

sampling of hist oric ear thquakes is pr esented in  table 4.1  The 

casualties and the pr operty damage fr om ear thquakes r esult 

from a variet y of causes . This chapt er r eviews the causes and 

 eff ects of ear thquakes and explor es how their devastation can 

be minimized. 

scale, and by many smaller ones.” (Contributed by Dr. Kenneth G. 

Smith, Adjunct Professor, Dallas Baptist University)    

   Terrifying as the 1964 Alask an ear thquake was, it caused 

only 115 deaths and $540 million in pr operty damage. With the 

1989 Loma Prieta, California, earthquake, despite the more than 

$5 billion in property damage (fi gure 4.1A), only sixty-three lives 

were lost. The 1995 Kobe , Japan, ear thquake caused o ver 5200 

  Figure 4.1   
 (A) Damage from the 1989 Loma Prieta earthquake in California: collapse of I-880, Oakland, California. (B) Overturned section of Hanshin 

Expressway, eastern Kobe, Japan. This expressway was built in the 1960s to then-existing seismic-design standards. Elevated freeways are 

common space-saving devices in densely populated areas. 

  (A) Photograph by D. Keefer, from U.S. Geological Survey Open-File Report 89–687. (B) Photograph by Christopher Rojahn, Applied Technology Council   

A B

Table 4.1 Selected Major Historic Earthquakes

Year Location Magnitude* Deaths Damages†

342 Turkey 40,000

365 Crete: Knossos 50,000

856 Iran 200,000

1290 China 6.75 100,000

1456 Italy (XI) 40,000+

1556 China: Shensi (XI) 830,000

1667 USSR: Shemakh 6.9 80,000

1693 Italy, Sicily 100,000 $5–25 million

1703 Japan 8.2 200,000 $5–25 million

1737 India: Calcutta 300,000 $1–5 million

1755 Portugal: Lisbon (XI) 62,000

1780 Iran: Tabriz 100,000

1850 China (X) 20,600

1854 Japan 8.4 3200

1857 Italy: Campania 6.5 12,000

1868 Peru, Chile 8.5 52,000 $300 million

1906 United States: San Francisco 8.3 700

1906 Ecuador 8.8 1000

1908 Italy: Calabria 7.5 58,000

1920 China: Kansu 8.5 200,000

1923 Japan: Tokyo 8.3 143,000 $2.8 billion

Continued
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    Earthquakes—Terms 
and Principles  

 Basic Terms 

 Major earthquakes dramatically demonstrate that the earth is a 

dynamic, changing system. Earthquakes, in general, represent a 

release of built-up stress in the lithosphere. They occur along 

faults   , planar breaks in rock along which there is displacement 

of one side relative to the other. Sometimes, the stress produces 

new faults or breaks; sometimes, it causes slipping along old, 

existing faults. When movement along faults occurs gradually 

and relatively smoothly, it is called    creep    ( fi gure 4.2 ). Creep— 

sometimes termed aseismic slip, meaning fault displacement 

without signifi cant earthquake activity—can be inconvenient 

but rarely causes serious damage. 

Table 4.1 Continued

Year Location Magnitude* Deaths Damages†

1933 Japan 8.9 30001

1939 Chile 8.3 28,000 $100 million

1939 Turkey 7.9 30,000

1960 Chile 9.5 5700 $675 million

1964 Alaska 9.2 115 $540 million

1967 Venezuela 7.5 1100 over $140 million

1970 N. Peru 7.8 66,800 $250 million

1971 United States: San Fernando, California 6.4 60 $500 million

1972 Nicaragua 6.2 5000 $800 million

1976 Guatemala 7.5 23,000 $1.1 billion

1976 NE Italy 6.5 1000 $8 billion

1976 China: Tangshan 8.0 655,000

1978 Iran 7.4 20,000

1983 Turkey 6.9 2700

1985 Chile 7.8 177 $1.8 billion

1985 SE Mexico 8.1 56001 $5–25 million

1988 Afghanistan 6.8 25,000

1989 United States: Loma Prieta, California 7.1 63 $5.6–7.1 billion

1990 Iran 6.4 40,0001 over $7 million

1994 United States: Northridge, California 6.8 57 $13–20 billion

1995 Japan: Kobe 7.2 52001 $95–140 billion

1998 Afghanistan 6.9 4000

1999 Turkey: Izmit 7.6 17,000 $3–6.5 billion

1999 Taiwan 7.7 2300 $14 billion

2001 Northwestern India (Gujarat) 7.7 20,000 $1.3–5 billion

2001 El Salvador and off  coast (2 events) 6.6, 7.6 1160 $2.8 billion

2001 United States: Washington State 6.8 0 $1–4 billion

2002 Afghanistan (2 events) 7.4, 6.1 1150

2002 United States: Central Alaska 7.9 0

2004 Northern Sumatra 9.1 283,0001

2005 Northern Sumatra 8.6 13001

2005 Pakistan 7.6 86,0001

2006 Indonesia: Java 6.3 5750 $3.1 billion

2008 China: Sichuan 7.9 87,650 $86 billion

2008 Pakistan 6.4 166

Note: This table is not intended to be a complete or systematic compilation but to give examples of major damaging earthquakes in history.

Primary source (pre-1988 entries): Catalog of Signifi cant Earthquakes 2000 B.C.–1979 and supplement to 1985, World Data Center A, Report SE-27. Later data from National Earthquake Information Center.

*Where actual magnitude is not available, maximum Mercalli intensity is sometimes given in parentheses (see table 4.3). Earlier magnitudes are Richter magnitudes; for most recent events, and 1960 Chilean 

and 1964 Alaskan quakes, moment magnitudes are given.

†Estimated in 1979 dollars for pre-1980 entries. In many cases, precise damages are unknown.
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    When friction between rocks on either side of a fault pre-

vents the rocks from slipping easily or when the rock under stress 

is not already fractured, some elastic deformation will occur be-

fore failure. When the stress at last exceeds the rupture strength 

of the rock (or the friction along a preexisting fault), a sudden 

movement occurs to release the stress. This is an    earthquake   , or 

seismic slip. With the sudden displacement and associated stress 

release, the rocks snap back elastically to their previous dimen-

sions; this behavior is called    elastic rebound    ( fi gure 4.3 ; recall 

the discussion of elastic behavior from chapter 3). 

    Faults come in all sizes, from microscopically small to 

thousands of kilometers long. Likewise, earthquakes come in 

all sizes, from tremors so small that even sensitive instruments 

can barely detect them, to massive shocks that can level cities. 

(Indeed, the “aseismic” movement of creep is actually charac-

terized by many microearthquakes, so small that they are typ-

ically not felt at all.) The amount of damage associated with 

an earthquake is partly a function of the amount of accumu-

lated energy released as the earthquake occurs. 

    The point on a fault at which the fi rst movement or break 

occurs during an earthquake is called the earthquake’s    focus   , or 

hypocenter ( fi gure 4.4 ). In the case of a large earthquake, for 

example, a section of fault many kilometers long may slip, but 

there is always a point at which the fi rst movement occurred, 

and this point is the focus. Earthquakes are sometimes char-

acterized by their focal depth, with those having a focus at 

0–70 km depth described as “shallow”; those with focal depth 

in the 70–350 km range, “intermediate”; and those with focus at 

350–700 km, deep.” (Note, therefore, that even the so-called 

deep-focus earthquakes are confi ned to the upper mantle.) The 

point on the earth’s surface directly above the focus is called the 

  Figure 4.2   
 Walls of a culvert at the Almaden Winery that straddles the San 

Andreas fault are being off set by about 1.5 cm/yr by creep along 

the fault. Photos were taken in 1986 (top) and 1990 (bottom). 

 Photographs by Joe Dellinger, courtesy NOAA.  

  Figure 4.3   
 The phenomenon of elastic rebound: After the fault slips, the rocks 

spring back elastically to an undeformed condition. A rubber band 

stretched to the point of breaking shows similar behavior: after 

rupture, the fragments return to their original dimensions.  

Stress begins;
fault is locked;
elastic deformation
begins.

Stress builds;
deformation
continues.

Fault slips;
stress released;
rocks return
to unstressed
dimensions.

Fault



 Chapter Four Earthquakes 69

The strike is the compass orientation of the line of intersec-

tion of the plane of interest with the earth’s surface (e.g., the 

fault trace in fi gure 4.4). The dip of the fault is the angle the 

plane makes with the horizontal, a measure of the steepness 

of slope of the plane. 

    A    strike-slip fault   , then, is one along which the displace-

ment is parallel to the strike (horizontal). A transform fault is a 

type of strike-slip fault and refl ects stresses acting horizontally. 

The San Andreas is a strike-slip fault. A    dip-slip fault    is one in 

which the displacement is vertical, up or down in the direction 

of dip. A dip-slip fault in which the block above the fault has 

moved down relative to the block below (as in fi gure 4.4) is 

called a  normal fault . Rift valleys, whether along seafl oor 

spreading ridges or on continents, are commonly bounded by 

steeply sloping normal faults, resulting from the tensional stress 

of rifting (recall fi gures 3.15 and 3.16). A dip-slip fault in which 

the block above has moved up relative to the block below the 

fault is a  reverse fault,  and indicates compressional stress rather 

than tension. Convergent plate boundaries are often character-

ized by    thrust faults   , which are just reverse faults with rela-

tively shallowly dipping fault planes ( fi gure 4.6 ) 

 Earthquake Locations 

 As shown in  fi gure 4.7 , the locations of major earthquake epi-

centers are concentrated in linear belts. These belts correspond 

to plate boundaries; recall fi gure 3.8. Not all earthquakes oc-

cur at plate boundaries, but most do. These areas are where 

plates jostle, collide with, or slide past each other, where rela-

tive plate movements may build up very large stresses, where 

major faults or breaks may already exist on which further 

movement may occur. (On the other hand, intraplate earth-

quakes certainly occur and may be quite severe, as explored 

later in the chapter.) 

    A map showing only deep-focus earthquakes would look 

somewhat different: the spreading ridges would have disap-

peared, while subduction zones would still show by their fre-

quent deeper earthquakes. The explanation is that earthquakes 

occur in the lithosphere, where rocks are elastic, capable of stor-

ing energy as they deform and then rupturing or slipping sud-

denly. In the plastic asthenosphere, material simply fl ows under 

stress. Therefore, the deep-focus earthquakes are concentrated 

   epicenter   . When news accounts tell where an earthquake 

 occurred, they report the location of the epicenter. 

    Faults are sometimes described in terms of the nature of 

the displacement—how the rocks on either side move relative 

to each other—which commonly refl ects the nature of the 

stresses involved. Certain types of faults are characteristic of 

particular plate-tectonic settings. In describing the orienta-

tion of a fault (or other planar feature, such as a layer of 

sedimentary rock), geologists use two measures ( fi gure 4.5 ). 

Fault scarp

Fault
trace

Epicenter

Focus

Fault 
plane

  Figure 4.4   
 Simplifi ed diagram of a fault, showing the focus, or hypocenter (point 

of fi rst break along the fault), and the epicenter (point on the surface 

directly above the focus). Seismic waves dissipate the energy released 

by the earthquake as they travel away from the fault zone. Fault scarp 

is cliff  formed along the fault plane at ground surface; fault trace is the 

line along which the fault plane intersects the ground surface.  
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  Figure 4.5   
 Strike and dip of a plane. Note that the dip direction is the direction 

in which water would run down the sloping plane. This particular 

plane (bed) would be described as having a north-south strike and 

dipping 30° west.  

Surface trace of fault

  Figure 4.6   
 Along a thrust fault, compressional stress (indicated by red arrows) 

pushes one block up and over the other.  
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travel through the earth, then, much as sound waves travel 

through air. A compressional sort of wave can be illustrated 

with a Slinky® toy by stretching the coil to a length of ten 

feet or so along a smooth surface, holding one end in place, 

pushing in the other end suddenly, and then holding that end 

still also. A pulse of compressed coil travels away from the 

end moved.    S waves    are shear waves, involving a side-to-side 

motion of molecules. Shear-type waves can also be demon-

strated with a Slinky® by stretching the coil out along the 

ground as before, but this time twitching one end of the coil 

sideways (perpendicular to its length). As the wave moves 

along the length of the Slinky®, the loops of coil move side-

ways relative to each other, not closer together and farther 

apart as with the compressional wave. ( The shearing motion 

need not be horizontal; it is simply easier to manipulate the 

Slinky ®  as it rests on the ground.) See also  fi gure 4.8 . 

    Seismic    surface waves    are somewhat similar to surface 

waves on water, discussed in chapter 7. That is, they cause 

rocks and soil to be displaced in such a way that the ground 

surface ripples or undulates. Surface waves also come in two 

types: Some cause vertical ground motions, like ripples on a 

pond, while others cause horizontal shearing motions. The 

surface waves are larger in amplitude—amount of ground 

displacement—than the body waves from the same earth-

quake. Therefore, most of the shaking and resultant structural 

damage from earthquakes is caused by the surface waves.   

in subduction zones, where elastic lithosphere is pushed deep 

into the mantle. 

    It was, in fact, the distribution of earthquake foci at sub-

duction boundaries that helped in the recognition of the subduc-

tion process. Look, for example, at the northern and western 

margins of the Pacifi c Ocean in fi gure 4.7. Adjacent to each 

seafl oor trench is a region in which earthquake foci are progres-

sively deeper with increasing distance from the trench. A simi-

lar distribution is seen along the west side of Central and South 

America. This pattern is called a Benioff zone, named for the 

scientist who fi rst mapped extensively these dipping planes of 

earthquake foci that we now realize reveal subducting plates.    

 Seismic Waves and 
Earthquake Severity   

 Seismic Waves 

 When an earthquake occurs, it releases the stored-up energy 

in    seismic waves    that travel away from the focus. There are 

several types of seismic waves.    Body waves    (P waves and S 

waves) travel through the interior of the earth.    P waves    are 

compressional waves. As P waves travel through matter, the 

matter is alternately compressed and expanded. P waves 
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  Figure 4.7   
 World seismicity, 1979–1995. Color of symbol indicates depth of focus.    Image courtesy of U.S. Geological Survey   
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Undisturbed 
rock

P wave

S wave

Love wave

Rayleigh wave

arrivals of P waves and S waves. This is illustrated graphically in 

 fi gure 4.9A . 

   Once several recording stations have determined their dis-

tances from the epicenter in this way, the epicenter can be lo-

cated on a map (fi gure 4.9B). If the epicenter is 200 kilometers 

from station X, it is located somewhere on a circle with a 

200- kilometer radius around point X. If it is also found to be 

  Figure 4.8   
 P waves and S waves are types of seismic body waves; Love and 

Rayleigh waves are surface waves that diff er in the type of ground 

motion they cause.  

 Locating the Epicenter 

 Earthquake epicenters can be located using seismic body waves. 

Both types of body waves cause ground motions that are detect-

able using a    seismograph   . P waves travel faster through rocks 

than do S waves. Therefore, at points some distance from the 

scene of an earthquake, the fi rst P waves arrive somewhat be-

fore the fi rst S waves; indeed, the two types of body waves are 

actually known as primary and secondary waves, refl ecting 

these arrival-time differences. 

    The difference in arrival times of the fi rst P and S waves is 

a function of distance to the earthquake’s epicenter. The effect can 

be illustrated by considering a pedestrian and a bicyclist traveling 

the same route, starting at the same time. Assuming that the cyclist 

can travel faster, he or she will arrive at the destination fi rst. The 

longer the route to be traveled, the greater the difference in time 

between the arrival of the cyclist and the later arrival of the pedes-

trian. Likewise, the farther the receiving seismograph is from the 

earthquake epicenter, the greater the time lag between the fi rst 
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  Figure 4.9   
 Use of seismic waves in locating earthquakes. (A) Difference in 

times of first arrivals of P waves and S waves is a function of the 

distance from the earthquake focus. This seismogram has a 

difference in arrival times of 8 minutes; the earthquake occurred 

about 5500 km away. (B) Triangulation using data from several 

seismograph stations allows location of an earthquake’s 

epicenter: If the epicenter is 1350 km from San Francisco, it is on 

a circle of that radius around the city. If it is also found to be 

1900 km from Dallas, it must fall at one of only two points. If it is 

further determined to be 2400 km from Chicago, its location is 

uniquely determined: northeastern Utah, near Salt Lake City.  
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faster with increased magnitude, by a factor of about 30 for 

each unit of magnitude: An earthquake of magnitude 4 re-

leases approximately thirty times as much energy as one of 

magnitude 3, and nine hundred times as much as one of mag-

nitude 2. There is no upper limit to the Richter scale. The larg-

est recorded earthquakes have had Richter magnitudes of 

about 8.9. Although we only hear of the very severe, damag-

ing earthquakes, there are, in fact, hundreds of thousands of 

earthquakes of all sizes each year.  Table 4.2  summarizes the 

frequency and energy release of earthquakes in different Rich-

ter magnitude ranges. 

150 kilometers from station Y, the epicenter must fall at either of 

the two points that are both 200 kilometers from X and 150 kilo-

meters from Y. If the epicenter is also determined to be 100 ki-

lometers from point Z, its position is uniquely identifi ed. 

   In practice, complicating factors such as inhomogeneities 

in the crust make epicenter location somewhat more diffi cult. 

Results from more than three stations are usually required, and 

computers assist in reconciling all the data. The general princi-

ple, however, is as described.   

 Magnitude and Intensity 

 All of the seismic waves represent energy release and trans-

mission; they cause the ground shaking that people associate 

with earthquakes. The amount of ground motion is related to 

the    magnitude    of the earthquake. Historically, earthquake 

magnitude has most commonly been reported in this country 

using the Richter magnitude scale, named after geophysicist 

Charles F. Richter, who developed it. 

    A Richter magnitude number is assigned to an earth-

quake on the basis of the amount of ground displacement or 

shaking that it produces near the epicenter. The amount of 

ground motion is measured by a seismograph, and the size of 

the largest (highest-amplitude) seismic wave on the seismo-

gram is determined. The value is adjusted for the particular 

type of instrument and the distance of the station from the 

earthquake epicenter (because ground motion naturally tends 

to decrease with increasing distance from the site of the earth-

quake) so that different measuring stations in different places 

will arrive at approximately the same estimate of the ground 

displacement as it would have been measured close to the 

epicenter. From this adjusted ground displacement, the Rich-

ter magnitude value is assigned. The Richter scale is logarith-

mic, which means that an earthquake of magnitude 4 causes 

ten times as much ground movement as one of magnitude 3, 

one hundred times as much as one of magnitude 2, and so on 

(see  fi gure 4.10 ). The amount of energy released rises even 
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  Figure 4.10    
 Ground motion increases by a factor of 10 for each unit increase in 

Richter magnitude; so, an earthquake of magnitude 7 causes 

10 times the displacement (shaking) of one of magnitude 6. 

(109 microns 5 1 meter)  

    Source: Frequency data and descriptors from National Earthquake Information Center. 

  Note: For every unit increase in Richter magnitude, ground displacement increases by a factor of 10, while energy release increases by a factor of 30. Therefore, most of the energy released by earthquakes 

each year is released not by the hundreds of thousands of small tremors, but by the handful of earthquakes of magnitude 7 or larger.  

  Table 4.2  Frequency of Earthquakes of Various Magnitudes           

Descriptor Magnitude Number per Year Approximate Energy Released (ergs)

great 8 and over 1 to 2 over 5.8 3 1023

major 7–7.9 18 2–42 3 1022

strong 6–6.9 120 8–150 3 1020

moderate 5–5.9 800 3–55 3 1019

light 4–4.9 6200 1–20 3 1018

minor 3–3.9 49,000 4–72 3 1016

very minor ,3 [mag. 2–3 about 1000/day] below 4 3 1016

[mag. 1–2 about 8000/day]
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    As seismologists studied more earthquakes in more places, 

it became apparent that the Richter magnitude scale had some 

limitations. The scale was developed in California, where the 

earthquakes are all shallow-focus, and mostly the result of shear 

stress acting on strike-slip faults. Earthquakes in other areas, 

with different rock types that respond differently to seismic 

waves, different focal depths, and different stress regimes may 

not be readily compared on the basis of Richter magnitudes. For 

very large earthquakes especially, a better measure of relative 

energy release is moment magnitude (denoted M W ). Moment 

magnitude takes into account the area of break on the fault sur-

face, the displacement along the fault during the earthquake, and 

the strength of the rock (the amount of force needed to cause 

rupture). The U.S. Geological Survey now uses moment magni-

tude rather than Richter magnitude in reporting on modern 

earthquakes, for example in press releases. More-detailed analy-

ses may also report Richter magnitude (represented by ML and 

also called “local magnitude”) and/or magnitudes based on still 

other magnitude scales. The differences in assigned magnitude 

are generally signifi cant only for the largest earthquakes. For 

example, the largest recorded earthquake (which occurred in 

Chile, in 1960) had a Richter magnitude of 8.9, but an estimated 

moment magnitude of 9.5. What all the magnitude scales have in 

common is a logarithmic character, as illustrated in fi gure 4.10. 

    An alternative way of describing the size of an earthquake 

is by the earthquake’s    intensity   . Intensity is a measure of the 

earthquake’s effects on humans and on surface features. It is not 

a unique characteristic of an earthquake, nor is it defi ned on a 

precise quantitative basis. The surface effects produced by an 

earthquake of a given magnitude vary considerably as a result 

of such factors as local geologic conditions, quality of construc-

tion, and distance from the epicenter. A single earthquake, then, 

can produce effects of many different intensities in different 

places ( fi gure 4.11 ), although it will have only one magnitude 

assigned to it. Intensity is also a somewhat subjective measure 

in that it is usually based on observations by or impressions of 

individuals; different observers in the same spot may assign dif-

ferent intensity values to a single earthquake. Nevertheless, in-

tensity is a more direct indication of the impact of a particular 

seismic event on humans in a given place than is magnitude. 

The extent of damage at each intensity level is, in turn, related 

to the maximum ground velocity and acceleration experienced. 

Thus, even in uninhabited areas, intensities can be estimated if 

the latter data have been measured. 

    Several dozen intensity scales are in use worldwide. The 

most widely applied intensity scale in the United States is the 

Modifi ed M ercalli Sc ale, s ummarized in  table 4.3 .     

 Earthquake-Related Hazards 
and Their Reduction  

 Earthquakes can have a variety of harmful effects, some obvi-

ous, some more subtle. As noted earlier, earthquakes of the 

same magnitude occurring in two different places can cause 

  Figure 4.11    
 Zones of diff erent Mercalli intensity for the Charleston, South 

Carolina earthquake of 1886. (Note how far away that earthquake 

could be felt!)    

Data from U.S. Geological Survey   

very different amounts of damage, depending on such variables 

as the nature of the local geology, whether the area affected is 

near the coast, and whether the terrain is steep or fl at.  

 Ground Motion 

  Movement along the fault  is an obvious hazard. The offset 

between rocks on opposite sides of the fault can break power 

lines, pipelines, buildings, roads, bridges, and other structures 

that actually cross the fault. Such offset can be large: In the 

1906 San Francisco earthquake, maximum strike-slip dis-

placement across the San Andreas fault was more than 6 me-

ters. Planning and thoughtful design can reduce the risks. For 

example, power lines and pipelines can be built with extra 

slack where they cross a fault zone, or they can be designed 

with other features to allow some “give” as the fault slips and 

stretches them. Such considerations had to be taken into ac-

count when the Trans-Alaska Pipeline was built, for it crosses 

several known, major faults along its route. The engineering 

proved its value in the magnitude-7.9 2002 Denali Fault earth-

quake ( fi gure 4.12 ). 

    Fault displacement aside, the  ground shaking  produced as 

accumulated energy is released through seismic waves causes 

damage to and sometimes complete failure of buildings, with 
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  Figure 4.12    
 Bends in the Trans-Alaska Pipeline allow some fl ex, and the fact that it sits loosely on slider beams where it crosses the Denali Fault also 

helped prevent rupture of the pipeline in 2002. 

  Photo courtesy Alyeska Pipeline Service Company and U.S. Geological Survey   

  Table 4.3  Modifi ed Mercalli Intensity Scale (abridged)       

  Intensity   Description  

    I   Not felt.  

  II   Felt by persons at rest on upper fl oors.  

  III   Felt indoors—hanging objects swing. Vibration like passing of light trucks.  

  IV   Vibration like passing of heavy trucks. Standing automobiles rock. Windows, dishes, and doors rattle; wooden walls or frame may creak.  

  V   Felt outdoors. Sleepers wakened. Liquids disturbed, some spilled; small objects may be moved or upset; doors swing; shutters and 

pictures move.  

  VI   Felt by all; many frightened. People walk unsteadily; windows and dishes broken; objects knocked off  shelves, pictures off  walls. 

Furniture moved or overturned; weak plaster cracked. Small bells ring. Trees and bushes shaken.  

  VII   Diffi  cult to stand. Furniture broken. Damage to weak materials, such as adobe; some cracking of ordinary masonry. Fall of plaster, loose 

bricks, and tile. Waves on ponds; water muddy; small slides along sand or gravel banks. Large bells ring.  

  VIII   Steering of automobiles aff ected. Damage to and partial collapse of ordinary masonry. Fall of chimneys, towers. Frame houses moved 

on foundations if not bolted down. Changes in fl ow of springs and wells.  

  IX   General panic. Frame structures shifted off  foundations if not bolted down; frames cracked. Serious damage even to partially reinforced 

masonry. Underground pipes broken; reservoirs damaged. Conspicuous cracks in ground.  

  X   Most masonry and frame structures destroyed with their foundations. Serious damage to dams and dikes; large landslides. Rails bent slightly.  

  XI   Rails bent greatly. Underground pipelines out of service.  

  XII   Damage nearly total. Large rock masses shifted; objects thrown into the air.     
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the surface waves responsible for most of this damage. Shifts of 

even a few tens of centimeters can be devastating, especially to 

structures made of weak materials such as adobe or inadequately 

reinforced concrete ( fi gure 4.13 ), and as shaking continues, 

damage may become progressively worse. Such effects, of 

course, are most severe on or very close to the fault, so the sim-

plest strategy would be not to build near fault zones. However, 

many cities have already developed near major faults. Some-

times, cities are rebuilt many times in such places. The ancient 

city of Constantinople—now Istanbul—has been leveled by 

earthquakes repeatedly throughout history. Yet there it sits. This 

raises the question of designing “earthquake-resistant” build-

ings to minimize damage. 

    Engineers have studied how well different types of build-

ing have withstood real earthquakes. Scientists can conduct 

laboratory experiments on scale models of skyscrapers and other 

buildings, subjecting them to small-scale shaking designed to 

simulate the kinds of ground movement to be expected during an 

earthquake. On the basis of their fi ndings, special building codes 

for earthquake-prone regions can be developed. 

A B

C D

  Figure 4.13    
 The nature of building materials, as well as design, infl uences how well buildings survive earthquakes. (A) One person was killed in the 

collapse of a fi ve-story tower at St. Joseph’s Seminary during the 1989 Loma Prieta earthquake; the rest of the complex stood intact. (B) This 

concrete frame offi  ce building collapsed completely in the 1995 Kobe earthquake, while an adjacent building stands nearly intact. (C) In the 

1999 Düzce, Turkey, earthquake, traditional timber-frame buildings (foreground) were more resilient than concrete structures (rear) in which 

the reinforcing pillars pulled out of their foundations. (D) Building in foreground has “pancaked,” one fl oor collapsing on another; brick walls 

at rear are ripped and damaged, but still standing. Boumendes, Algeria, 2003.

  (A)  Photograph by H. G. Wilshire , (B) Photograph by Dr. Roger Hutchison,    (C) Photograph by Roger Bilham, (D) Photograph by Ali Nour, CGS, 

National Center of Applied Research in Earthquake Engineering.   (A) and (C) courtesy U.S. Geological Survey; (B) and (D) courtesy NOAA
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    This approach, however, presents many challenges. 

There are a limited number of records of just how the ground 

does move in a severe earthquake. To obtain the best such 

records, sensitive instruments must be in place near the fault 

zone beforehand, and those instruments must survive the 

earthquake. (Sometimes alternative methods will provide 

useful information: after the 1995 Kobe earthquake, geosci-

entists studied videotapes from security cameras, using the 

recorded motions of structures and furnishings to deduce the 

ground motions during the earthquake.) Even with good 

 records from an actual earthquake, laboratory experiments 

may not precisely simulate real earthquake conditions, given 

the number of variables involved. Such uncertainties raise 

major concerns about the safety of dams and nuclear power 

plants near active faults. In an attempt to circumvent the lim-

itations of scale modeling, the United States and Japan set up 

in 1979 a cooperative program to test earthquake-resistant 

building designs. The tests have included experiments on a 

full-sized, seven-story, reinforced-concrete structure, in 

which ground shaking was simulated by using hydraulic 

jacks. Results were not entirely as anticipated on the basis of 

earlier modeling studies, which indicated that full-scale ex-

periments and observations may be critical to designing op-

timum building codes in earthquake-prone areas. The 

experiments are continuing, with tests on a six-story wood-

frame building up next. 

    A further complication is that the same building codes 

cannot be applied everywhere. For example, not all earth-

quakes produce the same patterns of ground motion. The 

1994 Northridge earthquake underscored the dependence of 

reliable design on accurately anticipating ground motion. The 

epicenter was close to that of the 1971 San Fernando earth-

quake that destroyed many freeways ( fi gure 4.14 ). They were 

rebuilt to be earthquake-resistant, assuming the predomi-

nantly strike-slip displacement that is characteristic of the 

San Andreas. The Northridge quake, however, had a strong 

dip-slip component, for it occurred along a previously un-

mapped, buried thrust fault—and many of the rebuilt free-

ways collapsed again. 

    It is also important to consider not only how structures 

are built, but what they are built on. Buildings built on solid 

rock (bedrock) seem to suffer far less damage than those built 

on deep soil. In the 1906 San Francisco earthquake, buildings 

erected on fi lled land reclaimed from San Francisco Bay 

BA

  Figure 4.14    
 Freeway damage from the 1971 San Fernando earthquake (A) was repeated in the 1994 Northridge quake (B) because the design of the 

rebuilt overpasses did not account for the ground motion associated with the responsible fault. This interchange of I-5 and C-14 was under 

construction in 1971; it was not subsequently retrofi tted for enhanced earthquake resistance. 

  (A) Photograph courtesy National Information Service for Earthquake Engineering, University of California, Berkeley, Karl V. Steinbrugge, 

photographer; (B) Photograph by M. Celebi, U.S. Geological Survey   
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  Figure 4.15    
 Car crushed under third story of a failed building when the fi rst two 

fl oors collapsed and sank. Some of the most severe damage in San 

Francisco from the 1989 Loma Prieta earthquake was here in the 

Marina district, built on fi lled land subject to liquefaction. 

  Photograph by J. K. Nakata, U.S. Geological Survey   

 suffered up to four times more damage from ground shaking 

than those built on bedrock; the same general pattern was re-

peated in the 1989 Loma Prieta earthquake ( fi gure 4.15 ). The 

extent of damage in Mexico City resulting from the 1985 

Mexican earthquake was partly a consequence of the fact that 

the city is underlain by weak layers of volcanic ash and clay. 

Most smaller and older buildings lacked the deep foundations 

necessary to reach more stable sand layers at depth. Many of 

these buildings collapsed completely. Acapulco suffered far 

less damage, although it was much closer to the earthquake’s 

epicenter, because it stands fi rmly on bedrock. Ground shak-

ing is commonly amplifi ed in unconsolidated materials ( fi g-

ure 4.16 ). The fact that underlying geology infl uences surface 

damage is demonstrated by the observation that intensity is 

not directly correlated with proximity to the epicenter ( fi g-

ures 4.17 , 4.11). 

    The characteristics of the earthquakes in a particular re-

gion also must be taken into account. For example, severe earth-

quakes are generally followed by many    aftershocks   , earthquakes 

that are weaker than the principal tremor. The main shock usu-

ally causes the most damage, but when aftershocks are many 

and are nearly as strong as the main shock, they may also cause 

serious destruction. 

    The duration of an earthquake also affects how well a 

building survives it. In reinforced concrete, ground shaking 

leads to the formation of hairline cracks, which then widen 

and develop further as long as the shaking continues. A con-

crete building that can withstand a one-minute main shock 
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  Figure 4.16    
 Ground shaking from the Loma Prieta earthquake, only moderate in bedrock (trace A), was amplifi ed in younger river sediments (B) and 

especially in more recent, poorly consolidated mud (C). 

  Source: R. A. Page et al., Goals, Opportunities, and Priorities for the USGS Earthquake Hazards Reduction Program, U.S. Geological Survey Circular 1079   
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  Figure 4.17    
 Distribution of intensities for 1992 Landers earthquake (epicenter 

marked by star). These intensities are determined instrumentally 

from the maximum measured ground acceleration, reported as a 

percentage of g, earth’s gravitational acceleration constant (the 

acceleration experienced by an object dropped near the surface). 

  Image courtesy ShakeMap Working Group, U.S. Geological Survey   

might  collapse in an earthquake in which the main shock 

lasts three minutes. Many of the California building codes, 

used as models around the world, are designed for a 25- second 

main shock, but earthquake main shocks can last ten times 

that long. 

    Even the best building codes are typically applied only to 

new construction. When a major city is located near a fault 

zone, thousands of vulnerable older buildings may already have 

been built in high-risk areas. The costs to redesign, rebuild, or 

even modify all of these buildings would be staggering. Most 

legislative bodies are reluctant to require such efforts; indeed, 

many do nothing even about municipal buildings built in 

fault zones. 

    There is also the matter of public understanding of what 

“earthquake-resistant” construction means. It is common in 

areas with building codes or design guidelines that address 

earthquake resistance in detail to identify levels of expected 

structural soundness. For most residential and commercial 

buildings, “substantial life safety” may be the objective: the 

building may be extensively damaged, but casualties should 

be few (see  fi gure 4.18 ). The structure, in fact, may have to be 

razed and rebuilt. Designing for “damage control” means that 

in addition to protecting those within, the structure should be 

repairable after the earthquake. This will add to the up-front 

costs, though it should save both repair costs and “down time” 

A

B

  Figure 4.18   
 (A) The concept of “substantial life safety”—and its limitations—are 

illustrated by this classic scene from the Mission district following 

the 1906 San Francisco earthquake. Nobody died here, but neither 

can business go on as usual!  (B) While the fi rst story of this relatively 

modern building didn’t fare well in the 1995 Kobe earthquake, the 

majority of the structure remained intact, again meeting the 

“substantial life safety” goal.

 (A)  Photograph by G. K. Gilbert, courtesy U.S. Geological Survey;  

(B) Photograph by Dr. Roger Hutchison, courtesy NOAA.  
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after a major quake. The highest (and most expensive) stan-

dard is design for “continued operation,” meaning little or no 

 structural damage at all; this would be important for hospi-

tals, fi re stations, and other buildings housing essential ser-

vices, and also for facilities that might present hazards if the 

buildings failed (nuclear power plants, manufacturing facili-

ties using or making highly toxic chemicals). This is the sort 

of standard to which the Trans-Alaska pipeline was (fortu-

nately) designed: it was built with a possible magnitude-8 

earthquake on the Denali fault in mind, so it came through the 

 magnitude-7.9 earthquake in 2002, with its 14 feet of hori-

zontal fault displacement, without a break.     Thus, anyone liv-

ing or buying property in an area where earthquakes are a 

signifi cant concern would be well-advised to pin down just 

what level of earthquake resistance is promised in a build-

ing’s design.   

 Ground Failure 

  Landslides  ( fi gure 4.19 ) can be a serious secondary earth-

quake hazard in hilly areas. As will be seen in chapter 8, 

earthquakes are one of the major events that trigger slides on 

unstable slopes. The best solution is not to build in such ar-

eas. Even if a whole region is hilly, detailed engineering stud-

ies of rock and soil properties and slope stability may make it 

possible to avoid the most dangerous sites. Visible evidence 

of past landslides is another indication of especially danger-

ous areas. 

    Ground shaking may cause a further problem in areas 

where the ground is very wet—in fi lled land near the coast or 

in places with a high water table. This problem is    liquefaction   . 

When wet soil is shaken by an earthquake, the soil particles 

may be jarred apart, allowing water to seep in between them, 

greatly reducing the friction between soil particles that gives 

the soil strength, and causing the ground to become somewhat 

like quicksand. When this happens, buildings can just topple 

over or partially sink into the liquefi ed soil; the soil has no 

strength to support them. The effects of liquefaction were dra-

matically illustrated in Niigata, Japan, in 1964. One multistory 

apartment building tipped over to settle at an angle of 30 degrees 

to the ground while the structure remained intact! (See  fi g-

ure 4.20A .) Liquefaction was likewise a major cause of dam-

age from the Loma Prieta, Kobe, and Izmit earthquakes. Telltale 

signs of liquefaction include “sand boils,” formed as liquefi ed 

A B

C

  Figure 4.19    
 (A) Landslide from the magnitude-6.5 earthquake in Seattle, 

Washington, in 1965 made Union Pacifi c Railway tracks unuseable. 

(B) Landslide from an unnamed peak in the Alaska Range, less than 

ten miles west of the Trans-Alaska Pipeline, triggered by 2002 

Denali Fault earthquake. (C) Muzaff arabad highway blocked by 

landslides in the 2005 Pakistan earthquake. 

  (A) Photograph courtesy University of California at Berkeley/NOAA, 

(B) courtesy U.S. Geological Survey Earthquake Hazards program 

(C) Photograph by John Beba, Geological Survey of India; 

courtesy NOAA.   
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A B

  Figure 4.20    
 (A) Eff ects of soil liquefaction during an earthquake in Niigata, Japan, 1964. The buildings, which were designed to be earthquake-resistant, 

simply tipped over intact. (B) Sand boils in fi eld near Watsonville, California. 

 (A)  Photograph courtesy of National Geophysical Data Center  (B)  Photograph by J. Tinsley, from U.S. Geological Survey Open-File Report 89-687   

soil bubbles to the surface during the quake (fi gure 4.20B). In 

some areas prone to liquefaction, improved underground drain-

age systems may be installed to try to keep the soil drier, but 

little else can be done about this hazard, beyond avoiding the 

areas at risk. Not all areas with wet soils are subject to lique-

faction; the nature of the soil or fi ll plays a large role in the 

extent of the danger.   

 Tsunamis and Coastal Eff ects 

 Coastal areas, especially around the Pacifi c Ocean basin where 

so many large earthquakes occur, may also be vulnerable to    tsu-

namis   . These are seismic sea waves, sometimes  improperly 

called “tidal waves,” although they have nothing to do with tides. 

The name derives from the Japanese for “harbor wave,” which is 

descriptive of their behavior. When an undersea or near-shore 

earthquake occurs, sudden movement of the sea fl oor may set up 

waves traveling away from that spot, like ripples in a pond 

caused by a dropped pebble. Contrary to modern movie fi ction, 

tsunamis are not seen as huge breakers in the open ocean that 

topple ocean liners in one sweep. In the open sea, tsunamis are 

only unusually broad swells on the water surface, but they travel 

extremely rapidly—speeds up to 1000 km/hr (about 600 mph) 

are not uncommon. Because they travel so fast, as tsunamis ap-

proach land, the water tends to pile up against the shore. The 

tsunami may come ashore as a very high, very fast-moving wall 

of water that acts like a high tide run amok (perhaps the origin of 

the misnomer “tidal wave”), or it may develop into large break-

ing waves, just as ordinary ocean waves become breakers as the 

undulating waters “touch bottom” near shore. Tsunamis, how-

ever, can easily be over 15 meters high in the case of larger 

earthquakes. Several such waves or water surges may wash over 

the coast in succession; between waves, the water may be pulled 

swiftly seaward, emptying a harbor or bay, and perhaps pulling 

unwary onlookers along. Tsunamis can also travel long distances 

in the open ocean. Tsunamis set off on one side of the Pacifi c 

may still cause noticeable effects on the other side of the ocean. 

A tsunami set off by a 1960 earthquake in Chile was still vigor-

ous enough to cause 7-meter-high breakers when it reached Ha-

waii some fi fteen hours later, and twenty-fi ve hours after the 

earthquake, the tsunami was detected in Japan. 

    Given the speeds at which tsunamis travel, little can be 

done to warn those near the earthquake epicenter, but people 

living some distance away can be warned in time to evacuate, 

saving lives, if not property. In 1948, two years after a devastat-

ing tsunami hit Hawaii, the U.S. Coast and Geodetic Survey 

established a Tsunami Early Warning System, based in Hawaii. 

Whenever a major earthquake occurs in the Pacifi c region, sea-

level data are collected from a series of monitoring stations 

around the Pacifi c. If a tsunami is detected, data on its source, 

speed, and estimated time of arrival can be relayed to areas in 

danger, and people can be evacuated as necessary. The system 

does not, admittedly, always work perfectly. In the 1964 Alas-

kan earthquake, disrupted communications prevented warnings 

from reaching some areas quickly enough. Also, residents’ re-

sponses to the warnings were variable: Some ignored the warn-

ings, and some even went closer to shore to watch the waves, 

often with tragic consequences. Two tsunami warnings were 

issued in early 1986 following earthquakes in the Aleutians. 

They were largely disregarded. Fortunately, in that instance, the 

feared tsunamis did not materialize. 

    There is no tsunami warning system in the Caribbean sea, 

where the potential for tsunamis exists, nor was there one in the 

Indian Ocean prior to the devastation of the tsunami from the 

2004 Sumatran earthquake (Case Study 4.1). In the latter case, 

seismologists outside the area, noting the size of the quake, 

alerted local governments to the possibility that such an 

 enormous earthquake might produce a sizeable tsunami. The 

word did not reach all affected coastal areas in time. Even where 

it did, some offi cials evidently chose not to issue public warnings, 
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  Case Study 4.1 

 Megathrust Makes Mega-Disaster 

 The tectonics of southern and southeast Asia are complex. East of the 

India and Australia plates lies the Sunda Trench, marking a long 

subduction zone. The plate-boundary fault has been called a 

“megathrust”—a very, very large thrust fault. 

  For centuries, the fault at the contact between the small Burma 

Plate and the India Plate had been locked. The edge of the Burma Plate 

had been warped downward, stuck to the subducting India Plate. The 

fault let go on 26 December 2004, in an earthquake with moment 

magnitude estimated at 9.1 at least, and perhaps as much as 9.3, 

making it the third-largest earthquake in the world since 1900, behind 

the 1960 Chilean quake and 1964 Alaskan quake. During the Sunda 

Trench earthquake, signifi cant slip occurred over most of the southern 

half of the Burma Plate. Aftershocks covered the whole plate ( fi gure 1 ). 

  When the fault ruptured, the freed leading edge of the Burma 

Plate snapped upward by as much as 5 meters. The resulting abrupt 

shove on the water column above set off  the deadly tsunami. It 

reached the Sumatran shore in minutes, but it took hours to reach India 

and, still later, Africa ( fi gure 2 ). 

  How high onshore the tsunami surged varied not only with 

distance from the epicenter but with coastal geometry. The highest 

runup was observed on gently sloping shorelines and where water was 

funneled into a narrowing bay. Detailed studies after the earthquake 

showed that in some places the tsunami waves reached heights of 31 

meters (nearly 100 feet). Destruction was profound and widespread 

( fi gure 3 ). An irony of tsunami behavior is that fi shermen well out at sea 

were unaff ected by, and even unaware of, the tsunami until they 

returned to port. 

  Most of the estimated 283,000 deaths from this earthquake 

were in fact due to the tsunami, not building collapse or other 

consequences of ground shaking. Thousands of people never found or 

accounted for were presumed to have been swept out to sea and 

drowned. Tsunami deaths occurred as far away as Africa. 

  And the Sunda Trench had more in store. When one section of a 

fault zone slips in a major earthquake, regional stresses are shifted, 

which can bring other sections closer to rupture. On 28 March 2005, a 

magnitude 8.6 earthquake (itself the seventh-largest worldwide since 

1900) ruptured the section of the fault zone just south of the 2004 

break ( fi gure 4 ). Though no major tsunami resulted this time, more 

than 1300 people died. Many more, already traumatized by the 2004 

disaster, were badly frightened again. On 12 September 2007, two 

earthquakes, of magnitude 8.4 and 7.9, ruptured parts of the 

subduction zone along the 1833 slip, and a magnitude 7.4 quake 

occurred near the southern end of the 2004 rupture. Some 

seismologists now fear that the shifting stresses may also lead to 

rupture along the Great Sumatran Fault, a strike-slip fault that runs 

parallel to the trench near the west coast of Sumatra. 

  A U.S. Indian Ocean Tsunami Early Warning System has now 

been established. It can provide much more timely and accurate 

warning of developing tsunamis in the area, especially with the aid 

  Figure 1   
 The December 2004 Sunda Trench earthquake ruptured a 400 km 

length of the southern Burma Plate, but aftershocks—only a few 

epicenters of which are shown here—aff ected the whole plate. 

  Image courtesy USGS/NASA   

of new monitoring techniques. In addition to surface buoys long 

used to detect the sea-surface undulations that might be due to a 

tsunami, warning systems here and elsewhere now also use deep 

FiFigugurere 1 1   

(Continued)
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  Figure 2   
 Travel time, in hours, for the tsunami generated by the 

26 December 2004 earthquake. 

  Image courtesy NOAA Pacifi c Marine Environmental Lab Tsunami 

Research Program   

  Figure 3    
 Gleebruk, Indonesia before (A) and after (B) the tsunami. Photographs 

were taken 12 April 2004 and 2 January 2005, respectively. 

Photographs © Digital Globe/Getty Images.   

buoys that are sensitive to deep-water pressure changes that could 

indicate a tsunami passing through. All the data are then relayed by 

satellite to stations where computers can quickly put the pieces 

together for prompt detection of the existence, location, and 

velocity of a tsunami so that appropriate warnings can be issued to 

areas at risk.  

   
 Colored areas show ruptures associated with earthquakes in 1833, 1861, 

and 2004 along the Sunda Trench. Stress shifts following the December 

2004 earthquake (epicenter at red star) may well have contributed to the 

March 2005 earthquake just to the south (yellow star). Aftershocks from 

the latter quake (yellow dots) suggest rupture of both the gap between 

the 1861 and 2004 rupture zones, and a large part of the former. 

Map courtesy U.S. Geological Survey Earthquake Hazards Program   
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  Figure 4.21    
 Flooding in Portage, Alaska, due to tectonic subsidence during 

1964 earthquake. 

  Photograph by G. Plafker, courtesy USGS Photo Library, Denver, CO.   

in part for fear of frightening tourists. Such behavior likely 

 contributed to the death toll. 

    Even in the absence of tsunamis, there is the possibility of 

coastal fl ooding from sudden subsidence as plates shift during 

an earthquake. Areas that were formerly dry land may be per-

manently submerged and become uninhabitable ( fi gure 4.21 ). 

Conversely, uplift of sea fl oor may make docks and other coastal 

structures useless, though this rarely results in casualties.   

 Fire 

 A secondary hazard of earthquakes in cities is  fi re , which may 

be more devastating than ground movement ( fi gure 4.22 ). In 

the 1906 San Francisco earthquake, 70% of the damage was 

due to fi re, not simple building failure. As it was, the fl ames 

were confi ned to a 10-square-kilometer area only by dyna-

miting rows of buildings around the burning section. Fires 

occur because fuel lines and tanks and power lines are bro-

ken, touching off fl ames and fueling them. At the same time, 

water lines also are broken, leaving no way to fi ght the fi res 

effectively, and streets fi ll with rubble, blocking fi re-fi ghting 

equipment. In the 1995 Kobe earthquake, broken pipelines 

left fi refi ghters with only the  water in their trucks’ tanks to 

battle more than 150 fi res. Putting numerous valves in all 

A

B

  Figure 4.22    
(A ) Classic panorama of San Francisco in fl ames, fi ve hours after the 1906 earthquake. (B) Five hours after the 1995 Kobe earthquake, the 

scene is similar, with many fi res burning out of control.

(A) Courtesy NOAA/NGDC; (B) Photograph by Dr. Roger Hutchison, courtesy NOAA.  
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water and fuel pipeline systems helps to combat these prob-

lems because breaks in pipes can then be isolated before too 

much pressure or liquid is lost.    

 Earthquake Prediction 
and Forecasting 

 Millions of people already live near major fault zones. For that 

reason, prediction of major earthquakes could result in many 

saved lives. Some progress has been made in this direction, but 

as the complexity of seismic activity is more fully recognized, 

initial optimism has been diminished considerably.  

 Seismic Gaps 

 Maps of the locations of earthquake epicenters along major 

faults show that there are stretches with little or no seismic 

 activity, while small earthquakes continue along other sections 

of the same fault zone. Such quiescent, or dormant, sections of 

otherwise-active fault zones are called    seismic gaps   . They 

 apparently represent “locked” sections of faults along which 

friction is preventing slip. These areas may be sites of future 

serious earthquakes. On either side of a locked section, stresses 

are being released by earthquakes. In the seismically quiet 

locked sections, friction is apparently suffi cient to prevent the 

fault from slipping, so the stresses are simply building up. The 

concern, of course, is that the accumulated energy will become 

so great that, when that locked section of fault fi nally does slip 

again, a very large earthquake will result. 

    Recognition of these seismic gaps makes it possible to 

identify areas in which large earthquakes may be expected in 

the future. The subduction zone bordering the Banda Plate had 

been rather quiet seismically for many decades before the 

 December 2004 quake; areas farther south along the Sunda 

Trench that are still locked may be the next to let go cata-

strophically. The 1989 Loma Prieta, California, earthquake 

occurred in what had been a seismic gap along the San An-

dreas fault. A major seismic gap along the subduction zone 

along the western side of Central America is likely to be the 

site of the next major earthquake to cause serious damage to 

Mexico City. Earthquake-cycle theory, discussed later in this 

chapter, may be a tool for anticipating major earthquakes that 

will fi ll such gaps abruptly.   

 Earthquake Precursors and Prediction 

 In its early stages, earthquake prediction was based particularly 

on the study of earthquake    precursor phenomena   , things that 

happen or rock properties that change prior to an earthquake. 

Many different possibilities have been examined. For exam-

ple, the ground surface may be uplifted and tilted prior to an 

earthquake. Seismic-wave velocities in rocks near the fault may 

change before an earthquake; so may electrical resistivity (the 

resistance of rocks to electric current fl owing through them). 

Changes have been observed in the levels of water in wells and/

or in the content of radon (a radioactive gas that occurs natu-

rally in rocks as a result of decay of trace amounts of uranium 

within them). Chinese investigators have cited examples of 

anomalous behavior of animals prior to an earthquake. 

    The hope, with the study of precursor phenomena, has 

been that one could identify patterns of precursory changes that 

could be used with confi dence to issue earthquake predictions 

precise enough as to time to allow precautionary evacuations or 

other preparations. Unfortunately, the precursors have not proven 

to be very reliable. Not only does the length of time over which 

precursory changes are seen before an earthquake vary, from 

minutes to months, but the pattern of precursors—which param-

eters show changes, and of what sorts—also varies. Most prob-

lematic, many earthquakes, including large ones, seem quite 

unheralded by recognizable precursors at all. Loma Prieta was 

one of these; so was Northridge, and so was Kobe. After decades 

of precursor studies, no consistently useful precursors have been 

recognized, though the search continues. Even if more-reliable 

precursors are identifi ed, too, as a practical matter it is always 

going to be easier to monitor shallow faults on land, like the San 

Andreas, than faults like the submarine Sumatran thrust fault.   

 Current Status of Earthquake Prediction 

 Since 1976, the director of the U.S. Geological Survey has had 

the authority to issue warnings of impending earthquakes and 

other potentially hazardous geologic events (volcanic eruptions, 

landslides, and so forth). An Earthquake Prediction Panel re-

views scientifi c evidence that might indicate an earthquake 

threat and makes recommendations to the director regarding the 

issuance of appropriate public statements. These statements 

could range in detail and immediacy from a general notice to 

residents in a fault zone of the existence and nature of earth-

quake hazards there, to a specifi c warning of the anticipated 

time, location, and severity of an imminent earthquake. In early 

1985, the panel made its fi rst endorsement of an earthquake 

prediction; the results are described in Case Study 4.2. 

    In the People’s Republic of China, tens of thousands of 

amateur observers and scientists work on earthquake predic-

tion. In February 1975, after months of smaller earthquakes, 

radon anomalies, and increases in ground tilt followed by a 

rapid increase in both tilt and microearthquake frequency, the 

scientists predicted an imminent earthquake near Haicheng in 

northeastern China. The government ordered several million 

people out of their homes into the open. Nine and one-half 

hours later, a major earthquake struck, and many lives were 

saved because people were not crushed by collapsing buildings. 

The next year, they concluded that a major earthquake could be 

expected near Tangshan, about 150 kilometers southeast of 

 Beijing. In this case, however, they could only say that the event 

was likely to occur sometime during the following two months. 

When the earthquake—magnitude over 8.0 with aftershocks up 

to magnitude 7.9—did occur, there was no immediate warning, 

no sudden change in precursor phenomena, and hundreds of 

thousands of people died. 
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  Figure 4.23    
 Periodicity of earthquakes assists in prediction/forecasting eff orts. 

Long-term records of major earthquakes on the San Andreas show 

both broad periodicity and some tendency toward clustering of 2 

to 3 earthquakes in each active period. Prehistoric dates are based 

on carbon-14 dating of faulted peat deposits. 

  Source: Data from U.S. Geological Survey Circular 1079   
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  Figure 4.24    
 The “earthquake cycle” concept. 

  Source: After U.S. Geological Survey Circular 1079, modifi ed after 

C. DeMets (pers. comm. 2006)   

    Only four nations—Japan, Russia, the People’s Republic 

of China, and the United States—have had government- 

sponsored earthquake prediction programs. Such programs 

typically involve intensifi ed monitoring of active fault zones to 

expand the observational data base, coupled with laboratory 

experiments designed to increase understanding of precursor 

phenomena and the behavior of rocks under stress. Even with 

these active research programs, scientists cannot monitor every 

area at once, and, as already noted, earthquake precursors are 

inconsistent at best, and at worst, often absent altogether. 

    In the United States, earthquake predictions have not been 

regarded as reliable or precise enough to justify such actions as 

large-scale evacuations. In the near term, it seems that the more 

feasible approach is earthquake forecasting, identifying levels 

of earthquake probability in fault zones within relatively broad 

time windows, as described below. This at least allows for long-

term preparations, such as structural improvements. Ultimately, 

short-term, precise predictions that can save more lives are still 

likely to require better recognition and understanding of precur-

sory changes, though recent studies have suggested that very 

short-term “early warnings” may have promise.  

 The Earthquake Cycle and Forecasting 

 Studies of the dates of large historic and prehistoric earthquakes 

along major fault zones have suggested that they may be broadly 

periodic, occurring at more-or-less regular intervals ( fi gure 4.23 ). 

This is interpreted in terms of an    earthquake cycle    that would 

occur along a (non-creeping) fault segment: a period of stress 

buildup, sudden fault rupture in a major earthquake, followed 

by a brief interval of aftershocks refl ecting minor lithospheric 

adjustments, then another extended period of stress buildup 

( fi gure 4.24 ). The fact that major faults tend to break in seg-

ments is well documented: The Anatolian fault zone, site of the 

1999 Turkish earthquakes, is one example; the San Andreas is 

another; so is the thrust fault along the Sunda Trench. The rough 

periodicity can be understood in terms of two considerations. 

First, assuming that the stress buildup is primarily associated 

with the slow, ponderous, inexorable movements of lithospheric 

plates, which at least over decades or centuries will move at 

fairly constant rates, one might reasonably expect an approxi-

mately constant rate of buildup of stress (or accumulated elastic 

strain). Second, the rocks along a given fault zone will have 

particular physical properties, which allow them to accumulate 

a certain amount of energy before failure, or fault rupture, and 

that amount would be approximately constant from earthquake 

to earthquake. Those two factors together suggest that periodic-

ity is a reasonable expectation. Once the pattern for a particular 

fault zone is established, one may use that pattern, together with 

measurements of strain accumulation in rocks along fault zones, 

to project the time window during which the next major earth-

quake is to be expected along that fault zone and to estimate the 
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  Figure 4.25    
 Earthquake forecast map issued by the 2007 Working Group on 

California Earthquake Probabilities, indicating the 30-year 

probability of a magnitude 6.7 or greater earthquake. Over the 

whole state, the probability of such a large earthquake by 2038 

was estimated at 99.7%; the probability of at least one quake of 

magnitude 7.5 or greater was set at 46%. 

  Image courtesy: Southern California Earthquake Center/USGS/CGS.   

likelihood of the earthquake’s occurrence in any particular time 

period. Also, if a given fault zone or segment can store only a 

certain amount of accumulated energy before failure, the maxi-

mum size of earthquake to be expected can be estimated. 

    This is, of course, a simplifi cation of what can be a very 

complex reality. For example, though we speak of “The San 

Andreas fault,” it is not a single simple, continuous slice through 

the lithosphere, nor are the rocks it divides either identical or 

homogeneous on either side. Both stress buildup and displace-

ment are distributed across a number of faults and small blocks 

of lithosphere. Earthquake forecasting is correspondingly more 

diffi cult. Nevertheless, the U.S. Geological Survey’s Working 

Group on California Earthquake Probabilities publishes fore-

casts for different segments of the San Andreas ( fi gure 4.25 ). 

Note that in this example, the time window in question is a 30-

year period. Such projections, longer-term analogues of the me-

teorologist’s forecasting of probabilities of precipitation in 

coming days, are revised as small (and large) earthquakes occur 

and more data on slip in creeping sections are collected. For 

 example, after the 1989 Loma Prieta earthquake, which substan-

tially shifted stresses in the region, the combined probability of 

a quake of magnitude 7 or greater either on the peninsular seg-

ment of the San Andreas or on the nearby Hayward fault (locked 

since 1868) was increased from 50 to 67%. Forecasts are also 

being refi ned through recent research on fault interactions and 

the ways in which one earthquake can increase or decrease the 

likelihood of slip on another segment, or another fault entirely. 

 Earthquake Early Warnings? 

 When hurricanes threaten, public offi cials agonize over issues 

such as when or whether to order evacuation of threatened 

areas; how, logistically, to make it happen; and how to secure 

property in evacuated areas. Similar issues will arise if and 

when scientifi c earthquake predictions become feasible. In the 

meantime, a new idea has surfaced for saving lives and prop-

erty damage: Earthquake early warnings issued a few seconds, 

or perhaps tens of seconds, before an earthquake strikes. 

    What good would that do? Potentially, quite a lot: Trains 

could be slowed and stopped, traffi c lights adjusted to get people off 

vulnerable bridges, elevators stopped at the nearest fl oor and their 

doors opened to let passengers out. Automated emergency systems 

could shut off valves in fuel or chemical pipelines and initiate shut-

down of nuclear power plants. People in homes or offi ces could 

quickly take cover under sturdy desks and tables. And so on. 

    The idea is based on the relative travel times of seismic 

waves. The damaging surface waves travel more slowly than the P 

and S waves used to locate earthquakes. Therefore, earthquakes 

can be located seconds after they occur, and—at least for places at 

some distance from the epicenter—warnings transmitted to areas 

at risk before the surface waves hit. However, to decide when 

these warnings should be issued and automated-response systems 

activated, one wants to know the earthquake’s magnitude as well; 

scrambling to react to every one of the thousands of earthquakes 

that occur each year would create chaos. And it is currently more 

diffi cult to get a very accurate measure of magnitude in the same 

few seconds that it takes to determine an earthquake’s location. 

    Japan, at least, has taken this concept seriously. The Japan 

Meteorological Agency (which also deals with earthquakes and 

tsunamis) has already developed the capacity to issue these 

alerts, using a network of over 1000 seismographs, and public 

alerts are now issued for larger quakes. The effectiveness of the 

system has not yet been tested in a major earthquake, and will 

certainly be limited by the fact that many facilities have not 

been retrofi tted for automatic response, largely because of cost. 

Still, the system offers great promise for reducing casualties in 

a very earthquake-prone part of the world. 

 Public Response to Earthquake Hazards 

 A step toward making any earthquake-hazard warning system 

work would be increasing public awareness of earthquakes as a 

hazard. Several other nations are far ahead of the United States 

in this regard. In the People’s Republic of China, vigorous pub-

lic-education programs (and several major modern earthquakes) 

have made earthquakes a well-recognized hazard. “Earthquake 

drills,” which stress orderly response to an earthquake warning, 

are held in Japan on the anniversary of the 1923 Tokyo earth-

quake, in which nearly 150,000 people died. 
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  Case Study 4.2 

 Understanding Faults Better—Parkfi eld and SAFOD 

 In 1985, the USGS Earthquake Prediction Panel made what looked like a 

very straightforward prediction.   They agreed that an earthquake of 

Richter magnitude about 6 could be expected on the San Andreas fault 

near Parkfi eld, California, in January 1988 6 5 years. The prediction was 

based, in large part, on the cyclic pattern of recent seismicity in the area, 

consistent with the earthquake-cycle model. On average, major 

earthquakes had occured there every twenty-two years, and the last 

had been in 1966 (fi gure 1). Both the estimated probability and the 

panel’s degree of confi dence were very high. Yet the critical time period 

came and went—and no Parkfi eld earthquake, even 15 years after the 

targeted date. Meanwhile, local residents were angered by perceived 

damage to property values and tourism resulting from the prediction. 

  The long-awaited quake fi nally happened in late September 

2004. Despite the fact that this fault segment has been heavily 

instrumented and closely watched since the mid-1980s in anticipation 

of this event, there were no clear immediate precursors to prompt a 

short-term warning of it. Seismologists began combing their records in 

retrospect to see what subtle precursory changes they might have 

missed, and they launched a program of drilling into the fault to 

improve their understanding of its behavior. 

  Enter SAFOD, the San Andreas Fault Observatory at Depth. 

Funded by the National Science Foundation as part of a plan of geologic 

studies known as EarthScope, the idea is to drill through the San 

Andreas Fault near Parkfi eld, collecting rock and fl uid samples and 

installing instruments to monitor the fault zone over the long term, with 

a goal of better understanding the fault and how the earthquake cycle 

operates along it. The pilot hole was actually drilled in 2002, before the 

last signifi cant Parkfi eld quake. The main hole makes use of technology 

now also used in the petroleum industry, which allows the angle of 

drilling to change at depth (fi gure 2). Thus one starts with a vertical hole 

beside the fault, then angles toward it to drill across the fault zone. 

  In the target section, much of the fault is actually creeping, but a 

small section within the creeping area ruptures every few years with small 

(magnitude-2) earthquakes. Seismologists want to understand how that 

is possible. Unfortunately, by the time funding ran out in 2007, they had 

retrieved rock samples from the creeping section (which contain talc, a 

soft, slick mineral that might facilitate the creep) but none from the more 

coherent, elastic section that supports the earthquakes. They hope to be 

able to drill more extensively in the future. Meanwhile, monitoring 

instruments will allow them to track strain, fl uid pressure, and other 

properties along the fault zone as some parts creep and others rupture, 

giving real-time information about what goes on at depth in a fault zone.  
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Figure 1
Based on the generally regular intervals separating the previous six 

signifi cant earthquakes on this segment of the San Andreas, the next was 

predicted for 1988, plus or minus fi ve years. But it did not occur until 2004, 

for reasons yet to be determined.
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Figure 2
Cross section of the region drilled for SAFOD. Colors refl ect electrical resistivity; 

lower-resistivity areas (warmer colors) may contain more pore fl uid to 

facilitate creep. Short black segments branching off  low end of main hole 

are sites of rock cores collected; white dots are foci of minor earthquakes.
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  Figure 4.26    
 Correlation between waste disposal at the Rocky Mountain Arsenal 

(bottom diagram) and the frequency of earthquakes in the Denver 

area (top). 

Adapted from David M. Evans, “Man-made Earthquakes in Denver,” 

Geotimes, 10(9):11-18 May/June 1966. Used by permission.  

    By contrast, in the United States, surveys have repeatedly 

shown that even people living in such high-risk areas as along 

the San Andreas fault are often unaware of the earthquake haz-

ard. Many of those who are aware believe that the risks are not 

very great and indicate that they would not take any special ac-

tion even if a specifi c earthquake warning were issued. Past 

mixed responses to tsunami warnings underscore doubts about 

public reaction to earthquake predictions. 

    Many public offi cials have a corresponding lack of under-

standing or concern. Earthquake prediction aside, changes in 

land use, construction practices, and siting could substantially 

reduce the risk of property damage from earthquakes. Earth-

quake-prone areas also need comprehensive disaster-response 

plans. Within the United States, California is a leader in taking 

necessary actions in these areas. However, even there, most 

laws aimed at earthquake-hazard mitigation have been passed 

in spurts of activity following sizeable earthquakes, and many 

do not provide for retrofi tting existing structures. 

    An important fi rst step to improving public response is 

education to improve public understanding of earthquake phe-

nomena and hazards. The National Earthquake Hazards Reduc-

tion Program includes such an educational component. The need 

for it was reinforced in 1990 by public reaction to an unoffi cial 

earthquake “prediction.” In that year, a biologist-turned-climato-

logical-consultant predicted a major earthquake for the New 

 Madrid fault zone (see section on Other Potential Problem  Areas). 

The “prediction” was based on the fact that on 3 December 1990, 

the alignment of sun, moon, and earth would result in maximum 

tidal (gravitational) stress on the solid earth—which, presumably, 

would tend to trigger earthquakes on long-quiet faults. Geolo-

gists had previously investigated this concept and found no cor-

relation between tidal stresses and major earthquakes; the 

“prediction” was not endorsed by the scientifi c community. 

    Unfortunately, geologists could not declare absolutely that 

an earthquake would  not  occur, only that the likelihood was ex-

tremely low. Meanwhile, in the New Madrid area, there was 

widespread panic: stores were stripped of emergency supplies; 

people scheduled vacations for the week in question (public-ser-

vice personnel were forbidden to do so); schools were closed for 

that week. In the end, as some reporters described it, the biggest 

news was the traffi c jam as all the curious left town after the 

earthquake didn’t happen. The geologic community was very 

frustrated at indiscriminate media coverage, which certainly con-

tributed to public concern, and is worried about public response 

to future, scientifi c prediction efforts. It will be interesting to ob-

serve Japanese response to early warnings in this connection. 

 Earthquake Control?  

 Since earthquakes are ultimately caused by forces strong enough 

to move continents, human efforts to stop earthquakes from oc-

curring would seem to be futile. However, there has been specu-

lation about the possibility of moderating some of earthquakes’ 

most severe effects. If locked faults, or seismic gaps, represent 

areas in which energy is accumulating, perhaps enough to cause 

a major earthquake, then releasing that energy before too much 

has built up might prevent a major catastrophe. 

    In the mid-1960s, the city of Denver began to experience 

small earthquakes. They were not particularly damaging, but 

they were puzzling. In time, geologist David Evans suggested a 

connection with an Army liquid-waste-disposal well at the 

nearby Rocky Mountain Arsenal. The Army denied any possi-

ble link, but a comparison of the timing of the earthquakes with 

the quantities of liquid pumped into the well at different times 

showed a very strong correlation ( fi gure 4.26 ). The earthquake 

foci were also concentrated near the arsenal. It seemed likely 

that the liquid was “lubricating” old faults, allowing them to 

slip. In other words, the increased fl uid pressure in the cracks 

and pore spaces in the rocks resulting from the pumping-in of 

fl uid decreased the shear strength, or resistance to shearing 

stress, along the fault zone. Other observations and experiments 

around the world have supported the concept that fl uids in fault 

zones may facilitate movement along a fault. 

    Such observations at one time prompted speculation that 

 fl uid injection  might be used along locked sections of major 

faults to allow the release of built-up stress. Unfortunately, ge-

ologists are far from sure of the results to be expected from in-

jecting fl uid (probably water) along large, locked faults. There 

is certainly no guarantee that only small earthquakes would be 

produced. Indeed, in an area where a fault had been locked for 

a long time, injecting fl uid along that fault could lead to the re-

lease of all the stress at once, in a major, damaging earthquake. 

If a great deal of energy had accumulated, it is not even clear 

that all that energy could be released entirely through small 

earthquakes (recall table 4.2). The possible casualties and 
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 damage are a tremendous concern, as are the legal and political 

consequences of a serious, human-induced earthquake. The 

technique might be more safely used in major fault zones that 

have not been seismically quiet for long, where less stress has 

built up, to prevent that stress from continuing to build. The fi rst 

attempts are also likely to be made in areas of low population 

density to minimize the potential danger. Certainly, much more 

research would be needed before this method could be applied 

safely and reliably on a large scale.   

 Future Earthquakes 
in North America?   

 Areas of Widely Recognized Risk 

 Southern Alaska sits above a subduction zone. On 27 March 

1964, it was the site of the second-largest earthquake of the 

twentieth century (estimated at approximately Richter magni-

  Figure 4.27    
 Examples of property damage from the 1964 earthquake in 

Anchorage, Alaska. (A) Fourth Avenue landslide: Note the 

diff erence in elevation between the shops and street on the right 

and left sides. (B) Wreckage of Government Hill School, Anchorage. 

(C) Landslide in the Turnagain Heights area, Anchorage. Close 

inspection reveals a number of houses amid the jumble of down-

dropped blocks in the foreground. 

  Photographs courtesy USGS Photo Library, Denver, CO.   
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tude 8.4, moment magnitude 9.2). The main shock, which lasted 

three to four minutes, was felt more than 1200 kilometers from 

the epicenter. About 12,000 aftershocks, many over magnitude 

6, occurred during the next two months, and more continued 

intermittently through the following year. The associated up-

lifts—up to 12 meters on land and over 15 meters in places on 

the sea fl oor—left some harbors high and dry and destroyed 

habitats of marine organisms. Downwarping of 2 meters or 

more fl ooded other coastal communities. Tsunamis destroyed 

four villages and seriously damaged many coastal cities; they 

were responsible for about 90% of the 115 deaths. The tsunamis 

traveled as far as Antarctica and were responsible for sixteen 

deaths in Oregon and California. Landslides—both submarine 

and aboveground—were widespread and accounted for most of 

the remaining casualties. Total damage was estimated at $300 

million (see  fi gure 4.27 ). The death toll might have been far 

higher had the earthquake not occurred in the early evening, on 

the Good Friday holiday, before peak tourist or fi shing season. 

The area can certainly expect more earthquakes—including 
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 severe ones. Nor is the Alaskan earthquake hazard limited to the 

subduction zone, as was emphasized by the 2002 quake on the 

(strike-slip) Denali fault. 

    When the possibility of another large earthquake in San 

Francisco is raised, geologists debate not “whether” but “when?” 

At present, that section of the San Andreas fault has been locked 

for some time. The last major earthquake there was in 1906. At 

that time, movement occurred along at least 300 kilometers, 

and perhaps 450 kilometers, of the fault. The 100th anniversary 

of that event brought it back into the public eye, inspiring a va-

riety of exhibits and historical studies, and a hard look at what 

might happen in a similar event today. The 1995 Kobe quake is 

a useful analog. 

    If another earthquake of the size of the 1906 event were to 

strike the San Francisco area, an estimated 800 to 3400 deaths 

would occur (depending largely on the time of day), with tens 

of thousands more injured. One could expect $100 billion in 

property damage from ground shaking alone, with perhaps 

 another $50 billion from fi re damage and economic disruption. 

At present, the precursor phenomena, insofar as they are under-

stood, do not indicate that a great earthquake will occur near 

San Francisco within the next few years. However, the unher-

alded Loma Prieta and Parkfi eld earthquakes were none too re-

assuring in this regard. 

    Events of the past few years have suggested that there 

may, in fact, be a greater near-term risk along the southern San 

Andreas, near Los Angeles, than previously thought. In the 

spring and summer of 1992, a set of three signifi cant earth-

quakes, including the Landers quake, occurred east of the south-

ern San Andreas. The 1994 Northridge earthquake then occurred 

on a previously unrecognized buried thrust fault. The southern 

San Andreas in this region, which last broke in 1857, has re-

mained locked through all of this, so the accumulated strain has 

not been released by this cluster of earthquakes. Some believe 

that their net effect has been to increase the stress and the likeli-

hood of failure along this section of the San Andreas. Moreover, 

in the late 1800s, there was a signifi cant increase in numbers of 

moderate earthquakes around the northern San Andreas, fol-

lowed by the 1906 San Francisco earthquake. The 1992–1994 

activity may represent a similar pattern of increased activity 

building up to a major earthquake along the southern San 

 Andreas. Time will tell. 

    California has a considerable array of seismographs in 

place, so it might be a suitable place to initiate a U.S. early-

warning system. Where earthquake risks are less well- recognized, 

monitoring is typically also less intensive, and the public is cer-

tainly less aware of potential risks.   

 Other Potential Problem Areas 

 Perhaps an even more dangerous situation is that in which peo-

ple are not conditioned to regard their area as hazardous or 

earthquake-prone. The central United States is an example. 

Though most Americans think “California” when they hear 

“earthquake,” some of the strongest and most devastating earth-

quakes ever in the continuous United States occurred in the 

 vicinity of New Madrid, Missouri, during 1811–1812. The three 

strongest shocks are each estimated to have had magnitudes 

around 8; they were spaced over almost two months, from 16 

December 1811 to 7 February 1812. Towns were leveled, or 

drowned by fl ooding rivers. Tremors were felt from Quebec to 

New Orleans and along the east coast from New England to 

Georgia. Lakes were uplifted and emptied, while elsewhere the 

ground sank to make new lakes; boats were fl ung out of rivers. 

Aftershocks continued for more than ten years. Total damage 

and casualties have never been accurately estimated. It is the se-

verity of those earthquakes that makes the central United States 

a high-risk area on the U.S. seismic-risk map ( fi gure 4.28 ). 

    The potential damage from even one earthquake as severe 

as the worst of the New Madrid shocks is enormous: 12 million 

people now live in the area. Yet very few of those 12 million are 

probably fully aware of the nature and extent of the risk. The 

big earthquakes there were a long time ago, beyond the memory 

of anyone now living. More attention was focused on the area 

by the (unfulfi lled) amateur earthquake prediction made in late 

1990, mentioned earlier. Beneath the midcontinent is a failed 

rift, a place where the continent began to rift apart, then stopped. 

Long and deep faults in the lithosphere there remain a zone of 

weakness in the continent and a probable site of more major 

tremors. It is just a matter of time. Unfortunately, the press gave 

far more coverage to the 1990 “earthquake prediction” and to 

public reaction to it than to the scientifi c basis for prediction 

efforts generally or to the underlying geology and the nature of 

the hazard there in particular. As a result, and because there then 

was no major New Madrid earthquake in 1990, there is a real 

danger that any future offi cial, scientifi c earthquake predictions 

for this area will not be taken seriously enough. The effects may 

be far-reaching, too, when the next major earthquake comes. 

  Figure 4.28    
 U.S. Seismic Hazard Map. The map refl ects potential intensity of 

possible earthquakes rather than just frequency. Scale shows 

maximum horizontal acceleration (as % of g; see fi gure 4.17) that 

has a 2-in-100 chance of being exceeded in the next 50 years. 

  From U.S. Geological Survey National Seismic Hazard Mapping 

Project , 2008.  

% g
16-32

32-48

48-64

64+

8-16

4-8

0-4

Lowest

hazard

Highest

hazard



 Chapter Four Earthquakes 91

Canada

United States

Mexico

Vancouver
JUAN DE
FUCA
PLATE

Seattle

Trench

San Francisco

Los Angeles

NORTH
AMERICAN

PLATE

PACIFIC
PLATE

S
A

N
A
N
D
R
E
A
S

FAULT

Seismic waves propagate much more effi ciently in the solid, 

cold, unfractured rocks of the continental interior than in, for 

example, the younger, warmer, complexly faulted, jumbled 

rocks around the San Andreas fault (fi gure 4.29). Therefore, 

when the next major earthquake occurs in the New Madrid fault 

zone, the consequences will be widespread. 

    There are still other hazards. The 1886 Charleston, South 

Carolina, earthquake was a clear indication that severe earth-

quakes can occur in the east also, as is refl ected in the seismic-

hazard map and in  fi gure 4.29 . Much of the southeastern United 

States, however, is blanketed in sediment, which somewhat 

complicates assessment of past activity and future hazards. 

    In the Pacifi c Northwest, there is seismicity associated 

with subduction ( fi gure 4.30 ). Recent measurements among the 

mountains of Olympic National Park reveal crustal shortening 

and uplift that may indicate locking along the subduction zone 

to the west. An earthquake there could be as large as the 1964 

Alaskan earthquake—also subduction-related—but with far 

more potential for damage and lost lives among the more than 

10 million people in the Seattle/Portland area. A bit of a wakeup 

call in this regard was the magnitude-6.8 earthquake that shook 

  Figure 4.30    
 At the northern end of the San Andreas Fault lies a subduction 

zone under the Pacifi c Northwest. 

  Modifi ed from U.S. Geological Survey.   

the region in 2001. Though no lives were lost, over $1 billion in 

damage resulted. 

    Canada is, on the whole, much less seismically active 

than the United States. Still, each year, about 300 earthquakes 

(only four of magnitude greater than 4) occur in eastern Canada, 

where an apparent zone of crustal weakness exists in the conti-

nental interior. Numerous other earthquakes—again, mostly 

small ones—occur in western Canada, primarily associated 

with the subduction zone there. Fortunately, severe Canadian 

earthquakes have been rare: a magnitude-7.2 event, complete 

with tsunami, off the Grand Banks of Newfoundland in 1929; 

an earthquake swarm with largest event magnitude 5.7 in cen-

tral New Brunswick in 1982; a magnitude-7.3 quake under 

 Vancouver Island in 1946; and a total of seven quakes of mag-

nitude 6 or greater in the area of southwestern Canada in the last 

century. Still, the potential for signifi cant earthquakes clearly 

continues to exist, while public awareness, particularly in east-

ern Canada, is likely to be low.      

  Figure 4.29    
 Part of the danger that midcontinent, intraplate earthquakes 

represent is related to the much broader areas likely to be aff ected, 

given the much more effi  cient transmission of seismic energy in 

the compact rocks that underlie these areas. Inner (dark tan) zone 

in each case experienced Mercalli intensity VII or above; outer (light 

tan), intensity VI or above. 

  Source: After U.S. Geological Survey Professional Paper 1240-B   

 Summary 
 Earthquakes result from sudden slippage along fault zones in 

response to accumulated stress. Most earthquakes occur at plate 

boundaries and are related to plate-tectonic processes. 

Earthquake hazards include ground rupture and shaking, 

liquefaction, landslides, tsunamis, coastal fl ooding, and fi res. The 

severity of damage is determined not only by the size of an 

earthquake but also by underlying geology and the design of 

aff ected structures. While earthquakes cannot be stopped, their 

negative eff ects can be limited by (1) designing structures in active 

fault zones to be more resistant to earthquake damage; 

(2) identifying and, wherever possible, avoiding development in 

areas at particular risk from earthquake-related hazards; (3) increasing 
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public awareness of and preparedness for earthquakes in 

threatened areas; (4) refi ning and expanding tsunami warning 

systems and public understanding of appropriate response; and 

(5) learning enough about patterns of seismicity over time along 

fault zones, and about earthquake precursor phenomena, to make 

accurate and timely predictions of earthquakes and thereby save 

lives. Until precise predictions on a short timescale become 

feasible, longer-term earthquake forecasts may serve to alert the 

public to general levels of risk and permit structural improvements 

and planning for earthquake response, while very-short-term 

warnings may allow automated emergency responses that save 

lives and property.   
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 Questions for Review  

   1.   Explain the concept of fault creep and its relationship to the 

occurrence of damaging earthquakes.  

   2.   Why must rocks behave elastically in order for earthquakes to 

occur?  

   3.   How do strike-slip and dip-slip faults diff er?  

   4.   In what kind of plate-tectonic setting might you fi nd (a) a 

strike-slip fault? (b) a thrust fault?  

   5.   What is an earthquake’s focus? Its epicenter? Why are 

deep-focus earthquakes concentrated in subduction zones?  

   6.   Name the two kinds of seismic body waves, and explain how 

they diff er.  

   7.   On what is the assignment of an earthquake’s magnitude 

based? Is magnitude the same as intensity? Explain.  

   8.   List at least three kinds of earthquake-related hazards, and 

describe what, if anything, can be done to minimize the 

danger that each poses.  

   9.   What is a seismic gap, and why is it a cause for concern?  

   10.   Describe the concept of earthquake cycles and their 

usefulness in forecasting earthquakes.  

   11.   Explain the distinction between earthquake prediction and 

earthquake forecasting, and describe the kinds of precautions 

that can be taken on the basis of each.  

   12.   What is the basis for issuing earthquake early warnings as is 

currently done in Japan? Cite two actions it makes possible 

that would reduce casualties, and one limitation on its 

usefulness.  

   13.   Evaluate fl uid injection as a possible means of minimizing the 

risks of large earthquakes.  

   14.   Areas identifi ed as high risk on the seismic-risk map of the 

United States may not have had signifi cant earthquake 

activity for a century or more. Why, then, are they mapped as 

high-risk regions?    

 Exploring Further 

   1.   Check out current/recent seismicity for the United States and 

Canada, or for the world, over a period of (a) one week and 

(b) one month. Tabulate by magnitude and compare with 

table 4.2. Are the recent data consistent with respect to 

relative frequencies of earthquakes of diff erent sizes? 

Comment. (The USGS website  http://earthquake.usgs.gov/ 

provides  links to relevant data.)  

   2.   Look up your birthday, or other date(s) of interest, in “Today in 

Earthquake History” ( http://earthquake.usgs.gov/learning/

today ) and see what you fi nd! Investigate the tectonic setting 

of any signifi cant earthquake listed.  

   3.   Investigate the history of any modern earthquake activity in 

your own area or in any other region of interest. What 

geologic reasons are given for this activity? How probable is 

signifi cant future activity, and how severe might it be? (The 

U.S. Geological Survey or state geological surveys might be 

good sources of such information.)  

  4.   Consider the issue of earthquake prediction from a public-policy 

standpoint. How precise would you wish a prediction to be 

before making a public announcement? Ordering an evacuation? 

What kinds of logistical problems might you anticipate?                                          

 Exercises  
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Deriba Caldera, western Sudan. The outer crater (caldera), 5 km (about 3 miles) wide, formed by the explosive eruption of Jebel Marra volcano 

3500 years ago; later eruptions formed the inner crater. Water in the caldera is likely a mix of rainwater and water from hot springs.

 Image courtesy of Earth Sciences and Image Analysis Laboratory, NASA Johnson Space Center. 

 Volcanoes  
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scientists studying ac tive v olcanoes w ere unexpec tedly o ver-

come by sudden eruptive activity. 

  Mount St. Helens is not the only source of volcanic danger 

in the Unit ed Stat es. A do zen or mor e peaks in the w estern 

United States could potentially become active, and other ar eas 

also may present some threat. For example, the spectacular gey-

sers, hot springs , and other thermal f eatures of Yellowstone 

 National Park refl ect its fi ery volcanic past and ma y foretell an 

equally lively future. Another area of concern is the Long Valley–

Mammoth Lakes ar ea of C alifornia, wher e def ormation of the 

ground surface and increased seismic ac tivity may be evidence 

of rising magma and impending eruption. And since 1983, 

Kilauea has been int ermittently ac tive, swallo wing r oads and  

homes as it builds Hawaii ever larger ( fi gure 5.1 ).    

   Like earthquakes, volcanoes are associated with a variety of 

local hazards; in some cases, volcanoes even have global impacts. 

The dangers from any particular volcano, which are a function of 

  On the morning of 18 Ma y 1980,   thir ty-year-old Da vid 

 Johnston, a v olcanologist with  th e U.S. Geolog ical Sur vey, 

was wat ching the instruments monit oring M ount St. Helens in  

Washington State. He was one of man y scientists keeping a war y 

eye on the v olcano, expecting some k ind of eruption, perhaps a  

violent one, but uncertain of its probable size. His observation post 

was more than 9 k ilometers from the mountain’s peak. Suddenly, 

he radioed to the control center, “Vancouver, Vancouver, this is it!” 

  It was indeed . Seconds later, the nor th side of the moun-

tain blew out in a massive blast that would ultimately cost nearly 

$1 billion in damages and t wenty-fi ve lives, with another thir ty-

seven persons missing and presumed dead. The mountain’s ele-

vation was reduced by more than 400 meters. David Johnston 

was among the casualties. His death illustrates that even the ex-

perts still have much to learn about the ways of volcanoes. That 

fact has been reinforced by a dozen more volcanologists’ deaths 

since 1990—in Japan, Indonesia, Colombia, and Ecuador—as 
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This chapt er examines diff erent k inds of v olcanic phenomena 

and ways to minimize the dangers.    

what may be called its eruptive style, depend on the kind of 

magma it erupts and on its geolog ic and geog raphic settings . 

A B

  Figure 5.1   
 (A) Million-dollar Wahalua visitors’ center in Hawaii Volcanoes National Park, afl ame as it is engulfed by lava in 1989. (B) Ruins of the visitors’ 

center after the lavas cooled. 

  Photograph (A) by J. D. Griggs, USGS Photo Library, Denver, Co.   

 Magma Sources and Types  

 Temperatures at the earth’s surface are too low to melt rock, but 

temperature, like pressure, increases with depth. Some of this inter-

nal heat is left over from the earth’s formation; more is constantly 

generated by the decay of naturally occurring radioactive elements 

in the earth. The majority of magmas originate in the upper mantle, 

at depths between 50 and 250 kilometers (30 and 150 miles), where 

the temperature is high enough and the pressure is low enough that 

the rock can melt, wholly or partially. They are typically generated 

in one of three plate-tectonic settings: (1) at divergent plate bound-

aries, both ocean ridges and continental rift zones; (2) over subduc-

tion zones; and (3) at “hot spots,” isolated areas of volcanic activity 

that are not associated with current plate boundaries. 

    The composition of a magma is determined by the 

material(s) from which the melt is derived, and the extent of 

melting of that source material. The tectonic setting in which the 

magma is produced controls both what raw materials are avail-

able to melt and how the process proceeds. Thus each tectonic 

setting tends to be characterized by certain magma composi-

tions. This is signifi cant because a magma’s composition, in 

turn, infl uences its physical properties, which determine the way 

it erupts—quietly or  violently—and therefore the particular 

types of hazards it represents. Certain types of volcanic hazards 

are therefore associated with particular plate-tectonic settings.

 The major compositional variables among magmas are the 

proportions of silica (SiO2), iron, and magnesium. In  general, 

the more silica-rich magmas are poorer in iron and magnesium, 

and vice versa. A magma (or rock) relatively rich in iron and 

magnesium (and ferromagnesian silicates) is sometimes de-

scribed as  mafi c;  relatively silica-rich rocks tend to be rich in 

feldspar as well, and such rocks and magmas are therefore some-

times called  felsic.   Figure 5.2  relates the various common volca-

nic rock types and their plutonic equivalents. Note that in this 

  Figure 5.2   
 Common volcanic rock types (bottom labels) and their plutonic 

equivalents (top). The rock names refl ect varying proportions of silica, 

iron, and magnesium, and thus of common silicate minerals. Rhyolite is 

the fi ne-grained, volcanic compositional equivalent of granite, and so on.  
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down with it, in the seafl oor rocks themselves, which interacted 

with seawater as they formed, and in the sediments subducted 

along with the lithospheric plate. As the subducted rocks and 

sediments go down, they are heated by the surrounding warm 

mantle, and eventually they become hot enough that the fl uids 

are driven off, rising into the asthenosphere above and starting it 

melting. The effect is somewhat similar to the way that sprin-

kling salt on an icy sidewalk promotes melting of the ice. 

    The asthenosphere is extremely rich in ferromagnesians 

 (“ultramafi c”). The partial melts of asthenosphere that result from 

these processes are typically mafi c. This accounts for the    basalt    

(mafi c volcanic rock) that forms new sea fl oor at spreading ridges. At 

a continental rift zone, the asthenosphere-derived melt is also mafi c, 

but the rising hot basaltic magma may warm the more granitic con-

tinental crust enough to produce some silica-rich melt also—making 

   rhyolite   , the volcanic equivalent of granite—or the basaltic magma 

may incorporate some crustal material to make    andesite   , interme-

diate in composition between the mafi c basalt and felsic rhyolite. 

    The magma typical of a hot-spot volcano in an ocean basin 

is similar to that of a seafl oor spreading ridge: mafi c, basaltic melt 

derived from partial melting of the ultramafi c mantle, which will 

remain basaltic even if it should interact with the basaltic sea fl oor 

on its way to the surface. A hot spot under a continent may produce 

more felsic magmas, just as can occur in a continental rift zone. 

    Magmatic activity in a subduction zone can be complex 

( fi gure 5.3 ). The bulk of melt generated is again likely to be 

context, “silica-poor” still means 45 to 50% SiO2; all of the prin-

cipal minerals in most volcanic rocks are silicates. The most 

silica-rich magmas may be up to 75% SiO2. 

    Magmas also vary in physical properties. The silica-poor 

mafi c lavas are characteristically “thin,” or low in viscosity, so 

they fl ow very easily. The more felsic (silica-rich) lavas are more 

viscous, thicker and stiffer, and fl ow very sluggishly. Magmas also 

contain dissolved water and gases. As magma rises, pressure on it 

is reduced, and these gases begin to escape. From the more fl uid, 

silica-poor magmas, gas escapes relatively easily. The viscous, 

silica-rich magmas tend to trap the gases, which may lead, eventu-

ally, to an explosive eruption. The physical properties of magmas 

and lavas infl uence the kinds of volcanic structures they build, as 

well as their eruptive style, as we will explore later in the chapter. 

    So how do magmas originate? The asthenosphere is very 

close to its melting temperature, which accounts for its plastic 

behavior. Two things can trigger melting in this warm astheno-

sphere. One is a reduction in pressure. This promotes melting at 

a spreading ridge or rift zone, as noted in chapter 3: pressure 

from the overlying plates is reduced as they split and part, allow-

ing melting in the asthenosphere below. It also accounts for 

melting in the rising plume of mantle at a hot spot, for as hot 

plume material rises to shallower depths, the pressure acting on 

it is reduced, and again some melting may occur. The other fac-

tor that can promote melting of the asthenosphere is the addition 

of fl uids, such as water. A subducting oceanic plate carries water 

  Figure 5.3   
 In a subduction zone, water and other fl uids from the downgoing slab and sediments promote melting of asthenosphere; the hot, rising 

magma, in turn, may assimilate or simply melt overlying lithosphere, producing a variety of melt compositions.  
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  Figure 5.4   
 Schematic diagram of a continental fi ssure eruption. (At a spreading 

ridge, the magma has generally solidifi ed before it can spread very 

far sideways at the surface, quenched by cold seawater.)  

Lithosphere

A

B

  Figure 5.5   
 Flood basalts. (A) Areal extent of Columbia River fl ood basalts. 

(B) Multiple lava fl ows, one atop another, can be seen in an outcrop 

of these fl ows in Washington state. 

  (B) Photograph by P. Weis, U.S. Geological Survey   

mafi c initially, derived from the asthenosphere as water is re-

leased from the subducted sediments and slab of lithosphere. 

There may be contributions to the melt from melting of the 

sediments and, as subduction and slab warming proceed, even 

from some melting of the slab itself. Partial melting of basal-

tic slab material would add a more andesitic component. Melt-

ing of the basaltic crust and mafi c upper mantle of the 

subducted slab, or of the asthenosphere above it, would tend 

to produce basaltic or perhaps andesitic magma. Sediments 

derived from continental crust would be relatively silica-rich, 

so the addition of melted sediments to the magma could tend 

to make it more felsic. 

    Interaction with the overriding plate adds further com-

plexity. Incorporation of crust from an overriding continent as 

the magma rises toward the surface adds more silica, and ulti-

mately, an andesitic-to-rhyolitic melt may result. Heat from the 

rising magma can melt adjacent continental rocks to produce a 

separate granitic melt. In an island-arc setting, the overriding 

plate is not silica-rich, so the lavas erupted at the surface are 

basaltic to andesitic in composition.    

 Styles and Locations 
of Volcanic Activity  

 Given the defi nition of volcanic rock—igneous rock formed at 

or near the earth’s surface—most volcanic rock is actually cre-

ated at the seafl oor spreading ridges, where magma fi lls cracks 

in the lithosphere and crystallizes close to the surface. Spread-

ing ridges spread at the rate of only a few centimeters per year, 

but there are some 50,000 kilometers (about 30,000 miles) of 

these ridges presently active in the world. All in all, that adds up 

to an immense volume of volcanic rock. However, most of this 

activity is out of sight under the oceans, where it is largely un-

noticed, and it involves quietly erupting mafi c magma, so it 

presents no dangers to people.  

 Continental Fissure Eruptions 

 The outpouring of magma at spreading ridges is an example of 

   fi ssure eruption   , the eruption of magma out of a crack in the 

lithosphere, rather than from a single pipe or vent (see  fig-

ure 5.4 ). (The structure of any fi ssure that transects the whole 

lithosphere is much more complex than shown in that fi gure, 

with multiple cracks and magma pathways.) There are also ex-

amples of fi ssure eruptions on the continents. 

    One example in the United States is the Columbia  Plateau, 

an area of over 150,000 square kilometers (60,000 square miles) 

in Washington, Oregon, and Idaho, covered by layer upon layer 

of basalt, piled up nearly a mile deep in places ( fi gure 5.5 ). 

This area may represent the ancient beginning of a continental 

rift that ultimately stopped spreading apart. It is no longer ac-

tive but serves as a reminder of how large a volume of magma 

can come welling up from the asthenosphere when zones of 

weakness in the lithosphere provide suitable openings. Even 
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  Figure 5.6   
 Map showing locations of recently active volcanoes of the world. (Submarine volcanoes not shown.)  

larger examples of such “fl ood basalts” on continents, covering 

more than a million square kilometers, are found in India and in 

Brazil. 

   Individual Volcanoes—Locations 

 Most people think of volcanoes as eruptions from the central 

vent of some sort of mountainlike object.  Figure 5.6  is a map of 

such volcanoes presently or recently active in the world, and it 

shows a particularly close association between volcanoes and 

subduction zones. Proximity to an active subduction zone, then, 

is an indication of possible volcanic, as well as earthquake, 

hazards. The so-called Ring of Fire, the collection of volcanoes 

rimming the Pacifi c Ocean, is really a ring of subduction zones. 

A few volcanoes are associated with continental rift zones—for 

instance, Kilimanjaro and other volcanoes of the East African 

Rift system. 

    As with earthquakes, a few volcanic anomalies are not 

associated with plate boundaries. Hawaii is one: an isolated hot 

spot in the mantle apparently accounts for the Hawaiian Islands, 

as discussed in chapter 3. Other hot spots may lie under the 

Galápagos Islands, Iceland, and Yellowstone National Park, 

among other examples ( fi gure 5.7 ). What, in turn, accounts for 

the hot spots is not clear. Some have suggested that hot spots 

represent regions within the mantle that have slightly higher 

concentrations of heat-producing radioactive elements and, 

therefore, more melting and more magma. Others have sug-

gested that the cause of hot spots lies in similar concentrations 

of radioactive elements in the outer core and that plumes of 

warm material rise from the core/mantle boundary to create 

them. Whatever the cause of hot spots, they are long-lived fea-

tures; recall from chapter 3 that the volcanoes formed as the 

Pacifi c Plate moved over the now-Hawaiian hot spot span some 

70 million years. 

    The volcanoes of fi gure 5.6, eruptions from pipes or vents 

rather than from fi ssures, can be categorized by the kinds of 

structures they build. The structure, in turn, refl ects the kind of 

volcanic material erupted and, commonly, the tectonic setting. 

It also provides some indication of what to expect in the event 

of future  e ruptions.   

 Shield Volcanoes 

 As noted, the mafi c basaltic lavas are comparatively fl uid, so 

they fl ow very freely and far when erupted. The kind of vol-

cano they build, consequently, is very fl at and low in relation 

to its diameter and large in areal extent. This low, shieldlike 

shape has led to the term    shield volcano    for such a structure 

( fi gure 5.8 ). Though the individual lava fl ows may be thin—a 

few meters or less in thickness—the buildup of hundreds or 

thousands of fl ows through time can produce quite large ob-

jects. The  Hawaiian Islands are all shield volcanoes. Mauna 

Loa, the largest peak on the island of Hawaii, rises 3.9 kilome-

ters (about 2.5 miles) above sea level. If measured properly 

from its true base, the sea fl oor, it is much more impressive: 

about 10 kilometers  (6 miles) high and 100 kilometers in di-

ameter at its base. With such broad, gently sloping shapes, the 

islands do not necessarily even look much like volcanoes from 

sea level. 
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  Figure 5.7   
 Selected prominent “hot spots” around the world. Some coincide with plate boundaries; most do not.  

   Cinder Cones 

 When magma wells up toward the surface, the pressure on it is 

reduced, and dissolved gases try to bubble out of it and escape. 

The effect is much like popping the cap off a soda bottle: The 

soda contains carbon dioxide gas under pressure, and when the 

pressure is released by removing the cap, the gas comes bub-

bling out. 

    Sometimes, the built-up gas pressure in a rising magma is 

released more suddenly and forcefully by an explosion that 

fl ings bits of magma and rock out of the volcano. The magma 

may freeze into solid pieces before falling to earth. The bits of 

violently erupted volcanic material are described collectively as 

   pyroclastics   , from the Greek words for fi re ( pyros ) and broken 

( klastos ). The most energetic pyroclastic eruptions are more 

typical of volcanoes with thicker, more viscous silicic lavas 

because the thicker lavas tend to trap more gases. Gas usually 

escapes more readily and quietly from the thinner basaltic la-

vas, though even basaltic volcanoes may sometimes put out 

quantities of ash and small fragments as their dissolved gases 

rush out of the volcano. 

    The fragments of pyroclastic material can vary consider-

ably in size ( fi gure 5.9 ), from very fi ne, fl ourlike, gritty volcanic 

ash through cinders ranging up to golf-ball-size pieces, to large 

volcanic blocks that may be the size of a house. Blobs of liquid 

lava may also be thrown from a volcano; these are volcanic 

“bombs.” 

    While basaltic magmas generally erupt as fl uid lava fl ows, 

they sometimes produce small volumes of chunky volcanic cin-

ders that fall close to the vent from which they are thrown. The 

cinders may pile up into a very symmetric cone-shaped heap 

known as a  cinder cone  ( fi gure 5.10 ). 

   Composite Volcanoes 

 Many volcanoes erupt somewhat different materials at different 

times. They may emit some pyroclastics, then some lava, then 

more pyroclastics, and so on. Volcanoes built up in this layer-

cake fashion are called    stratovolcanoes   , or, alternatively,    com-

posite volcanoes   , because they are built up of layers of more 

than one kind of material ( fi gure 5.11 ). The mix of lava and 

pyroclastics allows them to grow larger than either cinder cones 

or volcanic domes. Most of the potentially dangerous volcanoes 

worldwide are composite volcanoes. All tend to have fairly stiff, 

gas-charged andesitic lavas that sometimes fl ow and sometimes 

trap enough gases to erupt explosively with a massive blast and 

a rain of pyroclastic material. We will look at these volcanoes in 

more detail later. 

    When not erupting explosively, the slow-fl owing rhy-

olitic and andesitic lavas tend to ooze out at the surface like 

thick toothpaste from a tube, piling up close to the volcanic 

vent, rather than spreading freely. The resulting structure is a 

compact and steep-sided    lava dome    ( fi gure 5.12 ). Often, a 
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  Figure 5.8   
 Shield volcanoes and their characteristics. (A) Simplifi ed diagram of 

a shield volcano in cross section. (B) Very thin lava fl ows, like these 

on Kilauea in Hawaii, are characteristic of shield volcanoes. 

(C) Fluidity of Hawaiian lavas is evident even after they have 

solidifi ed. This ropy-textured surface is termed pahoehoe 

(pronounced “pa-hoy-hoy”). (D) Mauna Loa, an example of a shield 

volcano, seen from low altitude. Note the gently sloping shape. 

The peak of Mauna Kea rises at rear of photograph. 

  Photographs (B) and (D) courtesy of USGS Photo Library, Denver, CO.   
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lava dome will build in the crater of a composite volcano after 

an explosive eruption, as with Mount St. Helens since 1980. 

    The relative sizes of these three types of volcanoes are 

shown in  fi gure 5.13 . 

     Hazards Related to Volcanoes   

 Lava 

 Many people instinctively assume that lava is the principal 

hazard presented by a volcano. Actually, lava generally is not 

life-threatening. Most lava fl ows advance at speeds of only a 

few kilometers an hour or less, so one can evade the advancing 

lava readily even on foot. The lava will, of course, destroy or 

bury any property over which it fl ows. Lava temperatures are 

typically over 850ºC (over 1550ºF), and basaltic lavas can be 

over 1100ºC (2000ºF). Combustible materials—houses and 

forests, for example—burn at such temperatures. Other prop-

erty may simply be engulfed in lava, which then solidifi es into 

solid rock. 

    Lavas, like all liquids, fl ow downhill, so one way to pro-

tect property is simply not to build close to the slopes of the 

volcano. Throughout history, however, people  have  built on or 

near volcanoes, for many reasons. They may simply not expect 

the volcano to erupt again (a common mistake even today). 

Also, soil formed from the weathering of volcanic rock may be 

very fertile. The Romans cultivated the slopes of Vesuvius and 

other volcanoes for that reason. Sometimes, too, a volcano is 

the only land available, as in the Hawaiian Islands or Iceland. 

    Iceland sits astride the Mid-Atlantic Ridge, rising 

above the sea surface because it is on a hot spot as well as a 
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    The key to the harbor’s defense was the fact that the colder 

lava becomes, the thicker, more viscous, and slower-fl owing it 

gets. When cooled enough, it may solidify altogether. When a 

large mass of partly solidifi ed lava has accumulated at the ad-

vancing edge of a fl ow, it begins to act as a natural dam to stop 

or slow the progress of the fl ow. How could one cool a lava fl ow 

more quickly? The answer surrounded the island—water. Using 

pumps on boats and barges in the harbor, the people of Heimaey 

directed streams of water at the lava’s edge. They also ran pipes 

(prevented from melting, in part, by the cool water running 

through them) across the solid crust that had started to form on 

the fl ow, and positioned them to bring water to places that could 

not be reached directly from the harbor. And it worked: part of 

the harbor was fi lled in, but much of it was saved, along with the 

spreading ridge, and thus a particularly active volcanic area. 

Off the southwestern coast of the main island are several 

smaller volcanic islands. One of these tiny islands, Heimaey, 

accounts for the processing of about 20% of Iceland’s major 

export, fi sh. 

    Heimaey’s economic importance stems from an excel-

lent harbor. In 1973, the island was split by rifting, followed by 

several months of eruptions. The residents were evacuated 

within hours of the start of the event. In the ensuing months, 

homes, businesses, and farms were set afi re by falling hot py-

roclastics or buried under pyroclastic material or lava. When 

the harbor itself, and therefore the island’s livelihood, was 

threatened by encroaching lava, offi cials took the unusual step 

of deciding to fi ght back. 

A B

C D

  Figure 5.9   
 Volcanic ash from Mount St. Helens (A), bombs from Mauna Kea (B), and cinders from Sunset Crater, Arizona (C) are all types of pyroclastics (which 

sometimes are produced even by the placid shield volcanoes). Bombs are molten, or at least hot enough to be plastic, when erupted, and may 

assume a streamlined shape in the air. (D) is volcanic breccia (at Mt. Lassen) formed of welded hot pyroclastics. See also Case Study 5.2, fi gure 2. 

  Photograph (A) by D. F. Wieprecht, (B) by J. P. Lockwood, both courtesy U.S. Geological Survey   
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  Figure 5.10   
 Paricutín (Mexico), a classic cinder cone. (A) Night view shows 

formation by accumulation of pyroclastics fl ung out of the vent. 

(B) Shape of the structure revealed by day is typical symmetric form of 

cinder cones. 

  (B) Photograph by K. Segerstrom; both courtesy of USGS Photo Library, 

Denver, CO.   
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  Figure 5.11   
 (A) Schematic cutaway view of a composite volcano (stratovolcano), formed of alternating layers of lava and pyroclastics. (B) Two composite 

volcanoes of the Cascade Range: Mount St. Helens (foreground) and Mt. Rainier (rear); photograph predates 1980 explosion of Mount St. Helens. 

(B)   Photograph by D. R. Mullineux, USGS Photo Library, Denver, CO.   
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fi shing industry on Heimaey (see  fi gure 5.14 ). In fact, the re-

maining harbor, partially closed off and thus sheltered by the 

newly formed rock, was in some respects improved by the in-

creased protection. 

    This bold scheme succeeded, in part, because the needed 

cooling water was abundantly available and, in part, because 

the lava was moving slowly enough already that there was time 

to undertake fl ow-quenching operations before the harbor was 
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uninhabited area. Unfortunately, the effort was only briefl y suc-

cessful. Part of the fl ow was diverted, but within four days, the 

lava had abandoned the planned alternate channel and resumed 

its original fl ow path. Later, new fl ows threatened further de-

struction of inhabited areas. 

    Lava fl ows may be hazardous to property, but in one 

sense, they are at least predictable: Like other fl uids, they fl ow 

downhill. Their possible fl ow paths can be anticipated, and once 

they have fl owed into a relatively fl at area, they tend to stop. 

Other kinds of volcanic hazards can be trickier to deal with, and 

they affect much broader areas. (Still, even with lava, common 

sense does not always prevail; see Case Study 5.1.) 

   Pyroclastics 

  Pyroclastics —those fragments of hot rock and spattering lava—

are often more dangerous than lava fl ows. Pyroclastics erupt 

more suddenly and explosively, and spread faster and farther. 

The largest blocks and volcanic bombs present an obvious dan-

ger because of their size and weight. For the same reasons, 

however, they usually fall quite close to the volcanic vent, so 

they affect a relatively small area. 

    The sheer volume of the fi ner ash and dust particles can 

make them as severe a problem, and they can be carried over a 

much larger area. Also, ashfalls are not confi ned to valleys and 

low places. Instead, like snow, they can blanket the countryside. 

The 18 May 1980 eruption of Mount St. Helens (see aftermath, 

 fi gure 5.15 ) was by no means the largest such eruption ever 

 recorded, but the ash from it blackened the midday skies more 

than 150 kilometers away, and measurable ashfall was detected 

halfway across the United States. Even in areas where only a 

few millimeters of ash fell, transportation ground to a halt as 

drivers skidded on slippery roads and engines choked on air-

borne dust. Volcanic ash is also a health hazard, both uncom-

fortable and dangerous to breathe. The cleanup effort required 

to clear the debris strewn about by Mount St. Helens was 

 enormous. As just one example, it has been estimated that 

600,000 tons of ash landed on the city of Yakima, Washington, 

more than 100 kilometers (60 miles) away. 

    Past explosive eruptions of other violent volcanoes have 

been equally devastating, or more so, in terms of pyroclastics. 

When the city of Pompeii was destroyed by Mount Vesuvius in 

a.d. 79, it was buried not by lava, but by ash. (This is why 

fi lled. Also, the economic importance of the harbor justifi ed the 

expense of the effort, estimated at about 1.5 million U.S. dol-

lars. Similar efforts in other areas have not always been equally 

successful. (Still, the idea did form the basis for a dramatic se-

quence in the fi ctional movie  Volcano !) 

    Where it is not practical to arrest the lava fl ow altogether, 

it may be possible to divert it from an area in which a great deal 

of damage may be done to an area where less valuable property 

is at risk. Sometimes, the motion of a lava fl ow is slowed or 

halted temporarily during an eruption because the volcano’s 

output has lessened or because the fl ow has encountered a nat-

ural or artifi cial barrier. The magma contained within the solid 

crust of the fl ow remains molten for days, weeks, or sometimes 

months. If a hole is then punched in this crust by explosives, 

the remaining fl uid magma inside can fl ow out and away. Care-

ful placement of the explosives can divert the fl ow in a chosen 

direction. 

    A procedure of this kind was tried in Italy, where, in early 

1983, Mount Etna began another in an intermittent series of 

eruptions. By punching a hole in a natural dam of old volcanic 

rock, offi cials hoped to divert the latest lavas to a broad,  shallow, 
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  Figure 5.13   
 The voluminous, free-fl owing lavas of shield volcanoes can build huge edifi ces; composite volcanoes and cinder cones are much smaller, as 

well as steeper-sided.  

  Figure 5.12   
 Multiple lava domes have formed in the summit crater of Mount 

St. Helens since the 1980 eruption. 

  Photograph courtesy of U.S. Geological Survey   
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  Figure 5.14   
 Impact of lava fl ows on Heimaey, Iceland. (A) Map showing extent 

of lava fi lling the harbor of Heimaey after 1973 eruption. (B) Lava-fl ow 

control eff orts on Heimaey. 

  Source: (A) Data from R. Decker and B. Decker, Volcanoes, copyright © 

1981 by W. H. Freeman and Company. Photograph (B) courtesy of 

USGS Photo Library, Denver, CO.   
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  Figure 5.15   
 The 1980 eruption of Mount St. Helens blew off  the top 400 meters 

(over 1300 feet) of mountain. Twenty years later, the landscape was 

still blanketed in thick ash, gullied by runoff  water.  

 extensive excavation of the ruins has been possible.) Contem-

porary accounts suggest that most residents had ample time to 

escape as the ash fell, though many chose to stay, and died. 

They and the town were ultimately buried under tons of ash—

so much that Pompeii’s very existence was forgotten until some 

ruins were discovered during the late 1600s. The 1815  explosion 

of Tambora in Indonesia blew out an estimated 100 cubic kilo-

meters of debris, and the prehistoric explosion of Mount 

Mazama, in Oregon, which created the basin for the modern 

Crater Lake, was larger still.   

 Lahars 

 Volcanic ash and water can combine to create a fast-moving 

volcanic mudfl ow called a    lahar   . Victims are engulfed and 

trapped in dense mud, which may also be hot from the heat of 

the ash. Such mudfl ows, like lava fl ows, fl ow downhill. They 

may tend to follow stream channels, choking them with mud 

and causing fl oods of stream waters. Flooding produced in this 

way was a major source of damage near Mount St. Helens in 

1980. In a.d. 79, Herculaneum, closer to Vesuvius than was 

Pompeii, was partially invaded by volcanic mudfl ows, which 

preserved the bodies of some of the casualties in mud casts. Fol-

lowing the 1991 eruption of Mount Pinatubo in the Philippines, 

drenching typhoon rains soaked the ash blanketing the moun-

tain’s slopes, triggering devastating lahars ( fi gure 5.16 ). Nor is 

rain an essential ingredient; with a snow-capped volcano, the 

heat of the falling ash melts snow and ice on the mountain, pro-

ducing a lahar. The 1985 eruption of Nevado del Ruiz, in 

 Colombia, was a deadly example ( fi gure 5.17 ). The swift and 

sudden mudfl ows that swept down its steep slopes after its 
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 Figure 5.16    
 (A) Aerial view of Abacan River channel in Angeles City near Clark 

Air Force Base, Philippines. A mudfl ow has taken out the main 

bridge: makeshift bridges allow pedestrians to cross the debris. 

(B) Some houses were swamped by lahars. Typhoon rains dropping 

soaking ash on roofs also contributed to casualties when the 

overburdened roofs collapsed. 

  (A) Photograph by T. J. Casadevall,      (B) Photograph by R. P. Hoblitt, both 

courtesy U.S. Geological Survey   

snowy cap was partially melted by hot ash were the principal 

cause of deaths in towns below the volcano. 

    Even after the immediate danger is past, when the lahars 

have fl owed, long-term impacts remain. They often leave  behind 

stream channels partially fi lled with mud, their water-carrying 

capacity permanently reduced, which aggravates ongoing fl ood 

hazards in the area. To dredge this mud to restore channel ca-

pacity can be very costly, and areas far from the volcano can be 

thus affected. This was a signifi cant problem in the case of 

Mount St. H elens.   

 Pyroclastic Flows—Nuées Ardentes 

 Another special kind of pyroclastic outburst is a deadly, 

denser-than-air mixture of hot gases and fi ne ash that forms 

a hot    pyroclastic fl ow   , quite different in character from a 

rain of ash and cinders. A pyroclastic fl ow is sometimes 

known as a  nuée ardente  (from the French for “glowing 

cloud”). A nuée ardente is very hot—temperatures can be 

over 1000ºC in the interior— and it can rush down the slopes 

of the volcano at more than 100 kilometers per hour (60 miles 

per hour), charring everything in its path. Such pyroclastic 

fl ows accompanied the major eruption of Mount St. Helens 

in 1980 ( fi gure 5.18 ). 

    Perhaps the most famous such event in recent history 

occurred during the 1902 eruption of Mont Pelée on the 

 Caribbean island of Martinique. The volcano had begun erupt-

ing weeks before, emitting both ash and lava, but was believed 

by many to pose no imminent threat to surrounding towns. 

Then, on the morning of May 8, with no immediate advance 

  Figure 5.17   
 The town of Armero was destroyed by lahars from Nevado del Ruiz 

in November 1985; more than 23,000 people died. These ruins 

emerged as the fl ows moved on and water levels subsided. 

  Photograph by R. Janda, USGS Cascade Volcano Observatory   
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    Sometimes, however, human curiosity overcomes both 

fear and common sense, even when danger is recognized. A few 

days before the destruction of St. Pierre, the wife of the U.S. 

consul there wrote to her sister:  

 This morning the whole population of the city is on the alert, 

and every eye is directed toward Mont Pelée, an extinct 

volcano. Everybody is afraid that the volcano has taken into 

its heart to burst forth and destroy the whole island. Fifty 

years ago, Mont Pelée burst forth with terrifi c force and 

destroyed everything within a radius of several miles. For 

several days, the mountain has been bursting forth in fl ame 

and immense quantities of lava are fl owing down its sides.  All 

the inhabitants are going up to see it.  . . . (Garesche 1902; 

Complete story of the Martinique and St. Vincent horrors. 

L. G. Stahl, emphasis added)  

    Evacuations can themselves be disruptive. If, in retro-

spect, the danger turns out to have been a false alarm, people 

may be less willing to heed a later call to clear the area. There 

are other volcanoes in the Caribbean similar in character to 

Mont Pelée. In 1976, La Soufrière on Guadeloupe began its 

most recent eruption. Some 70,000 people were evacuated and 

remained displaced for months, but only a few small explo-

sions occurred. Government offi cials and volcanologists were 

blamed for disruption of people’s lives, needless as it turned 

out to be. When Soufrière Hills volcano on Montserrat in the 

West Indies began to erupt in 1995, it soon became  apparent 

that evacuation was necessary. Since then, casualties have 

warning, a nuée ardente emerged from that volcano and swept 

through the nearby town of St. Pierre and its harbor. In a pe-

riod of about three minutes, an estimated 25,000 to 40,000 

people died or were fatally injured, burned and or suffocated. 

The single reported survivor in the town was a convicted mur-

derer who had been imprisoned in the town dungeon, under-

ground, where he was shielded from the intense heat. He spent 

four terrifying days buried alive without food or water before 

rescue workers dug him out.  Figure 5.19  gives some idea of 

the devastation. 

    Just as some volcanoes have a history of explosive erup-

tions, so, too, many volcanoes have a history of eruption of py-

roclastic fl ows. Again, the composition of the lava is linked to 

the likelihood of such an eruption. While the emergence of a 

nuée ardente may be sudden and unheralded by special warning 

signs, it is not generally the fi rst activity shown by a volcano 

during an eruptive stage. Steam had issued from Mont Pelée for 

several weeks before the day St. Pierre was destroyed, and lava 

had been fl owing out for over a week. This suggests one possi-

ble strategy for avoiding the dangers of these hot pyroclastic/

gas fl ows: When a volcano known or believed to be capable of 

such eruptions shows signs of activity, leave. 

  Figure 5.18   
 Pyroclastic fl ow from Mount St. Helens. 

  Photograph by P. W. Lipman, USGS Photo Library, Denver, CO.   

  Figure 5.19   
 St. Pierre, Martinique, West Indies, was destroyed by a nuée ardente 

from Mont Pelée, 1902. 

  Photograph by Underwood and Underwood, courtesy Library of Congress   



  Case Study 5.1 

 Living with Lava on Hawaii 

 The island of Hawaii is really a complex structure built of fi ve 

overlapping shield volcanoes. Even where all the terrain is volcanic, 

however, degrees of future risk can be determined from the types, 

distribution, and ages of past eruptions ( fi gure 1A ). 

  The so-called East Rift of Kilauea in Hawaii has been particularly 

active in recent years ( fi gure 1B ). Less than ten years after a series of 

major eruptions in the 1970s, a new subdivision—Royal Gardens—was 

begun below the East Rift. In 1983, lava fl ows from a renewed round of 

eruptions that began the year before reached down the slopes of the 

volcano and quietly obliterated new roads and houses. The eruptions 

have continued intermittently over more than 25 years since then 

( fi gure 2 ). The photographs in  fi gure 3  illustrate some of the results. Even 

those whose homes have survived are hardly unaff ected. They are 

isolated by several miles of lava from the nearest road to a grocery store, 

have no water or electricity, and are unable to insure what they have 

left—never mind sell the property in which they invested. 

  When asked why anyone would have built in such a spot, where 

the risks were so obvious, one native shrugged and replied, “Well, the 

land was cheap.” It will probably remain so, too—a continuing 

temptation to unwise development—in the absence of zoning 

restrictions. Meanwhile, Kilauea seems far from fi nished with this 

eruptive phase. In fact, in early 2008, steam and small volumes of 

pyroclastics began to issue from the Halema’uma’u crater in the 

summit caldera of Kilauea. As this is written, such summit eruptions 

continue, along with the voluminous lava fl ows from the east rift zone 

mapped in fi gure 2. 

  Over centuries, Hawaiians and other residents of active volcanic 

areas have commonly become philosophical about such activity. 

Anyone living in Hawaii is, after all, living on a volcano, and as noted, the 

nonviolent eruptive style of these shield volcanoes means that they 

rarely take lives. Staying out of the riskiest areas greatly reduces even 

the potential for loss of property. Still, as populations grow and migrate, 

more people may be tempted to move into areas that might better be 

avoided altogether! As outsiders unfamiliar with volcanoes move into 

an area like Hawaii, they may unknowingly settle in higher-risk areas. 

Sometimes, too, a particularly far-reaching fl ow will obliterate a town 

untouched for a century or more, where residents might have become 

just a little bit complacent, hazard maps or no.  

  Figure 1   
 (A) Volcanic-hazard map of Hawaii showing the fi ve volcanoes (labeled) and major associated rift zones (red). Degree of risk is related to topography 

(being downslope from known vents is worse), and extent of recent fl ows in the area. Zones 6–9 have experienced little or no volcanism for over 

750 years; in Zone 1, 65% or more of the area has been covered by lava in that time, and more than 25% since 1800.   (B) Hazard map for Kilauea’s East 

Rift Zone; note the number of relatively recent fl ows.

  (A) After C. Heliker, Volcanic and Seismic Hazards of Hawaii, U.S. Geological Survey,1991    (B) Courtesy U.S. Geological Survey/Hawaii Volcanoes Observatory
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  Figure 2   
 An eruptive phase can continue for decades, with activity shifting geographically over time. Note location of Royal Gardens subdivision, which sits on a 

steep slope below the east rift. 

  Map courtesy U.S. Geological Survey/Hawaii Volcanoes Observatory   

  Figure 3    
 (A) Lava fl owing over a nearly new road In the Royal Gardens 

subdivision, Kilauea, Hawaii, 1983. Hot lava can even ignite asphalt. 

(B) By 1986, destruction in Royal Gardens and Kalapana Gardens 

subdivisions was widespread. Here, vegetation has died from heat; note 

engulfed truck at rear of photograph. (C) By 1989, advancing tongues of 

lava had stretched to the coast and threatened more property. Water 

was sprayed both on fl ow fronts (to attempt to quench and halt them) 

and on structures (to cool and dampen them to suppress fi re). But 

volumes of lava kept coming, and eventually structures and whole 

towns were overrun. This same building is the one featured in fi gure 5.1. 

Even the ruin in fi gure 5.1B is now entombed under younger lava fl ows, 

and vanished. 

  (B) and (C) Photographs by J. D. Griggs, all courtesy USGS Photo Library, 

Denver, CO.   
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banned altogether. Many people grumbled at being forced from 

their homes. A few fl atly refused to go. Numerous tourists and 

reporters were frustrated in their efforts to get a close look at the 

action. When the major explosive eruption came, there were 

casualties, but far fewer than there might have been. On a 

 normal spring weekend, 2000 or more people would have been 

on the mountain, with more living or camping nearby. Consid-

ering the infl ux of the curious once eruptions began and the 

numbers of people turned away at roadblocks leading into the 

restricted zone, it is possible that, with free access to the area, 

tens of thousands could have died. Many lives were likewise 

saved by timely evacuations near Mount Pinatubo in 1991, 

made possible by careful monitoring and supported by inten-

sive educational efforts by the government.   

 Toxic Gases 

 In addition to lava and pyroclastics, volcanoes emit a variety of 

gases ( fi gure 5.21 ). Water vapor, the primary component, is not a 

threat, but several other gases are. Carbon dioxide is nontoxic, yet 

can nevertheless be dangerous at high concentrations, as de-

scribed below. Other gases, including carbon monoxide, various 

sulfur gases, and hydrochloric acid, are actively poisonous. In the 

1783 eruption of Laki in Iceland, toxic fl uorine gas emissions 

apparently accounted for many of the 10,000 casualties. Many 

people have been killed by volcanic gases even before they real-

ized the danger. During the a.d. 79 eruption of  Vesuvius, fumes 

overcame and killed some unwary observers. Again, the best de-

fense against harmful volcanic gases is common sense: Get well 

away from the erupting volcano as quickly as possible. 

    A bizarre disaster, indirectly attributable to volcanic 

gases, occurred in Cameroon, Africa, in 1986. Lake Nyos is one 

of a series of lakes that lie along a rift zone that is the site of 

intermittent volcanic activity. On 21 August 1986, a massive 

been few, but property damage is extensive and continuing 

( fi gure 5.20 ). 

    Fortunately, offi cials took the 1980 threat of Mount St. 

Helens seriously after its fi rst few signs of reawakening. The 

immediate area near the volcano was cleared of all but a few 

essential scientists and law enforcement personnel. Access to 

hundreds of square kilometers of terrain around the volcano 

was severely restricted for both residents and workers (mainly 

loggers). Others with no particular business in the area were 

A
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  Figure 5.20    
 (A) By the time this ash cloud loomed over Plymouth on 

Montserrat, on 27 July 1996, the town had been evacuated; the 

potential for pyroclastic eruptions of Soufrière Hills volcano was 

well recognized. (B) By March 2003, pyroclastic fl ows had covered 

much of the mountain. 

  (A) Photograph © Gary Sego, (B) photograph © Montserrat Volcano 

Observatory Government of Montserrat and British Geological Survey; 

used by permission of the Director, MVO   

  Figure 5.21    
 “Vog” (volcanic fog) from the Pu’u O’o vent on Kilauea’s east rift 

drifts across the evening sky. A blend of water vapor, carbon 

dioxide, sulfur gases, and acids such as hydrochloric, it can be toxic, 

especially to those with respiratory problems.  
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cloud of carbon dioxide (CO2) gas from the lake fl owed out 

over nearby towns and claimed 1700 lives. The victims were 

not poisoned; they were suffocated. Carbon dioxide is about 

50% denser than air, so such a cloud tends to settle near the 

ground and to disperse only slowly. Anyone engulfed in that 

cloud would suffocate from lack of oxygen, and without warn-

ing, for CO2 is both odorless and colorless. Furthermore, this is 

an ongoing threat distinct from obvious eruptions. The source 

of the gas in this case is believed to be near-surface magma be-

low. The magmatic CO2 apparently seeps up into the lake, 

where it accumulates in lake-bottom waters. Seasonal overturn 

of the lake waters as air temperatures change can lead to its re-

lease. Currently, both Lake Nyos and nearby Lake Monoun 

  Figure 5.22    
 (A) The tree kills that began in 1990 could not be explained by drought or insect damage, prompting researchers to investigate soil gases and 

discover the high CO 2  levels. (B) Magma-derived CO 2  can seep toward the surface along faults, then accumulate in pores in soil, in basements, 

or even in surface depressions and under snowpack.  

(A) Photograph by Dina Venezky, U.S. Geological Survey; (B) From USGS Fact Sheet 172-96.
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(where 37 people dropped dead on a road in 1984, in what is 

now believed to have been a similar CO2 release) are being 

studied and monitored closely, and efforts to release CO2 from 

Lake Nyos harmlessly have been initiated. 

    Carbon dioxide can be deadly to vegetation as well as to 

people. In 1990, tree kills began in the vicinity of Mammoth 

Mountain, California, near the Long Valley Caldera discussed 

later in the chapter. More than 100 acres of trees died over the 

next decade ( fi gure 5.22A ). Evidently, CO 2  from magma below 

was rising along a fault and, being denser than air, accumulat-

ing in the soil. The tree roots need to absorb some oxygen from 

soil gas, but in the area of the kills, the soil gases had become 

up to 95% CO 2,  suffocating the trees. Residents of the area need 

A
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to be aware, too, that the CO 
2  might settle in basements, where 

it could reach hazardous concentrations (fi gure 5.22B). 

   Steam Explosions 

 Some volcanoes are deadly not so much because of any charac-

teristic inherent in the particular volcano but because of where 

they are located. In the case of a volcanic island, large quantities 

of seawater may seep down into the rock, come close to the hot 

magma below, turn to steam, and blow up the volcano like an 

overheated steam boiler. This is called a    phreatic eruption    or 

explosion. 

    The classic example is Krakatoa (Krakatau) in Indone-

sia, which exploded in this fashion in 1883. The force of its 

explosion was estimated to be comparable to that of 100 mil-

lion tons of dynamite, and the sound was heard 3000 kilome-

ters away in Australia. Some of the dust shot 80 kilometers 

into the air, causing red sunsets for years afterward, and ash 

was detected over an area of 750,000 square kilometers. Fur-

thermore, the shock of the explosion generated a tsunami that 

built to over 40 meters high as it came onshore! Krakatoa it-

self was an uninhabited  island, yet its 1883 eruption killed an 

estimated 36,000 people, mostly in low-lying coastal regions 

inundated by tsunamis. 

    In earlier times, when civilization was concentrated in 

fewer parts of the world, a single such eruption could be even 

more destructive. During the fourteenth century b.c., the volcano 

Santorini on the island of Thera exploded and caused a tsunami 

that wiped out many Mediterranean coastal cities. Some schol-

ars have suggested that this event contributed to the fall of the 

Minoan civilization, as well as to the Atlantis legend.   

 Landslides and Collapse 

 The very structure of a volcano can become unstable and be-

come a direct or indirect threat. As rocks weather and weaken, 

they may come tumbling down the steep slopes of a composite 

volcano as a landslide that may bury a valley below, or dam a 

stream to cause fl ooding. Just removing that weight from the 

side of the volcano may allow gases trapped under pressure to 

blast forth through the weakened area. This, in fact, is what hap-

pened at Mount St. Helens in 1980. With an island or coastal 

volcano, a large landslide crashing into the sea could trigger a 

tsunami. Such an event in 1792 at Mt. Mayuyama, Japan, killed 

15,000 people on the opposite shore of the Ariaka Sea. Scien-

tists studying Kilauea are concerned that a combination of 

weathering, the weight of new lava, and undercutting by ero-

sion along the coast may cause breakoff of a large slab from the 

island of Hawaii, which could likewise cause a tsunami; under-

water imaging has confi rmed huge coastal slides in the past.   

 Secondary Eff ects: Climate and 
Atmospheric Chemistry 

 A single volcanic eruption can have a global impact on cli-

mate, although the effect may be only brief. Intense explosive 

eruptions put large quantities of volcanic dust high into the 

atmosphere. The dust can take several months or years to set-

tle, and in the interim, it partially blocks out incoming sun-

light, thus causing measurable cooling. After Krakatoa’s 1883 

eruption, worldwide temperatures dropped nearly half a de-

gree Celsius, and the cooling effects persisted for almost ten 

years. The larger 1815 eruption of Tambora in Indonesia 

caused still more dramatic cooling: 1816 became known 

around the world as the “year without a summer.” Scientists 

have recently suggested a link between explosive eruption of 

the Peruvian volcano Huaynaputina in 1600 and widespread 

cooling in Europe and Asia, believed responsible for acute 

crop failures and severe famine in Russia from 1601 through 

1603. Such episodes support fears of a “nuclear winter” in the 

event of a nuclear war because modern nuclear weapons are 

powerful enough to cast many tons of fi ne dust into the air, as 

well as to trigger widespread forest fi res that would add ash to 

the dust. 

    The meteorological impacts of volcanoes are not con-

fined to the effects of volcanic dust. The 1982 eruption of 

the Mexican volcano El Chichón did not produce a particu-

larly large quantity of dust, but it did shoot volumes of un-

usually sulfur-rich gases into the atmosphere. These gases 

produced clouds of sulfuric acid droplets ( aerosols ) that 

spread around the earth. Not only do the acid droplets block 

some sunlight, like dust, but in time, they also fall back to 

earth as acid rain, the consequences of which are explored 

in later chapters. 

    The 1991 eruptions of Mount Pinatubo in the 

 Philippines ( figure 5.23 ) had long-lasting, global effects on 

climate that were not only measurable by scientists but no-

ticeable to a great many other people around the world. In 

addition to quantities of visible dust, Pinatubo pumped an 

estimated 20 million tons of sulfur dioxide (SO2) into the 

atmosphere. While ash falls out of the atmosphere relatively 

quickly, the mist of sulfuric-acid aerosols formed from 

stratospheric SO2 stays airborne for several years. This acid-

mist cloud slowly encircled the earth, most concentrated 

close to the equator near Pinatubo’s latitude ( figure 5.24 ). 

At its densest, the mist scattered up to 30% of incident sun-

light and decreased by 2 to 4% the amount of solar radiation 

reaching earth’s surface to warm it. Average global temper-

atures decreased by about 0.5°C (1°F), but the decline was 

not uniform; the greatest cooling was observed in the inter-

mediate latitudes of the Northern Hemisphere (where the 

United States is located). Mount Pinatubo thus received the 

credit—or the blame—for the unusually cool summer of 

1992 in the United States. The gradual natural removal of 

Pinatubo-generated ash and, later, SO2 from the atmosphere 

resulted in a rebound of temperatures in the lower atmo-

sphere by 1994 ( figure 5.25 ). 

    Another, more subtle impact of this SO2 on atmospheric 

chemistry may present a different danger. The acid seems to 

aggravate ozone depletion (see discussion of ozone and the 

“ozone hole” in chapter 18), which means increased risk of skin 

cancer to those exposed to strong sunlight.     
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 Issues in Predicting 
Volcanic Eruptions   

 Classifi cation of Volcanoes by Activity 

 In terms of their activity, volcanoes are divided into three cat-

egories: active; dormant, or “sleeping”; and extinct, or “dead.” 

A volcano is generally considered    active    if it has erupted 

within recent history. When the volcano has not erupted re-

cently but is fresh-looking and not too eroded or worn down, 

it is regarded as    dormant   : inactive for the present but with the 

potential to become active again. Historically, a volcano that 

has no recent eruptive history and appears very much eroded 

has been considered    extinct   , or very unlikely to erupt again. 

  Figure 5.23   
 Ash and gas from Mount Pinatubo was shot into the stratosphere, 

and had an impact on climate and atmospheric chemistry 

worldwide. Eruption of 12 June 1991. 

  Photograph by K. Jackson, U.S. Air Force   

5/28 – 6/6/91 (before eruptions)

7/4 – 7/10/91 (after circling the earth)

  Figure 5.24    
 Satellites tracked the path of the airborne sulfuric-acid mist formed 

by SO 2  from Mount Pinatubo; winds slowly spread it into a belt 

encircling the earth (bright yellow in fi gure). 

  Image by G. J. Orme, Department of the Army, Ft. Bragg, NC.   
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  Figure 5.25    
 Eff ect of 1991 eruption of Pinatubo on near-surface (lower-

atmosphere) air temperatures. Removal of ash and dust from the 

air was relatively rapid; sulfate aerosols persisted longer. The major 

explosive eruption occurred in mid-June 1991. 

 Source:  Data from National Geophysical Data Center   

    Unfortunately, precise rules for assigning a particular vol-

cano to one category or another do not exist. As volcanologists 

learn more about the frequency with which volcanoes erupt, it 

has become clear that volcanoes differ widely in their normal 

patterns of activity. Statistically, a “typical” volcano erupts once 

every 220 years, but 20% of all volcanoes erupt less than once 

every 1000 years, and 2% erupt less than once in 10,000 years. 

Long quiescence, then, is no guarantee of extinction. Just as 
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 seismicity at Pinatubo was a major factor prompting evacua-

tions. In fall 2004, when earthquakes at Mount St. Helens be-

came both more frequent and shallower ( fi gure 5.27A ), 

volcanologists also took notice. Monitoring intensifi ed; air-

craft were diverted around the mountain in case of ash erup-

tions. Some small ash emissions occurred intermittently 

thereafter, but the eruptive phase mainly involved renewed 

lava-dome building in the summit crater, the results of which 

were shown in fi gure 5.12. Studies further indicated that this 

was not new magma replenishing the crustal reservoir under 

the volcano, but just more of the older magma rising into the 

crater. And in late 2007, the seismicity and dome-building sub-

sided again. 

    Mount St. Helens is also one of the fi rst places where 

 harmonic tremors  were studied. These continuous, rhythmic 

tremors (fi gure 5.27B) are very different in character from 

earthquakes’ seismic waves, discussed in chapter 4. Their pre-

cise origin and signifi cance are still being investigated, but they 

are recognized as indicating a possible impending eruption, at 

Mount St. Helens and elsewhere. 

    Bulging, tilt, or uplift of the volcano’s surface is also a 

warning sign. It often indicates the presence of a rising magma 

mass, the buildup of gas pressure, or both. On Kilauea, 

knowledge of past eruptive style allows anticipation of the kinds 

of hazards possible in future eruptions, so knowledge of the 

eruptive history of any given volcano is critical to knowing how 

likely future activity is, and on what scales of time and space. 

    The fi rst step in predicting volcanic eruptions is moni-

toring, keeping an instrumental eye on the volcano. However, 

there are not nearly enough personnel or instruments avail-

able to monitor every volcano all the time. There are an esti-

mated 300 to 500 active volcanoes in the world (the inexact 

number arises from not knowing whether some are truly ac-

tive, or only dormant). Monitoring those alone would be a 

large task. Commonly, intensive monitoring is undertaken 

only after a volcano shows some signs of near-term activity 

(see the discussion of volcanic precursors below). Dormant 

volcanoes might become active at any time, so, in principle, 

they also should be monitored; they can sometimes become 

very active very quickly. Theoretically, extinct volcanoes can 

be safely ignored, but that assumes that extinct volcanoes can 

be distinguished from the long-dormant. Vesuvius had been 

regarded as extinct until it destroyed Pompeii and Hercula-

neum in a.d. 79. Mount Pinatubo had been classed as dormant 

prior to 1991—it had not erupted in more than 400 years—

then, within a matter of two months, it progressed from a few 

steam emissions to a major explosive eruption. The detailed 

eruptive history of many volcanoes is imperfectly known over 

the longer term.   

 The Volcanic Explosivity Index 

 The    Volcanic Explosivity Index    (VEI) has been developed as 

a way to characterize the relative sizes of explosive eruptions. 

It takes into account the volume of pyroclastics produced, how 

high into the atmosphere they rose, and the length of the erup-

tion. The VEI scale, like earthquake magnitude scales, is ex-

ponential, meaning that each unit increase on the VEI scale 

represents about a tenfold increase in size/severity of erup-

tion. Also, not surprisingly, there are far more small eruptions 

than large. 

    Several eruptions discussed in this chapter are plotted on 

the VEI diagram in  fi gure 5.26 . Knowing the size of eruption of 

which a given volcano is capable is helpful in anticipating  future 

hazards. At one time, it was thought that the VEI could also be 

used to project the probable climatic impacts of volcanic erup-

tions. However, it seems that the volume of sulfur dioxide emit-

ted is a key factor in an eruption’s effect on climate, and that is 

neither included in the determination of VEI nor directly related 

to the size of the eruption as measured by VEI. 

   Volcanic Eruption Precursors 

 What do scientists look for when monitoring a volcano? One 

common advance warning of volcanic activity is seismic activ-

ity (earthquakes). The rising of a volume of magma and gas up 

through the lithosphere beneath a volcano puts stress on the 

rocks of the lithosphere, and the process may produce months 

of small (and occasionally large) earthquakes. Increased 
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  Figure 5.26    
 The Volcanic Explosivity Index indicates relative sizes of explosive 

eruptions. 

  After USGS Volcano Hazards Program.   
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warm areas where magma is particularly close to the surface 

and about to break through. As with earthquakes, there have 

been reports that volcanic eruptions have been sensed by ani-

mals, which have behaved strangely for some hours or days 

before the event. Perhaps animals are sensitive to some 

changes in the earth that scientists have not thought to 

 measure. 

    Certainly, much more work is needed before the exact 

timing and nature of major volcanic eruptions can be antici-

pated consistently. The recognition of impending eruptions of 

Mount St. Helens, Pinatubo, and Soufrière Hills was obvi-

ously successful in saving many lives through evacuations 

and restrictions on access to the danger zones. Those danger 

zones, in turn, were effectively identifi ed by a combination of 

mapping of debris from past eruptions and monitoring the 

geometry of the current bulging. Mount Pinatubo displayed 

increasing evidence of forthcoming activity for two months 

before its major eruption of 15 June 1991—local earthquakes, 

increasing in number, and becoming concentrated below a 

bulge on the volcano’s summit a week before that eruption; 

preliminary ash emissions; a sudden drop in gas output that 

suggested a plugging of the volcanic “plumbing” that would 

tend to increase internal gas pressure and explosive potential. 

Those warnings, combined with aggressive and comprehen-

sive public warning procedures and, eventually, the evacua-

tion of over 80,000 people, greatly reduced the loss of life. In 

1994, geoscientists monitoring Rabaul volcano in Papua New 

Guinea took a magnitude-5 earthquake followed by increased 

seismic activity generally as the signal to evacuate a town 

of 30,000 people. The evacuation, rehearsed before, was 

 orderly—and hours later, a fi ve-day explosive eruption 

 began. The town was covered by a meter or more of wet 

 volcanic ash, and a quarter of the buildings were destroyed, 

but no one died. 

    These successes clearly demonstrate the potential for re-

duction in fatalities when precursory changes occur and local 

citizens are educated to the dangers. On the other hand, the ex-

act moment of the 1980 Mount St. Helens explosion was not 

known until seconds beforehand, and it is not currently possible 

to tell whether or just when a pyroclastic fl ow might emerge 

from a volcano like Soufrière Hills. Nor can volcanologists 

readily predict the volume of lava or pyroclastics to expect from 

an eruption or the length of the eruptive phase, although they 

can anticipate the likelihood of an explosive eruption or other 

eruption of a particular style based on tectonic setting and past 

behavior. 

    Recently, scientists have discovered another possible link 

between seismicity and volcanoes. In May 2006, a  magnitude-6.4 

earthquake occurred in Java, Indonesia. Several days later, the 

active Javanese volcanoes Merapi and Semeru showed increased 

output of heat and lava that persisted for over a week. It has 

been suggested that the earthquake contributed to the rise of 

additional magma into the volcanoes, enhancing their eruptions. 

So, while no evidence has yet been found to indicate that an 

earthquake can, by itself, trigger the start of a volcanic eruption, 

earthquakes may infl uence eruptions in progress. Erupting 

 eruptions are preceded by an infl ating of the volcano as magma 

rises up from the asthenosphere to fi ll the shallow magma 

chamber. Unfortunately, it is not possible to specify exactly 

when the swollen volcano will crack to release its contents. 

That varies from eruption to eruption with the pressures and 

stresses involved and the strength of the overlying rocks. This 

limitation is not unique to Kilauea. Uplift, tilt, and seismic ac-

tivity may indicate that an eruption is approaching, but geolo-

gists do not yet have the ability to predict its exact timing. 

However, their monitoring tools are becoming more sophisti-

cated. Historically, tilt was monitored via individual meters 

placed at a limited number of points on the volcano. Now, sat-

ellite radar interferometry allows a richer look at the regional 

picture ( fi gure 5.28 ). 

    Other possible predictors of volcanic eruptions are be-

ing evaluated. Changes in the mix of gases coming out of a 

volcano may give clues to impending eruptions; SO2 content 

of the escaping gas shows promise as a precursor, perhaps 

because more SO2 can escape as magma nears the surface. 

Surveys of ground surface temperatures may reveal  especially 
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  Figure 5.27   
 (A) Depths of earthquake foci below Mount St. Helens as a function 

of time, 2002–2009. Size of circle represents size of quake; virtually 

all were below magnitude 4. Green circles are events of the last 

year; red, of the last month. (B) Harmonic-tremor signal. 

  (A) Data from Pacifi c Northwest Seismograph Network. (B) After U.S. 

Geological Survey   
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  Figure 5.28    
 “Interferogram” showing uplift, 1997–2001, in Three Sisters volcanic area. Uplift is attributed to magma emplacement several miles deep in 

the crust. Each full color cycle represents close to 1" of uplift; total uplift shown is nearly 6" (14 cm). This method is now being applied at 

Yellowstone and elsewhere. 

  Interferogram by C. Wicks, USGS Volcano Hazards Program   

 volcanoes should therefore be monitored especially carefully 

following a strong earthquake nearby.   

 Response to Eruption Predictions 

 When data indicate an impending eruption that might 

threaten populated areas, the safest course is evacuation until 

the activity subsides. However, a given volcano may remain 

more or less dangerous for a long time. An active phase, 

consisting of a series of intermittent eruptions, may continue 

for months or years. In these instances, either property must 

be abandoned for prolonged periods, or inhabitants must be 

prepared to move out, not once but many times. The  Soufrière 

Hills volcano on Montserrat began its latest eruptive phase 

in July 1995. By the end of 2000, dozens of eruptive events—

ash venting, pyroclastic fl ows, ejection of rocks, building or 

collapse of a dome in the summit—had occurred, and more 

than half the island remained off-limits to inhabitants. 

Given the uncertain nature of eruption prediction at present, 

too, some precautionary evacuations will continue to be 

shown, in retrospect, to have been unnecessary, or unneces-

sarily early. 

    Accurate prediction and assessment of the hazard is par-

ticularly diffi cult with volcanoes reawakening after a long 

dormancy because historical records for comparison with 

 current data are sketchy or nonexistent. Beside the Bay of 

Naples is an old volcanic area known as the Phlegraean Fields. 

In the early 1500s, the town of Tripergole rose up some 7 me-

ters as a chamber of gas and magma bulged below, and the 

region was shaken by earthquakes. Then, suddenly, a vent 

opened, and in three days, the town was buried under a new 

140-meter-high cinder cone. For the next four centuries, the 

only thermal activity had been steaming fumaroles and hot 

springs. But in 1970–1972 and again in 1982–1984, the nearby 

town of Pozzuoli was uplifted nearly 3 meters. During the last 

episode of bulging, it was shaken by over 4000 earthquakes in 

a single year, leaving the town so badly damaged that many of 

its 80,000 residents had to sleep in “tent cities” outside the 

town for months. Business could be conducted in town by day, 

but the town had to be evacuated at night. The threat and the 

disruption in the people’s lives persisted for years. These 

 episodes are believed to be related to the presence of a shallow 

magma chamber. Volcanologists are still unsure of what sort 

of volcanic activity can be expected here, how large in scale, 

or how soon. 

    And while some volcanoes, like Mount St. Helens or 

Mount Pinatubo, may produce weeks or months of warning 

signals as they emerge from dormancy to full-blown eruption, 

allowing time for public education and reasoned response, not 

all volcanoes’ awakenings may be so leisurely.     
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peaks are presently showing thermal activity of some kind (steam 

emission or hot springs). The eruption of Mount St. Helens has in 

one sense been useful: It has focused attention on this threat. Sci-

entists are watching many of the Cascade Range volcanoes very 

closely now. There is particular concern about possible mudfl ow 

dangers from Mount Rainier ( fi gure 5.30 ). This snow-capped 

stratovolcano has generated voluminous lahars in the geologically 

recent past; many towns are now potentially at risk. 

   The Aleutians 

 South-central Alaska and the Aleutian island chain sit above a 

subduction zone. This makes the region vulnerable not only to 

earthquakes, as noted in chapter 4, but also to volcanic eruptions 

( fi gure 5.31 ). The volcanoes are typically andesitic with compos-

ite cones, and pyroclastic eruptions are common. There are more 

than 50 active volcanoes, and another 90 that are geologically 

young. Thirty of the volcanoes have erupted since 1900; 

 More on Volcanic Hazards 
in the United States   

 Cascade Range 

 Mount St. Helens is only one of a set of volcanoes that threaten the 

western United States and southwestern Canada. There is subduc-

tion beneath the Pacifi c Northwest, which is the underlying cause 

of continuing volcanism there ( fi gure 5.29 ). Several more of the 

Cascade Range volcanoes have shown signs of reawakening. 

 Lassen Peak was last active between 1914 and 1921, not so very 

long ago geologically. Its products are very similar to those of 

Mount St. Helens; violent eruptions are possible. Mount Baker 

(last eruption, 1870), Mount Hood (1865), and Mount Shasta (ac-

tive sometime within the last 200 years) have shown seismic activ-

ity, and steam is escaping from these and from Mount Rainier, 

which last erupted in 1882. In fact, at least nine of the Cascade 
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  Figure 5.29    
 The Cascade Range volcanoes and their spatial relationship to the subduction zone and to major cities (plate-boundary symbols as in 

fi gure 3.8). Tan shaded area is covered by young volcanic deposits (less than 2 million years old). 

  Eruptive histories from USGS Open-File Report 94–585.   
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    Jet engines operate at temperatures close to the melting tem-

perature of andesitic ash. Jets fl ying through clouds of ash can thus 

face a real possibility of engine failure. Since this was fi rst realized 

in the mid-1980s, a warning system has been put in place by the 

National Oceanic and Atmospheric Administration. However, 

much monitoring of the ash clouds is done by satellite, and ash and 

ordinary clouds cannot always be distinguished in the images.  

   Volcanologists now coordinate with the National Weather Ser-

vice to issue forecast maps of airborne ash plumes based on 

volcanic activity and wind velocity at different altitudes. This is 

especially important as Anchorage is a key stopover on long-

distance fl ights in the region, and many transcontinental fl ights 

follow great-circle routes over the area. It has been estimated 

that 80,000 large aircraft a year, and 30,000 passengers a day, 

pass through the skies above, or downwind of, these volcanoes. 

Case Study 5.2 focuses on Redoubt, cause of the most frightening 

of these airline incidents, and a great deal of additional damage. 

   Long Valley and Yellowstone Calderas 

 Finally, there are areas that do not now constitute an obvious haz-

ard but that are causing some geologists concern because of in-

creases in seismicity or thermal activity, and because of their past 

histories. One of these is the Mammoth Lakes area of California. 

In 1980, the area suddenly began experiencing earthquakes. 

Within one forty-eight-hour period in May 1980, four earthquakes 

of magnitude 6 rattled the region, interspersed with hundreds of 

lesser shocks. Mammoth Lakes lies within the Long Valley 

 Caldera, a 13-kilometer-long oval depression formed during 

 violent pyroclastic eruptions 700,000 years ago. Smaller eruptions 

occurred around the area as recently as 50,000 years ago. 

  Figure 5.31    
The  Alaska Volcano 

Observatory faces a large 

monitoring challenge, with 

51 active Alaskan/Aleutian 

volcanoes. 

  Image by C. J. Nye, courtesy 

Alaska Volcano Observatory.   
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  Figure 5.30    
 Over the last 5000 to 6000 years, huge mudfl ows have poured 

down stream valleys and into low-lying areas, tens of miles from 

Mount Rainier’s summit. Even Tacoma or Seattle might be 

threatened by renewed activity on a similar scale. 

  Source: Data from T. W. Sisson, USGS Open-File Report 95–642   

 collectively, these volcanoes average one eruption a year. More-

over, though Alaska is a region of relatively low population den-

sity, these volcanoes present a signifi cant special hazard. 
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  Case Study 5.2 

 Redoubt Volcano, Alaska 

 Redoubt’s location ( fi gure 1 ) puts 60% of Alaska’s population, and its 

major business centers, within reach of the volcano’s eruptions. Nearby 

Augustine had erupted in 1986, so increasing seismicity at Redoubt in 

late 1989 drew prompt attention, though it was not obvious just when 

or how it might actually erupt. The fi rst event, on 14 December, was an 

explosive one, spewing ash and rock downwind. Within a day 

thereafter, fresh glass shards, indicating fresh magma feeding the 

eruption, appeared in the ash. Redoubt would shortly wreak its 

costliest and perhaps most frightening havoc of this eruptive phase. 

  On 15 December, a KLM Boeing 747 fl ew into a cloud of ash from 

Redoubt, and all four engines failed. The plane plunged over 13,000 

feet before the pilot somehow managed to restart the engines. Despite 

a windshield frosted and pitted by the abrasive ash ( fi gure 2 ), he 

managed to land the plane, and its 231 passengers, safely in 

Anchorage. However, the aircraft had suff ered $80 million in damage. 

  Soon thereafter, a lava dome began to build in Redoubt’s 

summit crater. Near-surface seismicity was mostly replaced by deeper 

events through the balance of December ( fi gure 3 ). Then the regular 

tremors that volcanologists had come to associate with impending 

eruptions resumed on 29 December. Suspecting that the new lava 

dome had plugged the vent and that pressure was therefore building 

in the volcano, on 1–2 January 1990, the Alaska Volcano Observatory 

issued warnings of “moderate to strong explosive activity” expected 

shortly. The Cook Inlet Pipeline Company evacuated the Drift River 

oil-tanker terminal. Strong explosions beginning on 2 January 

demolished the young lava dome in the crater and sent pyroclastic 

fl ows across Redoubt’s glaciers. Lahars swept down the Drift River 

valley toward the terminal ( fi gure 4 ). Larger blocks of hot rock crashed 

nearer the summit ( fi gure 5 ). After the remains of the dome were blown 

away on 9 January, eruptions proceeded less violently, though ash and 

pyroclastic fl ows continued intermittently, interspersed with dome-

building, for several more months ( fi gure 6 ). 

  Altogether, this eruption was the second costliest volcanic 

eruption in U.S. history, behind only the 1980 eruption of Mount 

 St. Helens. Between aircraft damage, disruption of oil drilling in Cook 

Inlet and work at the pipeline terminal, and assorted damage due to 

the multiple pyroclastic eruptions, total cost was over $100 million. 

And as this is written, Redoubt has become “restless” again, showing 

mildly elevated seismic activity that has earned it an aviation code 

yellow, ”advisory.” It is being monitored closely so that appropriate 

warnings can be issued if its activity increases to a more threatening 

level.  
  Figure 1    
 Alaska’s population is concentrated around Cook Inlet; Redoubt, 

Augustine, and Spurr have all erupted since 1990.  

J. Schaeff er and C. Cameron, courtesy Alaska Volcano Observatory/Alaska 

Division of Geologic and Geophysical Surveys.

  Figure 2    
 Window from KLM jet shows the “frosting” from ash abrasion that 

obscured the pilots’ view.

Photograph by C. Neal, Alaska Volcano Observatory,   U.S. Geological Survey.

FiFigugurere 1 1   

(Continued)
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  Figure 3    
 Seismicity at Redoubt, 13 December through 31 December 1989. (A) In 

map view, seismic activity is strongly concentrated below the summit; 

depth (B) is variable. (C) Depth of seismic events varies over time; mainly 

shallow during the fi rst explosions, then deeper, with shallow events 

resuming in late December.  

After USGS Circular 1061.

  Figure 4   
 (A) Mudfl ow deposits in the Drift River valley; Redoubt at rear of image. 

(B) Some lahars completely fl ooded structures in the valley. 

 Photographs by C. A. Gardner, Alaska Volcano Observatory, U.S. Geological 

Survey  .

(Continued)
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  Figure 5    
 USGS geologists study pyroclastic debris from Redoubt. 

 Photograph by K. Bull, Alaska Volcano Observatory, U.S. Geological Survey.  

  Figure 6    
 On 21 April 1990, ash rises from Redoubt. Note the classic stratovolcano 

shape. 

 Photograph by R. Clucas, Alaska Volcano Observatory, U.S. Geological 

Survey.  

    A    caldera    is an enlarged volcanic crater, which may be 

formed either by an explosion enlarging an existing crater or by 

collapse of a volcano after a magma chamber within has emp-

tied. The summit caldera of Mauna Loa (fi gure 5.8D) has 

formed predominantly by collapse as the magma chamber has 

become depleted, and enlarged as the rocks on the rim have 

weathered and crumbled. The Deriba caldera, shown in the 

chapter-opener photo, formed by a combination of collapse and 

explosion ( fi gure 5.32 ). In the case of a massive explosive erup-

tion such as the one that produced the Long Valley caldera, the 

original volcanic cone is obliterated altogether. The fear is that 

any future eruptions may also be on a grand scale. 

    Geophysical studies have shown that a partly molten mass 

of magma close to 4 kilometers across currently lies below the 

Long Valley caldera. Furthermore, since 1975, the center of the 

caldera has bulged upward more than 25 centimeters (10 

inches); at least a portion of the magma appears to be rising in 

the crust. In 1982, seismologists realized that the patterns of 

earthquake activity in the caldera were disturbingly similar to 

those associated with the eruptions of Mount St. Helens. In 

May 1982, the director of the U.S. Geological Survey issued a 

formal notice of potential volcanic hazard for the Mammoth 

Lakes/Long Valley area. A swarm of earthquakes of magnitudes 

up to 5.6 occurred there in January of 1983. In 1989, following 

an earthquake swarm under Mammoth Mountain (just south-

west of the town of Mammoth Lakes), the tree-kill previously 

described began. So far, there has been no eruption, but scien-

tists continue to monitor developments very closely. One of the 

unknown factors is the magma type in question, and therefore 

the probable eruptive style: Both basalts and rhyolites are found 

among the young volcanics in the area. Meanwhile, the area has 

provided a lesson in the need for care when issuing hazard 

warnings. Media overreaction to, and public misunderstanding 

of, the 1982 hazard notice created a residue of local hard feel-

ings, many residents believing that tourism and property values 

had both been hurt, quite unnecessarily. It remains to be seen 

what public reaction to a more-urgent warning of an imminent 

threat here might be. 

    Long Valley is not the only such feature being watched 

somewhat warily. As noted earlier, another area of uncertain 

Magma chamber

Pyroclastic flows

Caldera collapses

  Figure 5.32    
 Formation of a caldera by collapse of rock over the partially 

emptied magma chamber, with ejection of pyroclastics. 

  After C. Bacon, U.S. Geological Survey   
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 future is Yellowstone National Park. Yellowstone, at present, is 

notable for its geothermal features—geysers, hot springs, and 

fumaroles ( fi gure 5.33A ). All of these features refl ect the 

 presence of hot rocks at shallow depths in the crust below the 

park. Until recently, it was believed that the heat was just left 

over from the last cycle of volcanic activity in the area, which 

began 600,000 years ago. Recent studies, however, suggest that 

in fact, considerable fl uid magma remains beneath the park, 

which is also still a seismically active area. Yellowstone is actu-

ally an intracontinental hot-spot volcano (fi gure 5.33B). One 

reason for concern is the scale of past eruptions. The size of the 

caldera itself ( fi gure 5.34 ) suggests that the potential scale of 

future eruptions is large, and this is confi rmed by the volume of 

pyroclastics ejected in three huge explosive eruptions over the 

last 2 million years or so ( fi gure 5.35 ). Eruptions of this scale, 

with a VEI of 8, lead to the term “supervolcano,” which has 

caught public attention. 

    Whether eruption on that scale is likely in the foreseeable 

future, no one knows. Scientists continue to monitor uplift and 

changes in seismic and thermal activity at Yellowstone. The re-

search goe s on.       
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  Figure 5.33    
 (A) Continuing thermal activity at Yellowstone National Park is 

extensive, with many boiling-water pools, steaming springs, and 

geysers. (B) The underlying cause is a hot spot. The track of North 

America across the Yellowstone hot spot is traced by volcanics; 

ages (circled) in millions of years. 

  (B) Data and base map from U.S. Geological Survey   
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  Figure 5.34    
 The size of the caldera (light pink area), continuing presence of 

magma under the “resurgent domes” within it, and scale of past 

eruptions causes concern about the future of the region. Green is 

Yellowstone National Park. 

  Used with permission from Yellowstone Magmatic Evolution, 

copyright © 1984 by the National Academy of Sciences. Courtesy of the 

National Academy Press. Washington, D.C.   
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  Figure 5.35    
 Major explosive eruptions of Yellowstone caldera produced the Mesa Falls, Huckleberry Ridge, and Lava Creek ash falls. The Lava Creek event 
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  After USGS Fact Sheet 2005–3024   

 Summary 
 Most volcanic activity is concentrated near plate boundaries. 

Volcanoes diff er in eruptive style and in the kinds of dangers they 

present. Those along spreading ridges and at oceanic hot spots 

tend to be more placid, usually erupting a fl uid, basaltic lava. 

Subduction-zone volcanoes are supplied by more-viscous, 

silica-rich, gas-charged andesitic or rhyolitic magma, so, in addition 

to lava, they may emit large quantities of pyroclastics and 

pyroclastic fl ows, and they may also erupt explosively. The type of 

volcanic structure built is directly related to the composition/

physical properties of the magma; the fl uid basaltic lavas build 

shield volcanoes, while the more-felsic magmas build smaller, 

steeper stratovolcanoes of lava and pyroclastics. At present, 

volcanologists can detect the early signs that a volcano may erupt 

in the near future (such as bulging, increased seismicity, or 

increased thermal activity), but they cannot predict the exact 

timing or type of eruption. Individual volcanoes, however, show 

characteristic eruptive styles (as a function of magma type) and 

patterns of activity. Therefore, knowledge of a volcano’s eruptive 

history allows anticipation of the general nature of eruptions and 

of the likelihood of renewed activity in the near future.   
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 Questions for Review  

   1.   Defi ne a fi ssure eruption, and give an example.  

   2.   The Hawaiian Islands are all shield volcanoes. What are shield 

volcanoes, and why are they not especially hazardous to life?  

   3.   The eruptive style of Mount St. Helens is quite diff erent from 

that of Kilauea in Hawaii. Why?  

   4.   What are pyroclastics? Identify a kind of volcanic structure 

that pyroclastics may build.  

   5.   Describe two strategies for protecting an inhabited area from 

an advancing lava fl ow.  

   6.   Describe a way in which a lahar may develop, and a way to 

avoid its most likely path.  

   7.   What is a nuée ardente, and why is a volcano known for 

producing these hot pyroclastic fl ows a special threat during 

periods of activity?  

   8.   Explain the nature of a phreatic eruption, and give an example.  

   9.   How may volcanic eruptions infl uence global climate?  

   10.   Discuss the distinctions among active, dormant, and extinct 

volcanoes, and comment on the limitations of this 

classifi cation scheme.  

   11.   What is the Volcanic Explosivity Index?  

   12.   Describe two precursor phenomena that may precede 

volcanic eruptions.  

   13.   What is the underlying cause of present and potential future 

volcanic activity in the Cascade Range of the western United 

States?  

   14.   What is the origin of volcanic activity at Yellowstone, and why 

is it sometimes described as a “supervolcano”?     

 Exploring Further 
( For investigating volcanic activity, two excellent websites are 

the U.S. Geological Survey’s Volcano Hazards Program site, 

http://volcanoes.usgs.gov/, and the Global Volcanism program site, 

http://www.volcano.si.edu/. The USGS site includes links to all of 

the U.S. regional volcano observatories.)  

   1.   As this is written, Kilauea continues an active phase that has 

lasted over two decades. Check out the current activity report 

of the Hawaii Volcanoes Observatory.  

   2.   Go to the USGS site mentioned above. How many volcanoes 

are currently featured as being watched? Which one(s) have 

the highest Aviation Watch color codes, and why?  

   3.   The Global Volcanism Program site highlights active 

volcanoes. How many volcanoes are currently on that list? 

Choose a volcano from the list with which you are  not  familiar, 

and investigate more closely: What type of volcano is it, and 

what type of activity is currently in progress? What is its 

tectonic setting, and how does that relate to its eruptive style?  

   4.   Before the explosion of Mount St. Helens in May 1980, 

scientists made predictions about the probable extent of and 

kinds of damage to be expected from a violent eruption. 

Investigate those predictions, and compare them with the 

actual eff ects of the blast.  

   5.   How near to you is the closest active volcano? The closest 

dormant one? Are there any ancient lava fl ows or pyroclastic 

deposits in your area, and if so, how old are the youngest of 

these?        

 Exercises  
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III  Surface P rocesses    

 Many areas are threatened, or at least aff ected, by the 

hazards associat ed with the int ernal geolog ic pr o-

cesses discussed in section II. Every place on earth is 

subject to one or more of the various kinds of surface processes to 

be examined in this sec tion. These ar e the geolog ic pr ocesses 

with causes and eff ects at or near ear th’s sur face. They involve 

principally the ac tions of wat er, ice, wind, and g ravity. Local cli-

mate plays a major r ole in det ermining the r elative importance 

of these processes. This is one r eason for interest in possible fu-

ture changes in global and local climate. 

  The earth’s surface is, geologically, a very active place. It is 

here that we see the interplay of the internal heat of the earth 

(which builds mountains and shif ts the land), the ex ternal heat 

from the sun (which driv es the wind and pr ovides the ener gy 

behind the hydrologic cycle), and the inexorable force of gravity 

(which c onstantly t ries t o p ull e verything d own t o t he s ame 

level). 

  Chapters 6–9 explor e sev eral k inds of sur face pr ocesses: 

stream-related processes, including fl ooding; coastal processes 

of erosion and mass transpor t; mass mo vements, the do wnhill 

march of material; and the eff ects of ice and wind in sculpturing 

the land. Chapter 10 examines some relationships among these 

various processes and climate, and considers possible long-term 

climate trends and consequences.     ■

NN

 Multiple processes and climates are represented here where Sahara desert sand meets rock in eastern Algeria. Now-dry stream channels at 

right were carved when the climate was cooler and wetter. In the modern hot, dry Saharan climate, winds sweep dry sediment into the dunes 

at left. White patches are salts left behind when small pools of water that had accumulated among the dunes dried up.     

 Image courtesy of Earth Sciences and Image Analysis Laboratory, NASA Johnson Space Center.      



    Flowing through its own sediments in this swampy stretch, the Amazon River shows smooth banks. The valley of the Uatumã River tributary is 

rockier, so its banks are more irregular. The Uatumã is also partially dammed by sediment, backing water up into the valley. Arrow indicates 

direction of the Amazon’s fl ow.  

 Image courtesy of Earth Sciences and Image Analysis Laboratory, NASA Johnson Space Center. 

  Floods ar e pr obably the most widely experienc ed cata-

strophic geolog ic hazar ds ( fi gure 6 .1 ). O n t he a verage, i n t he 

United Stat es alone , fl oods annually take 140 liv es and cause 

well over $6 billion in property damage. The 1993 fl ooding in the 

Mississippi R iver basin t ook 48 liv es and caused an estimat ed 

$15–20 billion in damages. 

  Most fl oods do not make national headlines, but they may 

be no less devastating t o those aff ected by them. S ome fl oods 

are the r esult of unusual ev ents, such as the c ollapse of a dam, 

but the vast majority are a perfectly normal, and to some extent 

predictable, par t of the natural func tioning of str eams. Bef ore 

discussing fl ood hazards, therefore, we will examine ho w water 

moves through the hydrologic cycle, and we will also look at the 

basic characteristics and behavior of streams.    

 Water is  the single most  important agent sculpturing the 

earth’s surface. Mountains may be raised by the action of 

plate tectonics and volcanism, but they are shaped primarily by 

water. Streams carve valleys, level plains, and move tremendous 

amounts of sediment from place to place. 

  They ha ve also long pla yed a r ole in human aff  airs. 

Throughout human history, streams have served as a vital source 

of fresh water, and often of fi sh for food. Before there were air-

planes, trucks , or trains , ther e w ere boats t o carr y people and 

goods over water. Before the widespread use of fossil fuels, fl ow-

ing w ater p ushing p addlewheels p owered m ills a nd f actories. 

For these and other r easons, many towns sprang up and g rew 

along streams. This, in turn, has put people in the path of fl oods 

when the streams overfl ow. 

 Streams and  F looding  

 C H A P T E R C H A P T E R
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Floods are probably the most widely experienced cata-most important agent sculpturing the
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years—in storage in one or another of the water reservoirs shown 

in fi gure 6.2—a glacier, an ocean, ground water—but from the 

longer perspective of geologic history, it is still regarded as mov-

ing continually through the hydrologic cycle. In the process, it 

may participate in other geologic cycles and processes: for ex-

ample, streams eroding rock and moving sediment, and subsur-

face waters dissolving rock and transporting dissolved chemicals, 

are also contributing to the rock cycle. We revisit the hydrologic 

cycle in the context of water resources in chapter 11.    

 Streams and Their Features   

 Streams—General 

 A    stream    is any body of fl owing water confi ned within a chan-

nel, regardless of size, although people tend, informally, to use 

the term  river  for a relatively large stream. It fl ows downhill 

through local topographic lows, carrying away water over the 

earth’s surface. The region from which a stream draws water is 

its    drainage basin    ( fi gure 6.3 ), or  watershed.  A  divide  sepa-

rates drainage basins. The size of a stream at any point is related 

in part to the size (area) of the drainage basin upstream from 

that point, which determines how much water from falling snow 

or rain can be collected into the stream. Stream size is also in-

fl uenced by several other factors, including climate (amount of 

precipitation and evaporation), vegetation or lack of it, and the 

underlying geology, all of which are discussed in more detail 

later in the chapter. That is, a stream carves its channel (in the 

absence of human intervention), and the channel carved is 

broadly proportional to the volume of water that must typically 

be accommodated. Long-term, sustained changes in precipita-

tion, land use, or other factors that change the volume of water 

customarily fl owing in the stream will be refl ected in corre-

sponding changes in channel geometry. 

 The Hydrologic Cycle  

 The    hydrosphere    includes all the water at and near the surface 

of the earth. Most of it is believed to have been outgassed from 

the earth’s interior early in its history, when the earth’s tempera-

ture was higher; icy planetesimals added late to the accreting 

earth’s surface may have contributed some, too. Now, with only 

occasional minor additions from volcanoes bringing up “new” 

water from the mantle, and small amounts of water returned to 

the mantle with subducted lithosphere, the quantity of water in 

the hydrosphere remains essentially constant. 

    All of the water in the hydrosphere is caught up in the 

hydrologic cycle   , illustrated in  fi gure 6.2 . The largest single 

reservoir in the hydrologic cycle, by far, consists of the world’s 

oceans, which contain over 97% of the water in the hydro-

sphere; lakes and streams together contain only 0.016% of the 

water. The main processes of the hydrologic cycle involve evap-

oration into and precipitation out of the atmosphere. Precipita-

tion onto land can reevaporate (directly from the ground surface 

or indirectly through plants by evapotranspiration), infi ltrate 

into the ground, or run off over the ground surface. Surface 

runoff may occur in streams or by unchanneled overland fl ow. 

Water that percolates into the ground may also fl ow (see 

 cha pter 11) and commonly returns, in time, to the oceans. The 

oceans are the principal source of evaporated water because of 

their vast areas of exposed water surface. 

    The total amount of water moving through the hydrologic 

cycle is large, more than 100 million billion gallons per year. A 

portion of this water is temporarily diverted for human use, but 

it ultimately makes its way back into the natural global water 

cycle by a variety of routes, including release of municipal sew-

age, evaporation from irrigated fi elds, or discharge of industrial 

wastewater into streams. Water in the hydrosphere may spend 

extended periods of time—even hundreds of thousands of 

  Figure 6.1   
 Presidential disaster declarations related to fl ooding, by county, 

from 1 June 1965 through 1 June 2003: green, one; yellow, two; 

orange, three; red, four or more. Some fl ood disasters are related to 

coastal storms, but many are due to stream fl ooding.  

Source: U.S. Geological Survey
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as its  traction load.  Material of intermediate size may be car-

ried in short hops along the stream bed by a process called 

 saltation  ( fi gure 6.5 ). All this material is collectively described 

as the  bed load  of the stream. The  suspended load  consists of 

material that is light or fi ne enough to be moved along sus-

pended in the stream, supported by the fl owing water. Sus-

pended sediment clouds a stream and gives the water a muddy 

appearance. Finally, some substances may be completely dis-

solved in the water, to make up the stream’s  dissolved load.  

    The total quantity of material that a stream transports by 

all these methods is called, simply, its    load   . Stream    capacity    

is a measure of the total load of material a stream can move. 

Capacity is closely related to discharge: the faster the water 

fl ows, and the more water is present, the more material can be 

moved. How much of a load is actually transported also de-

pends on the availability of sediments or soluble material: a 

stream fl owing over solid bedrock will not be able to dislodge 

    The size of a stream may be described by its    discharge   , 

the volume of water fl owing past a given point (or, more pre-

cisely, through a given cross section) in a specifi ed length of 

time. Discharge is the product of channel cross section (area) 

times average stream velocity ( fi gure 6.4 ). Historically, the con-

ventional unit used to express discharge is cubic feet per sec-

ond; the analogous metric unit is cubic meters per second. 

Discharge may range from less than one cubic foot per second 

on a small creek to millions of cubic feet per second in a major 

river. For a given stream, discharge will vary with season and 

weather, and may be infl uenced by human activities as well. 

   Sediment Transport 

 Water is a powerful agent for transporting material. Streams 

can move material in several ways. Heavier debris may be 

rolled, dragged, or pushed along the bottom of the stream bed 
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  Figure 6.2    
 Principal processes and reservoirs of the hydrologic cycle (reservoirs in capital letters). Straight lines show movement of liquid water; wavy 

lines show water vapor. (Limited space prevents showing all processes everywhere they occur.)  
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  Figure 6.3    
 Streams and their drainage basins. (A) A topographic high creates 

a divide between the drainage basins of adjacent streams. 

(B) Portion of the drainage basin of the Madre de Dios River in 

the southwestern Amazon. Fine grey-brown lines mark divides 

between watersheds of the smaller tributary streams. 

 (B) Image by Jesse Allen, courtesy NASA  
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much material, while a similar stream fl owing through sand or 

soil may move considerable material. Vegetation can also in-

fl uence sediment transport, by preventing the sediment from 

reaching the stream at all, or by blocking its movement within 

the stream channel.   

 Velocity, Gradient, and Base Level 

 Stream velocity is related partly to discharge and partly to the 

steepness (pitch or angle) of the slope down which the stream 

fl ows. The steepness of the stream channel is called its    gradient   . 

It is calculated as the difference in elevation between two points 

along a stream, divided by the horizontal distance between them 

along the stream channel (the water’s fl ow path). All else being 

equal, the higher the gradient, the steeper the channel 

(by  defi nition), and the faster the stream fl ows. Gradient 

and velocity commonly vary along the length of a stream ( fi g-

ure 6.6 ). Nearer its source, where the fi rst perceptible trickle of 

water signals the stream’s existence, the gradient is usually steeper, 

and it tends to decrease downstream. Velocity may or may not 

decrease correspondingly: The effect of decreasing gradient may 

be counteracted by other factors, including increased water vol-

ume as additional tributaries enter the stream, which adds to the 

mass of water being pulled downstream by gravity. Velocity is 

also infl uenced by friction between water and stream bed, and 

changes in the channel’s width and depth. Overall, discharge does 

tend to increase downstream, at least in moist climates, primarily 

because of water added by tributaries along the way. 

    By the time the stream reaches its end, or mouth, which is 

usually where it fl ows into another body of water, the gradient 

is typically quite low. Near its mouth, the stream is approaching 

its    base level   , which is the lowest elevation to which the stream 

can erode downward. For most streams, base level is the water 

(surface) level of the body of water into which they fl ow. For 

streams fl owing into the ocean, for instance, base level is sea 

level. The closer a stream is to its base level, the lower the 

stream’s gradient. As noted above, it may fl ow more slowly in 

consequence, although the slowing effect of decreased gradient 

may be compensated by an increase in discharge due to widen-

ing of the channel and a corresponding increase in channel cross 

section. The downward pull of gravity not only pulls water 
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Water flow

Stream bed

  Figure 6.5    
 Schematic of saltation, one process of sediment transport. Particles 

move in short jumps, jarred loose by water or other particles and 

briefl y carried in the stream fl ow.  
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  Figure 6.6    
 Typical longitudinal profi le of a stream in a temperate climate. Note that the gradient decreases from source to mouth. Particle sizes may 

decrease with breakup downstream. Total discharge, capacity, and velocity may all increase downstream despite the decrease in gradient 

(though commonly, velocity decreases with decreasing gradient). Conversely, in a dry climate, water loss by evaporation and infi ltration into 

the ground may decrease discharge downstream.  

tudinal profi le    of such a stream (a sketch of the stream’s 

elevation from source to mouth) assumes a characteristic con-

cave-upward shape, as shown in fi gure 6.6.   

 Velocity and Sediment Sorting 

and Deposition 

 Variations in a stream’s velocity along its length are refl ected 

in the sizes of sediments deposited at different points. The 

more rapidly a stream fl ows, the larger and denser are the par-

ticles that can be moved. The sediments found motionless in a 

stream bed at any point are those too big or heavy for that 

stream to move at that point. Where the stream fl ows most 

quickly, it carries gravel and even boulders along with the fi ner 

sediments. As the stream slows down, it starts leaving behind 

the heaviest, largest particles—the boulders and gravel—and 

continues to move the lighter, fi ner materials along. If stream 

velocity continues to decrease, successively smaller particles 

Discharge (flow past this point)
Q = (25 sq. m) x (5 m/sec)

= 125 cu. m/sec

Flow
cross section
A = 25 sq. m
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in 1 sec

Average stream 
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  Figure 6.4    
 Discharge (Q) equals channel cross section (area) times average 

velocity: Q 5 A 3 V. In a real stream, both channel shape and fl ow 

velocity vary, so reported discharge is necessarily an average. In any 

cross section, velocity near the center of the channel will be greater 

than along bottom and sides of the channel.  

down the channel, but also causes a stream to cut down verti-

cally toward its base level. Counteracting this erosion is the in-

fl ux of fresh sediment into the stream from the drainage basin. 

Over time, natural streams tend toward a balance, or equilib-

rium, between erosion and deposition of sediments. The    longi-
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are dropped: the sand-sized particles next, then the clay-sized 

ones. In a very slowly fl owing stream, only the fi nest sediments 

and dissolved materials are still  being carried.     The relationship 

between the velocity of water fl ow and the size of particles 

moved accounts for one characteristic of stream-deposited 

sediments: They are commonly    well sorted    by size or density, 

with materials deposited at a given point tending to be similar 

in size or weight. If velocity decreases along the length of the 

stream profi le, then so will the coarseness of sediments depos-

ited, as also shown in fi gure 6.6. 

    If a stream fl ows into a body of standing water, like a lake 

or ocean, the stream’s fl ow velocity drops to zero, and all the 

remaining suspended sediment is dropped. If the stream is still 

carrying a substantial load as it reaches its mouth, and it then 

fl ows into still waters, a large, fan-shaped pile of sediment, a 

   delta   , may be built up ( fi gure 6.7A,B ). A similarly shaped 

  Figure 6.7    
 (A) A river like the Mississippi builds a delta by depositing its sediment load when it fl ows into a still lake or ocean; the stream may split up 

into many small channels as it fl ows across the delta to open water. (B) The Mississippi River delta (satellite photo). The river carries a million 

tons of sediment each day. Here, the suspended sediment shows as a milky, clouded area in the Gulf of Mexico. The sediment deposition 

gradually built Louisiana outward into the gulf. Now, upstream dams have cut off  sediment infl ux, and the delta is eroding in many places. 

(C) Satellite view of alluvial fan beside the Zagros Mountains in southern Iran. This fan is built on a dry lake bed. The gently sloping land at the 

fan’s base is rich farmland, and the stream brings seasonal rain and snowmelt down from the mountains. 

  (B) Photo courtesy  NASA; (C) image by Jesse Allen, courtesy NASA  
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 feature, an    alluvial fan   , is formed when a tributary stream fl ows 

into a more slowly fl owing, larger stream, or a stream fl ows 

from mountains into a plain (fi gure 6.7C). 

    An additional factor controlling the particle size of 

stream sediments is physical breakup and/or dissolution of 

the sediments during transport. That is, the farther the sedi-

ments travel, the longer they are subjected to collision and 

dissolution, and the fi ner they tend to become. Stream- 

transported sediments may thus tend, overall, to become fi ner 

downstream, whether or not the stream’s velocity changes 

along its length.   

 Channel and Floodplain Evolution 

 When a stream is fl owing rapidly and its gradient is steep, 

downcutting is rapid. The result is typically a steep-sided 

valley, V-shaped in cross section, and relatively straight ( fi g-

ure 6.8 ). But streams do not ordinarily fl ow in straight lines 

for very long. Small irregularities in the channel cause local 

fl uctuations in velocity, which result in a little erosion where 

the water fl ows strongly against the side of the channel and 

some deposition of sediment where it slows down a bit. 

Bends, or    meanders   , thus begin to form in the stream. Once 

a meander forms, it tends to enlarge and also to shift down-

stream. It is eroded on the outside and downstream side of 

the meander, the    cut bank   , where the water fl ows somewhat 

faster (and the channel, too, tends to be a little deeper there 

as a result);    point bars   , consisting of sediment deposited on 

the insides of meanders, build out the banks in those parts of 

the channel ( fi gure 6.9 ). The rates of lateral movement of 

meanders can range up to tens or even hundreds of meters per 

year, although rates below 10 meters/year (35 feet/year) are 

more common on smaller streams. 

    Obstacles or irregularities in the channel may slow 

fl ow enough to cause localized sediment deposition there. If 

the sediment load of the stream is large, these channel is-

lands can build up until they reach the surface, effectively 

dividing the channel in a process called  braiding.  If the sedi-

ment load is very large in relation to water volume, the 

   braided stream    may develop a complex pattern of many 

channels that divide and rejoin, shifting across a broad ex-

panse of sediment ( fi gure 6.10 ). 

  Figure 6.8    
 Classic V-shaped valley carved by a rapidly downcutting stream. 

Grand Canyon of the Yellowstone River.  

Point bar

Cut bank

Deposition
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  Figure 6.9    
 Development of meanders. Channel erosion is greatest at the 

outside and on the downstream side of curves, at the cut bank; 

deposition of point bars occurs in sheltered areas on the 

inside of curves. In time, meanders migrate both laterally and 

downstream and can enlarge as well, as shown here. See also 

fi gure 6.11.  
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  Figure 6.10    
 Braided streams have many channels dividing and rejoining. 

Brahmaputra River, Tibet. 

  Image courtesy of Earth Science and Image Analysis Laboratory, NASA 

Johnson Space Center   

    Over a period of time, the combined effects of erosion on 

the cut banks and deposition of point bars on the inside banks of 

meanders, downstream meander migration, and sediment depo-

sition when the stream overfl ows its banks together produce a 

broad, fairly fl at expanse of land covered with sediment around 

the stream channel proper. This is the stream’s    fl oodplain   , the 

area into which the stream spills over during fl oods. The fl ood-

plain, then, is a normal product of stream evolution over time 

(see  fi gure 6.11  and  fi gure 6.12 A). 

    Meanders do not broaden or enlarge indefi nitely. Very 

large meanders represent major detours for the fl owing stream. 

At times of higher discharge, especially during fl oods, the 

stream may make a shortcut, or cut off a meander, abandoning 

the old, twisted channel for a more direct downstream route. 

The cutoff meanders are called    oxbows   . These abandoned chan-

nels may be left dry, or they may be fi lled with standing water, 

making  oxbow lakes.  See fi gure 6.12C. 

 Flooding 

   The vast majority of stream fl oods are linked to precipitation 

(rain or snow). When rain falls or snow melts, some of the water 

sinks into the ground (   infi ltration   ). Below ground,    percolation    

moves it through soil and rock. Some of the water left on the 

surface evaporates directly back into the atmosphere. The rest 

of the water becomes surface runoff, fl owing downhill over the 

surface under the infl uence of gravity into a puddle, lake, ocean, 

or stream. Recall fi gure 6.2.     

   As noted previously, the size of an unmodifi ed stream 

channel is directly related to the quantity of water that it usually 

carries. That is, the volume of the channel is approximately suf-

fi cient to accommodate the average maximum discharge reached 

Floodplain
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  Figure 6.11    
 Meandering and sediment deposition during fl oods contribute to 

development of a fl oodplain. (A) Small bends enlarge and migrate over 

time. (B) Broad, fl at fl oodplain is developed around stream channel by 

meandering coupled with sediment deposition during fl ooding.  

each year. Much of the year, the surface of the water is well 

below the level of the stream banks. In times of higher dis-

charge, the stream may overfl ow its banks, or    fl ood   . This may 

happen, to a limited extent, as frequently as every two to three 

years with streams in humid regions. More-severe fl oods occur 

correspondingly less often.  

 Factors Governing Flood Severity 

 Many factors together determine whether a fl ood will occur. 

The quantity of water involved and the rate at which it enters the 

stream system are the major factors. When the water input ex-

ceeds the capacity of the stream to carry that water away down-

stream within its channel, the water overfl ows the banks. 

Worldwide, the most intense rainfall events occur in Southeast 

Asia, where storms have drenched the region with up to 200 centi-

meters (80 inches) of rain in less than three days. (To put such 

numbers in perspective, that amount of rain is more than double 

the average  annual  rainfall for the United States!) In the United 

States, several regions are especially prone to heavy rainfall 

events: the southern states, vulnerable to storms from the Gulf 

of Mexico; the western coastal states, subject to prolonged 

storms from the Pacifi c Ocean; and the midcontinent states, 

where hot, moist air from the Gulf of Mexico can collide with 

cold air sweeping down from Canada. Streams that drain the 

Rocky Mountains are likely to fl ood during snowmelt,  especially 
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  Figure 6.12    
 (A) Floodplain of the Missouri River near Glasgow, Missouri is 

bounded by steep bluff s. (B) During the 1993 fl ooding, the 

fl oodplain lived up to its name. The channel is barely visible, 

outlined by vegetation growing on levees along the banks. 

(C) Meandering of the lower Mississippi River has produced many 

oxbows. Note point bars on the inside banks of several meanders.

(A) and (B) Images by Scientifi c Assessment and Strategy Team, 

courtesy USGS. (C) Image by Robert Simmon, courtesy NASA.  

when rapid spring thawing follows a winter of unusually 

heavy snow. The record fl ooding in the Pacifi c Northwest in 

January 2009 resulted from a particularly unfortunate combi-

nation of events: unusually heavy snow accumulations early in 

the winter, followed by thawing and persistent rains that both 

added yet more water and accelerated the melting of the snow. 

    The rate of surface runoff is infl uenced by the extent of 

infi ltration, which, in turn, is controlled by the soil type and 

how much soil is exposed. Soils, and rocks, vary in  porosity  and 

 permeability,  properties that are explored further in chapter 11. 

A very porous and permeable soil allows a great deal of water 

to sink in relatively fast. If the soil is less permeable (meaning 

that water does not readily sink into or fl ow through it) or is 

covered by artifi cial structures, the proportion of water that runs 

off over the surface increases. Once even permeable soil is satu-

rated with water, any additional moisture is necessarily forced 

to become part of the surface runoff. 

    Topography also infl uences the extent or rate of surface 

runoff: The steeper the terrain, the more readily water runs off 

over the surface and the less it tends to sink into the soil. Water 

that infi ltrates the soil, like surface runoff, tends to fl ow down-

gradient, and may, in time, also reach the stream. However, the 

subsurface runoff water, fl owing through soil or rock, generally 

moves much more slowly than the surface runoff. The more grad-

ually the water reaches the stream, the better the chances that the 

stream discharge will be adequate to carry the water away with-

out fl ooding. Therefore, the relative amounts of surface runoff 

and subsurface (groundwater) fl ow, which are strongly infl uenced 

by the near-surface geology of the drainage basin, are fundamen-

tal factors affecting the severity of stream fl ooding. 
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This may occur within minutes of the infl ux of water, as with 

fl ooding just below a failed dam. However, in places far down-

stream from the water input or where surface runoff has been 

slowed, the stream may not crest for several days after the fl ood 

episode begins. In other words, just because the rain has stopped 

does not mean that the worst is over, as was made abundantly 

evident in the 1993 Midwestern fl ooding, described in Case 

Study 6.2. The fl ood crested in late June in Minnesota; 9 July in 

the Quad Cities; 1 August in St. Louis; and 8 August in Cape 

Girardeau, Missouri, near the southern end of Illinois. 

    Flooding may affl ict only a few kilometers along a small 

stream, or a region the size of the Mississippi River drainage 

basin, depending on how widely distributed the excess water is. 

Floods that affect only small, localized areas (or streams drain-

ing small basins) are sometimes called    upstream fl oods   . These 

are most often caused by sudden, locally intense rainstorms and 

by events like dam failure. Even if the total amount of water 

involved is moderate, the rapidity with which it enters the 

stream can cause it temporarily to exceed the stream channel 

capacity. The resultant fl ood is typically brief, though it can also 

be severe. Because of the localized nature of the excess water 

during an upstream fl ood, there is unfi lled channel capacity far-

ther downstream to accommodate the extra water. Thus, the 

water can be rapidly carried down from the upstream area, 

quickly reducing the stream’s stage. 

     Flash fl oods  are a variety of upstream fl ood, characterized 

by especially rapid rise of stream stage. They can occur any-

where that surface runoff is rapid, large in volume, and funneled 

into a relatively restricted area. Canyons are common natural 

sites of fl ash fl oods ( fi gure 6.14 ). Urban areas may experience 

fl ash fl oods in a highway underpass or just a dip in the road that 

becomes a temporary stream as runoff washes over it. Flash 

fl oods can even occur in deserts after a cloudburst, though in this 

case, the water level is likely to subside quickly as water sinks 

into parched ground rather than draining away in a stream. 

    Floods that affect large stream systems and large drainage 

basins are called    downstream fl oods   . These fl oods more often 

result from prolonged heavy rains over a broad area or from 

extensive regional snowmelt. Downstream fl oods usually last 

longer than upstream fl oods because the whole stream system is 

choked with excess water. The summer 1993 fl ooding in the 

Mississippi River basin is an excellent example of downstream 

fl ooding, brought on by many days of above-average rainfall 

over a broad area, with parts of the stream system staying above 

fl ood stage for weeks.   

 Stream Hydrographs 

 Fluctuations in stream stage or discharge over time can be plot-

ted on a    hydrograph    ( fi gure 6.15 ). Hydrographs spanning long 

periods of time are very useful in constructing a picture of the 

“normal” behavior of a stream and of that stream’s response to 

fl ood-causing events. Logically enough, a fl ood shows up as a 

peak on the hydrograph. The height and width of that peak and 

its position in time relative to the water-input event(s) depend, in 

part, on where the measurements are taken relative to where the 

    Vegetation may reduce fl ood hazards in several ways. The 

plants may simply provide a physical barrier to surface runoff, 

decreasing its velocity and thus slowing the rate at which water 

reaches a stream. Plant roots working into the soil loosen it, 

which tends to maintain or increase the soil’s permeability, and 

hence infi ltration, thus reducing the proportion of surface run-

off. Plants also absorb water, using some of it to grow and re-

leasing some slowly by evapotranspiration from foliage. All of 

these factors reduce the volume of water introduced directly 

into a stream system. 

    All other factors being equal, local fl ood hazard may vary 

seasonally or as a result of meteorologic fl uctuations. Just as 

soil already saturated from previous storms cannot readily ab-

sorb more water, so the solidly frozen ground of cold regions 

prevents infi ltration; a midwinter rainstorm in such a region 

may produce fl ooding with a quantity of rain that could be read-

ily absorbed by the soil in summer. The extent and vigor of 

growth of vegetation varies seasonally also, as does atmospheric 

humidity and thus evapotranspiration.   

 Flood Characteristics 

 During a fl ood, the water level of a stream is higher than usual, 

and its velocity and discharge also increase as the greater mass 

of water is pulled downstream by gravity. The higher volume 

(mass) and velocity together produce the increased force that 

gives fl oodwaters their destructive power ( fi gure 6.13 ). The 

 elevation of the water surface at any point is termed the    stage    of 

the stream. A stream is at  fl ood stage  when stream stage exceeds 

bank height. The magnitude of a fl ood can be described by 

 either the maximum discharge or maximum stage reached. The 

stream is said to    crest    when the maximum stage is reached. 

  Figure 6.13    
 The heightened erosion by fast-fl owing fl oodwaters can threaten 

structures. Bridge scour on Rio Puerco, New Mexico; note the 

severe undercutting of the base of the support at center of photo. 

  Photograph by Steven D. Craigg, U.S. Geological Survey   
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B

  Figure 6.14    
 (A) This canyon in Zion National Park is an example of a setting in 

which dangerous fl ash fl oods are possible, and steep canyon walls 

off er no route of quick retreat to higher ground. (B) Damage from 

Big Thompson Canyon (Colorado) fl ash fl ooding. The greater force 

associated with deeper, swifter fl oodwaters causes severe damage. 

  (B) Photograph courtesy USGS Photo Library, Denver, CO.   

  Figure 6.15    
 The summer 1993 fl ooding in the upper 

Mississippi River basin was not only unusual in its 

timing (compare with 1965 and 1973 patterns) 

but, in many places, broke fl ood-stage and/or 

discharge records set in 1973. In a typical year, 

snowmelt in the north plus spring rains lead to a 

rise in discharge in late spring. Summer is 

generally dry. Heavy 1993 summer rains were 

exceptional and produced exceptional fl ooding. 

  Hydrograph data courtesy U.S. Geological Survey   
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excess water is entering the system. Upstream, where the drain-

age basin is smaller and the water need not travel so far to reach 

the stream, the peak is likely to be sharper—with a higher crest 

and more rapid rise and fall of the water level—and to occur 

sooner after the infl ux of water. By the time that water pulse has 

moved downstream to a lower point in the drainage basin, it will 

have dispersed somewhat, so that the arrival of the water spans a 

longer time. The peak will be spread out, so that the hydrograph 

shows both a later and a broader, gentler peak (see  fi gure 6.16A ). 

A short event like a severe cloudburst will tend to produce a 

sharper peak than a more prolonged event like several days of 

steady rain or snowmelt, even if the same amount of water is 

involved. Sometimes, the fl ood-causing event also causes per-

manent changes in the drainage system (fi gure 6.16B). 
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 Flood-Frequency Curves 

 Another way of looking at fl ooding is in terms of the frequency 

of fl ood events of differing severity. Long-term records make it 

possible to construct a curve showing discharge as a function of 

recurrence interval for a particular stream or section of one. The 

sample    fl ood-frequency curve    shown in  fi gure 6.17  indicates 

that for this stream, on average, an event producing a discharge 

of 675 cubic feet/second occurs once every ten years, an event 

with discharge of 350 cubic feet/second occurs once every two 

years, and so on. A fl ood event can then be described by its 

    recurrence interval   : how frequently a fl ood of that severity 

occurs,  on average,  for that stream. 

    Alternatively (and preferably), one can refer to the  prob-

ability  that a fl ood of given size will occur in any one year; 

this probability is the inverse of the recurrence interval. For 

the stream of fi gure 6.17, a fl ood with a discharge of 675 cubic 

feet/second is called a “ten-year fl ood,” meaning that a fl ood 

of that size occurs about once every ten years, or has a 10% 

(1/10) probability of occurrence in any year; a discharge of 

900 cubic feet/second is called a “forty-year fl ood” and has a 

2.5% (1/40) probability of occurrence in any year, and so on. 

    Flood-frequency (or fl ood-probability) curves can be ex-

tremely useful in assessing regional fl ood hazards. If the sever-

ity of the one-hundred- or two-hundred-year fl ood can be 

estimated, then, even if such a rare and serious event has not 

occurred within memory, scientists and planners can, with the 

aid of topographic maps, project how much of the region would 

be fl ooded in such events. They can speak, for example, of the 

“one-hundred-year fl oodplain” (the area that would be water-

covered in a one-hundred-year fl ood). Such information is 

  Figure 6.16    
 (A) Flood hydrographs for two diff erent points along Calaveras Creek 

near Elmendorf, Texas. The fl ood has been caused by heavy rainfall in 

the upper reaches of the drainage basin. Here, fl ooding quickly 

follows the rain. The larger stream lower in the drainage basin 

responds more sluggishly to the input. (B) Mudfl ow into the Cowlitz 

River from the 18 May 1980 eruption of Mount St. Helens caused a 

sharp rise in stream stage (height), and fl ooding; infi lling of the 

channel by sediment resulted in a long-term increase in stream 

stage—higher water level—for given discharge and net water depth. 

  (A) Source Water Resources Division, U.S. Geological Survey; (B) after 

U.S. Geological Survey   
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    Hydrographs can be plotted with either stage or discharge 

on the vertical axis. Which parameter is used may depend on 

the purpose of the hydrograph. For example, stage may be the 

more relevant to knowing how much of a given fl oodplain area 

will be affected by the fl oodwaters. As a practical matter, too, 

measurement of stream stage is much simpler, so accurate stage 

data may be more readily available.   
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  Figure 6.17    
 Flood-frequency curve for Eagle River at Red Cliff , Colorado. 

Records span 46 years, so estimates of the sizes of moderately 

frequent fl oods are likely to be fairly accurate, though the rare 

larger fl oods are hard to project. 

  USGS Open-File Report 79–1060   
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 useful in preparing fl ood-hazard maps, an exercise that is also 

aided by the use of aerial or satellite photography. Such maps, 

in turn, are helpful in siting new construction projects to 

 minimize the risk of fl ood damage or in making property  owners 

in threatened areas aware of dangers, just as can be done for 

earthquake and volcano hazards. 

    Unfortunately, the best-constrained part of the curve is, 

by defi nition, that for the lower-discharge, more frequent, higher 

probability, less-serious fl oods. Often, considerable guesswork 

is involved in projecting the shape of the curve at the high-dis-

charge end. Reliable records of stream stages, discharges, and 

the extent of past fl oods typically extend back only a few de-

cades. Many areas, then, may never have recorded a fi fty- or 

one-hundred-year fl ood. Moreover, when the odd severe fl ood 

does occur, how does one know whether it was a sixty-year 

fl ood, a one-hundred-year fl ood, or whatever? The high-dis-

charge events are rare, and even when they happen, their recur-

rence interval can only be estimated. Considerable uncertainty 

can exist, then, about just how bad a particular stream’s one-

hundred- or two-hundred-year fl ood might be. This problem 

is explored further in Case Study 6.1, “How Big Is the One- 

Hundred-Year Flood?” 

    It is important to remember, too, that the recurrence in-

tervals or probabilities assigned to fl oods are  averages.  The 

recurrence-interval terminology may be misleading in this re-

gard, especially to the general public. Over many centuries, a 

fi fty-year fl ood should occur an average of once every fi fty 

years; or, in other words, there is a 2% chance that that dis-

charge will be exceeded in any one year. However, that does 

not mean that two fi fty-year fl oods could not occur in succes-

sive years, or even in the same year. The probability of two 

fi fty-year fl ood events in one year is very low (2% 3 2%, or 

.04%), but it is possible. The Chicago area, in 1986–1987, ex-

perienced two one-hundred-year fl oods within a ten-month pe-

riod. Therefore, it is foolish to assume that, just because a 

severe fl ood has recently occurred in an area, it is in any sense 

“safe” for a while. Statistically, another such severe fl ood prob-

ably will not happen for some time, but there is no guarantee of 

that. Misleading though it may be, the recurrence- interval ter-

minology is still in common use by many agencies involved 

with fl ood-hazard mapping and fl ood-control efforts, such as 

the U.S. Army Corps of Engineers. 

    Another complication is that streams in heavily populated 

areas are affected by human activities, as we shall see further in 

the next section. The way a stream responded to 10 centimeters 

of rain from a thunderstorm a hundred years ago may be quite 

different from the way it responds today. The fl ood-frequency 

curves are therefore changing with time. A fl ood-control dam 

that can moderate spikes in discharge may reduce the magni-

tude of the hundred-year fl ood. Except for measures specifi -

cally designed for fl ood control, however, most human activities 

have tended to aggravate fl ood hazards and to decrease the re-

currence intervals of high-discharge events. In other words, 

what may have been a one-hundred-year fl ood two centuries 

ago might be a fi fty-year fl ood, or a more frequent one, today. 

 Figure 6.18  illustrates both types of changes. 
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  Figure 6.18    
 The size of the “1-in-100 chance fl ood” (the “hundred-year fl ood”) 

can change dramatically as a result of human activities. (A) For the 

Green River at Auburn, Washington, the projected size of this fl ood 

has been halved by the Howard Hanson Dam. (B) Rapid urban 

development in the Mercer Creek Basin since 1977 has more than 

doubled the discharge of the projected hundred-year fl ood. 

  Modifi ed after USGS Fact Sheet 229–96   

    The challenge of determining fl ood recurrence intervals 

from historical data is not unlike the forecasting of earthquakes 

by applying the earthquake-cycle model to historic and prehis-

toric seismicity along a fault zone. The results inevitably have 

associated uncertainties, and the more complex the particular 

geologic setting, the more land use and climate have changed 

over time, and the sparser the data, the larger the uncertainties 

will be. 

    Economics plays a role, too. A 1998 report to Congress 

by the U.S. Geological Survey showed that over the previous 25 

years, the number of active stream-gaging stations declined: 

Stations abandoned exceeded stations started or reactivated. 

The ability to accumulate or extend long-term streamfl ow re-

cords in many places is thus being lost.     
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  Case Study 6.1 

 How Big Is the One-Hundred-Year Flood? 

 A common way to estimate the recurrence interval of a fl ood of given 

size is as follows: Suppose the records of maximum discharge (or 

maximum stage) reached by a particular stream each year have been 

kept for  N  years. Each of these yearly maxima can be given a rank  M,  

ranging from 1 to  n,  1 being the largest,  n  the smallest. Then the 

recurrence interval  R  of a given annual maximum is defi ned as 

  This approach assumes that the  N  years of record are 

representative of “typical” stream behavior over such a period; the 

larger  N,  the more likely this is to be the case. 

  For example,  table 1  shows the maximum one-day mean 

discharges of the Big Thompson River, as measured near Estes Park, 

Colorado, for twenty-fi ve consecutive years, 1951–1975. If these values 

are ranked 1 to 25, the 1971 maximum of 1030 cubic feet/second is the 

seventh largest and, therefore, has an estimated recurrence interval of 

 or a 27% probability of occurrence in any year. 

      Suppose, however, that only ten years of records are available, 

for 1966–1975. The 1971 maximum discharge happens to be the 

largest in that period of record. On the basis of the shorter record, its 

R 5 

(N + 1)

M

(25 + 1) 
5 3.71 years.

7

Table 1 Calculated Recurrence Intervals for Discharges of Big Thompson River at Estes Park, Colorado

 F O R  T W E N T Y - F I V E - Y E A R  F O R  T E N - Y E A R

 R E C O R D   R E C O R D

Year

Maximum Mean One-Day 

Discharge (cu. ft./sec.) M (rank) R (years) M (rank) R (years)

1951 1220  4  6 .50  3  3 .67

1952 1310  3  8 .67  2  5 .50

1953 1150  5  5 .20  4  2 .75

1954  3 46 25  1. 04  10  1. 10

1955  4 70 23  1. 13  9  1. 22

1956  83 0 13  2 .00  6  1 .83

1957 1440  2 13.00  1 11.00

1958 1040  6  4 .33  5  2 .20

1959  8 16 14  1. 86  7  1. 57

1960  7 69 17  1 .53  8  1. 38

1961  8 36 12  2 .17

1962  7 09 19  1 .37

1963  6 92 21  1 .23

1964  4 81 22  1 .18

1965 1520  1 26.00

1966  3 68 24  1 .08 10  1. 10

1967  6 98 20  1. 30  9  1. 22

1968  76 4 18  1. 44  8  1. 38

1969  8 78 10  2.60  4  2. 75

1970  9 50  9  2 .89  3  3. 67

1971 1030  7  3 .71  1 11.00

1972  85 7 11  2 .36  5  2 .20

1973 1020  8  3 .25  2  5. 50

1974  7 96 15  1 .73  6  1 .83

1975  7 93 16  1 .62  7  1. 57

Source: Data from U.S. Geological Survey Open-File Report 79–681.
(Continued)
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estimated recurrence interval is (10 + 1)/1 = 11 years, corresponding 

to a 9% probability of occurrence in any year. Alternatively, if we look at 

only the fi rst ten years of record, 1951–1960, the recurrence interval for 

the 1958 maximum discharge of 1040 cubic feet/second (a maximum 

discharge of nearly the same size as that in 1971) can be estimated at 

2.2 years, meaning that it would have a 45% probability of occurrence 

in any one year. 

  Which estimate is “right”? Perhaps none of them, but their 

diff erences illustrate the need for long-term records to smooth out 

short-term anomalies in streamfl ow patterns, which are not 

uncommon, given that climatic conditions can fl uctuate 

signifi cantly over a period of a decade or two. 

  The point is further illustrated in  fi gure 1 . It is rare to have 

one hundred years or more of records for a given stream, so the 

magnitude of fi fty-year, one-hundred-year, or larger fl oods is 

commonly estimated from a fl ood-frequency curve. Curves  A  and  B  in 

fi gure 1 are based, respectively, on the fi rst and last ten years of data 

from the last two columns of table 1, the data points represented by 

X symbols for  A  and open circles for  B.  These two data sets give 

estimates for the size of the one-hundred-year fl ood that diff er by 

more than 50%. These results, in turn, both diff er somewhat from an 

estimate based on the full 25 years of data (curve  C,  solid circles). This 

graphically illustrates how important long-term records can be in the 

projection of recurrence intervals of larger fl ood events. The 

fl ood-frequency curve in fi gure 6.17, based on nearly fi fty years of 

record, inspires more confi dence—if recent land-use changes have 

been minimal, at least. 

  In 1976, the stream on which this case study is based, the Big 

Thompson River, experienced catastrophic fl ash fl ooding, one 

consequence of which was shown in fi gure 6.14B. A large thunderstorm 

dumped about a foot of rain on parts of the drainage basin, and the 

resultant fl ood took nearly 150 lives and caused $35 million in property 

damage. Research later showed that in some places, the fl ooding 

exceeded anything reached in the 10,000 years since the glaciers 

covered these valleys; yet at Estes Park, the gage used for the data in 

this case study, discharge peaked at 457 cu. ft. /sec, less than a 

two-year fl ood. This illustrates how localized and variable in severity 

such upstream fl oods can be.  

  Figure 1    
 Flood-frequency curves for a given stream can look very diff erent, depending on the length of record available and the particular period studied.  
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as the time lag between a precipitation event and the peak fl ood 

discharge (or stage), then, typically, that lag time decreases 

with increased urbanization, where the latter involves covering 

land with impermeable materials and/or installing storm sew-

ers. The peak discharge (stage) also increases, as was evident 

in fi gure 6.18B. 

    Buildings in a fl oodplain also can increase fl ood heights 

(see  fi gure 6.20 ). The buildings occupy volume that water for-

merly could fi ll, and a given discharge then corresponds to a 

higher stage (water level). Floods that occur are more serious. 

Filling in fl oodplain land for construction similarly decreases 

the volume available to stream water and further aggravates 

the situation. 

    Measures taken to drain water from low areas can like-

wise aggravate fl ooding along a stream. In cities, storm sewers 

are installed to keep water from fl ooding streets during heavy 

rains, and, often, the storm water is channeled straight into a 

nearby stream. This works fi ne if the total fl ow is moderate 

enough, but by decreasing the time normally taken by the water 

to reach the stream channel, such measures increase the proba-

bility of stream fl ooding. The same is true of the use of tile 

drainage systems in farmland. Water that previously stood in 

low spots in the fi eld and only slowly reached the stream after 

infi ltration instead fl ows swiftly and directly into the stream, 

increasing the fl ood hazard for those along the banks. 

    Both farming and urbanization also disturb the land by 

removing natural vegetation and, thus, leaving the soil exposed. 

The consequences are twofold. As noted earlier, vegetation can 

decrease fl ood hazards somewhat by providing a physical barrier 

to surface runoff, by soaking up some of the water, and through 

plants’ root action, which keeps the soil looser and more perme-

able. Vegetation also can be critical to preventing soil erosion. 

When vegetation is removed and erosion increased, much more 

soil can be washed into streams. There, it can fi ll in, or “silt up,” 

the channel, decreasing the channel’s volume and thus reducing 

the stream’s capacity to carry water away quickly. 

    It is not obvious whether land-use or climatic changes, or 

both, are responsible, but it is interesting to note that long-term 

 Consequences of Development 
in Floodplains  

 Why would anyone live in a fl oodplain? One reason might be 

ignorance of the extent of the fl ood hazard. Someone living in a 

stream’s one-hundred- or two-hundred-year fl oodplain may be 

unaware that the stream could rise that high, if historical fl ood-

ing has all been less severe. In mountainous areas, fl oodplains 

may be the only fl at or nearly fl at land on which to build, and 

construction is generally far easier and cheaper on nearly level 

land than on steep slopes. Around a major river like the Missis-

sippi, the one-hundred- or two-hundred-year fl oodplain may 

include a major portion of the land for miles around, as became 

painfully evident in 1993, and it may be impractical to leave 

that much real estate entirely vacant. Farmers have settled in 

fl oodplains since ancient times because fl ooding streams de-

posit fi ne sediment over the lands fl ooded, replenishing nutri-

ents in the soil and thus making the soil especially fertile. Where 

rivers are used for transportation, cities may have been built 

deliberately as close to the water as possible. And, of course, 

many streams are very scenic features to live near. Obviously, 

the more people settle and build in fl oodplains, the more dam-

age fl ooding will do. What people often fail to realize is that 

fl oodplain development can actually increase the likelihood or 

severity of fl ooding. 

    As mentioned earlier, two factors affecting fl ood severity 

are the proportion and rate of surface runoff. The materials 

extensively used to cover the ground when cities are built, such 

as asphalt and concrete, are relatively impermeable and greatly 

reduce infi ltration (and groundwater replenishment, as will be 

seen in chapter 11). Therefore, when considerable area is cov-

ered by these materials, surface runoff tends to be much more 

concentrated and rapid than before, increasing the risk of fl ood-

ing. This is illustrated by  fi gure 6.19 . If  peak lag time  is defi ned 

  Figure 6.19    
 Hydrograph refl ecting modifi cation of stream response to 

precipitation following urbanization: Peak discharge increases, lag 

time to peak decreases.  
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  Figure 6.20    
 How fl oodplain development increases fl ood stage for a given 

discharge.  
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    Unfortunately, there is often economic pressure to develop 

and build on fl oodplain land, especially in urban areas. Local 

governments may feel compelled to allow building at least in the 

outer fringes of the fl oodplain, perhaps the parts threatened only 

by one-hundred- or two-hundred-year fl oods. In these areas, new 

construction can be designed with the fl ood hazard in mind. 

Buildings can be raised on stilts so that the lowest fl oor is above 

the expected two-hundred-year fl ood stage, for example. While it 

might be better not to build there at all, such a design at least 

minimizes interference by the structure with fl ood fl ow and also 

the danger of costly fl ood damage to the building. A major limita-

tion of any fl oodplain zoning plan, whether it prescribes design 

features of buildings or bans buildings entirely, is that it almost 

always applies only to new construction. In many places, scores 

of older structures are already at risk. (The same limitation is 

typical with similar laws relating to other geologic hazards, such 

as earthquakes and landslides.) Programs to move threatened 

structures off fl oodplains are few, and also costly when many 

buildings are involved. Usually, any moving occurs  after  a fl ood 

disaster, when individual structures or, rarely, whole towns are 

rebuilt out of the fl oodplain, as was done with Valmeyer, Illinois, 

after the 1993 Mississippi River fl oods. Strategies to modify the 

stream or the runoff patterns may help to protect existing struc-

tures without moving them, and are much more common.   

records for the Red River near Grand Forks, North Dakota, 

show an increase in peak discharge over time leading up to the 

catastrophic 1997 fl oods ( fi gure 6.21 ). 

    Strategies for Reducing 
Flood Hazards   

 Restrictive Zoning and “Floodproofi ng” 

 Short of avoiding fl oodplains altogether, various approaches 

can reduce the risk of fl ood damage. Many of these approaches— 

restrictive zoning, special engineering practices—are similar to 

strategies applicable to reducing damage from seismic and other 

geologic hazards. And commonly, existing structures present 

particular challenges. 

    A fi rst step is to identify as accurately as possible the area 

at risk. Careful mapping coupled with accurate stream discharge 

data should allow identifi cation of those areas threatened by 

fl oods of different recurrence intervals. Land that could be in-

undated often—by twenty-fi ve-year fl oods, perhaps—might 

best be restricted to land uses not involving much building. The 

land could be used, for example, for livestock grazing-pasture 

or for parks or other recreational purposes. 
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  Figure 6.21    
 Nearly a century of peak-discharge records for the Red River of the North at Grand Forks, North Dakota, shows both decade-scale fl uctuations 

(see 1914–1944) and a generally increasing long-term trend. 

  Data from U.S. Geological Survey   
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 Retention Ponds, Diversion Channels 

 If open land is available, fl ood hazards along a stream may be 

greatly reduced by the use of    retention ponds    ( fi gure 6.22 ). 

These ponds are large basins that trap some of the surface 

runoff, keeping it from fl owing immediately into the stream. 

They may be elaborate artifi cial structures; old, abandoned 

quarries; or, in the simplest cases, fi elds dammed by dikes of 

piled-up soil. The latter option also allows the land to be used 

for other purposes, such as farming, except on those rare occa-

sions of heavy runoff when it is needed as a retention pond. 

Retention ponds are frequently a relatively inexpensive  option, 

provided that ample undeveloped land is available, and they 

have the added advantage of not altering the character of the 

stream. 

    A similar strategy is the use of  diversion channels  that 

come into play as stream stage rises; they redirect some of the 

water fl ow into areas adjacent to the stream where fl ooding will 

cause minimal damage. The diversion of water might be into 

farmland or recreational land and away from built-up areas, to 

reduce loss of life and property damage.   

 Channelization 

    Channelization    is a general term for various modifi cations of 

the stream channel itself that are usually intended to increase 

the velocity of water fl ow, the volume of the channel, or both. 

These modifi cations thus increase the discharge of the stream 

and hence the rate at which surplus water is carried away. 

    The channel can be widened or deepened, especially 

where soil erosion and subsequent sediment deposition in the 

stream have partially fi lled in the channel. Care must be taken, 

B

A

Retention pond

  Figure 6.22    
 Use of retention pond to moderate fl ood hazard. (A) Before the 

retention pond, fast surface runoff  caused fl ooding along the 

stream. (B) The retention pond traps some surface runoff , prevents 

the water from reaching the stream quickly, and allows for slow 

infi ltration or evaporation instead.  

however, that channelization does not alter the stream dynamics 

too greatly elsewhere. Dredging of Missouri’s Blackwater River 

in 1910 enlarged the channel and somewhat increased the gradi-

ent, thereby increasing stream velocities. As a result, discharges 

upstream from the modifi cations increased. This, in turn, led to 

more stream bank erosion and channel enlargement upstream, 

and to increased fl ooding below. 

    Alternatively, a stream channel might be rerouted—for 

example, by deliberately cutting off meanders to provide a more 

direct path for the water fl ow. Such measures do tend to de-

crease the fl ood hazard upstream from where they are carried 

out. In the 1930s, the Mississippi River below Cairo, Illinois, 

was shortened by a total of 185 kilometers (115 miles) in a se-

ries of channel-straightening projects, with perceptible reduc-

tion in fl ooding as a result. 

    A meandering stream, however, often tends to keep me-

andering or to revert to old meanders. Channelization is not a 

one-time effort. Constant maintenance is required to limit ero-

sion in the straightened channel sections and to keep the river in 

the cutoffs. The erosion problem along channelized or modifi ed 

streams has in some urban areas led to the construction of 

wholly artifi cial stream channels made of concrete or other re-

sistant materials. While this may be effective, it is also costly 

and frequently unsightly as well. 

    The Mississippi also offers a grand-scale example of the 

diffi culty of controlling a stream’s choice of channel: the 

Atchafalaya. This small branch diverges from the Mississippi 

several hundred miles above its mouth. Until a logjam block-

ing it was removed in the nineteenth century, it diverted little 

of the river’s fl ow. Once that blockage was cleared, the water 

began to fl ow increasingly down the Atchafalaya, rather than 

the main branch of the Mississippi. The increased fl ow, in 

turn, scoured a larger channel, allowing more of the water to 

fl ow via the Atchafalaya. The water available for navigation 

on the lower Mississippi, and the sediment load it carried to 

build the Mississippi delta, diminished. In the late 1950s, the 

U.S. Army Corps of Engineers built the fi rst of a series of 

structures designed to limit the diversion of water into the 

Atchafalaya. The 1973 fl ooding taxed the engineering, and 

more substantial structures were built, but they didn’t exactly 

represent a permanent solution: 2003 saw the start of another 

massive fl ood-control/water-management Corps of Engineers 

project in the Atchafalaya basin, with a projected cost of over 

$250 million. 

    Channelization has ecological impacts as well. Wetlands 

may be drained as water is shifted more effi ciently downstream. 

Streambank habitat is reduced as channels are straightened and 

shortened, and fi sh may adapt poorly to new streamfl ow pat-

terns and streambed confi guration. 

    Finally, a drawback common to many channelization ef-

forts (and one not always anticipated beforehand) is that by 

causing more water to fl ow downstream faster, channelization 

often increases the likelihood of fl ooding downstream from the 

alterations. Meander cutoff, for instance, increases the stream’s 

gradient, and therefore velocity, by shortening the channel 

length over which a given vertical drop occurs.   
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stage for a given discharge—the channel bottom is raised, so 

stage rises also—and either the levees must be continually 

raised to compensate, or the channel must be dredged, an addi-

tional expense. Jackson Square in New Orleans stands at the 

elevation of the wharf in Civil War days; behind the levee be-

side the square, the Mississippi fl ows 10–15 feet  higher,  largely 

due to sediment accumulation in the channel. This is part of 

why the city was so vulnerable during Hurricane Katrina. See 

also Case Study 6.2, “Life on the Mississippi.” 

   Flood-Control Dams and Reservoirs 

 Yet another approach to moderating streamfl ow to prevent or min-

imize fl ooding is through the construction of fl ood-control dams 

at one or more points along the stream. Excess water is held be-

hind a dam in the reservoir formed upstream and may then be re-

leased at a controlled rate that does not overwhelm the capacity of 

the channel beyond. Additional benefi ts of constructing fl ood-

control dams and their associated reservoirs (artifi cial lakes) may 

include availability of the water for irrigation, generation of hy-

droelectric power at the dam sites, and development of recreational 

facilities for swimming, boating, and fi shing at the reservoir. 

    The practice also has its drawbacks, however. Navigation 

on the river—both by people and by aquatic animals—may be 

restricted by the presence of the dams. Also, the creation of a 

reservoir necessarily fl oods much of the stream valley behind 

the dam and may destroy wildlife habitats or displace people 

and their works. (China’s massive Three Gorges Dam project, 

discussed more fully in chapter 20, is displacing over a million 

people and fl ooding numerous towns.) Fish migration can be 

severely disrupted. As this is being written, the issue of whether 

to breach (dismantle) a number of hydropower dams in the Pa-

cifi c Northwest in efforts to restore populations of endangered 

salmon is being hotly debated as the Army Corps of Engineers 

weighs the alternatives; the fi nal disposition in many cases may 

lie with Congress. Already, more dams are being removed than 

are being built each year in the United States, as their negative 

effects are more fully understood .

 Levees 

 The problem that local modifi cations may increase fl ood haz-

ards elsewhere is sometimes also a complication with the build-

ing of  levees,  raised banks along a stream channel. Some 

streams form low, natural levees along the channel through sed-

iment deposition during fl ood events ( fi gure 6.23A ). These le-

vees may purposely be enlarged, or created where none exist 

naturally, for fl ood control (fi gure 6.23B). Because levees raise 

the height of the stream banks close to the channel, the water 

can rise higher without fl ooding the surrounding country. This 

is an ancient technique, practiced thousands of years ago on the 

Nile by the Egyptian pharaohs. It may be carried out alone or in 

conjunction with channelization efforts, as on the Mississippi. 

    However, confi ning the water to the channel, rather than 

allowing it to fl ow out into the fl oodplain, effectively shunts the 

water downstream faster during high-discharge events, thereby 

increasing fl ood risks downstream. It artifi cially raises the stage of 

the stream for a given discharge, which can increase the risks up-

stream, too, as the increase in stage is propagated above the con-

fi ned section. Another large problem is that levees may make 

people feel so safe about living in the fl oodplain that, in the ab-

sence of restrictive zoning, development will be far more exten-

sive than if the stream were allowed to fl ood naturally from time 

to time. If the levees have not, in fact, been built high enough and 

an unanticipated, severe fl ood overtops them, or if they simply fail 

and are breached during a high-discharge event, far more lives and 

property may be lost as a result. Problems with  levees were abun-

dantly demonstrated in the 1993  Mississippi River fl ooding, when 

an estimated 80% of privately built levees failed, as in  fi gure 

6.24A  (though most federally built levees held). Also, if levees are 

overtopped, water is then trapped outside the stream channel, 

where it may stand for some time after the fl ood subsides until 

infi ltration and percolation return it to the stream (fi gure 6.24B). 

    Levees alter sedimentation patterns, too. During fl ooding, 

sediment is deposited in the fl oodplain outside the channel. If 

the stream and its load are confi ned by levees, increased 

 sedimentation may occur in the channel. This will raise stream 

  Figure 6.23    
 (A) When streams fl ood, waters slow quickly as they fl ow onto the 

fl oodplain, and therefore tend to deposit sediment, especially close 

to the channel where velocity fi rst drops. (B) Artifi cial levees are 

designed to protect fl oodplain land from fl ooding by raising the 

height of the stream bank.  
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  Figure 6.24    
 The negative sides of levees as fl ood-control devices. (A) If they are 

breached, as here in the 1993 Mississippi River fl oods, those living 

behind the levees may suddenly and unexpectedly fi nd themselves 

inundated. (B) Breached or overtopped levees dam water behind 

them. The stream stage may drop rapidly after the fl ood crests, but 

the water levels behind the levees remain high. Sandbagging was 

ineff ective in preventing fl ooding by the Kishwaukee River, DeKalb, 

Illinois, in July 1983. By the time this picture was taken from the top 

of the levee, the water level in the river (right) had dropped several 

meters, but water trapped behind the levee (left) remained high, 

prolonging the damage to property behind the levee. 

  (A) Photograph courtesy C. S. Melcher, U.S. Geological Survey   
same time, the water released below the dam is free of sediment 

and thus may cause more active erosion of the channel there. 

Or, if a large fraction of water in the stream system is impounded 

by the dam, the greatly reduced water volume downstream may 

change the nature of vegetation and of habitats there. Recogni-

tion of some negative long-term impacts of the Glen Canyon 

Dam system led, in 1996, to the fi rst of three experiments in 

controlled fl ooding of the Grand Canyon to restore streambank 

habitat and shift sediment in the canyon, scouring silted-up sec-

tions of channel and depositing sediment elsewhere at higher 

elevations to restore beach habitats for wildlife. The long-term 

consequences of these actions are still being evaluated. 

    Some large reservoirs, such as Lake Mead behind Hoover 

Dam, have even been found to cause earthquakes. The  reservoir 

    If the stream normally carries a high sediment load, fur-

ther complications arise. The reservoir represents a new base 

level for the stream above the dam ( fi gure 6.25 ). When the 

stream fl ows into that reservoir, its velocity drops to zero, and it 

dumps its load of sediment. Silting-up of the reservoir, in turn, 

decreases its volume, so it becomes less effective as a fl ood-

control device. Some reservoirs have fi lled completely in a mat-

ter of decades, becoming useless. Others have been kept clear 

only by repeated dredging, which can be expensive and  presents 

the problem of where to dump the dredged sediment. At the 

  Figure 6.25    
 (A) Eff ects of dam construction on a stream: change in base level, 

sediment deposition in reservoir, reshaping of the stream channel. 

(B) Two of the four large dams and reservoirs that protect Santa Fe 

from fl ash fl oods of the San Gabriel River as it plunges down out of 

the mountains. Note sediment clouding reservoir water.  

  Image courtesy NASA/GSFC/METI/ERSDAC/JAROS and the U.S./Japan   

ASTER Science Team.
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  Case Study 6.2 

 Life on the Mississippi: A History of Levees 

 The Mississippi River is a long-term case study in levee-building for 

fl ood control. It is the highest-discharge stream in the United States and 

the third largest in the world ( fi gure 1 ). The fi rst levees were built in 

1717, after New Orleans was fl ooded. Further construction of a 

patchwork of local levees continued intermittently over the next 

century. Following a series of fl oods in the mid-1800s, there was great 

public outcry for greater fl ood-control measures. In 1879, the Mississippi 

River Commission was formed to oversee and coordinate fl ood-control 

eff orts over the whole lower Mississippi area. The commission urged the 

building of more levees. In 1882, when over $10 million (a huge sum for 

the time) had already been spent on levees, severe fl oods caused 

several hundred breaks in the system and prompted renewed eff orts. By 

  
 The Mississippi River’s drainage basin covers a huge area. Note also the continental divide (red line), east of which streams drain into the Atlantic Ocean 

or Gulf of Mexico, and west of which they fl ow into the Pacifi c. Inset represents major rivers by discharge, indicated by width of line; 1 cubic kilometer 

equals about 267 billion gallons of water.  

(Inset) After USGS Fact Sheet 2005 –3020
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the turn of the century, planners were confi dent that the levees were 

high enough and strong enough to withstand any fl ood. Flooding in 

1912–1913, accompanied by twenty failures of the levees, proved them 

wrong. By 1926, there were over 2900 kilometers (1800 miles) of levees 

along the Mississippi, standing an average of 6 meters high; nearly half a 

billion cubic meters of earth had been used to construct them. Funds 

totalling more than twenty times the original cost estimates had been 

spent. 

  In 1927, the worst fl ooding recorded to that date occurred along 

the Mississippi. More than 75,000 people were forced from their homes; 

the levees were breached in 225 places; 183 people died; nearly 50,000 

square kilometers of land were fl ooded; and there was an estimated 

$500 million worth of damage. This was regarded as a crisis of national 

importance, and thereafter, the federal government took over primary 

management of the fl ood-control measures. In the upper parts of the 

drainage basin, the government undertook more varied eff orts—for 

example, fi ve major fl ood-control dams were built along the Missouri 

River in the 1940s in response to fl ooding there—but the immense 

volume of the lower Mississippi cannot be contained in a few artifi cial 

reservoirs. The building up and reinforcing of levees continued. 

  The fall and winter of 1972–1973 were mild and wet over much 

of the Mississippi’s drainage basin. By early spring, the levels in many 

tributary streams were already high. Prolonged rain in March and April 

contributed to record-setting fl ooding in the spring of 1973. The river 

remained above fl ood stage for more than three months in some places. 

Over 12 million acres of land were fl ooded, 50,000 people were 

evacuated, and over $400 million in damage was done, not counting 

secondary eff ects, such as loss of wildlife and the estimated 240 million 

tons of sediment that were washed down the Mississippi, much of it 

fertile soil irrecoverably eroded from farmland. All this devastation 

occurred despite more than 250 years of ever-more-extensive (and 

expensive) fl ood-control eff orts. 

  Still worse fl ooding was yet to come. A sustained period of 

heavy rains and thunderstorms in the summer of 1993 led to fl ooding 

that caused 50 deaths, over $10 billion in property and crop damage, 

and, locally, record-breaking fl ood stages and/or levee breaches at 

various places in the Mississippi basin. Some places remained 

swamped for weeks before the water fi nally receded ( fi gure 2 ; recall 

also fi gure 6.12). We haven’t stopped the fl ooding yet—and we may 

now be facing possible increased risks from long-term climate 

change. 

  Inevitably, the question of what level of flood control is 

adequate or desirable arises. The greater the flood against which we 

protect ourselves, the more costly the efforts. We could build still 

higher levees, bigger dams, and larger reservoirs and spillways, and 

(barring dam or levee failure) be safe even from a projected 

five-hundred-year flood or worse, but the costs would be 

astronomical and could exceed the property damage expected from 

such events. By definition, the probability of a five-hundred-year or 

larger flood is extremely low. Precautions against high-frequency 

flood events seem to make sense. But at what point, for what 

probability of flood, does it make more economic or practical sense 

simply to accept the real but small risk of the rare, disastrous, 

high-discharge flood events? 

  The same questions are now being asked about New Orleans in 

the wake of Hurricane Katrina, discussed in chapter 7.  

  Figure 2    
 (A) Flooding in Davenport, lowa, Summer 1993. (B) On a regional scale, the area around the Mississippi became a giant lake. Ironically, in some places 

only the vegetation growing atop ineff ective levees marked the margins of the stream channel, as here. 

  (A) © Doug Sherman/Geofi le;    (B) Photograph courtesy of C. S. Melcher, U.S. Geological Survey.
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water represents an added load on the rocks, increasing the 

stresses on them, while infi ltration of water into the ground 

under the reservoir increases pore pressure suffi ciently to reac-

tivate old faults. Since Hoover Dam was built, at least 10,000 

small earthquakes have occurred in the vicinity. Filling of the 

reservoir behind the Konya Dam in India began in 1963, and 

earthquakes were detected within months thereafter. In 

 December 1967, an earthquake of magnitude 6.4 resulted in 

177 deaths and considerable damage there. At least ninety 

other cases of reservoir-induced seismicity are known. Earth-

quakes caused in this way are usually of low magnitude, but 

their foci, naturally, are close to the dam. This raises concerns 

about the possibility of catastrophic dam failure caused, in ef-

fect, by the dam itself. 

    If levees increase residents’ sense of security, the pres-

ence of a fl ood-control dam may do so to an even greater extent. 

People may feel that the fl ood hazard has been eliminated and 

thus neglect even basic fl oodplain-zoning and other practical 

precautions. But dams may fail; or, the dam may hold, but the 

reservoir may fi ll abruptly with a sudden landslide (as in the 

Vaiont disaster described in chapter 8) and fl ooding may occur 

anyway from the suddenly displaced water. Floods may result 

from intense rainfall or runoff  below  the dam. Also, a dam/ 

reservoir complex may not necessarily be managed so as to 

maximize its fl ood-control capabilities. For obvious reasons, 

dams and reservoirs often serve multiple uses (e.g., fl ood con-

trol plus hydroelectric power generation plus water supply). But 

for maximally effective fl ood control, one wants maximum 

water-storage  potential,  while for other uses, it is generally 

 desirable to maximize actual water  storage —leaving little extra 

volume for fl ood control. The several uses of the dam/reservoir 

system may thus tend to compete with, rather than to comple-

ment, e ach othe r.   

 Flood Warnings? 

 Many areas of the United States have experienced serious fl oods 

( fi gure 6.26 ), and their causes are varied ( Table 6.1 ). Depending 

on the cause, different kinds of precautions are possible. The ar-

eas that would be affected by fl ooding associated with the 1980 

explosion of Mount St. Helens could be anticipated from topog-

raphy and an understanding of lahars, but the actual eruption was 
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  Figure 6.26    
 Signifi cant U.S. fl oods of the twentieth century. Map number key is in table 6.1. Hurricane Katrina, in 2005, aff ected much the same area as 

Camille; in 2008, Hurricane Ike descended on Galveston, like the infamous hurricane of 1900. 
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Flood 

Type

Map

No. Date Area or Stream with Flooding

Reported 

Deaths

Approximate 

Cost 

(uninfl ated)* Comments

Regional 

fl ood

1 Mar.–Apr. 1913 Ohio, statewide 467 $143M Excessive regional rain.

2 Apr.–May 1927 Mississippi River from Missouri to 

Louisiana

unknown $230M Record discharge downstream 

from Cairo, Illinois.

3 Mar. 1936 New England 150+ $300M Excessive rainfall on snow.

4 July 1951 Kansas and Neosho River Basins in 

Kansas

15 $800M Excessive regional rain.

5 Dec. 1964–Jan. 1965 Pacifi c Northwest 47 $430M Excessive rainfall on snow.

6 June 1965 South Platte and Arkansas Rivers in 

Colorado

24 $570M 14 inches of rain in a few hours in 

eastern Colorado.

7 June 1972 Northeastern United States 117 $3.2B Extratropical remnants of Hurricane 

Agnes.

8 Apr.–June 1983 

June 1983–1986

Shoreline of Great Salt Lake, Utah unknown $621M In June 1986, the Great Salt Lake 

reached its highest elevation and 

caused $268M more in property 

damage.

9 May 1983 Central and northeast Mississippi 1 $500M Excessive regional rain.

10 Nov. 1985 Shenandoah, James, and Roanoke 

Rivers in Virginia and West Virginia

69 $1.25B Excessive regional rain.

11 Apr. 1990 Trinity, Arkansas, and Red Rivers in 

Texas, Arkansas, and Oklahoma

17 $1B Recurring intense thunderstorms.

12 Jan. 1993 Gila, Salt, and Santa Cruz Rivers in 

Arizona

unknown $400M Persistent winter precipitation.

13 May–Sept. 1993 Mississippi River Basin in central 

United States

48 $20B Long period of excessive rainfall.

14 May 1995 South-central United States 32 $5–6B Rain from recurring thunderstorms.

15 Jan.–Mar. 1995 California 27 $3B Frequent winter storms.

16 Feb. 1996 Pacifi c Northwest and western 

Montana

9 $1B Torrential rains and snowmelt.

17 Dec. 1996–Jan. 1997 Pacifi c Northwest and Montana 36 $2–3B Torrential rains and snowmelt.

18 Mar. 1997 Ohio River and tributaries 50+ $500M Slow moving frontal system.

19 Apr.–May 1997 Red River of the North in 

North Dakota and Minnesota

8 $2B Very rapid snowmelt.

20 Sept. 1999 Eastern North Carolina 42 $6B Slow-moving Hurricane Floyd.

Flash

fl ood

21 June 14, 1903 Willow Creek in Oregon 225 unknown City of Heppner, Oregon, destroyed.

22 June 9–10, 1972 Rapid City, South Dakota 237 $160M 15 inches of rain in 5 hours.

23 July 31, 1976 Big Thompson and Cache la Poudre 

Rivers in Colorado

144 $39M Flash fl ood in canyon after 

excessive rainfall.

24 July 19–20, 1977 Conemaugh River in Pennsylvania 78 $300M 12 inches of rain in 6–8 hours.

Ice-jam 

fl ood

25 May 1992 Yukon River in Alaska 0 unknown 100-year fl ood on Yukon River.

Storm-

surge 

fl ood

26 Sept. 1900 Galveston, Texas 6,000+ unknown Hurricane.

27 Sept. 1938 Northeast United States 494 $306M Hurricane.

28 Aug. 1969 Gulf Coast, Mississippi and 

Louisiana

259 $1.4B Hurricane Camille.

Dam-

failure 

fl ood

29 Feb. 2, 1972 Buff alo Creek in West Virginia 125 $60M Dam failure after excessive rainfall.

30 June 5, 1976 Teton River in Idaho 11 $400M Earthen dam breached.

31 Nov. 8, 1977 Toccoa Creek in Georgia 39 $2.8M Dam failure after excessive rainfall.

Mudfl ow 

fl ood

32 May 18, 1980 Toutle and lower Cowlitz Rivers in 

Washington

60 unknown Result of eruption of Mt. St. Helens.

Table 6.1 Signifi cant Floods of the Twentieth Century

After U.S. Geological Survey Fact Sheet 024–00. 

      *[M, million; B, billion]  
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too sudden to allow last-minute evacuation. The coastal fl ooding 

from a storm surge—discussed further in chapter 7—typically 

allows time for evacuation as the storm approaches, but damage 

to coastal property is inevitable. Dam failures are sudden; rising 

water from spring snowmelt, much slower. As long as people in-

habit areas prone to fl ooding, property will be destroyed when 

the fl oods happen, but with better warning of impending fl oods, 

particularly fl ash fl oods, more lives can be saved. 

    With that in view, the U.S. Geological Survey (USGS) 

and National Weather Service (NWS) have established a part-

nership to provide such fl ood warnings. The USGS contributes 

real-time stream-stage measurements, and data on the relation-

ship between stage and discharge for various streams. To this 

information, NWS adds historical and forecast precipitation 

data and applies models that relate stream response to water 

input. The result is a stream-stage projection (a projected hy-

drograph) from which NWS can identify areas at risk of near-

term fl ooding and issue warnings accordingly. Later comparison 

of the model projections with actual water input and stream re-

sponse ( fi gure 6.27 ) allows refi nement of the models for better, 

more precise future warnings. 

    Recently, attention has been given to the problem of inter-

national fl ood forecasting when the affected nation occupies 

only a small part of the drainage basin and cannot itself do all the 

necessary monitoring. As an extreme example, Bangladesh oc-

cupies only the lowest 7% of the Ganges-Brahmaputra-Meghna 

drainage basin. NASA is proposing a Global Precipitation Mea-

surement system, to begin in 2010, to help address this problem, 

giving such nations real-time access to critical precipitation data 

throughout the relevant drainage basin.      

  Forecast stream stages are, of course, most helpful to 

those living very close to the relevant stream gage. To address 

that limitation, the USGS has developed the capability to pro-

duce regional fl ood-forecast maps, combining NWS fl ood pre-

dictions with computer models and high-precision topographic 

 Summary 
 Streams are active agents of sediment transport. They are also 

powerful forces in sculpturing the landscape, constantly engaged 

in erosion and deposition, their channels naturally shifting over 

the earth’s surface. Stream velocity is a strong control both on 

erosion and on sediment transport and deposition. As velocity 

varies along and within the channel, streams deposit sediments 

that are typically well-sorted by size and density. The size of a 

stream is most commonly measured by its discharge. Over time, a 

stream will tend to carve a channel that just accommodates its 

usual maximum annual discharge. 

  Flooding is the normal response of a stream to an 

unusually high input of water in a short time. Regions at risk from 

fl ooding, and the degree of risk, can be identifi ed if accurate 

maps and records about past fl oods and their severity are 

available. However, records may not extend over a long enough 

period to permit precise predictions about the rare, severe 

fl oods. Moreover, human activities may have changed regional 

runoff  patterns or stream characteristics over time, making 

historical records less useful in forecasting future problems, and 

long-term climate change adds uncertainty as well. Strategies 

designed to minimize fl ood damage include restricting or 

prohibiting development in fl oodplains, controlling the kinds of 

fl oodplain development, channelization, and the use of retention 

ponds, levees, and fl ood-control dams. Unfortunately, many 

fl ood-control procedures have drawbacks, one of which may be 

increased fl ood hazards elsewhere along the stream. Flash-fl ood 

warnings can be an important tool for saving lives, if not 

property, by making timely evacuations possible. 

  Figure 6.27    
 Comparison of projected and measured stream stage, 

Rappahannock River at Remington, Virginia, during 1995 fl ood. 

  After USGS Fact Sheet 209–95   
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maps and using a geographic information system to produce 

maps showing both expected fl ood depths and time to arrival of 

the fl ood over a broad area, not just at a particular stream gage. 

Better yet, this can now be done quickly enough that the maps 

can go up on the Internet in time for planners, emergency- 

services personnel, and the general public to react before the 

fl ood arrives. 
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 Questions for Review  

   1.   Defi ne stream load, and explain what factors control it.  

   2.   Why do stream sediments tend to be well sorted? (Relate 

sediment transport to variations in water velocity.)  

   3.   Explain how enlargement and migration of meanders 

contribute to fl oodplain development.  

   4.   Discuss the relationship between fl ooding and (a) precipitation, 

(b) soil characteristics, (c) vegetation, and (d) season.  

   5.   How do upstream and downstream fl oods diff er? Give an 

example of an event that might cause each type of fl ood.  

   6.   What is a fl ood-frequency curve? What is a recurrence 

interval? In general, what is a major limitation of these 

measures?  

   7.   Describe two ways in which urbanization may increase local 

fl ood hazards. Sketch the change in stream response as it 

might appear on a hydrograph.  

   8.   Channelization and levee construction may reduce local fl ood 

hazards, but they may worsen the fl ood hazards elsewhere 

along a stream. Explain.  

   9.   Outline two potential problems with fl ood-control dams.  

   10.   List several appropriate land uses for fl oodplains that 

minimize risks to lives and property.  

   11.   What kinds of information are used to develop fl ash-fl ood 

warnings? Why are fl ood-warning maps more useful than 

stream-gage forecasts?    

 Exploring Further: River Response Realities 
  The fi rst few exercises involve the USGS real-time streamfl ow data on 

the Web, part of the National Water Information System.  

   1.   Start at  http://water.usgs.gov/nwis/rt  . Look at the national 

map of current streamfl ow data. Note where streamfl ow is 

relatively high or low for the date, and relate this to recent 

weather conditions.  

   2.   Now pick a single stream gage—click fi rst on the state, then 

on the local station of interest within the state. Near the top of 

the main Web page for that gaging station you should fi nd a 

pick list of “Available Data For This Site”. (Not all stations 

record the same types of data.) Some items that might be of 

particular interest include:  

  a.    Surface-water: Peak streamfl ow —Here you will fi nd the 

peak discharge recorded each year of record. You can look 

at the data in graph form (How much variability do you 

see? Are there any obvious trends over time?); or you can 

make a table, and from that table try your hand at 

constructing a fl ood-frequency curve by the method 

described in Case Study 6.1.  

  b.    Time-series: Real-time data —shows you the prior week of 

actual measurements of stage and discharge, along with 

historical data for comparison.  

  c.    Time-series: Daily data —Here  you can construct 

hydrographs of stage or discharge for a period of your 

choosing.    

   3.   If a fl ash-fl ood warning is issued by NWS in your area, note the 

specifi cs; later, examine the actual stream hydrographs for the 

area. How close was the forecast? What might account for any 

diff erences?  

   4.   For a river that has undergone channel modifi cation, 

investigate the history of fl ooding before and after that 

modifi cation, and compare the costs of channelization to the 

costs of any fl ood damages. (The Army Corps of Engineers 

often handles such projects and may be able to supply the 

information.)  

   5.   Consider the implications of various kinds of fl oodplain 

restrictions and channel modifi cations that might be 

considered by the government of a city through which a river 

fl ows. List criteria on which decisions about appropriate 

actions might be based.  

   6.   Check on the latest research results on the Grand Canyon 

fl ooding and report/comment on how those results relate to 

the stated fl ood objectives.  

  7.  Select a major fl ood event, and search the Internet for (a) data 

on that fl ooding, and (b) relevant precipitation data for the 

same region. Relate the two, commenting on probable factors 

contributing to the fl ooding, such as local geography or 

recent weather conditions.                                    

 Exercises  



growing rapidly ( fi gure 7.1 ). When European settlers fi rst colo-

nized North America, many settled on the c oast for easy access 

to shipping (for both imports and exports). Now, not only do the 

resultant coastal cities draw people to their employment, educa-

tional, and cultural oppor tunities; scenery and r ecreational ac-

tivities in less- developed ar eas attrac t still mor e t o the shor e. 

Coastal areas also pr ovide temporary or permanent homes f or 

45% of U .S. thr eatened or endanger ed species , 30% of wat er-

fowl, and 50% of migratory songbirds. In this chapter, we will 

briefl y r eview some of the pr ocesses that oc cur at shor elines, 

look at sev eral diff erent t ypes of shor elines, and c onsider the 

impacts that various human activities have on them.    

       Coastal ar eas v ary gr eatly in char acter  and in the k inds 

and intensities of geologic processes that occur along them. 

They may be dynamic and rapidly chang ing under the int erac-

tion of land and wat er, or they ma y be c omparatively stable . 

What happens in c oastal z ones is of dir ect c oncern t o a lar ge 

fraction of the people in the Unit ed States: 30 of the 50 stat es 

abut a major body of water (Atlantic or Pacifi c Ocean, Gulf of 

Mexico, one of the Great Lakes), and those 30 states are home to 

approximately 85% of the nation’s population. To the extent that 

states become involved in coastal problems, they then aff ect all 

those people—in fact, about half of that 85% actually live in the 

coastal regions, not just in coastal states, and that population is 

 Coastal Zones and 

Processes 

growing rapidly (figure 7 1) When European settlers first colo-reatly in character and in the kinds
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 Small boats fl oat above sand and seaweed shaped by fl owing water in the Bahamas. Predominant fl ow direction is from lower left of image; 

note small ripples on the sandy surface where seaweed is absent. 

  Image courtesy Serge Andrefouet, Institut de Recherche pour le Développement (RD). New Caledonia.      
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 Nature of the Coastline  

 The nature of a coastal region is determined by a variety of fac-

tors, including tectonic setting, the materials present at the 

shore, and the energy with which water strikes the coast. 

    One factor that infl uences the geometry of a coastline is 

plate tectonics. Continental margins can be described as active or 

passive in a tectonic sense, depending upon whether there is or is 

not an active plate boundary at the continent’s edge. The western 

margin of North America is an    active margin   , one at which there 

is an active plate boundary, with various sections of it involved in 

subduction or transform faulting. An active margin is often char-

acterized by cliffs above the waterline, a narrow continental shelf, 

and a relatively steep drop to oceanic depths offshore. The east-

ern margin of North America is a    passive margin   , far removed 

from the active plate boundary at the Mid-Atlantic Ridge. It is 

characterized by a wide continental shelf and extensive develop-

ment of broad beaches and sandy offshore islands. 

    A    beach    is a gently sloping surface washed over by the 

waves and covered by sediment ( fi gure 7.2 ). The sand or 

 sediment of a beach may have been produced locally by wave 

 erosion, transported overland by wind from behind the beach, 

or delivered to the coast and deposited there by streams or 

coastal currents. The    beach face    is that portion regularly washed 

by the waves as tides rise and fall. The berm is the fl atter part of 

the beach landward of the beach face. What lies behind the 

berm may be dunes, as shown in fi gures 7.2 A and B; rocky or 

sandy cliffs; low-lying vegetated land; or even artifi cial struc-

tures such as seawalls. 

  Waves and Tides 

 Waves and currents are the principal forces behind natural 

shoreline modifi cation. Waves are induced by the fl ow of wind 

across the water surface, which sets up small undulations in that 
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  Figure 7.1   
 The density of population in coastal counties in the United States is 

far greater than in interior counties, is growing rapidly, and is 

projected to continue to do so. 

  Data from National Oceanic and Atmospheric Administration, 2003   

surface. The shape and apparent motion of waves refl ect the 

changing geometry of the water surface; the actual motion of 

water molecules is quite different. While a wave form may seem 

to travel long distances across the water, in the open water mol-

ecules are actually rising and falling locally in circular orbits 

that grow smaller with depth ( fi gure 7.3A ). (Think about a cork 

bobbing on rippling water: the cork mainly rises and falls as the 

ripples move across the surface.) As waves approach the shore 

and “feel bottom,” or in other words, when water shallows to 

the point that the orbits are disrupted, the waves develop into 

breakers (fi gure 7.3B,C). 

    The most effective erosion of solid rock along the shore is 

through wave action—either the direct pounding by breakers or 

the grinding effect of sand, pebbles, and cobbles propelled by 

waves, which is called    milling   , or abrasion. Logically, the ero-

sive effects are concentrated at the waterline, where breaker 

action is most vigorous ( fi gure 7.4 ). If the water is salty, it may 

cause even more rapid erosion through solution and chemical 

weathering of the rock. Erosion and transport of sediment are 

more complex, and will be discussed in some detail later in the 

chapter. 

    Water levels vary relative to the elevation of coastal land, 

over the short term, as a result of tides and storms. Tides are the 

periodic regional rise and fall of water levels as a consequence of 

the effects of the gravitational pull of the sun and moon on the 

watery envelope of oceans surrounding the earth. The closer an 

object, the stronger its gravitational attraction. Thus the moon, 

though much less massive than the sun, exerts much more gravi-

tational pull on the oceans than does the sun. The oceans “bulge” 

on the side of the earth nearest the moon. A combination of 

lesser pull on the opposite side, the earth’s rotation on its axis, 

and overall rotation of the earth-moon system produces a com-

plementary bulge of water on the opposite side of the earth. 

 (The solid earth actually deforms in response to these forces, 

too, but the oceans’ response is much larger.) As the rotating 
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earth spins through these bulges of water each day, overall water 

level at a given point on the surface rises and falls twice a day. 

This is the phenomenon recognized as tides. At high tide, waves 

reach higher up the beach face; more of the beach face is ex-

posed at low tide. Tidal extremes are greatest when sun, moon, 

and earth are all aligned, and the sun and moon are thus pulling 

together, at times of full and new moons. The resultant tides are 

spring tides ( fi gure 7.5A ). (They have nothing to do with the 

spring season of the year.) When the sun and moon are pulling at 

right angles to each other, the difference between high and low 

tides is minimized. These are neap tides (fi gure 7.5B). The mag-

nitude of water-level fl uctuations in a particular location is also 

  Figure 7.3   
 (A) Waves are undulations in the water surface, beneath which 

water moves in circular orbits. (B) Breakers develop as waves 

approach shore and orbits are disrupted. (C) Evenly spaced natural 

breakers develop on a gently sloping shore off  the California coast, 

as wind surfers take advantage of the wind that makes the waves.  
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  Figure 7.2   
 A beach. (A) Schematic beach profi le. The beach may be backed by 

a cliff  rather than by sand dunes. (B) The various components of the 

profi le are clearly developed on this Hawaiian beach. (C) Where the 

sediment is coarser, as on this cobbled Alaskan shore, the slope of 

the beach face may be much steeper.  
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controlled, in part, by the local underwater topography, and it 

may be modifi ed by other features such as bays and inlets. 

Storms can create further variations in water height and in inten-

sity of erosion, as discussed later in the chapter. 

    Over longer periods, water levels may shift systematically 

up or down as a result of tectonic processes or from changes re-

lated to glaciation or human activities such as extraction of 

ground water or oil. These relative changes in land and water 

height may produce distinctive coastal features and may also 

aggravate coastal problems, as will be seen later in the chapter.   
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well. The net result is    littoral drift   , gradual sand movement 

down the beach in the same general direction as the motion of 

the longshore current. Currents tend to move consistently in 

certain preferred directions on any given beach, which means 

that, over time, they continually transport sand from one end of 

the beach to the other. On many beaches where this occurs, the 

continued existence of the beach is only assured by a fresh sup-

ply of sediment produced locally by wave erosion, delivered by 

streams, or supplied by dunes behind the beach. 

    The more energetic the waves and currents, the more and 

farther the sediment is moved. Higher water levels during 

storms (discussed below) also help the surf reach farther inland, 

perhaps all the way across the berm to dunes at the back of the 

beach. But a ridge of sand or gravel may survive the storm’s 

fury, and may even be built higher as storm winds sweep sedi-

ment onto it. This is one way in which a beach ridge forms at 

the back of a beach. Where sediment supply is plentiful, as near 

the mouth of a sediment-laden river, or where the collapse of 

sandy cliffs adds sand to the beach, the beach may build out-

ward into the water, new beach ridges forming seaward of the 

old, producing a series of roughly parallel ridges that may have 

marshy areas between them.   

 Storms and Coastal Dynamics 

 Unconsolidated materials, such as beach sand, are especially 

readily moved and rapidly eroded during storms. The low air 

pressure associated with a storm causes a bulge in the water 

surface. This, coupled with strong onshore winds piling water 

against the land, can result in unusually high water levels during 

the storm, a storm    surge   . The temporarily elevated water level 

associated with the surge, together with unusually energetic 

 Sediment Transport and Deposition 

 Just as water fl owing in streams moves sediment, so do waves 

and currents. The faster the currents and more energetic the 

waves, the larger and heavier the sediment particles that can be 

moved. As waves approach shore and the water orbits are dis-

rupted, the water tumbles forward, up the beach face. 

    When waves approach a beach at an angle, as the water 

washes up onto and down off the beach, there is also net move-

ment of water laterally along the shoreline, creating a    long-

shore current    ( fi gure 7.6 ). Likewise, any sand caught up by 

and moved along with the fl owing water is not carried straight 

up and down the beach. As the waves wash up the beach face at 

an angle to the shoreline, the sand is pushed along the beach as 

  Figure 7.4   
 (A) Undercutting by wave action causes blocks of sandstone higher 

on this cliff  to collapse into the water. Pictured Rocks National 

Lakeshore. (B) Sea arch formed by wave action along the California 

coast. Erosion is most intense at the waterline, undercutting the 

rock above. (C) Continued erosion causes the collapse of an arch, 

leaving monument-like sea stacks.  

A B

C
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wave action and greater wave height ( fi gure 7.7 ), combine to at-

tack the coast with exceptional force. The gently sloping expanse 

of beach (berm) along the outer shore above the usual high-tide 

line may suffer complete overwash, with storm waves reaching 

and beginning to erode dunes or cliffs beyond ( fi gure 7.8 ). The 

post-storm beach profi le typically shows landward recession of 

dune crests, as well as removal of considerable material from 

the zone between dunes and water (fi gure 7.8D). 

    Hurricanes Hugo in 1989, Andrew in 1992, and Katrina 

in 2005 illustrated the impact of storm surges especially dra-

matically. To appreciate the magnitude of the effects, see  

table 7.1 , and note that (considering the gentle slopes of many 

coastal regions) evacuations miles inland may be necessary in 

response to an anticipated surge of “only” 10 to 20 feet. (The 

highest storm surge ever recorded was 13 meters—about 42 

feet!—from the Bathurst Bay, Australia, hurricane of 1899.) At 

least hurricanes are now tracked well enough that there is warn-

ing to make evacuation possible. Still, the damage to immobile 

property can be impressive ( fi gure 7.9 ;  table 7.2 ). Furthermore, 

as was shown with Hurricanes Katrina and Ike, not everyone 

can or will heed a call to evacuate, and where a large city is 

involved, evacuation can involve large logistical problems. 
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  Figure 7.5   
 Tides. (A) Spring tides: Sun, moon, and earth are all aligned (near times of full and new moons). (B) Neap tides: When moon and sun are at right 

angles, tidal extremes are minimized. Note that these sketches are not to scale. (C) A typical tidal cycle, for Charleston, SC. (MSL 5 mean sea level).  

  Figure 7.6   
 Longshore currents and their eff ect on sand movement. Waves 

push water and sand ashore at an angle; gravity drains water 

downslope again, leaving some sand behind. Net littoral drift of 

sand is parallel to the longshore current.  
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     Emergent and Submergent 
Coastlines   

 Causes of Long-Term Sea-Level Change 

 Over the long stretches of geologic time, tectonics plays a subtle 

role. At times of more rapid seafl oor spreading, there is more warm, 

young sea fl oor. In general, heat causes material to expand, and 

warm lithosphere takes up more volume than cold, so the volume 

of the ocean basins is reduced at such times, and water rises higher 

on the continents. Short-term tectonic effects can also have long-

term consequences: as plates move, crumple, and shift, continental 

margins may be uplifted or dropped down. Such movements may 

shift the land by several meters in a matter of seconds to minutes, 

and then cease, abruptly changing the geometry of the land/water 

interface and the patterns of erosion and deposition. 

    The plastic quality of the asthenosphere means that the 

lithosphere sits somewhat buoyantly on it and can sink or rise in 

response to loading or unloading. For example, in regions over-

lain and weighted down by massive ice sheets during the last ice 

age, the lithosphere was downwarped by the ice load. Litho-

sphere is so rigid, and the drag of the viscous mantle so great, 

that tens of thousands of years later, the lithosphere is still slowly 

springing back to its pre-ice elevation. Where the thick ice ex-

tended to the sea, a consequence is that the coastline is slowly 

rising relative to the sea. This is well documented, for instance, 

in Scandinavia, where the rebound still proceeds at rates of up to 

2 centimeters per year (close to 1 inch per year). Conversely, in 

basins being fi lled by sediment, like the Gulf of Mexico, the 

sediment loading can cause slow sinking of the lithosphere. 

  Figure 7.7   
 Storms in January and February 1998 pounded the east coast of 

the United States. Wave heights at Ocean City, Maryland, normally 

less than 1 meter (about 3 feet), were sometimes as high as 

7 meters (over 22 feet) during the storms. Hurricane Katrina’s peak 

surf averaged 17 meters (55 feet) in height, with the largest waves 

estimated at over 30 meters (100 feet) high! 

  U.S. Geological Survey Center for Coastal Geology   
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  Figure 7.8   
 Alteration of shoreline profi le due to accelerated erosion by 

unusually high storm tides. (A) Normal wave action. (B) Initial surge 

of storm waves. (C) Storm wave attack at front of dune. (D) After 

storm subsides, normal wave action resumes. 

 Source:  Shore Protection Guidelines,  U.S. Army Corps of Engineers  

    Glaciers also represent an immense reserve of water. As 

this ice melts, sea levels rise worldwide. This is perhaps the 

most widely experienced ongoing factor in changing coastal 

water levels; its consequences will be explored further later in 

the chapter. Global warming aggravates the sea-level rise in 

another way, too: warmed water expands, and this effect, multi-

plied over the vast volume of the oceans, can cause more sea-

level rise than the melting of the ice itself. 
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Table 7.1 Saffi  r-Simpson Hurricane Scale

Category

Wind Speed

(in miles per hour)

Storm Surge 

(feet above normal tides) Evacuation

No. 1 74–94 4.5 No.

No. 2 96–110 6–8 Some shoreline residences and low-lying areas, evacuation required.

No. 3 111–130 9–12 Low-lying residences within several blocks of shoreline, evacuation 

possibly required.

No. 4 131–155 13–18 Massive evacuation of all residences on low ground within 2 miles of shore.

No. 5 155 18 Massive evacuation of residential areas on low ground within 5–10 

miles of shore possibly required.

Source: National Weather Service, NOAA.

Table 7.2 A Sampling of Major U.S. Hurricanes

Hurricane Date Category at Landfall Deaths* Damages (Billions)†

Galveston, TX 1900 4 80001 $31

Southeast FL/MS/AL 1926 4 243 $84

New England 1938 3 600 $19

Hazel (SC/NC) 1954 4  95 $ 8

Carla (TX) 1961 4  4 6 $ 8

Betsy (southeast FL/LA) 1965 3  75 $14

Camille (MS/southeast U.S.) 1969 5 256 $13

Agnes (northwest FL/northeast U.S.) 1972 1 122 $12

Hugo (SC) 1989 4 ,30 $11

Andrew (southeast FL/LA) 1992 4 ,30 $38

Opal (northwest FL/AL) 1995 3 ,30 $ 3

Floyd (NC) 1999 2  5 7 $ 4 .5

Isabel (Southeast U.S.) 2003 4  50 $ 1.7

Katrina (LA, MS, AL) 2005 4
,1850 $75

Gustav (LA) 2008 2 1 $ 4.3

Ike (TX, LA) 2008 2  82 $27

*Precise data not available where “,30” is indicated.
†For pre-1998 hurricanes, normalized to 1998 dollars and taking into account increases in local population and wealth, as well as infl ation, since the hurricane occurred. In other words, for older hurricanes, this 

fi gure estimates the damage had they occurred in 1998.

Data for pre-1998 events from R. A. Pielke, Jr., and C. W. Landsea, "Normalized Atlantic hurricane damage 1925–1995," Weather Forecasting 13: 621-31.

    Locally, pumping large volumes of liquid from under-

ground has caused measurable—and problematic—subsidence 

of the land. In Venice, Italy, groundwater extraction that began 

in the 1930s had caused subsidence of up to 150 centimeters 

(close to 6 feet) by 1970, when the pumping was stopped—by 

which time a number of structures had been fl ooded. Oil extrac-

tion in Long Beach, California, caused similar subsidence prob-

lems earlier in the twentieth century. And the western end of 

Galveston Island, Texas has been sinking as a consequence of 

groundwater withdrawal, causing the loss of some wetlands.   

 Signs of Changing Relative Sea Level 

 The elevation at which water surface meets land depends on the 

relative heights of land and water, either of which can change. 

From a practical standpoint, it tends to matter less to people 

whether global sea level is rising or falling than whether the 

water is getting higher relative to the local coast (submergent 

coastline), or the reverse (emergent coastline). Often, geologic 

evidence will reveal the local trend. 

    A distinctive coastal feature that develops where the land 

is rising and/or the water level is falling is a set of    wave-cut 

platforms    ( fi gure 7.10 ). Given suffi cient time, wave action 

tends to erode the land down to the level of the water surface. If 

the land rises in a series of tectonic shifts and stays at each new 

elevation for some time before the next movement, each rise 

results in the erosion of a portion of the coastal land down to the 

new water level. The eventual product is a series of steplike ter-

races. These develop most visibly on rocky coasts, rather than 

coasts consisting of soft, unconsolidated material. The surface 
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  Figure 7.9   
 Post-Katrina damage, Longbeach, Mississippi. Thanks to storm 

surge, waves attacked far inland from the beach.  

Photograph courtesy USGS Coastal and Marine Geology Program.

 Figure 7.10    
 Wave-cut platforms. (A) Wave-cut platforms form when land is elevated 

or sea level falls. (B) Wave-cut platforms at Mikhail Point, Alaska. 

 Photograph (B) by J. P. Schafer, USGS Photo Library, Denver, CO. 
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of each such step—each platform—represents an old water-

level marker on the continent’s edge.   
    When, on the other hand, global sea level rises or the land 

drops, one result is that streams that once fl owed out to sea now 

have the sea rising partway up the stream valley from the mouth. 

A portion of the fl oodplain may be fi lled by encroaching seawa-

ter, and the fresh water backs up above the new, higher base 

level, forming a    drowned valley    ( fi gure 7.11 ). A variation on 

the same theme is produced by the advance and retreat of coastal 

glaciers during major ice ages. Submergence of beach features, 

too, can signal a change in relative sea level ( fi gure 7.12 ).   
    Glaciers fl owing off land and into water do not just keep 

eroding deeper underwater until they melt. Ice fl oats; freshwa-

ter glacier ice fl oats especially readily on denser salt water. The 

carving of glacial valleys by ice, therefore, does not extend long 

distances offshore. During the last ice age, when sea level 

worldwide was as much as 100 meters lower than it now is, al-

pine glaciers at the edges of continental landmasses cut valleys 

into what are now submerged offshore areas. With the retreat of 

the glaciers and the concurrent rise in sea level, these old glacial 

valleys were emptied of ice and partially fi lled with water. That 

is the origin of the steep-walled fjords common in Scandinavian 

countries (especially Norway) and Iceland.   

 Present and Future Sea-Level Trends 

 Much of the coastal erosion presently plaguing the United States 

is the result of gradual but sustained global sea-level rise, from the 

combination of melting of glacial ice and expansion of the water 

itself as global temperatures rise, discussed earlier. The sea-level 

rise is currently estimated at about 1⁄3 meter  (1 foot) per century. 

Baltimore, MD

Washington, DC

Chesapeake Bay

Baltimore, MD

Washington, DC
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 Figure 7.11   
 Chesapeake Bay is a drowned valley, as seen in this enhanced 

satellite image. 

  Image courtesy of Scott Goetz, The Woods Hole Research Center  
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  Figure 7.12    
 Global sea-level change is swamping beach ridges at Cape 

Krusenstern National Monument, Alaska. 

  Photograph courtesy National Park Service   

While this does not sound particularly threatening, two additional 

factors should be considered. First, many coastal areas slope very 

gently or are nearly fl at, so that a small rise in sea level results in 

a far larger inland retreat of the shoreline ( fi gure 7.13 ). Rates of 

shoreline retreat from rising sea level have, in fact, been measured 

at several meters per year in some low-lying coastal areas. A sea-

level rise of 1⁄3 meter (about 1 foot) would erode beaches by 15 to 

30 meters in the northeast, 65 to 160 meters in parts of California, 

and up to 300 meters in Florida—and the average commercial 
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  Figure 7.13   
 Eff ects of small rises in sea level on steeply sloping shoreline 

(A) and on gently sloping shore (B). The same rise inundates a 

much larger expanse of land in case (B).  

  Figure 7.14   
 (A) Relative vulnerability of coastal regions to change resulting 

from rising sea level depends on factors such as topography and 

materials present. (B) Rising sea level causes fl ooding of coastal 

wetlands, increases salinity of estuaries; cypress in this fl ooded 

swamp died as a result. 

  (A) After USGS National Assessment of Coastal Vulnerability to Sealevel 

Rise (B) Photograph from Jim Allen, USGS National Wetlands Research 

Center   
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beach is only about 30 meters wide now. Second, the documented 

rise of atmospheric carbon-dioxide levels, discussed in chapter 

10, suggests that increased greenhouse-effect heating will melt 

the ice caps and glaciers more rapidly, as well as warming the 

oceans more, accelerating the sea-level rise; some estimates put 

the anticipated rise in sea level at 1 meter by the year 2100. Aside 

from the havoc this would create on beaches, it would fl ood 30 to 

70% of U.S. coastal wetlands ( fi gure 7.14 ). 
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shifts in sea level or climate). In fair weather, waves washing 

up onto the beach carry sand from offshore to build up the 

beach; storms attack the beach and dunes and carry sediment 

back offshore. Where longshore currents are present, the 

beach refl ects the balance between sediment added from the 

up-current end—perhaps supplied by a stream delta—and 

sediment carried away down-current. Where sandy cliffs are 

eroding, they supply fresh sediment to the beach to replace 

what is carried away by waves and currents. Pressure to try to 

control or infl uence the natural fl ux of sediment arises when 

human development appears threatened and/or economic 

losses loom. 

    The approaches used fall into three broad categories. We 

will look at examples of each. Hard structural stabilization, as 

the term suggests, involves the construction of solid structures. 

Soft structural stabilization methods include sand replenish-

ment and dune rebuilding or stabilization. These methods may 

be preferred for their more naturalistic look, but their effects 

can be fl eeting. Nonstructural strategies, the third type, involve 

land-use restrictions, prohibiting development or mandating 

minimum setback from the most unstable or dynamic shore-

lines; this is analogous to restrictive zoning in fault zones or 

fl oodplains, and may meet with similar resistance. The move 

of the Cape Hatteras lighthouse ( fi gure 7.15 ) is also an exam-

ple of a nonstructural approach, sometimes described as “stra-

tegic retreat.” 

    Consistently rising sea level is a major reason why 

 shoreline-stabilization efforts repeatedly fail. It is not just that 

the high-energy coastal environment presents diffi cult engineer-

ing problems. The problems themselves are intensifying as a 

rising water level brings waves farther and farther inland, press-

ing ever closer to and more forcefully against more and more 

structures de veloped a long the  c oast.     

 Coastal Erosion and “Stabilization”  

 Coasts are dynamic, beaches especially so. Natural, undevel-

oped beaches achieve an equilibrium between sediment addi-

tion and sediment removal (at least in the absence of sustained 
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  Figure 7.15    
 The Cape Hatteras Lighthouse is a historic landmark. (A) It had been 

threatened for many years (note attempted shoreline stabilization 

structure in this 1996 photo). (B) Sandbagging to protect the dunes 

had also been tried. (C) Finally the lighthouse was moved, at a cost 

of $11.8 million. 

  (A) and (C) Photographs courtesy USGS Center for Coastal Geology; 

(B) Photograph by R. Dolan, U.S. Geological Survey   
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  Beach Erosion, Protection, and Restoration 

 Beachfront property owners, concerned that their beaches (and 

perhaps their houses and businesses also) will wash away, erect 

structures to try to “stabilize” the beach, which generally end up 

further altering the beach’s geometry. One commonly used method 

is the construction of one or more groins or jetties ( fi gure 7.16 )—

long, narrow obstacles set more or less perpendicular to the shore-

line. By disrupting the usual fl ow and velocity patterns of the 

currents, these structures change the shoreline. We have already 

noted that as a stream’s velocity decreases, it begins to drop its 

sediment load. Likewise, longshore currents slowed by a barrier 

tend to drop their load of sand up-current from it. Below (down-

current from) the barrier, the water picks up more sediment to re-

place the lost load, and the beach is eroded. The common result is 

that a formerly stable, straight shoreline develops an unnatural 

scalloped shape. The beach is built out in the area up-current of the 

groins and eroded landward below. Beachfront properties in the 

eroded zone may be more severely threatened after construction 

of the “stabilization” structures than they were before. 

    Any interference with sediment-laden waters can cause 

redistribution of sand along beachfronts. A marina built out into 

such waters may cause some deposition of sand around it and, 

perhaps, in the protected harbor. Farther along the beach, the 

now unburdened waters can more readily take on a new sedi-

ment load of beach sand. Breakwaters, too, though constructed 

primarily to moderate wave action, may cause sediment redis-

tribution ( fi gure 7.17 ). 

    Even modifi cations far from the coast can affect the beach. 

One notable example is the practice, increasingly common over 

the last century or so, of damming large rivers for fl ood control, 

power generation, or other purposes. As indicated in chapter 6, 

one consequence of the construction of artifi cial reservoirs is 

that the sediment load carried by the stream is trapped behind 

the dam. Farther downstream, the cutoff of sediment supply to 

coastal beaches near the mouth of the stream can lead to erosion 

of the sand-starved beaches. It may be a diffi cult problem to 

solve, too, because no readily available alternate supply of sedi-

ment might exist near the problem beach areas. Flood-control 

dams, especially those constructed on the Missouri River, have 

reduced the sediment load delivered to the Gulf of Mexico by 

the Mississippi River by more than half over the last forty years, 

initiating rapid coastal erosion in parts of the Mississippi delta. 

    Where beach erosion is rapid and development (espe-

cially tourism) is widespread, efforts have sometimes been 

made to import replacement sand to maintain sizeable beaches, 

or even to create them where none existed before ( fi gure 7.18 ). 

The initial cost of such an effort can be very high. Moreover, 

if no steps are, or can be, taken to reduce the erosion rates, the 

sand will have to be replenished over and over, at ever-rising 

cost, unless the beach is simply to be abandoned. Typically, 

the reason for beach “nourishment” or “replenishment” efforts 

is, after all, that natural erosion has removed much of the sand; 

it is then perhaps not surprising that continued erosion may 

make short work of the restored beach. Still, it was very 

likely a shock to those who paid $2.5 million for a 1982 

 beach-replenishment project in Ocean City, New Jersey, that 

the new beach lasted only 2½ months. 

    In many cases, too, it has not been possible—or has not 

been thought necessary—to duplicate the mineralogy or grain 

size of the sand originally lost. The result has sometimes been 

further environmental deterioration. When coarse sands are re-

placed by fi ner ones, softer and muddier than the original sand, 

the fi ner material more readily stays suspended in the water, 

clouding it. This is not only unsightly, but can also be deadly to 

organisms. Off Waikiki Beach in Hawaii and off Miami Beach, 

delicate coral reef communities have been damaged or killed by 

  Figure 7.16    
 When groins or jetties perpendicular to the shoreline disrupt longshore currents, deposition occurs up-current, erosion below. Ocean City, New Jersey. 

  Photograph courtesy of S. Jeff ress Williams   
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  Figure 7.17    
 (A) Sediment is deposited behind a breakwater; erosion occurs down-current through the action of water that has lost its original sediment 

load. (B) Breakwaters and groins together combat beach erosion at Presque Isle State Park, Pennsylvania. 

  Photograph by Ken Winters, U.S. Army Corps of Engineers   
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this extra water turbidity (cloudiness). Replacing fi ner sand 

with coarser, conversely, may steepen the beach face (recall 

fi gures 7.2B and C), which may make the beach less safe for 

small children or poor swimmers.   

 Cliff  Erosion 

 Both waves and currents can vigorously erode and transport 

loose sediments, such as beach sand, much more readily than 

solid rock. Erosion of sandy cliffs may be especially rapid. Re-

moval of material at or below the waterline undercuts the cliff, 

leading, in turn, to slumping and sliding of sandy sediments and 

the swift landward retreat of the shoreline. 

    Not all places along a shoreline are equally vulnerable. 

Jutting points of land, or headlands, are more actively under at-

tack than recessed bays because wave energy is concentrated on 

these headlands by    wave refraction   , defl ection of the waves 

around irregularities in the coastline ( fi gure 7.19 ). Wave refrac-

tion occurs because waves “touch bottom” fi rst as they approach 

the projecting points, which slows the waves down; wave 

 motion continues more rapidly elsewhere. The net result is de-

fl ection of the waves around and toward the headlands, where 

the wave energy is thus focused. (The effect is not unlike the 

refraction and focusing of light by a lens.) The long-term ten-

dency is toward a rounding-out of angular coastline features, as 

headlands are eroded and sediment is deposited in the lower-

energy environments of the bays ( fi gure 7.20 ). 

    Various measures, often as unsuccessful as they are expen-

sive, may be tried to combat cliff erosion. A fairly common prac-

tice is to place some kind of barrier at the base of the cliff to break 

the force of wave impact ( fi gure 7.21 ). The protection may take 

the form of a solid wall (seawall) of concrete or other material, or 

a pile of large boulders or other blocky debris (riprap). If the ob-

struction is placed only along a short length of cliff directly below 

a threatened structure (as in fi gure 7.21A), the water is likely to 

wash in beneath, around, and behind it, rendering it largely 
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  Figure 7.18    
 (A) Beach nourishment project at St. Joseph, Michigan. (B) Looking 

at the adjacent shoreline, it is clear why this beach created at Sims 

Park, Ohio, on Lake Erie, requires substantial protection structures. 

  (A) Photograph courtesy U.S. Army Corps of Engineers; (B) Photograph 

by Ken Winters, U.S. Army Corps of Engineers   
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  Figure 7.19   
 Wave refraction. (A) This sketch illustrates how the energy of waves 

approaching a jutting point of land is focused on it by refraction. 

(B) Wave refraction around Bajo Nuevo reef in the western 

Caribbean Sea; waves are moving from right to left in image. 

Behind the reef is calm water, appearing darker blue. See also 

refraction around breakwaters in fi gure 7.17B.  

(B) Image courtesy of Earth Sciences and Image Analysis Laboratory, 

NASA Johnson Space Center
 ineffective. Erosion continues on either side of the barrier; loss of 

the protected structure will be delayed but probably not prevented. 

    Wave energy may also bounce off, or be refl ected from, a 

length of smooth seawall, to erode the beach more quickly, or 

attack a nearby unprotected cliff with greater force. The Galves-

ton seawall, discussed in Case Study 7, was built to protect 

the city after the deadly 1900 hurricane. It proved its value in 

2008 when Hurricane Ike hit. However, one unintended result 

has been the total loss of the beach in front of the seawall during 

times of high s eas.     
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  Figure 7.20    
 As waves approach this rugged section of the California coast, 

projecting rocks are subject to highest-energy wave action; sand 

accumulates only in recessed bays.  
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  Figure 7.21    
 Some shore-protection structures. (A) Riprap near El Granada, 

California. Erosion of the sandy cliff  will continue unabated on either 

side of riprap. (B) More substantial (and expensive) seawall protects 

estate at Newport, Rhode Island. (C) Patchwork of individual seawalls 

at base of cliff  at Bodega Bay, California, shows varying degrees of 

success: Properties at left have already slumped downslope, while 

those at right are hanging on the edge of the cliff —for now. In the 

absence of protection structures, cliff -retreat rates here are of the 

order of a meter a year, sure sign of an unstable coastline. 

  (A) Photograph courtesy USGS Photo Library, Denver, CO.   

 Especially Diffi  cult Coastal 
Environments  

 Many coastal environments are unstable, but some, including 

barrier islands and estuaries, are particularly vulnerable either 

to natural forces or to human interference.  

 Barrier Islands 

    Barrier islands    are long, low, narrow islands paralleling a 

coastline somewhat offshore from it ( fi gure 7.22 ). Exactly how 

or why they form is not known. Some models suggest that they 

have formed through the action of longshore currents on delta 

sands deposited at the mouths of streams. Their formation may 

also require changes in relative sea level. However they have 

formed, they provide important protection for the water and 

shore inland from them because they constitute the fi rst line of 

defense against the fury of high surf from storms at sea. The 

barrier islands themselves are extremely vulnerable, partly as a 

result of their low relief. Water several meters deep may wash 

right over these low-lying islands during unusually high storm 

tides, such as occur during hurricanes ( fi gure 7.23 ). Strong 

storms may even slice right through narrow barrier islands, 

separating people from bridges to the mainland, as in Hurricane 

Isabel in 2003 and Katrina in 2005. 

    Because they are usually subject to higher-energy wa-

ters on their seaward sides than on their landward sides, most 

 barrier islands are retreating landward with time. Typical 
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  Figure 7.22    
 (A) Barrier islands: North Carolina’s Outer Banks. (B) One reason 

that  Galveston is so vulnerable is that Galveston Island is a barrier 

island. The seawall runs along the southern edge of the island.

(A)  Photograph by R. Dolan, USGS Photo Library, Denver, CO.  (B) Image 

courtesy of Earth Science and Image Analysis Laboratory, NASA 

Johnson Space Center   
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  Figure 7.23    
 Photographs of Dauphin Island, Alabama, immediately before 

Hurricane Lili (top) and after Hurricanes Ivan (middle) and Katrina 

(bottom). Note extreme erosion, landward shift of sand, and loss of 

houses due to Katrina. Structure at lower left of bottom photo is an 

oil rig that broke loose, drifted here, and ran aground. 

  Photographs courtesy USGS Coastal and Marine Geology Program   

appeal of long beaches has led to extensive development on 

privately owned stretches of barrier islands. About 1.4 mil-

lion acres of barrier islands exist in the United States, and 

approximately 20% of this total area has been developed. 

rates of retreat on the Atlantic coast of the United States are 

2 meters (6 feet) per year, but rates in excess of 20 meters per 

year have been noted. Clearly, such settings represent partic-

ularly  unstable locations in which to build, yet the aesthetic 
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Thousands of structures, including homes, businesses, roads, 

and bridges, are at risk. 

    On barrier islands, shoreline-stabilization efforts— 

building groins and breakwaters and replenishing sand—tend 

to be especially expensive and, frequently, futile. At best, the 

benefi ts are temporary. Construction of artifi cial stabilization 

structures may easily cost tens of millions of dollars and, at the 

same time, destroy the natural character of the shoreline and 

even the beach, which was the whole attraction for developers 

in the fi rst place. At least as costly an alternative is to keep 

moving buildings or rebuilding roads ever farther landward as 

the beach before them erodes (recall the Cape Hatteras light-

house). Expense aside, this is clearly a “solution” for the short 

term only, and in many cases, there is no place left to retreat 

anyway (consider fi gure 7.23). Other human activities exacer-

bate the plight of barrier islands: dams on coastal rivers in 

Texas have trapped much sediment, starving fragile barrier is-

lands there of vital sand supply. Considering the inexorable 

rise of global sea level and that more barrier-island land is be-

ing submerged more frequently, the problems will only get 

worse. See also Case Study 7.   

 Estuaries 

 An    estuary    is a body of water along a coastline, open to the sea, 

in which the tide rises and falls and in which fresh and salt wa-

ter meet and mix to create brackish water. San Francisco Bay, 

Chesapeake Bay, Puget Sound, and Long Island Sound are ex-

amples. Some estuaries form at the lower ends of stream val-

leys, especially in drowned valleys. Others may be tidal fl ats in 

which the water is more salty than not. 

    Over time, the complex communities of organisms in 

estuaries have adjusted to the salinity of that particular water. 

The salinity itself refl ects the balance between freshwater in-

put, usually river fl ow, and salt water. Any modifi cations that 

alter this balance change the salinity and can have a cata-

strophic impact on the organisms. Also, water circulation in 

estuaries is often very limited. This makes them especially 

vulnerable to pollution; because they are not freely fl ushed out 

by vigorous water fl ow, pollutants can accumulate. Unfortu-

nately, many vital wetlands areas are estuaries under pressure 

from environmental changes. One factor is that many of the 

world’s large coastal cities—San Francisco and New York, for 

example—are located beside estuaries that may receive pol-

luted effl uent water. Another is that demand for the fresh wa-

ter that would otherwise fl ow into estuaries is diminishing that 

fl ow. The salinity of San Francisco Bay has been rising mark-

edly as fresh water from rivers fl owing into the bay is con-

sumed en route. 

    The problem with estuaries is not so much that natural 

changes in estuaries affect us but that we may be changing the 

estuaries for the worse. For example, where land is at a pre-

mium, estuaries are frequently called on to supply more. They 

may be isolated from the sea by dikes and pumped dry or, where 

the land is lower, wholly or partially fi lled in. Naturally, this 

further restricts water fl ow and also generally changes the wa-

ter’s chemistry. In addition, development may be accompanied 

by pollution. All of this greatly stresses the organisms of the 

estuary. Depending on the local geology, additional problems 

may arise. It was already noted in chapter 4 that buildings 

erected on fi lled land rather than on bedrock suffer much greater 

damage from ground shaking during earthquakes. This was 

abundantly demonstrated in San Francisco in 1906 and again in 

1989. Yet the pressure to create dry land for development where 

no land existed before is often great. 

    One of the most ambitious projects involving land recla-

mation from the sea in an estuary is that of the Zuider Zee in 

the Netherlands ( fi gure 7.24 ). The estuary itself did not form 

until a sandbar was breached in a storm during the thirteenth 

century. Two centuries later, with a growing population want-

ing more farmland, the reclamation was begun. Initially, the 

North Sea’s access to the estuary was dammed up, and the fl ow 

of fresh water into the Zuider Zee from rivers gradually changed 

the water in it from brackish to relatively fresh. (This was nec-

essary if the reclaimed land was to be used for farming; most 

crops grow poorly, if at all, in salty ground.) Portions were 

fi lled in to create dry land, while other areas were isolated by 

dikes and then pumped dry. More than half a million acres of 

new land have been created here. 

    Certainly, this has been a costly and prolonged effort. 

The marine organisms that had lived in the Zuider Zee estuary 

were necessarily destroyed when it was converted to a fresh-

water system. Continual vigilance over and maintenance of 

the dikes is required because if the farmlands were fl ooded 

with salt water, they would be unsuitable for growing crops 

for years. 

  Figure 7.24    
 The Zuider Zee, a partially fi lled estuary in the Netherlands (1973 

Landsat satellite photo). Patches of reclaimed land (polders), with date 

on which each was drained. Darker blue area at center, Markerwaard, 

was diked but not drained, for use as a freshwater reserve. 

  Image courtesy U.S. Geological Survey, EROS Data Center   

1942

1957

1968

1930



166 Section Three Surface Processes

Case Study 7

 Hurricanes and Coastal Vulnerability 

 Even in a year notable for the number of major hurricanes that 

occurred, Katrina stood out. Though it was only category 4 at landfall 

and weakened quickly thereafter, it was unusually large ( fi gure 1 ), 

with hurricane-force winds extending 200 km (125 miles) outward from 

its center. Hurricane Camille, a category-5 storm in 1969, was less than 

half Katrina’s size. 

  The height of storm surge depends not only on the intensity 

(category) of a hurricane, but on its size, speed, air pressure, and other 

factors, including local coastal topography. A big, slow-moving storm 

like Katrina can build up a tremendous surge, locally reported at up to 

10 meters (over 30 feet)! Barrier islands, predictably, were hard hit, as 

illustrated in fi gure 7.23. On the mainland, things weren’t necessarily 

any better (recall fi gure 7.9). 

  And then there was New Orleans. Much of the city actually lies 

below sea level, by as much as 5 meters, the result of decades of slow 

sinking. It has been protected by levees, not just along the Mississippi, 

but along the shore of Lake Pontchartrain, which is really a large estuary 

(visible above the “New Orleans" dot in fi gure 1). The levees around 

Lake Pontchartrain and its canals had been built with a category 3 

hurricane in mind. Unfortunately, Katrina was worse. Once some poorly 

constructed levees were overtopped, too, erosion behind them caused 

them to fail altogether. The result was inundation of a huge area of the 

city ( fi gure 2 ) and standing water for weeks thereafter, as levees were 

patched and the water then pumped out. 

  The remaining question for many is: Now what? Some 

advocate abandoning the lowest, most fl ood-prone sections of New 

Orleans, though residents who love these areas are coming back. 

Some suggest adding fi ll to raise rebuilt structures in such areas. 

Others advocate higher, stronger levees, and/or systems of gates to 

stem the infl ux of storm surge into Lake Pontchartrain. The costs of 

such enhanced fl ood-control measures are in the tens of billions of 

dollars. Some fl oodwalls have been rebuilt higher than before, but 

the city is as vulnerable as the weakest of the protection structures. 

As is common in such cases, debate rages over how much protection 

is enough, and when stronger measures are no longer cost-eff e ctive. 

Meanwhile, New Orleans continues to sink, at rates recently 

measured at up to 28 mm (over 1 inch) per year. Likely causes include 

subsidence related to groundwater extraction, draining of wetlands, 

loss of sediments from the Mississippi, gradual displacement along a 

local fault, and settling of sediments; the latter may be exacerbated 

  Figure 1    
 Hurricane Katrina, 29 August 2005. Eye is north of Lake Pontchartrain, 

the large embayment above the Mississippi delta along the 

southeastern edge of Louisiana. 

Image by Jeff  Schmaltz, MODIS Land Rapid Response Team

  Figure 2    
 Flooding in New Orleans from Katrina: Flooded areas in the city appear 

as dark blue or purple, between Lake Pontchartrain at the top and the 

Mississippi River winding through the city across center of image. 

Image courtesy Lawrence Ong, EO-1 Mission Science Offi  ce, NASA GSFC   
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by the weight of additional fi ll or levees. Global sea-level rise will only 

worsen the problems. It will be interesting to see how the city’s 

situation develops over time. 

  Three years later, Hurricane Ike—another large, slow-moving 

storm—slammed into Galveston. While the seawall protected the city 

from waves and surge, anything in front of it was lost ( fi gure 3 ). And on 

the western end of Galveston Island, where there is no seawall and the 

land is sinking (largely due to groundwater withdrawal by the 

petrochemical industry), water damage was far worse, as is typical on 

barrier islands ( fi gure 4 ). Here too, the risks will only increase with a 

rising sea level; but adding or strengthening shoreline-protection 

structures will be costly. 

  Hurricanes are not the only storms that threaten coastal areas, and 

some countries, such as the Netherlands, are essentially  all  low-lying land 

at risk (recall fi gure 7.24). Motivated by disastrous fl ooding in 1953 and the 

increasing threat due to global sea-level rise, that nation is embarking on 

a decades-long, multibillion-dollar plan of coastal fortifi cation in an eff ort 

to “climate-proof” its land, and protect its people and their economy. 

How successful they will be, and whether other nations will undertake 

coastal protection on that scale, remains to be seen. 

  Figure 4   
 Without a seawall, Crystal Beach, west of Galveston, took the full brunt 

of the storm surge as well as the wind. Houses and vegetation were 

swept away, and erosion and overwash have also pushed the shoreline 

signifi cantly landward.  

Photographs courtesy USGS Coastal and Marine Geology Program

  Figure 3   
 Aerial photographs of the Galveston waterfront before and after Hurricane 

Ike. Afterwards, virtually everything in front of the seawall is gone. 

(Photographs do not show the considerable wind damage caused by the 

hurricane, against which the seawall naturally provided no protection.)  

Photographs courtesy USGS Coastal and Marine Geology Program

FiFigugurere 4 4      FiFigugurere 3 3
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 underway in Florida;  Katrina undid some of that work and cre-

ated a need for more. 

    Most barrier-island areas are owned by federal, state, or 

local governments. Even where they are undeveloped, much 

money has been spent maintaining access roads and various 

other structures, often including beach-protection structures. It 

is becoming increasingly obvious that the most sensible thing to 

do with many such structures is to abandon the costly and ulti-

mately doomed efforts to protect or maintain them and simply 

to leave these areas in their dynamic, natural, rapidly changing 

state, most often as undeveloped recreation areas. Certainly 

there are many safer, more stable, and more practical areas in 

which to build. However, considerable political pressure may 

be brought to bear in favor of continuing, and even expanding, 

shoreline-protection e fforts.  

 Recognition of Coastal Hazards 

 Conceding the attraction of beaches and coastlines and the like-

lihood that people will want to continue living along them, can 

at least the most unstable or threatened areas be identifi ed so 

that the problems can be minimized? That is often possible, but 

it depends both on observations of present conditions and on 

some knowledge of the area’s history ( fi gure 7.25 ).  

     The best setting for building near a beach or on an island, 

for instance, is at a relatively high elevation (5 meters or more 

above normal high tide, to be above the reach of most storm 

tides) and in a spot with many high dunes between the proposed 

building site and the water, to supply added protection. Thick 

vegetation, if present, will help to stabilize the beach sand. Also, 

information about what has happened in major storms in the 

past is very useful. Was the site fl ooded? Did the overwash 

cover the whole island? Were protective dunes destroyed? A 

key factor in determining a “safe” elevation, too, is overall wa-

ter level. On a lake, not only the short-term range of storm tide 

heights but also the long-term range in lake levels must be con-

sidered. On a seacoast, it would be important to know if that 

particular stretch of coastline was emergent or submergent over 

the long term. Around the Pacifi c Ocean basin, possible danger 

from tsunamis should not be overlooked. 

    On either beach or cliff sites, one very important factor 

is the rate of coastline erosion. Information might be obtained 

from people who have lived in the area for some time. Better 

and more reliable guides are old aerial photographs, if avail-

able from the U.S. or state geological survey, county planning 

offi ce, or other sources, or detailed maps made some years 

earlier that will show how the coastline looked in past times. 

Comparison with the present confi guration and knowledge of 

when the photos were taken or maps made allows estimation 

of the rate of erosion. It also should be kept in mind that the 

shoreline retreat may be more rapid in the future than it has 

been in the past as a consequence of a faster-rising sea level, 

as discussed earlier. On cliff sites, too, there is landslide po-

tential to consider, and in a seismically active area, the dan-

gers are greatly magnifi ed. 

    In the Netherlands, where land is at a premium, the 

benefi ts of fi lling in the Zuider Zee may outweigh the costs, 

environmental and economic. Destruction of all estuaries 

would, however, result in the elimination of many life forms 

uniquely adapted to their brackish-water environment. Even 

organisms that do not live their whole lives in estuaries may 

use the estuary’s quiet waters as breeding grounds, and so 

these populations also would suffer from habitat destruction. 

Where other land exists for development, it may be argued 

that the estuaries are too delicate and valuable a system to 

tamper with.  

      Costs of Construction—and 
Reconstruction—in High-Energy 
Environments  

 Historically, the most concentrated damage has resulted from 

major storms, and the number of people and value of property 

at risk only increases with the shift in population toward the 

coast, illustrated in fi gure 7.1. (Recall also table 7.2.) U.S. fed-

eral disaster relief funds, provided in barrier-island and other 

coastal areas, can easily run into hundreds of millions of dol-

lars after each such storm. Increasingly, the question is asked, 

does it make sense to continue subsidizing and maintaining 

development in such very risky areas? More and more often, 

the answer being given is “No!” From 1978 to 1982, $43 mil-

lion in federal fl ood insurance (see chapter 19) was paid in 

damage claims to barrier-island residents, which far exceeded 

the premiums they had paid. So, in 1982, Congress decided to 

remove federal development subsidies from about 650 miles of 

beachfront property and to eliminate in the following year the 

availability of federal fl ood insurance for these areas. It simply 

did not make good economic sense to encourage unwise devel-

opment through such subsidies and protection. Still, more than 

a million fl ood-insurance policies representing over $1 billion 

in coverage were still outstanding half a dozen years later in 

vulnerable coastal areas. 

    A continuing (and growing) concern is one of fairness in 

the distribution of costs of coastal protection. While some sta-

bilization and beach-replenishment projects are locally funded, 

many are undertaken by the U.S. Army Corps of Engineers. 

Thus, millions of federal taxpayer dollars may be spent—over 

and over—to protect a handful of private properties of indi-

viduals choosing to locate in high-risk areas. A national study 

done in March 2000 reported that beach renourishment must 

typically be redone every 3 to 7 years. For example, from 

1962–1995, the beach at Cape May, New Jersey, had to be re-

nourished ten times, at a total cost of $25 million; from 1952–

1995, the Ocean City, New Jersey beach was supplied with 

fresh sand 22 times, costing over $83 million altogether. Re-

ported costs of beach maintenance and renourishment in devel-

oped areas along the Florida and Carolina coasts ranged up to 

$17.5 million per mile. When Hurricane Katrina hit, about 

$150 million in beach-replenishment projects were already 
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  Figure 7.25    
 (A) Sometimes coastal hazards are obvious, if you look. Here, the houses at the cliff  base provide unintentional—and vulnerable—protection for 

the  cliff -edge structures above. Northern Monterey Bay, California.    (B) This cliff  at Moss Beach in San Mateo County, California, retreated more than 

50 meters in a century. Past cliff  positions are known from old maps and photographs; arrows indicate position of cliff  at corresponding dates. 

  (A) Photograph by Cheryl Hapke, U.S. Geological Survey. (B) Photograph by K. R. LaJoie, USGS Photo Library, Denver, CO.  

1971 1914 1866

B

A

    Storms, of course, commonly accelerate change. Aerial pho-

tographs and newer tools such as scanning airborne laser altimetry 

allow monitoring of changes and suggest the possible magnitude 

of future storm damage. The U.S. Geological Survey and other 

agencies maintain archives of images that can be useful here. 

    It is advisable to fi nd out what shoreline modifi cations 

are in place or are planned, not only close to the site of interest 

but elsewhere along the coast. These can have impacts far 

away from where they are actually built. Sometimes, aerial or 

even satellite photographs make it possible to examine the 

patterns of sediment distribution and movement along the 

coast, which should help in the assessment of the likely im-

pact of any shoreline modifi cations. The fact that such struc-

tures exist or are being contemplated is itself a warning sign! 

A history of repairs to or rebuilding of structures not only sug-

gests a very dynamic coastline, but also the possibility that 

protection efforts might have to be abandoned in the future for 

economic reasons.      
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 Summary 
 Many coastal areas are rapidly changing. Accelerated by rising 

sea levels worldwide, erosion is causing shorelines to retreat 

landward in most areas, often at rates of more than a meter a 

year. Sandy cliff s and barrier islands are especially vulnerable to 

erosion. Storms, with their associated surges and higher waves, 

cause especially rapid coastal change. Eff orts to stabilize beaches 

are generally expensive, often ineff ective over the long (or even 

short) term, and frequently change the character of the shoreline. 

They may also cause unforeseen negative consequences to the 

coastal zone and its organisms. Demand for development has led 

not only to construction on unstable coastal lands, but also to 

the reclamation of estuaries to create more land, to the detriment 

of plant and animal populations.   

 Key Terms and Concepts  
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  wave-cut platform  156   

  wave refraction  161     

 Exercises  
 Questions for Review  

   1.   High storm tides may cause landward recession of dunes. 

Explain this phenomenon, using a sketch if you wish.  

   2.   Evaluate the use of riprap and seawalls as cliff  protection 

structures.  

   3.   Explain longshore currents and how they cause littoral drift.  

   4.   Sketch a shoreline on which a jetty has been placed to restrict 

littoral drift; indicate where sand erosion and deposition will 

subsequently occur and how this will reshape the shoreline.  

   5.   Discuss the pros and cons of sand replenishment as a strategy 

for stabilizing an eroding beach.  

   6.   Describe three ways in which the relative elevation of land 

and sea may be altered. What is the present trend in global 

sea level?  

   7.   Briefl y explain the formation of (a) wave-cut platforms and 

(b) drowned valleys.  

   8.   What are barrier islands, and why have they proven to be 

particularly unstable environments for construction?  

   9.   What is an estuary? Why do estuaries constitute such 

distinctive coastal environments?  

   10.   Briefl y describe at least two ways in which the dynamics of a 

coastline over a period of years can be investigated.    

 Exploring Further 

   1.   Choose any major coastal city, fi nd out how far above sea 

level it lies, and determine what proportion of it would be 

inundated by a relative rise in sea level of (a) 1 meter and 

(b) 5 meters. Consider what defensive actions might be taken 

to protect threatened structures in each case. (It may be 

instructive to investigate what has happened to Venice, Italy, 

under similar circumstances.)  

   2.   The fi ctional fi lm The Day After Tomorrow depicts a supposed 

storm surge that immerses the Statue of Liberty up to her 

neck. In round numbers, that indicates a surge of about 250 

feet. Use the data from table 7.1 to make a graph of surge 

height versus wind velocity, and extrapolate to estimate the 

wind speed required to create a surge that large. Compare 

your estimate with the highest measured natural wind speed, 

231mph, and consider the plausibility of the movie’s depiction.  

   3.   Consider the vulnerability of barrier-island real estate, and 

think about what kinds of protections and controls you might 

advocate: How much should a prospective purchaser of the 

property be told about beach stability? Should local property 

owners pay for shoreline-protection structures, or should 

state or federal taxes be used? Should property owners be 

prevented from developing the land, for their own 

protection? What would you consider the most important 

factors in your decisions? What are the main unknowns?  

  4.   One feature of the Netherlands long-term plan mentioned in 

Case Study 7 is that it involves a conscious decision that the 

level of protection aff orded each region will be proportional 

to its economic value. (See the paper by D. Wolman in the 

online suggested readings.) Consider and comment on the 

implications of this policy.                               
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imagine from the usually brief coverage of landslides in the news 

media. I n the Unit ed Stat es alone , landslides and other mass 

movements cause o ver $3.5 billion in pr operty damage ev ery 

year, and 25 to 50 deaths. Many landslides occur quite indepen-

dently of human activities. In some areas, active steps have been 

taken to control downslope movement or to limit its damage. 

On the other hand , c ertain human ac tivities agg ravate local  

landslide dangers, usually as a result of failure to take those haz-

ards into account. 

  Large ar eas o f t his c ountry—and n ot n ecessarily o nly 

mountainous regions—are potentially at risk from landslides ( fi g-

ure 8.1 ). It is impor tant to realize, too, that g iven the area repre-

sented in that fi gure, it is necessarily a generalization, representing 

regional landslide hazard levels associated with the characteristic 

regional topography, soil type, etc. One can live in a high-risk spot 

within an area generally classifi ed as low-risk on this map!    

 While the in ternal hea t of the ear th driv es mountain-

building processes, just as inevitably, the force of gravity 

acts to tear the mountains down. Gravity is the great leveler. I t 

tugs c onstantly do wnward on ev ery mass of mat erial ev ery-

where on ear th, causing a variet y of phenomena c ollectively 

called    mass wasting,    or    mass movements,    whereby geological 

materials ar e mo ved do wnward, c ommonly do wnslope, fr om 

one place to another. The movement can be slow, subtle, almost 

undetectable on a da y-to-day basis but cumulativ ely large over 

days or years. Or the movement can be sudden, swift, and devas-

tating, as in a rockslide or avalanche. Mass movements need not 

even in volve slipping on a slope: v ertical mo vements include 

surface subsidence, as from extraction of oil or ground water, or 

collapse into sinkholes as described further in chapter 11.    

      Landslide    is a general t erm for the r esults of rapid mass 

movements. Overall, landslide damage is greater than one might 

 Mass Move ments      

 This cliff  beside a road in southern California looks like a slope failure waiting to happen. Note undercutting of footbridge at center and debris 

from sliding at lower left. At minimum, erosion by rain will continue. 

imagine from the usually brief coverage ofhile the internal heat of the earth drives mountain-

 C H A P T E R C H A P T E R

8 



172 Section Three Surface Processes

 Factors Infl uencing Slope Stability  

 Basically, mass movements occur whenever the downward pull 

of gravity overcomes the forces—usually frictional—resisting 

it. The downslope pull tending to cause mass movements, called 

the    shearing stress,    is related to the mass of material and the 

slope angle. Counteracting the shearing stress is friction, or, in 

a coherent solid,    shear strength.    When shearing stress exceeds 

frictional resistance or the shear strength of the material, sliding 

occurs. Therefore, factors that increase shearing stress, decrease 

friction, or decrease shear strength tend to increase the likeli-

hood of sliding, and vice versa. Application of these simple 

principles is key to reducing landslide hazards.  

 Eff ects of Slope and Materials 

 All else being equal, the steeper the slope, the greater the shear-

ing stress ( fi gure 8.2 ) and therefore the greater the likelihood of 

slope failure. For dry, unconsolidated material, the    angle of 
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  Figure 8.1   
 Landslide potential of regions in the United States. 

  After U.S. Geological Survey Open-File Report 97-289   

  Figure 8.2   
 Eff ects of slope geometry on slide potential. The mass of the block 

and thus the total downward pull of gravity are the same in both 

cases, but the steeper the slope, the greater the shearing stress 

component. An increase in pore pressure can decrease frictional 

resistance to shearing stress.  
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  Figure 8.3    
 (A) Angle of repose indicates an unconsolidated material’s resistance to sliding. Coarser and rougher particles can maintain a steeper stable slope 

angle. (Variation in angle of repose in natural materials is less than the range illustrated here.) (B) This California cliff  holds its near-vertical slope 

only temporarily; eventually the weakly cohesive sediment collapses to assume its natural angle of repose, illustrated by the slope of the surface of 

the sediment pile at the base of the cliff . 

  (B) Photograph by J. T. McGill, USGS Photo Library, Denver, CO.   

A B

 repose    is the maximum slope angle at which the material is 

stable ( fi gure 8.3 ). This angle varies with the material. Smooth, 

rounded particles tend to support only very low-angle slopes 

(imagine trying to make a heap of marbles or ball bearings), 

while rough, sticky, or irregular particles can be piled more 

steeply without becoming unstable. Other properties being 

equal, coarse  fragments can usually maintain a steeper slope 

angle than fi ne ones. The tendency of a given material to as-

sume a constant characteristic slope can be seen in such diverse 

geologic forms as cinder cones ( fi gure 8.4A ) and sand dunes 

(fi gure 8.4B). 

    Solid rock can be perfectly stable even at a vertical slope 

but may lose its strength if it is broken up by weathering or 

fracturing. Also, in layered sedimentary rocks, there may be 

weakness along bedding planes, where different rock units are 

imperfectly held together; some units may themselves be weak 

or even slippery (clay-rich layers, for example). Such planes of 

weakness are potential slide or failure planes. 

    Slopes may be steepened to unstable angles by natural 

erosion by water or ice. Erosion also can undercut rock or soil, 

removing the support beneath a mass of material and thus leav-

ing it susceptible to falling or sliding. This is a common contrib-

uting factor to landslides in coastal areas and along stream 

valleys; recall fi gures 7.4A and 7.21C. 

    Over long periods of time, slow tectonic deformation also 

can alter the angles of slopes and bedding planes, making them 

steeper or shallower. This is most often a signifi cant factor in 

young, active mountain ranges, such as the Alps or the coast 

ranges of California. Steepening of slopes by tectonic move-

ments has been suggested as the cause of a large rockslide in 

Switzerland in 1806 that buried the township of Goldan under a 

block of rock nearly 2 kilometers long, 300 meters across, and 

60 to 100 meters thick. In such a case, past evidence of land-

slides may be limited in the immediate area because the danger-

ously steep slopes have not existed long in a geologic sense.   

 Eff ects of Fluid 

 The role of fl uid in mass movements is variable. Addition of 

some moisture to dry soils may increase adhesion, helping the 

particles to stick together (it takes damp sand to make a sand 

castle). However, saturation of unconsolidated materials re-

duces the friction between particles that otherwise provides 

 cohesion and strength, and the reduced friction can destabilize 

a slope. As was described in chapter 4, elevated pore-fl uid 
 pressure can trigger earthquakes by facilitating slip in faulted 

rocks under tectonic stress. It is also effective in promoting 

sliding in rocks under stress due to gravity, reducing the force 
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expands, loosens and displaces the soil, which may then be 

more susceptible to sliding when it next thaws. 

    Some soils rich in clays absorb water readily; one type of 

clay, montmorillonite, may take up twenty times its weight in 

water and form a very weak gel. Such material fails easily un-

der stress. Other clays expand when wet, contract when dry, 

and can destabilize a slope in the process ( fi gure 8.5 ; see also 

chapter 20). 

    Sudden, rapid landslides commonly involve a triggering 

mechanism. Heavy rainfall or rapid melting of abundant snow 

can be a very effective trigger, quickly adding weight, decreas-

ing friction, and increasing pore pressure ( fi gure 8.6 ). As with 

holding the rock to the plane below (vector perpendicular to 

slope in fi gure 8.2). The very mass of water in saturated soil 

adds extra weight, and thus extra downward pull. 

    Aside from its role in erosion, water can greatly increase 

the likelihood of mass movements in other ways. It can seep 

along bedding planes in layered rock, reducing friction and 

making sliding more likely. The expansion and contraction of 

water freezing and thawing in cracks in rocks or in soil can act 

as a wedge to drive chunks of material apart (frost wedging). 

Frost heaving, the expansion of wet soil as it freezes and the ice 

  Figure 8.4   
 (A) Angle of repose of volcanic cinders is shown not only by the 

smoothly sloping sides of each individual cinder cone in the 

summit crater of Haleakala volcano in Hawaii, but also by the 

consistent slope and shape from cone to cone. (B) The uniform 

slope on the face of this sand dune is maintained by slumping to 

the sand’s angle of repose. Oregon Dunes National Recreation Area.  

  Figure 8.5   
 Instability in expansive clay seriously damaged this road near 

Boulder, Colorado. 

  Photograph courtesy USGS Photo Library, Denver, CO.   

  Figure 8.6   
 Laguna Beach, CA landslide of 1 June 2005. 

  Photograph by Gerald Bawdeu, U.S. Geological Survey   

A

B
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shear strength. Moisture loss through the vegetation by transpi-

ration also helps to dry out sodden soil more quickly. Com-

monly, then, vegetation tends to increase slope stability. 

However, the plants also add weight to the slope. If the added 

weight is large and the root network of limited extent, the veg-

etation may have a destabilizing effect instead. Also, plants that 

take up so much water that they dry out soil until it loses its 

adhesion can aggravate the slide hazard. 

    A relatively recently recognized hazard is the fact that 

when previously forested slopes are bared by fi res or by log-

ging, they may become much more prone to sliding than before. 

Previous illegal logging on slopes above the town of Guin-

saugon in the Philippines was blamed for the February 2006 

mudslide, triggered by heavy rains, that engulfed the town and 

killed an estimated 1800 of its 1857 residents. Wildfi res in 

 California frequently strip slopes of stabilizing vegetation, and 

deadly landslides may follow (fi gure 8.8B ).   

fl ooding, the key is not simply how much water is  involved, but 

how rapidly it is added and how close to saturated the system 

was already. The January 2009 landslides in the Pacifi c 

 Northwest ( fi gure 8.7 ) accompanied severe fl ooding, both prob-

lems caused by heavy rainfall onto—and contributing to rapid 

melting of—unusually heavy snow that had fallen earlier in the 

winter. Tropical regions subject to intense cloudbursts may also 

be subject to frequent slides in thick tropical soils—which may 

tend to be clay-rich—and in  severely weathered rock.   

 Eff ects of Vegetation 

 Plant roots, especially those of trees and shrubs, can provide a 

strong interlocking network to hold unconsolidated materials 

together and prevent fl ow ( fi gure 8.8A ). In addition, vegetation 

takes up moisture from the upper layers of soil and can thus 

reduce the overall moisture content of the mass, increasing its 

A
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  Figure 8.7   
 (A) Debris fl ows in Deming, 

Washington, following two days 

of heavy storms. Note buildings 

mired in the mud near the road. 

More than 1500 new landslides 

resulted from these storms. 

(B) Closeup of debris fl ow in 

Whatcom County, Washington.  

Photographs courtesy 

Washington Division of Geology 

& Earth Resources, U.S. 

Geological Survey
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 Earthquakes 

 Landslides are a common consequence of earthquakes in hilly 

terrain, as noted in chapter 4. Seismic waves passing through 

rock stress and fracture it. The added stress may be as much as 

half that already present due to gravity. Ground shaking also 

jars apart soil particles and rock masses, reducing the friction 

that holds them in place. In the 1964 Alaskan earthquake, the 

Turnagain Heights section of Anchorage was heavily damaged 

by landslides (recall fi gure 4.27C). California contains not only 

many fault zones but also many sea cliffs and hillsides prone to 

landslides during earthquakes. 

    One of the most lethal earthquake-induced landslides oc-

curred in Peru in 1970. An earlier landslide had already occurred 

below the steep, snowy slopes of Nevados Huascarán, the high-

est peak in the Peruvian Andes, in 1962, without the help of an 

earthquake. It had killed approximately 3500 people. In 1970, a 

magnitude-7.7 earthquake centered 130 kilometers to the west 

Nevados
Huascarán

Avalanche

source
Lgnas.

Llanganuco

Yungay Ranrachira

Rio S
anta

  Figure 8.9   
 The Nevados Huascarán debris avalanche, Peru, 1970. 

  Photograph courtesy USGS Photo Library, Denver, CO.   
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  Figure 8.8   
 (A) Examination of this Alaskan roadcut shows surface soil held in 

place by grass roots, erosion and slope failure below. (B) October 

2003 wildfi res removed vegetation in Cable Canyon, California; 

rains sent this debris fl ow through a campground on 25 December, 

killing two people. 

 (B) Photograph by Sue Cannon, U.S. Geological Survey  
shook loose a much larger debris avalanche that buried most of 

the towns of Yungay and Ranrachira and more than 18,000 peo-

ple ( fi gure 8.9 ). Once sliding had begun, escape was impossible: 

Some of the debris was estimated to have moved at 1000 kilo-

meters per hour (about 600 miles per hour). The steep mountains 

of Central and South America, sitting above subduction zones, 

continue to suffer earthquake-induced slides ( fi gure 8.10 ). 

    Earthquakes in and near ocean basins may also trigger sub-

marine landslides. Sediment from these may be churned up into 

a denser-than-water suspension that fl ows downslope to the sea 

fl oor, much as pyroclastic fl ows fl ow down from a volcano. These 

turbidity currents not only carry sediment to the deep-sea fl oor; 

they are forceful enough to break cables, and they could therefore 

disrupt transatlantic communications in the days when all trans-

atlantic telephone calls were carried by undersea cables!   

 Quick Clays 

 A geologic factor that contributed to the 1964 Anchorage land-

slides and that continues to add to the landslide hazards in 

Alaska, California, parts of northern Europe, and elsewhere is a 
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pore water. The sodium chloride in the pore water acts as a glue, 

holding the clay particles together. Fresh water subsequently 

infi ltrating the clay washes out the salts, leaving a delicate, hon-

eycomblike structure of particles.  Seismic-wave vibrations 

break the structure apart, reducing the strength of the quick clay 

by as much as twenty to thirty times, creating a fi ner-grained 

equivalent of quicksand that is highly prone to sliding. Failure 

of the Bootlegger Clay, a quick clay underlying Anchorage, 

Alaska, was responsible for the extent of damage from the 1964 

earthquake. Nor is a large earthquake necessary to trigger fail-

ure; vibrations from passing vehicles can also do it. So-called 

   sensitive clays    are somewhat similar in behavior to quick clays 

but may be formed from different materials. Weathering of vol-

canic ash, for example, can produce a sensitive-clay sediment. 

Such deposits are not uncommon in the western United States.     

 Types of Mass Wasting  

 In the broadest sense, even subsidence of the ground surface is 

a form of mass wasting because it is gravity-driven. Subsidence 

includes slow downward movement as ground water or oil is 

extracted, and the rapid drop of sinkhole formation, described 

in chapter 11. Here we focus on downslope movements and 

displacement of distinct masses of rock and soil. 

    When downslope movement is quite slow, even particle 

by particle, the motion is described as    creep.    Soil creep, which 

is often triggered by frost heaving, occurs more commonly than 

rock creep. Though gradual, creep may nevertheless leave tell-

tale signs of its occurrence so that areas of particular risk can be 

avoided. For example, building foundations may gradually 

weaken and fail as soil shifts; roads and railway lines may be 

disrupted. Often, soil creep causes serious property damage, 

though lives are rarely threatened. A related phenomenon, 

 solifl uc tion, describes slow movement of wet soil over imper-

meable material. It will be considered further in connection 

with permafrost, discussed in chapter 10. 

    Mass movements may be subdivided on the basis of the 

type of material moved and the characteristic type or form of 

movement. The material moved can range from unconsolidated, 

fairly fi ne material (for example, soil or snow) to large, solid 

masses of rock. Landslide is a nonspecifi c term for rapid mass 

movements in rock or soil. There are several types of landslides, 

and a particular event may involve more than one type of motion. 

The rate of motion is commonly related to the proportion of 

moisture: frequently, the wetter the material, the faster the move-

ment. In general, the more rapid the movement, the greater the 

likelihood of casualties. A few examples may clarify the different 

types of mass movements, which are summarized in  fi gure 8.12 . 

  Falls 

 A    fall    is a free-falling action in which the moving material is 

not always in contact with the ground below. Falls are most 

often    rockfalls    ( fi gure 8.13 ). They frequently occur on very 

steep slopes when rocks high on the slope, weakened and 

  Figure 8.10   
 Slide on Pan-American Highway east of Ropango, El Salvador, 

triggered by magnitude-7.6 earthquake in January 2001. 

  Photograph by E. L. Harp, U.S. Geological Survey   

  Figure 8.11
  Example of quick clay. Turnagain Heights, Anchorage, Alaska.    

material known as “quick” or “sensitive” clay. True    quick clays    

( fi gure 8.11 ) are most common in northern polar latitudes. The 

grinding and pulverizing action of massive glaciers can produce 

a    rock fl our    of clay-sized particles, less than 0.02 millimeter 

(0.0008 inch) in diameter. When this extremely fi ne material is 

deposited in a marine environment, and the sediment is later 

uplifted above sea level by tectonic movements, it contains salty 
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Types of Mass Movement and
Typical Rates of Movement
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  Figure 8.12
  Comparison of nature of various types of mass movements.    

 broken up by weathering, lose support as materials under them 

erode away.    Falls are common along rocky coastlines where 

cliffs are under    cut by wave action and also at roadcuts through 

solid rock. The coarse rubble that accumulates at the foot of a 

slope prone to rockfalls is    talus    ( fi gure 8.14 ). As the pounding 

water undercuts the resistant rock layer that has created Ni-

agara Falls ( fi gure 8.15 ), repeated rockfalls cause the falls to 

move slowly upstream, while talus accumulates at the base of 

the falls.   

 Slumps and Slides 

 In a    slide,    a fairly cohesive unit of rock or soil slips downward 

along a clearly defi ned surface or plane. Rockslides most often 

involve movement along a planar fracture or a bedding plane 

between successive layers of sedimentary rocks, or slippage 

where differences in original composition of the sedimentary 

layers results in a weakened layer or a surface with little cohe-

sion (fi gure 8.16). Rockslides may be complex, with multiple 

rock blocks slipping along the same plane. 
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  Figure 8.13    
  Rockfall in Colorado National Monument.  Note accumulation of 

talus at base of cliff , from past falls.  

       Slumps    can occur in rock or soil. In a soil slump, a rotational 

movement of the soil mass typically accompanies the downslope 

movement. A scarp may be formed at the top of the slide. Usually, 

the surface at the top of the slide is relatively undisturbed. The 

lower part of the slump block may end in a fl ow ( fi gure 8.17 ). A 

rockslide that does not move very far may also be a slump.   

 Flows and Avalanches 

 In a    fl ow,    the material moved is not coherent but moves in a 

more chaotic, disorganized fashion, with mixing of particles 

within the fl owing mass, as a fl uid fl ows. Flows of unconsoli-

dated material are extremely common. They need not involve 

only soils. Snow avalanches are one kind of fl ow; nuées ar-

dentes, or pyroclastic fl ows (see chapter 5), are another, associ-

ated only with volcanic activity. Where soil is the fl owing 

material, these phenomena may be described as earthfl ows 

(fairly dry soil;  fi gure 8.18 ) or mudfl ows (if saturated with wa-

ter), which include the volcanic lahars. A fl ow involving a wide 

variety of materials—soil, rocks, trees, and so on— together in 

a single fl ow is a    debris avalanche,    or    debris fl ow   , the latter 

term more often used for water-saturated debris  ( fi gure 8.19 ; 

recall also fi gures 8.7 and 8.8B). Regardless of the nature of the 

materials moved, all fl ows have in common the chaotic, inco-

herent movement of the particles or objects in the fl ow. 

     Consequences of Mass 
Movements  

 Just as landslides can be a result of earthquakes, other unfortunate 

events, notably fl oods, can be produced by landslides. A stream in 

the process of cutting a valley may create unstable slopes. Subse-

quent landslides into the valley can dam up the stream fl owing 

through it, creating a natural reservoir. The fi lling of the reservoir 

makes the area behind the earth dam uninhabitable, though it usu-

ally happens slowly enough that lives are not lost. 

    Heavy rains and snows in Utah in 1982–1983 caused 

landslides in unprecedented numbers. In one case, an old 

3-million-cubic-meter slide near Thistle, Utah, was reactivated. 

It blocked Spanish Fork Canyon, creating a large lake and cut-

ting off one transcontinental railway line and a major highway 

route into central Utah ( fi gure 8.20 ). Shipments of coal and 

other supplies were disrupted. Debris fl ows north of Salt Lake 

City also forced hundreds of residents to evacuate and de-

stroyed some homes, and water levels in reservoirs in the 

Wasatch Plateau were lowered to reduce dangers of landslides 

into the reservoirs or breaching of the dams. 

    A further danger is that the unplanned dam formed by a 

landslide will later fail. In 1925, an enormous rockslide a kilo-

meter wide and over 3 kilometers (2 miles) long in the valley of 

the Gros Ventre River in Wyoming blocked that valley, and the 

resulting lake stretched to 9 kilometers long. After spring rains 

and snowmelt, the natural dam failed. Floodwaters swept down 

the valley below. Six people died, but the toll might have been 

far worse in a more populous area.  

 Impact of Human Activities 

 Given the factors that infl uence slope stability, it is possible to 

see many ways in which human activities increase the risk of 

mass movements. One way is to clear away stabilizing vegeta-

tion. As noted earlier, where clear-cutting logging operations 

have exposed sloping soil, landslides of soil and mud may occur 

far more frequently or may be more severe than before. 

    Many types of construction lead to oversteepening of 

slopes. Highway roadcuts, quarrying or open-pit mining opera-

tions, and construction of stepped home-building sites on hill-

sides are among the activities that can cause problems 

( figure 8.21 ). Where dipping layers of rock are present, re-

moval of material at the bottom ends of the layers may leave 

large masses of rock unsupported, held in place only by friction 

between layers. Slopes cut in unconsolidated materials at angles 

higher than the angle of repose of those materials are by nature 

unstable, especially if there is no attempt to plant stabilizing 

vegetation ( fi gure 8.22 ). In addition, putting a house above a 

naturally unstable or artifi cially steepened slope adds weight to 

the slope, thereby increasing the shear stress acting on the slope. 

Other activities connected with the presence of housing devel-

opments on hillsides can increase the risk of landslides in more 

subtle ways. Watering the lawn, using a septic tank for sewage 

disposal, and even putting in an in-ground swimming pool from 
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which water can seep slowly out are all activities that increase 

the moisture content of the soil and render the slope more sus-

ceptible to slides. On the other hand, the planting of suitable 

vegetation can reduce the risk of slides. 

    Recent building-code restrictions have limited develop-

ment in a few unstable hilly areas, and some measures have 

been taken to correct past practices that contributed to land-

slides. (Chapter 19 includes an illustration of the effectiveness 

of legislation to restrict building practices in Los Angeles 

County.) However, landslides do not necessarily cease just be-

cause ill-advised practices that caused or accelerated them have 

been stopped. Once activated or reactivated, slides may  continue 

to slip for decades. The area of Portuguese Bend in the Palos 

Verdes Peninsula in Los Angeles County is a case in point. 

    In the 1950s, housing developments were begun in Portu-

guese Bend. In 1956, a 1-kilometer-square area began to slip, 

though the slope in the vicinity was less than 7 degrees, and 

within months, there had been 20 meters of movement. What 

activated this particular slide is unclear. Most of the homes used 

cesspools for sewage disposal, which added fl uid to the ground, 

potentially increasing fl uid pressure. On the other hand, the 

county highway department, in building a road across what be-

came the top of this slide, added a lot of fi ll, and thus weight. In 

any event, the resultant damage was extensive: cracks developed 

within the sliding mass; houses on and near the slide were 

A B

C

  Figure 8.14    
 Rockfalls occur in many settings, creating talus from many diff erent 

rock types: (A) the sandstones of Pictured Rocks National 

Lakeshore; (B) gneiss boulders that tumble down a slope crossed 

by a trail in the Colorado Rockies, (C) chunks of volcanic rock fallen 

from the columns of Devil’s Tower. Note in (B) and (C) that talus, too, 

tends to assume a consistent slope angle.  
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  Figure 8.15    
 Niagara Falls are moving slowly upstream as a consequence of 

rockfalls. This is also a site at which the International Joint 

Commission regulates Great Lakes outfl ow. 

  Photograph by Ken Winters, courtesy U.S. Army Corps of Engineers   

  Figure 8.16   
 Rockslides occur along steeply sloping fractures in this granite in 

the Colorado Rocky Mountains.  

  Figure 8.17    
 (A) Slump and fl ow at La Conchita, California, in spring 1995. Houses 

at the toe were destroyed by the debris fl ow, but no one was killed. 

(B) Ten years later, part of the 1995 slide remobilized after a period of 

heavy rain, fl owing out over four blocks of the town, and ten people 

died. What is perhaps more disturbing is that recent studies suggest 

that the La Conchita slides are just a small part of a much larger 

complex slide; see scarp at upper left. 

(A )  Photograph by R. L. Schuster, (B) photograph by Jonathan Godt, 

both courtesy U.S. Geological Survey   

A

B

 damaged or destroyed; a road built across the base of the slide 

had to be rebuilt repeatedly. Over $10 million in property damage 

resulted from the slippage. Worse, the movement has continued 

for decades since, slow but unstoppable, at a rate of about 3 me-

ters per year. Some portions of the slide have moved 70 meters. 
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  Figure 8.18   
 Recent earthfl ows in grassland, Gilroy, California. 

  Photograph © The McGraw-Hill Companies, Inc./Doug Sherman, 

photographer   

  Figure 8.19   
 Puget Peak debris avalanche following 1964 earthquake, Alaska. 

  Photograph by G. Plafker, USGS Photo Library, Denver, CO.   

  Figure 8.20    
 An old, 3-million-cubic-meter slide near Thistle, Utah, was reactivated 

in the wet spring of 1983. It blocked Spanish Fork Canyon and cut off  

highway and rail routes (note where they continue up the valley near 

top of photo). Residents were driven from their homes as the lake 

behind the slide grew. 

  Photograph courtesy USGS Photo Library, Denver, CO.   

the next slide: Often, the cleanup involves removing the toe of 

a slump or fl ow—for example, where it crosses a road. This 

removes support for the land above and may oversteepen the 

local slope, too. Artifi cial reservoirs may cause not only earth-

quakes, but landslides, too. As the reservoirs fi ll, pore pressures 

in rocks along the sides of the reservoir increase, and the 

strength of the rocks to resist shearing stress can be correspond-

ingly decreased. The case of the Vaiont reservoir disaster (Case 

Study 8) is a classic in this respect. Chapter 20 describes other 

examples of ways in which engineering activities may infl uence 

land s tability.   

 A Compounding of Problems: 

the Venezuelan Coast 

 On the north coast of Venezuela, the terrain is mountainous, 

with steep slopes and narrow stream channels. A few people 

settled on the slopes, risking landslides; larger towns developed 

in the only fl at areas available, beside the streams or in alluvial 

plains at the mouths of the valleys ( fi gure 8.23 ). 

          Human activities can increase the hazard of landslides in 

still other ways. Irrigation and the use of septic tanks increase 

the fl ushing of water through soils and sediments. In areas un-

derlain by quick or sensitive clays, these practices may hasten 

the washing-out of salty pore waters and the destabilization of 

the clays, which may fail after the soils are drained. Even 

cleanup after one slide may reduce stability and contribute to 
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  Figure 8.21   
 Eff ects of construction and human habitation on slope stability.  

  Figure 8.22   
 Failure of steep slope along a roadcut now threatens the cabin 

above.  

  Figure 8.23    
 Quebrada San Julián (foreground) and Caraballeda (rear) were built, 

respectively, in a fl oodplain and on an alluvial plain; but the 

mountainous terrain leaves little choice. 

  Photograph by M. C. Larsen and H. T. Sierra, U.S. Geological Survey   
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 The Vaiont River fl ows through an old glacial valley in the Italian Alps. The 

valley is underlain by a thick sequence of sedimentary rocks, principally 

limestones with some clay-rich layers, that were folded and fractured during 

the building of the Alps. The sedimentary units of the Vaiont Valley are in 

the form of a syncline, or trough-shaped fold, so the beds on either side of 

the valley dip down toward the valley ( fi gure 1 ). The rocks themselves are 

relatively weak and particularly prone to sliding along the clay-rich layers. 

Evidence of old rockslides can be seen in the valley. Extensive solution of 

the carbonates by ground water further weakens the rocks. 

  The Vaiont Dam, built for power generation, is the highest 

“thin-arch” dam in the world. It is made of concrete and stands over 265 

meters (875 feet) high at its highest point. Modern engineering methods 

were used to stabilize the rocks in which it is based. The capacity of the 

reservoir behind the dam was 150 million cubic meters—initially. 

  The obvious history of landslides in the area originally led some to 

object to the dam site. Later, the very building of the dam and subsequent 

fi lling of the reservoir aggravated an already-precarious situation. As the 

water level in the reservoir rose following completion of the dam, pore 

pressures of ground water in the rocks of the reservoir walls rose also. This 

tended to buoy up the rocks and to swell the clays of the clay-rich layers, 

further decreasing their strength, making sliding easier. 

  In 1960, a block of 700,000 cubic meters of rock slid from the 

slopes of Monte Toc on the south wall into the reservoir. Creep was 

noted over a still greater area. A set of monitoring stations was 

established on the slopes of Monte Toc to track any further movement. 

Measurable creep continued. In 1960–1961, the rate of creep 

occasionally reached 25 to 30 centimeters (10 to 12 inches) per week,

and the total volume of rock aff ected by the creep was estimated at 

about 200 million cubic meters. 

  Late summer and early fall of 1963 were times of heavy rainfall in 

the Vaiont Valley. The rocks and soils were saturated. The reservoir level 

rose by over 20 meters, and pore pressures in the rocks increased. By 

mid-September 1963, measured creep rates were consistently about 1 

centimeter per day. What was still not realized was that the rocks were 

slipping not in a lot of small blocks, but as a single, coherent mass. 

  Animals sensed the danger before people did. On October 1, 

animals that had been grazing on those slopes of Monte Toc moved off  

the hillside and reportedly refused to return. 

  The rains continued, and so did the creep. Creep rates grew to 20 

to 30 centimeters per  day . Finally, on October 8, the engineers realized 

that all the creep-monitoring stations were moving together. Worse yet, 

they also discovered that a far larger area of hillside was moving than they 

had thought. They then tried to reduce the water level in the reservoir by 

opening the gates of two outlet tunnels. But it was too late, and the water 

level continued to rise: The silently creeping mass had begun to encroach 

on the reservoir, decreasing its capacity signifi cantly. On the night of 

October 9, in the midst of another downpour, the disaster struck. 

  A resident of the town of Casso, on the slopes above the 

reservoir, later reported that, at fi rst, there was just a sound of rolling 

rocks, ever louder. Then a gust of wind hit his house, smashing windows 

and raising the roof so that the rain poured in. The wind suddenly died; 

the roof collapsed. 

  A chunk of hillside, over 240 million cubic meters in volume, had 

slid into the reservoir ( fi gure 2 ). The shock of the slide was detected by 

  Figure 1   
 Geologic cross section of the Vaiont valley.   

G. A. Kiersch, “The Vaiont Reservoir Disaster,”  Mineral Information Service  

18(7):129–138, 1965.  State of California, Division of Mines and Geology.  
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    The fi rst two weeks of December 1999 were hardly dry, 

with 293 millimeters (nearly a foot) of rain, but the real prob-

lem was the deluge of another 911 millimeters (close to 3 feet) 

of rain that fell December 14–16. Runoff from the steep slopes 

was swift, and fl ash fl oods quickly rose in the valleys. Worse 

yet, thousands of debris avalanches from the hillsides cascaded 

into the same valleys, mingling with fl oodwaters to make huge 

debris fl ows that swept out into the alluvial plains and through 

the towns ( fi gure 8.24 ). An estimated 30,000 people died from 

the consequences of fl ooding and landslides combined. 

    Nor is the danger now past, for much rock and soil re-

mains in those stream channels, to be remobilized by future 

runoff. And there are few safe sites in the region for those who 

choose to s tay a nd re build.     

 Possible Preventive Measures  

 Avoiding the most landslide-prone areas altogether would 

greatly limit damages, of course, but as is true with 

fault zones, floodplains, and other hazardous settings, 

 developments may already exist in areas at risk, and eco-

nomic pressure for more development can be strong. In 

areas such as the Venezuelan coast, there may be little 

 Case Study 8 
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seismometers in Rome, in Brussels, and elsewhere around Europe. That 

immense movement, occurring in less than a minute, set off  the shock 

wave of wind that rattled Casso and drew the water 240 meters upslope 

out of the reservoir after it. Displaced water crashed over the dam in a 

wall 100 meters (over 325 feet) above the dam crest and rushed down 

the valley below. The water wave was still over 70 meters high some 

1.5 kilometers downstream at the mouth of the Vaiont Valley, where it 

fl owed into the Piave River. The energy of the rushing water was such 

that some of it fl owed upstream in the Piave for more than 2 kilometers. 

Within about fi ve minutes, nearly 3000 people were drowned and whole 

towns wiped out. 

  It is a great tribute to the designer and builder of the Vaiont Dam 

that the dam itself held through all of this, resisting forces far beyond 

the design specifi cations; it still stands today. It is also very much to the 

  
 The landslide at the Vaiont reservoir and resultant fl ood damage. 

 G. A. Kiersch, “The Vaiont Reservoir Disaster,”  Mineral Information Service  

18(7): 129–138, 1965. State of California, Division of Mines and Geology.  

     
 Reactivated slide block (identifi ed by red arrows) above Tablacha Dam 

and reservoir, Peru. 

Photograph by J. T. McGill, USGS Photo Library, Denver, CO.

  

discredit of those who chose the site that the dam and reservoir were ever 

put in such a spot. Ample evidence of slope instability dated back long 

before the conception of the dam. With more thorough study of the rocks’ 

properties and structure and the possible eff ects of changing water levels, 

the Vaiont tragedy could have been avoided. 

  History often seems destined to repeat itself. In the late 1970s, the 

Tablacha Dam on Rio Mantaro, Peru, was threatened by a similar failure 

( fi gure 3 ). Foliated metamorphic rocks dip toward the dam and reservoir. A 

portion of an ancient slide was reactivated, most likely by the increasing 

pore pressure due to reservoir fi lling. The situation is much like that of the 

Vaiont Dam. In this case, however, the Peruvian government spent $40 

million on stabilization eff orts—building a 460,000-cubic-meter earth 

buttress at the toe of the slide block, and adding drainage, rock bolts, and 

other measures. So far, they seem to be succeeding. 

buildable land not at risk. Population density, too, coupled 

with lack of “safe” locations, may push development into 

unsafe areas. 

    Sometimes, local offi cials just resign themselves to the 

existence of a mass-movement problem and perhaps take some 

steps to limit the resulting damage ( fi gure 8.25 ). In places 

where the structures to be protected are few or small, and the 

slide zone is narrow, it may be economically feasible to bridge 

structures and simply let the slides fl ow over them. For exam-

ple, this might be done to protect a railway line or road running 

along a valley from avalanches—either snow or debris—from 

a particularly steep slope. This solution would be far too ex-

pensive on a large scale, however, and no use at all if the base 

on which the structure was built were sliding also.     

    There are some other steps that can be taken to reduce 

actual landslide hazards.  

 Slope Stabilization 

 If a slope is too steep to be stable under the load it carries, any of 

the following steps will reduce slide potential: (1) reduce the slope 

angle, (2) place additional supporting material at the foot of the 

slope to prevent a slide or fl ow at the base of the slope, or (3) reduce 

the load (weight, shearing stress) on the slope by removing some 
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of the rock or soil (or artifi cial structures) high on the slope ( fi g-

ure 8.26 ). These measures may be used in combination. Depend-

ing on just how unstable the slope, they may need to be executed 

cautiously. If earthmoving equipment is being used to remove soil 

at the top of a slope, for example, the added weight of the equip-

ment and vibrations from it could possibly trigger a landslide. 

    To stabilize exposed near-surface soil, ground covers or 

other vegetation may be planted (preferably fast-growing mate-

rials with sturdy root systems). But sometimes plants are insuf-

fi cient, and the other preventive measures already described 

impractical, in a particular situation. Then, retaining walls or 

other stabilization structures can be built against the slope to try 

to hold it in place ( fi gure 8.27 ). Given the distribution of stresses 

acting on retaining walls, the greatest successes of this kind 

have generally been low, thick walls placed at the toe of a fairly 

coherent slide to stop its movement. High, thin walls have been 

less successful ( fi gure 8.28 ). 

    Since water can play such a major role in mass move-

ments, the other principal strategy for reducing landslide haz-

ards is to decrease the water content or pore pressure of the rock 

or soil. This might be done by covering the surface completely 

A
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  Figure 8.24    
 Damage in Caraballeda: (A) Overview of Los Corales sector. 

(B) A close look at this apartment building shows that at their peak, 

debris fl ows fl owed through the lowest three fl oors. (C) Debris-fl ow 

deposits in channel at San José de Galipán. Sizes of largest boulders 

moved—estimated to weigh up to 400 tons—confi rm the force of 

the fl ow. 

  Photographs by M. C. Larsen and H. T. Sierra, U.S. Geological Survey   

with an impermeable material and diverting surface runoff 

above the slope. Alternatively, subsurface drainage might be 

undertaken. Systems of underground boreholes can be drilled to 

increase drainage, and pipelines installed to carry the water out 

of the slide area ( fi gure 8.29 ). All such moisture-reducing tech-

niques naturally have the greatest impact where rocks or soils 

are relatively permeable. Where the rock or soil is fi ne-grained 

and drains only slowly, hot air may be blown through boreholes 

to help dry out the ground. Such moisture reduction reduces 

pore pressure and increases frictional resistance to sliding. 

    Other slope-stabilization techniques that have been tried 

include the driving of vertical piles into the foot of a shallow slide 

to hold the sliding block in place. The procedure works only 

where the slide is comparatively solid (loose soils may simply 

fl ow between piles), with thin slides (so that piles can be driven 

deep into stable material below the sliding mass), and on low-

angle slopes (otherwise, the shearing stresses may simply snap 

the piles). So far, this technique has not been very effective. 
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Figure 8.25   
 Measures to reduce the consequences of slope instability. 

(A) Chain-link fencing draped over roadcut in Hawaii to protect 

road from rockfall. (B) Shelter built over railroad track or road in 

snow avalanche area diverts snow fl ow. (C) Example of avalanche-

protection structure in the Canadian Rockies, in Canada’s Glacier 

National Park. 
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    The use of rock bolts to stabilize rocky slopes and, occa-

sionally, rockslides has had greater success ( fi gure 8.30 ). Rock 

bolts have long been used in tunneling and mining to stabilize 

rock walls. It is sometimes also possible to anchor a rockslide 

with giant steel bolts driven into stable rocks below the slip 

plane. Again, this works best on thin slide blocks of very coher-

ent rocks on low-angle slopes. 

    Procedures occasionally used on unconsolidated materials 

include hardening unstable soil by drying and baking it with heat 

(this procedure works well with clay-rich soils) or by treating 

with portland cement. By far the most common strategies, how-

ever, are modifi cation of slope geometry and load, dewatering, 

or a combination of these techniques. The more ambitious engi-

neering efforts are correspondingly expensive and usually re-

served for large construction projects, not individual homesites. 

    Determination of the absolute limits of slope stability is 

an imprecise science. This was illustrated in Japan in 1969, 

when a test hillside being deliberately saturated with water un-

expectedly slid prematurely, killing several of the researchers. 

The same point is made less dramatically every time a slope 

stabilization e ffort f ails.   

 Recognizing the Hazards 

 Mass movements occur as a consequence of the basic character-

istics of a region’s climate, topography, and geology, indepen-

dent of human activities. Where mass movements are naturally 

common, they tend to recur repeatedly in the same places. Rec-

ognition of past mass movements in a region indicates a need for 

caution and serious consideration of the hazard in any future 

development. Such recognition can also save lives. 

    Even when recent activity is limited, the potential can often 

be seen. The granite domes of Yosemite have been shaped by the 

fl aking-off of massive curving slabs of rock ( fi gure 8.31A ), but 

these rockfalls are infrequent. A 1996 fall that killed one park 

visitor and injured 14 (fi gure 8.31B) has focused the attention 

of the National Park Service on the rockfall hazards and how to 

identify the highest-hazard regions. 

    Recognizing past rockfalls can be quite simple in vegetated 

areas. The large chunks of rock in talus are inhospitable to most 

vegetation, so rockfalls tend to remain barren of trees and plants. 

The few trees that do take hold may only contribute to further 

breakup by root action. Lack of vegetation may also mark the paths 

of past debris avalanches or other soil fl ows or slides ( fi gure 8.32 ). 

These scars on the landscape point plainly to slope instability. 

    Landslides are not the only kinds of mass movements that 

recur in the same places. Snow avalanches disappear when the 

snow melts, of course, but historical records of past avalanches 

can pinpoint particularly risky areas; or, their tracks may be 
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  Figure 8.26   
 Slope stabilization by slope reduction and removal of unstable 

material along roadcut. (A) Before: Roadcut leaves steep, 

unsupported slope. If the shale layers (grey) are relatively 

impermeable, fl uid may accumulate along bedding planes, 

promoting sliding. (B) After: Material removed to reduce slope angle 

and load. (C) This roadcut near Denver, CO has been “terraced,” cut 

into steps to break up the long slope while reducing the overall 

slope angle. Roadbed for one direction of traffi  c appears at lower 

right; retaining wall for the other is two steps up. If the farther lanes 

had been brought down to the level of the nearer ones, the slope 

would have had to be even steeper, and harder to stabilize.  

A

B

  Figure 8.27    
 (A) Retaining wall of concrete blocks on slope cut in old slide debris, 

Pacifi c Palisades area, California. (B) Side view of retaining structure 

formed by rock rubble encased in wire mesh, Lake Tahoe, Nevada. 

Note that this is also stepped rather like the roadcut in fi gure 8.26. 

  (A) Photograph by J. T. McGill, USGS Photo Library, Denver, CO.   
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  Figure 8.28   
 Slapping concrete sheets on a steep, rubbly hillside in Rock Creek Valley, 

Montana, is not altogether eff ective; (B) photograph, taken several years 

after (A), shows slipping and buckling, and telltale road repair below.  

  Figure 8.29   
 Improved drainage enhances slope stability by reducing pore 

pressure. (A) Before: Water trapped in wet soil causes movement, 

pushing down retaining wall. (B) After: Water drains through pipe, 

allowing wall to keep slope stable.  

A

B

B

A

marked by swaths of downed trees. Records of the character of 

past volcanic activity and an examination of a volcano’s typical 

products can similarly be used to recognize a particular volca-

no’s tendency to produce pyroclastic fl ows. 

    Very large slumps and slides may be less obvious, espe-

cially when viewed from the ground. The coherent nature of 

rock and soil movement in many slides means that vegetation 

growing atop the slide may not be greatly disturbed by the move-

ment. Aerial photography or high-quality topographic maps can 

be helpful here. In a regional overview, the mass movement of-

ten shows up very clearly, revealed by a scarp at the head of a 

slump or an area of hummocky, disrupted topography relative to 

surrounding, more-stable areas (recall fi gure 8.17). 

    With creep or gradual soil fl ow, individual movements 

are short-distance and the whole process is slow, so vegetation 

may continue to grow in spite of the slippage. More detailed 

observation, however, can reveal the movement. For example, 

trees are biochemically “programmed” to grow vertically up-

ward. If the soil in which trees are growing begins to creep 

downslope, tree trunks may be tilted, and this indicates the soil 

movement. Further tree growth will continue to be vertical. If 

slow creep is prolonged over a considerable period of time, 

curved tree trunks may result ( fi gure 8.33A ). (Trees growing in 

slanted fractures in rock, however, may develop curved trunks 

through similar growth tendencies in the absence of creep; this 

is a better indicator of movement in unconsolidated material.) 

Inanimate objects can refl ect soil creep, too. Slanted utility 

poles and fences and the tilting-over of once-vertical grave-

stones or other monuments also indicate that the soil is moving 

(fi gure 8.33B). The ground surface itself may show cracks par-

allel to (across) the slope. 
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  Figure 8.30    
 (A) Installation of rock bolts to stabilize a slope. The bolts are steel 

cables anchored in cement. Tightening nuts at the surface pulls 

unstable layers together and anchors them to the bedrock below. 

(B) Rock bolts used to stabilize a slope in the Bighorn Mountains, 

Wyoming. 

  Photograph © Doug Sherman/Geofi le   
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B

  Figure 8.31    
 (A) A close look at the granite domes of Yosemite shows curved 

slabs of rock at the surface; some above valleys are poised to fall. 

(B) In 1996, a 200-ton block crashed down, shattering on impact 

with a blast that leveled thousands of trees. 

  (B) Photograph by Gerry Wieczorek, U.S. Geological Survey   

    A prospective home buyer can look for additional signs 

that might indicate unstable land underneath ( fi gure 8.34 ). 

Ground slippage may have caused cracks in driveways, garage 

fl oors, freestanding brick or concrete walls, or buildings; cracks 

in walls or ceilings are especially suspicious in newer buildings 

that would not yet normally show the settling cracks common in 

old structures. Doors and windows that jam or do not close prop-

erly may refl ect a warped frame due to differential movement in 

the soil and foundation. Sliding may have caused leaky swim-

ming or decorative pools, or broken utility lines or pipes. If move-

ment has already been suffi cient to cause obvious structural 

damage, it is probable that the slope cannot be stabilized ade-

quately, except perhaps at very great expense. Possible sliding 

should be investigated particularly on a site with more than 15% 
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  Figure 8.32    
 Areas prone to landslides may be recognized by the failure of 

vegetation to establish itself on unstable slopes. (A) Rock Creek 

Valley, Montana; note road snaking across slide-scarred surfaces. 

(B) This road was cut into the hillside to dodge around a bay on 

the California coast, which probably contributed to the sliding 

now revealed by the fresh, raw slope above and the fresh asphalt 

on the road.  

A

B

  Figure 8.33   
 (A) Tilted tree trunks are a consequence of creep, as seen here on a 

weathered slope in Bryce Canyon National Park. (B) Other signs of 

creep: tilted monuments, fences, utility poles.  
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slope (15 meters of rise over 100 meters of horizontal distance), 

on a site with much steeper slopes above or below it, or in any 

area where landslides are a recognized problem. (Given appropri-

ate conditions, slides may occur on quite shallow slopes.) 

   Landslide Warnings? 

 In early 1982, severe rain-triggered landslides in the San Fran-

cisco Bay area killed 25 people and caused over $66 million in 

damages. In response to this event, the U.S. Geological Survey 
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    The system, though incomplete, was fi rst tested in Febru-

ary of 1986. Warnings were broadcast as special weather advi-

sories on local radio and television stations. These warnings 

were rather specifi c as to time, more general as to area at risk 

(necessarily so, given the complexity of the geology and terrain 

and lack of highly detailed data on individual small areas). 

Some local government agencies recommended evacuations, 

and many were able to plan emergency responses to the land-

slides before they occurred. Many landslides did occur; total 

estimated landslide damage was $10 million, with one death. 

Of ten landslides for which the times of occurrence are known 

precisely, eight took place when forecast. 

    Similar studies in the Seattle area have yielded general 

relationships between rainfall and the probability of landslides 

( fi gure 8.35 ). These allow local residents to anticipate when 

  Figure 8.34   
 Evidence of slope instability in the Pacifi c Palisades of California 

includes broken walls (A) and, in extreme cases, slumped yards (B). 

  Photographs by J. T. McGill, USGS Photo Library, Denver, CO.   

  Figure 8.35    
 (A) The probability of landslides depends both on how wet the soil is 

from prior precipitation (represented by P 15 ) and on recent rainfall 

(P 3 ). (B) The more intense the rainfall, the shorter the duration 

required to trigger landslides. Graphs A and B are both specifi c to the 

Seattle area, but the same basic principles apply elsewhere as well.

After USGS Fact Sheet 2007-3005  

A

B

began to develop a landslide warning system. The basis of the 

warning system was the development of quantitative relationships 

among rainfall intensity (quantity of water per unit time), storm 

duration, and a variety of slope and soil characteristics relating to 

slope stability—slope angle, pore fl uid pressure, shear strength, 

and so on. These relationships were formulated using statistical 

analyses of observational data on past landslides. For a given 

slope, it was possible to approximate threshold values of storm 

intensity and duration above which landsliding would become 

likely, given the recent precipitation history at the time (how satu-

rated the ground was prior to the particular storm of concern). 
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  Figure 8.36   
 Head of landslide in Magnolia area of Seattle, Washington. One 

house has been destroyed and others are at risk. Plastic sheeting 

has been draped over top of scarp to defl ect additional rainwater.  

Photograph courtesy U.S. Geological Survey

  Figure 8.37    
 (A) Landslide-monitoring site at Woodway, Washington. Note 

proximity of house and pool to slide scarps. (B) Seasonal 

fl uctuations in rainfall are refl ected in seasonal fl uctuations in 

pore pressure. Such observations over time help to distinguish 

dangerously elevated pore pressures likely to trigger sliding. 

  Courtesy U.S. Geological Survey   
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landslides may occur, and thus to be alert for local landslide 

warnings. The National Oceanic and Atmospheric Administra-

tion (NOAA) has collaborated with the U.S. Geological Survey 

to develop a fl ash-fl ood and debris-fl ow early-warning system 

for areas of southern California that have been bared by wild-

fi res. It, too, relies on rainfall intensity/duration relationships 

specifi c to the affected areas. 

    The models need refi nement. The ultimate goal would be 

 predictions  that are precise both as to time and as to location. To 

achieve this, too, more extensive data on local geology and topog-

raphy are needed. Certainly the public is not yet accustomed to 

landslide warnings, so response is uneven. But the successes of 

the 1986 and subsequent efforts have suggested that landslide pre-

diction has considerable potential to reduce casualties and en-

hance the effi ciency of agencies’ responses to such events. The 

U.S. Geological Survey and other agencies have continued to 

expand research into the relationships between rain and landslides, 

and monitoring of potentially unstable slopes in key areas. 

    One such area was in Puget Sound. A wet winter in 1996–

1997 produced numerous landslides in coastal Washington ( fi g-

ure 8.36 ). Thereafter, monitoring stations were established on 

particularly unstable slopes, to track pore pressure in relation to 

rainfall ( fi gure 8.37 ). Data need to be collected for some time 

before the relationship between pore pressure and sliding be-

comes clear enough that specifi c landslide warnings for a par-

ticular area can be based on these data. Currently, more than 

half a dozen sides are subject to such detailed monitoring. 
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      Summary 
 Mass movements occur when the shearing stress acting on rocks 

or soil exceeds the shear strength of the material to resist it. 

Gravity provides the main component of shearing stress. The basic 

susceptibility of a slope to failure is determined by a combination 

of factors, including geology (nature and strength of materials), 

geometry (slope steepness), and moisture content. Sudden failure 

usually also involves a triggering mechanism, such as vibration 

from an earthquake, addition of moisture, steepening of slopes 

(naturally or through human activities), or removal of stabilizing 

vegetation. Landslide hazards may be reduced by such procedures 

as modifying slope geometry, reducing the weight acting on the 

slope, planting vegetation, or dewatering the rocks or soil. 

Damage and loss of life can also be limited by restricting or 

imposing controls on development in areas at risk, and where 

adequate data on rainfall/landslide relationships are available, 

through landslide warning systems.   

 Key Terms and Concepts  
  angle of repose  172   

  creep (rock or soil)  177   

  debris avalanche  179   

  debris fl ow 179

fall  177   

  fl ow  179   

  landslide  171   

  mass movement  171   

  mass wasting  171   

  quick clay  177   

  rockfall  177   

  rock fl our  177   

  sensitive clay  177   

  shearing stress  172   

  shear strength  172   

  slide  178   

  slump  179   

  talus  178     

 Exercises  
 Questions for Review  

   1.   Explain in general terms why landslides occur. What two 

factors particularly infl uence slope stability?  

   2.   Earthquakes are one landslide-triggering mechanism; water 

can be another. Evaluate the role of water in mass 

movements.  

   3.   What are quick clays and sensitive clays?  

   4.   Describe at least three ways in which development on 

hillsides may aggravate landslide hazards.  

   5.   Give two ways to recognize soil creep and one way to identify 

sites of past landslides.  

   6.   Briefl y explain the distinctions among falls, slides, and fl ows.  

   7.   Common slope-stabilization measures include physical 

modifi cations to the slope itself or the addition of stabilizing 

features. Choose any three such strategies and briefl y explain 

how they work.  

   8.   Describe, in general terms, how the duration and intensity 

of precipitation are related to the likelihood of a 

landslide.    

 Exploring Further 

   1.   Experiment with the stability of a variety of natural 

unconsolidated materials (soil, sand, gravel, and so forth). Pour the 

dry materials into separate piles; compare angles of repose. Add 

water, or put an object (load) on top, and observe the results.  

   2.   Find aerial or other photographs of your area of the country 

(a local library might be able to provide them). Or, search the 

Internet for sources—you might start with the USGS photo 

archive at libraryphoto.cr.usgs.gov  

      Examine them for evidence of past mass wasting.  

   3.   Consider how you might respond to a known local landslide 

hazard or a warning. How defi nite a warning would you look 

for before evacuating? Would you take any precautions prior 

to the issuance of an offi  cial warning if conditions seemed to 

be increasing the risk?  

  4.   Go to the USGS landslide-monitoring page, landslides.usgs. 

gov/monitoring/. Select one of the present or past 

monitoring sites; examine the kinds of data being collected, 

and, if the site is currently active, check its current landslide 

status.                                           
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           Fundamentally, the topics of this chapter   and the next are 

related to heat—solar heat. Without solar heat to drive evap-

oration, there would be no pr ecipitation to make glaciers . Dif-

ferential solar heating of land and wat er, and thus of the air  

above them, drives the winds. Seasonal variations in tempera-

ture in a particular region are related to the changing intensity of 

incident sunlight as the ear th, tilted on its axis , revolves around 

the sun o ver the c ourse of a y ear ( fi gure 9.1 ). Over longer peri-

ods, a variet y of fac tors may lead t o warming or c ooling trends 

worldwide. 

  Glaciers ar e mor e than just another agent b y which our 

landscape is shaped. They represent a very large reserve of (tem-

porarily solid) water. Past glacial activity has also left behind sedi-

ments that provide gravel for construction, store subsurface water 

for future consumption, and contribute to farmland fertility. 

  Except during sev ere storms, wind is rar ely a serious haz-

ard. As an agent of change of the earth’s surface, wind is consid-

erably less effi  cient than water or ice. Nevertheless, it can locally 

play a signifi cant role, particularly with regard to erosion. The ef-

fects of wind are most often visible in deserts, where little vege-

tation or development is present to mask or counter its eff ects. 

  Over a human lifetime, the extent of glaciation, the expanse 

of deser ts, and the o verall global climat e generally var y little 

(though ther e ma y be local ex ceptions). O ver the longer t erm, 

signifi cant changes can occur. We have evidence in the geologic 

record f or a  n umber of  episodes d uring w hich v ast i ce masses 

covered major portions of the continents. Today, human activities 

are demonstrably ch anging the chemistr y of our atmosph ere, 

which may lead to permanent changes in climate, including 

global warming. We have noted t wo consequences: melting of 

 As winds are funneled toward a lower section of Colorado’s Sangre de Cristo mountains, they sweep sand along—and then drop it abruptly as 

they hit the mountains. The result is Great Sand Dunes National Monument, where dunes may reach over 225 meters (750 feet) in height. 

Image courtesy of Image Science and Analysis Group, NASA Johnson Space Center
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sunlight, favor this survival. So do gentle slopes, on which 

snow can pile up thickly instead of plummeting down periodi-

cally in avalanches. 

glaciers worldwide, and thermal expansion of oceans, with resul-

tant r ise in  n et s ea l evel, i nundating l ow-lying c oastal r egions. 

There is also c oncern that on a warmer globe , arid lands will be 

more ex tensive. Deser tifi cation caused b y human ac tivities is 

Constant tilt of 23.5°
from perpendicular to 
plane of orbit

Sun

Northern Hemisphere has
winter as it tilts away from the sun.
Southern Hemisphere has summer
as it tilts toward the sun.

Northern Hemisphere has
summer as it tilts toward the sun.
Southern Hemisphere has winter
as it tilts away from the sun.

 already a serious c oncern of those who w onder how the ear th’s 

still-growing population will be fed; local or regional drought ag-

gravated by global warming may compound the problem. Chap-

ter 10 will explore the subject of climate more broadly.    

 Glaciers and Glacial Features  

 A    glacier    is a mass of ice that moves over land under its own 

weight, through the action of gravity. A quantity of snow suffi -

cient to form a glacier does not fall in a single winter, so for 

glaciers to develop, the climate must be cold enough that some 

snow and ice persist year-round. This, in turn, requires an ap-

propriate combination of altitude and latitude. Glaciers tend to 

be associated with the extreme cold of polar regions. However, 

temperatures also generally decrease at high altitudes ( fig-

ure 9.2 ), so glaciers can exist in mountainous areas even in 

tropical or subtropical regions. Three mountains in Mexico have 

glaciers, but these glaciers are all at altitudes above 5000 meters 

(15,000 feet). Similarly, there are glaciers on Mount Kenya and 

Mount Kilimanjaro in east Africa, within a few degrees north or 

south of the equator, but only at high altitudes. 

  Glacier Formation 

 For glaciers to form, there must be suffi cient moisture in the air 

to provide the necessary precipitation. Glaciers are, after all, 

large reservoirs of frozen water. In addition, the amount of 

winter snowfall must exceed summer melting so that the snow 

accumulates year by year. Most glaciers start in the mountains 

as snow patches that survive the summer. Slopes that face the 

poles (north-facing in the Northern Hemisphere, south-facing 

in the Southern Hemisphere), protected from the strongest  

  Figure 9.1   
 Seasonal warming and cooling results depending on whether your hemisphere is tilted toward or away from the sun at that time; the eff ect is 

most pronounced near the poles. If earth’s axis were not tilted relative to the ecliptic plane, we would not have seasons.  

  Figure 9.2   
 The snow line on a mountain range refl ects decreasing 

temperature at higher elevation. Olympic Range, Washington. (See 

also the chapter-opening photograph.)  
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 Movement and Change of Glaciers 

 Glaciers do not behave as rigid, unchanging lumps of ice. Their 

fl ow is plastic, like that of asphalt on a warm day (or of the 

convecting upper mantle), and different parts of glaciers move 

at different rates. At the base of a glacier, or where it scrapes 

against and scours valley walls, the ice moves more slowly. In 

the higher, more central portions, it fl ows more freely and rap-

idly ( fi gure 9.5 ). Where it is cold enough for snow to fall, fresh 

material accumulates, adding to the weight of ice and snow that 

pushes the glacier downhill. Parts of a glacier may locally fl ow 

up an incline for a short distance. However, the net fl ow of the 

glacier must be downslope, under the infl uence of gravity. The 

downslope movement may be either down the slope of the un-

derlying land surface, or in the downslope direction of the gla-

cier’s surface, from areas of thicker ice to thinner, regardless of 

the underlying topography (also known as fl ow “down gradi-

ent”), as is typical for ice sheets ( fi gure 9.6 ). 

    That fl ow is typically slow, a few tens of meters per year. 

However, alpine glaciers may sometimes surge at rates of sev-

eral tens of meters per day for a few days or weeks. In addition 

to fl owing plastically under its own weight, a glacier may slide 

on meltwater accumulated at the base of the ice. It may be that 

some surges occur when that meltwater is dammed up and pre-

vented from draining away until an unusually large quantity has 

accumulated to lubricate the glacier’s slide downhill. 

    At some point, the advancing edge of the glacier termi-

nates, either because it fl ows out over water and breaks up, 

    As the snow accumulates, it is gradually transformed into 

ice. The weight of overlying snow packs it down, drives out 

much of the air, and causes it to recrystallize into a coarser, 

denser form (fi rn), an intermediate texture between snow and 

ice, and fi nally to a compact solid mass of interlocking ice crys-

tals ( fi gure 9.3 ). The conversion of snow into solid glacial ice 

may take only a few seasons or several thousand years, depend-

ing on such factors as climate and the rate of snow accumula-

tion at the top of the pile, which hastens compaction. Eventually, 

the mass of ice becomes large enough that, if there is any slope 

to the terrain, it begins to fl ow downhill—or, on more level 

ground, the ice begins to fl ow outward from the thickest accu-

mulations. The moving ice is then a true glacier.   

 Types of Glaciers 

 Glaciers are divided into two types on the basis of size and oc-

currence. The most numerous today are the    alpine glaciers   , 

also known as mountain or valley glaciers ( fi gure 9.4 ). As these 

names suggest, they are glaciers that occupy valleys in moun-

tainous terrain, most often at relatively high altitudes. Most of 

the estimated 70,000 to 200,000 glaciers in the world today are 

alpine glaciers.  

    The larger and rarer    continental glaciers    are also known 

as ice caps (generally less than 50,000 square kilometers in 

area) or ice sheets (larger). They can cover whole continents 

and reach thicknesses of a kilometer or more. Though they are 

far fewer in number than the alpine glaciers, the continental 

glaciers comprise far more ice. At present, the two principal 

continental glaciers are the Greenland and the Antarctic ice 

sheets. The Antarctic ice sheet is so large that it could easily 

cover the forty-eight contiguous United States. The geologic 

record indicates that, at several times in the past, even more 

extensive ice sheets existed on earth.  

  Figure 9.3   
 Thin slice of glacier ice viewed under a microscope in polarized 

light. The interlocking ice crystals resemble the compact texture of 

an igneous or metamorphic rock. 

  Photograph by A. Gow, U.S. Army Corps of Engineers, courtesy NOAA/

National Geophysical Data Center   

  Figure 9.4   
 Aletsch Glacier snakes down from the Bernese Alps in Switzerland, 

fed by the snow that accumulates high in the mountains.  

Photograph courtesy of Image Science and Analysis Group, NASA 

Johnson Space Center
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  Figure 9.6   
 An ice sheet fl ows outward from its thickest point.  
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  Figure 9.5   
 Glacier fl ow is mainly plastic; fl ow is fastest at center, surface. 

Crevasses form as the brittle surface ice cracks.  
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creating icebergs by a process known as    calving   , or, more com-

monly, because it has fl owed to a place that is warm enough that 

ice loss by melting or evaporation is at least as rapid as the rate 

at which new ice fl ows in ( fi gure 9.7 ). The set of processes by 

which ice is lost from a glacier is collectively called    ablation   . 

The    equilibrium line    is the line on the glacial surface where 

there is no net gain or loss of material. 

    Over the course of a year, the size of a glacier varies 

somewhat ( fi gure 9.8 ). In winter, the rate of accumulation 

 increases, and melting and evaporation decrease. The glacier 

becomes thicker and longer; it is then said to be advancing. In 

summer, snowfall is reduced or halted and melting acceler-

ates; ablation exceeds accumulation. The glacier is then de-

scribed as “retreating,” although, of course, it does not fl ow 

backward, uphill. The leading edge simply melts back faster 

than the glacier moves forward. Over many years, if the cli-

mate remains stable, the glacier achieves a dynamic equilib-

rium, in which the winter advance just balances the summer 

retreat, and the average extent of the glacier remains constant 

from year to year. 

    More signifi cant are the sustained increases or decreases 

in glacier size that result from consistent cooling or warming 

trends. An unusually cold or snowy period spanning several 

years would be refl ected in a net advance of the glacier over that 

period, while a warm period would produce a net retreat. Such 

phenomena have been observed in recent history. From the 

mid-1800s to the early 1900s, a worldwide retreat of alpine 

glaciers far up into their valleys was observed. Beginning about 

1940, the trend then seemed to reverse, and glaciers advanced 

(which may have been due to cooling associated with air pollu-

tion, as will be explored in later chapters). More recently, a 

clear global warming trend has resumed, with corresponding 

shrinkage of many glaciers. It is important to bear in mind in all 

discussions of “global” climate changes, however, that consid-

erable local climate variations can exist, as a result of local to-

pography, geography, precipitation, winds and water currents, 

and many other factors. So, for example, though a majority of 

alpine glaciers worldwide are currently retreating, and over sev-

eral decades that trend has strengthened so that the net mass of 

ice in these glaciers is decreasing, some glaciers may still be 

stable or advancing ( table 9.1 ). Similarly, while the edges of the 

Greenland ice sheet are melting back rapidly, the center is thick-

ening as a result of increased precipitation ( fi gure 9.9 ). 
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Direction of flow

  Figure 9.7   
 Schematic of longitudinal cross section of glacier. In the zone of 

accumulation, the addition of new material exceeds loss by melting 

or evaporation; the reverse is true in the zone of ablation, where 

there is a net loss of ice.  

  Figure 9.8   
 Glacial advance and retreat. (A) Advance of the glacier moves both 

ice and sediment downslope. (B) Ablation, especially melting, 

causes apparent retreat of glacier, accompanied by deposition of 

sediment from the lost ice volume.  
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  Figure 9.9   
 Satellite topographic measurements show that while the center of 

the Greenland ice sheet is thickening, the edges are melting away. 

Net loss of ice is currently estimated to be over 50 cubic kilometers 

(more than 12 cubic miles) per year. 

  Image courtesy NASA Goddard Space Flight Center Scientifi c 

Visualization Studio   
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 Glacial Erosion and Deposition 

 A glacier’s great mass and solidity make it especially effective 

in erosion. Only because streams far outnumber glaciers is liq-

uid water, overall, a more signifi cant agent in shaping the earth’s 

surface than is ice. Glaciers do, however, leave distinctive fea-

tures by which their past extent and movements can be tracked, 

long after the ice is gone. 

Table 9.1
Response of Cascade (U.S.), Swiss, 
and Italian Glaciers to Global 
Climate Change

Advancing Stationary Retreating Gone

North Cascades, Washington

1967 19  8  2 0 0

1974 20  5  2 2 0

1985  5 10  3 2 0

1995  0  0  4 7 2

2005  0  0  4 3 4

Switzerland

1967 31 14  5 5

1975 70  3  2 8

1985 49 13  4 2

1995  9 13  7 2

2005  0  7  8 6

Italy

1981 25 10  1 0

1985 25  6  14

1995  8  9 104

2005   1  5 126

Source: Data from M. Pelto, personal communication (2007).

Because observations were not always made of the same glaciers each time, total number of 

glacier observations reported at each location varies.
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upstate New York (fi gure 9.10B) occupy valleys deepened by 

the advance and retreat of a continental glacier up to two miles 

thick. On a very small scale, bits of rock that have become fro-

zen into the ice at the base of a glacier act like sandpaper on 

solid rock below, making fi ne, parallel scratches, called    stria-

tions   , on the underlying surface   ( fi gure 9.11 ). Such signs not 

only indicate the past presence of glaciers but also the direction 

in which they fl owed. Erosion by the scraping of ice or included 

sediment on the surface underneath is    abrasion   . Water can also 

seep into cracks in rocks at the base of the glacier and refreeze, 

attaching rock fragments to the glacier. As the ice moves on, 

small bits of the rock are torn away in a process known as pluck-

ing. Plucking at the head of an alpine glacier contributes to the 

formation of a cirque, a bowl-shaped depression ( fi gure 9.12A ). 

Where alpine glaciers fl ow side by side, the wall of rock be-

tween them may be thinned to a sharp ridge, an arête (fi gure 

9.12B); erosion by several glaciers around a single peak pro-

duces a horn (fi gure 9.12C), such as the Matterhorn. 

    Glaciers also transport and deposit sediment very effi -

ciently. Debris that has been eroded from the sides of an alpine 

glacier’s valley or that has fallen onto the glacier from peaks 

above tends to be carried along on, in, or under the ice, regard-

less of the size, shape, or density of the sediment. It is not likely 

to be deposited until the ice carrying it melts or evaporates, and 

then all the debris, from large boulders to fi ne dust, is dropped 

together. Sediment deposited directly from the ice is called    till   . 

Till is characteristically angular and poorly sorted material ( fi g-

ure 9.13 ), as contrasted with stream-deposited sediment. Some 

of the till may be transported and redeposited by the meltwater, 

whereupon the resultant sediment is called    outwash   . Till and 

outwash together are two varieties of glacial    drift   . 
A

B
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  Figure 9.10   
 (A) Typical U-shaped glacial valley. Rocky Mountain National Park. 

(B) The Finger Lakes.  

(B) Image courtesy of Image Science and Analysis Group, NASA 

Johnson Space Center

    Like a stream, an alpine glacier carves its own valley. The 

solid ice carves a somewhat different shape, however: A glacial 

valley is typically U-shaped ( fi gure 9.10A ). On a grand scale, 

thick continental glaciers may gouge out a series of large 

troughs in the rock over which they move; the Finger Lakes of 

  Figure 9.11   
 Striations on a rock surface show direction of glacial fl ow. Notice 

that the grooves extend continuously across the fractures breaking 

up the outcrop but are absent where the scratched surface rock has 

weathered away. Lassen Park, California.  
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  Figure 9.12   
 Erosional features of glaciers: (A) cirque, (B) arête, and (C) horn, with 

arêtes spreading out from it.  

  Figure 9.13   
 Till deposited by an Alaskan glacier shows characteristically poor 

sorting; fragments are also angular and blocky, not rounded. This 

pile of till is about two meters high.  

    A landform made of till is called a    moraine   . There are 

many different types of moraine. One of the most distinctive is 

a curving ridge of till piled up at the nose of a glacier. Some of 

it may have been pushed along ahead of the glacier as it ad-

vanced. Much of it, however, is accumulated at the glacier’s 

end by repeated annual advances and retreats; if the net extent 

of the glacier remains fairly constant for some years, the effect 

is like that of a conveyor belt carrying     sediment to the end of 

the glacier. This is an end moraine. When the glacier begins a 

long-term retreat, a terminal moraine is left to mark the far-

thest advance of the ice ( fi gure 9.14 ). Moraines are useful in 

mapping the extent of past glaciation on both a local and a 

continental scale. 

    Glaciers are responsible for much of the topography and 

near-surface geology of northern North America. The Rocky 

Mountains and other western mountain ranges show abundant 

evidence of carving by alpine glaciers. The Great Lakes occupy 

basins carved and deepened by the most recent ice sheets and 

were once fi lled with glacial meltwater as the ice sheets re-

treated. Much of the basic drainage pattern of the Mississippi 

River was established during the surface runoff of the enormous 

volumes of meltwater; the sediments carried along with that 

same meltwater are partially responsible for the fertility of mid-

western farmland (see “Loess” later in the chapter). Infi ltration 

of a portion of the meltwater resulted in groundwater supplies 

tapped today for drinking water. The importance of the legacy 

of past glaciers should not be overlooked just because their ex-

tent at present is more limited. Better understanding of past 

widespread glaciation may also help in modeling future climate 

changes and consequences.  

 Ice Ages and Their Possible Causes 

 The term Ice Age is used by most people to refer to a time be-

ginning in the relatively recent geologic past when extensive 
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  Figure 9.14   
 (A) Formation of end moraine occurs primarily through repeated annual cycles of deposition of till by melting ice. An advancing glacier 

deposits till in the zone of ablation and pushes material ahead of the ice front; then the glacier retreats, leaving a ridge of till behind. 

(B) Moraine left by retreating glacier in Denali National Park, Alaska. The terminal moraine is overgrown with vegetation; meltwater 

streams deposit outwash in front of it.  

A B

continental glaciers covered vastly more area than they now do. 

There have been many cycles of advance and retreat of the ice 

sheets during this epoch, known to geologists as the Pleisto-

cene, which spanned the time from about 2 million to 10,000 

years ago. At its greatest extent, Pleistocene glaciation in North 

America at one time or another covered essentially all of Can-

ada and much of the northern United States ( fi gure 9.15 ). The 

ice was well over a kilometer thick over most of that area. Cli-

matic effects extended well beyond the limits of the ice, with 

cooler temperatures and more precipitation common in sur-

rounding lands, and worldwide sea levels lowered as vast vol-

umes of water were locked up as ice in ice sheets. During the 

“interglacials,” the ice sheets retreated. We are now in just such 

an interglacial time, though answering the question of how soon 

another ice-sheet advance might occur is complicated by the 

addition of human infl uences to natural climate-change cycles. 

    Pleistocene glaciation can be studied in some detail be-

cause it was so recent, geologically speaking, and the evidence 

left behind is thus fairly well preserved. It is not, however, the 

only large-scale continental glaciation in earth’s past. There 

have been at least half a dozen ice ages over the earth’s history, 

going back a billion years or more. As previously noted, the 

predrift reassembly of the pieces of the continental jigsaw 

 puzzle is aided by matching up features produced by past ice 

sheets on what are now separate continents. 

    An underlying question is what kinds of factors might be 

involved in creating conditions conducive to the formation of 

such immense ice masses, bearing in mind that ice a kilometer 

thick represents far more than a few winters’ snow. The pro-

posed causes of ice ages fall into two groups: those that involve 

events external to the earth and those for which the changes 

arise entirely on earth. They differ in time scale, as well as in 

magnitude. 

    One possible external cause, for example, would be a sig-

nifi cant change in the sun’s energy output. Present cycles of 

sunspot activity cause variations in sunlight intensity, which 

should logically result in temperature fl uctuations worldwide. 

However, the variations in solar-energy output would have to be 

about ten times as large as they are in the modern sunspot cycle 

to account even for short-term temperature fl uctuations observed 

on earth. To cause an ice age of thousands of years’ duration, any 

cooling trend would have to last much longer than the eleven 

years of the present sunspot cycle. Another problem with linking 

solar activity fl uctuations with past ice ages is simply lack of 

evidence. Although means exist for estimating temperatures on 

earth in the past, scientists have yet to conceive of a way to 
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serious enough or prolonged enough to cause an ice age. Even 

some of the larger prehistoric eruptions, such as those that oc-

curred in the vicinity of Yellowstone National Park or the explo-

sion that produced the crater in Mount Mazama that is now Crater 

Lake, would have been inadequate individually to produce the 

required environmental change, and again, the dust and acid 

droplets from any one of these events would have settled out of 

the atmosphere within a few years. However, there have been 

periods of more intensive or frequent volcanic activity in the geo-

logic past. The cumulative effects of multiple eruptions during 

such an episode might have included a sustained cooling trend 

and, ultimately, ice-sheet formation, but at present, the data are 

inadequate to demonstrate a clear link to actual ice ages. 

    A better-supported proposed cause of ice ages is related 

to the observed variation in the tilt of the earth’s axis in space 

and the eccentricity of the earth’s orbit around the sun. That 

orbit is not perfectly circular, so the distance between sun and 

earth is not constant, and the shape of the orbit varies. Axial tilt 

varies somewhat over time relative to the earth’s orbital plane. 

Such changes do not signifi cantly change the total amount of 

sunlight reaching earth, but they do affect its distribution, the 

amount of sunlight falling at different latitudes (and therefore 

the relative surface heating expected), and the time of year at 

which a region receives its maximum sunlight ( fi gure 9.16 ). 

Together, they result in long-term cyclic variations, over time 

scales of thousands of years, in local insolation (incident sun-

light), named Milankovitch cycles after the scientist who recog-

nized them in the early twentieth century. Could they account 

for ice advances and retreats by changing the relative heating of 

poles, equator, and midlatitudes? 

    Some evidence supports this hypothesis. When glaciers 

are extensive and large volumes of water are locked up in ice, 

sea level is lowered. The reverse is true as ice sheets melt. It is 

possible to use ages of Caribbean coral reefs to date high stands 

of sea level over the last few hundred thousand years, and these 

periods of high sea level correlate well with periods during 

which maximum solar radiation fell on the mid-Northern Hemi-

sphere. Conversely, then, periods of reduced sun exposure are 

apparently correlated with ice advance (lower sea level). How-

ever, this precise a record does not go back very far in time, nor 

is the correlation perfect even for the period of relatively com-

plete data. And while Milankovitch cycles may account for ice 

advances and retreats during the Ice Age, it is less clear that 

they can account for its initiation in the fi rst place. It may also 

be that changes in insolation lead to changes in precipitation 

patterns over the oceans, and thus to changes in seawater salin-

ity and mixing patterns, which, in turn, would alter the distribu-

tion of organisms in the oceans and the oceans’ effectiveness as 

a “sink” for atmospheric carbon. (To understand what this has 

to do with heating, see chapter 10 on the greenhouse effect.) 

    The processes and phenomena that may have caused cli-

matic upheavals in the past are many, and, as yet, there is insuf-

fi cient evidence to demonstrate that any single model is correct. 

The answer may lie in a combination of several factors. As we 

will see in chapter 10, global climate involves complex interac-

tions a mong s everal e arth s ystems.     

  Figure 9.15   
 Extent of glaciation in North America during the Pleistocene epoch. 

Arrows show direction of ice movement. Note that not every bit of 

land within the area colored in blue was necessarily ice-covered, 

and the maximum ice extent shown is for the whole Ice Age, not 

each glacial advance. 

  After C. S. Denny, National Atlas of the United States, U.S. Geological Survey   

 determine the pattern of solar activity in ancient times. Thus, 

there is no way to test the hypothesis, to prove or disprove it. 

    Since the advent of plate-tectonic theory, a novel sugges-

tion for a cause of ice ages has invoked continental drift. Prior 

to the breakup of Pangaea, all the continental landmasses were 

close together. This concentration of continents meant much 

freer circulation of ocean currents elsewhere on the globe and 

more circulation of warm equatorial waters to the poles. The 

breakup of Pangaea disrupted the oceanic circulation patterns. 

The poles could have become substantially colder as their wa-

ters became more isolated. This, in turn, could have made sus-

tained development of a thick ice sheet possible. A limitation of 

this mechanism is that it accounts for only the Pleistocene gla-

ciation, while considerable evidence exists for extensive glacia-

tion over much of the Southern Hemisphere—India, Australia, 

southern Africa, and South America—some 200 million years 

ago, just prior to the breakup of Pangaea. Beyond that, not 

enough is known about continental positions prior to the forma-

tion of Pangaea to determine whether continental drift and re-

sulting changes in oceanic circulation patterns could be used to 

explain earlier ice ages. 

    Another possible earth-based cause of ice ages might in-

volve blocking of incoming solar radiation by something in the 

atmosphere. We have observed that volcanic dust and sulfuric-

acid droplets in the atmosphere can cause measurable cooling, 

but with the modern examples at least, the effects were signifi -

cant only for a year or two. In none of these cases was the cooling 
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  Case Study 9 

 Vanishing Glaciers, Vanishing Water Supply 

 Glaciers are not only large masses of ice; they can also be viewed as 

an important freshwater reserve. Approximately 75% of the fresh 

water on earth is stored as ice in glaciers. The world’s supply of glacial 

ice is the equivalent of sixty years of precipitation over the whole 

earth. 

  In regions where glaciers are large or numerous, glacial 

meltwater may be the principal source of summer streamfl ow. By far the 

most extensive glaciers in the United States are those of Alaska, which 

cover about 3% of the state’s area. Summer streamfl ow from these 

glaciers is estimated at nearly 50 trillion gallons of water! Even in 

less-glaciated states like Montana, Wyoming, California, and 

Washington, streamfl ow from summer meltwater amounts to tens or 

hundreds of billions of gallons. 

  Anything that modifi es glacial melting patterns can profoundly 

aff ect regional water supplies. Dusting the glacial ice surface with 

something dark, like coal dust, increases the heating of the surface, and 

hence the rate of melting and water fl ow. Conversely, cloud seeding 

over glaciated areas could be used to increase precipitation and the 

amount of water stored in the glaciers. Increased meltwater fl ow can be 

useful not only to increase immediate water supplies but also to achieve 

higher levels of hydroelectric power production. Techniques for 

modifying glacial meltwater fl ow are not now being used in the United 

States, in part because the majority of U.S. glaciers are in national parks, 

primitive areas, or other protected lands. However, some of these 

techniques have been practiced in parts of the former Soviet Union and 

  Figure 1   
 Muir Glacier, Alaska, in 1902 (A) and 2005 (B). From here, it had vanished by 2005.  

(A) Photograph by E. B. McDowell, (B) photograph by Bruce F. Molina, both courtesy National Snow and Ice Data Center/World Data Center for Glaciology, 

Boulder, CO

China. Anything that reduces glacier volume, whether human activities or 

global warming, reduces the ice reserve for the future. 

  As we have noted, the majority of alpine glaciers worldwide are 

currently retreating. This can readily be seen by comparing recent and 

older photographs of particular glaciers, taken from the same vantage 

point. Some results for Alaska are shown in  fi gures 1  and  2 . 

  At least Alaska still has extensive glaciers remaining; and many of 

these feed their meltwater into the ocean, not into local streams ( fi gure 3 ). 

The water-supply impact is potentially more serious elsewhere. The U.S. 

Geological Survey has been engaged in detailed monitoring of the state of 

the glaciers in Glacier National Park, Montana, and the results are striking. 

Of 150 named glaciers in the park in 1850, only 26 still exist at all, and those 

that remain are both less extensive and thinner. Grinnell Glacier ( fi gure 4 ), 

a popular destination for hikers, has shrunk by 90%. Computer models 

predict that by 2030, there will be no glaciers in Glacier National Park. 

Biologists warn that some species there may face extinction as the 

summer runoff  from the glaciers dries up. 

  Decreased glacier volume may have complex water-supply 

eff ects. Early in the melt season in alpine regions, some of the meltwater 

is stored in pore space in glacial snow and ice. As glacial melting 

proceeds through spring and summer, this stored water adds to glacial 

meltwater volume as the glacial snow/ice containing it melts, enhancing 

water supplies in many regions. If glacier size decreases, so does this 

water storage capacity. Recent studies of the North Cascade Glacier 

Climate Project have documented two resultant problems: increased 

A BB
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  Figure 4   
 Grinnell Glacier from the summit of Mount Gould, Glacier National Park. Photographs taken in 1938 (A), 1981 (B), 1998 (C), and 2006 (D).  

(A) Photograph by T. J. Hileman, courtesy of Glacier National Park Archives, (B) photograph by C. Key, (C) photograph by D. Fagre, 

(D) photograph by K. Holzer, (B–D) courtesy U.S. Geological Survey

  Figure 3   
 College Fjord, Alaska.  

Photograph by W. A. Montgomery
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(Continued)

  Figure 2   
 Carroll Glacier, Alaska, in 1906 (A) and 2004 (B). By 2004, both ice and meltwater have disappeared from view here. The glacier has retreated far up the 

valley to the left, leaving behind a ridge of moraine.  

(A) Photograph by C. W. Wright, (B) photograph by Bruce F. Molina, both courtesy National Snow and Ice Data Center/World Data Center for Glaciology, Boulder, CO
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likelihood of spring fl ooding, and decreased meltwater fl ow later in 

the season. 

  The glaciers on Mount Kilimanjaro fi rst formed about 11,000 

years ago, and have persisted through some signifi cant temperature 

fl uctuations. But several surveys have documented a decline of more 

than 80% in their extent over the past century, and they may be gone 

by 2020 ( fi gure 5 ). These glaciers have historically provided vital water 

supplies to local people in dry seasons and when monsoon rains fail to 

arrive; what happens when the glaciers are gone? In the Andes and 

Himalayas, where agriculture depends heavily on glacial meltwater 

runoff , glacial retreat may signal future reductions in crop productivity. 

Such issues are one aspect of broader concerns about global climate 

change. 

  Figure 5   
 The dormant stratovolcano Kilimanjaro was given its Swahili name, 

which translates as “shining mountain,” for its extensive glacier cap, now 

vanishing. Image (A) is from 1993; (B) 2000.  

Images courtesy Jim Williams, NASA GSFC Scientifi c Visualization Studio, 

and the Landsat 7 Science Team

 Wind and Its Geologic Impacts  

 Air moves from place to place over the earth’s surface mainly in 

response to differences in pressure, which are often related to 

differences in surface temperature. As noted in  fi gure 9.16 , so-

lar radiation falls most intensely on the earth near the equator, 

and, consequently, solar heating of the atmosphere and surface 

is more intense there. The sun’s rays are more dispersed near 

the poles. On a non-rotating earth of uniform surface, that sur-

face would be heated more near the equator and less near the 

poles; correspondingly, the air over the equatorial regions would 

be warmer than the air over the poles. Because warm, less-

dense (lower-pressure) air rises, warm near-surface equatorial 

air would rise, while cooler, denser polar air would move into 

the low-pressure region. The rising warm air would spread out, 

cool, and sink. Large circulating air cells would develop, cy-

cling air from equator to poles and back. These would be atmo-

spheric convection cells, analogous to the mantle convection 

cells associated with plate motions. 

    The actual picture is considerably more complicated. The 

earth rotates on its axis, which adds a net east-west component to 

air fl ow as viewed from the surface. Land and water are heated 

differentially by sunlight, with surface temperatures on the conti-

nents generally fl uctuating much more than temperatures of adja-

cent oceans. Thus, the pattern of distribution of land and water 

infl uences the distribution of high- and low-pressure regions and 

further modifi es air fl ow. In addition, the earth’s surface is not 

fl at; terrain irregularities introduce further complexities in air cir-

culation. Friction between moving air masses and land surfaces 

can also alter wind direction and speed; tall, dense vegetation 

may reduce near-surface wind speeds by 30 to 40% over vege-

tated areas. A generalized view of actual global air circulation 

patterns is shown in fi gure 9.17. Different regions of the earth are 

characterized by different prevailing wind directions. Most of the 

United States is in a zone of westerlies, in which winds generally 

blow from west/ southwest to east/northeast. Local weather con-

ditions and the details of local geography produce regional devia-

tions from this pattern on a day-to-day basis. 

A
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  Figure 9.16    
 Variations in earth’s orbit and axial tilt lead to cyclic variations, over thousands of years, in the amount of solar radiation reaching the surface 

in diff erent parts of the globe and at diff erent seasons. Enlargement shows the concentration of incident sunlight (intensity of radiation per 

unit area) is highest in the ecliptic plane, near the equator, and lower nearer the poles.  

    Air and water have much in common as agents shaping 

the land. Both can erode and deposit material; both move mate-

rial more effectively the faster they fl ow; both can move parti-

cles by rolling them along, by saltation, or in suspension (see 

chapter 6). Because water is far denser than air, it is much more 

effi cient at eroding rocks and moving sediments, and has the 

added abilities to dissolve geologic materials and to attack 

them physically by freezing and thawing. On average world-

wide, wind erosion moves only a small percentage of the 

amount of material moved by stream erosion. Historically, the 

cumulative signifi cance of wind erosion is approximately com-

parable to that of glaciers. Nevertheless, like glaciers, winds 

can be very important in individual locations particularly sub-

ject to their effects.  

 Wind Erosion 

 Like water, wind erosion acts more effectively on sediment than 

on solid rock, and wind-related processes are especially signifi -

cant where the sediment is exposed, not covered by structures 

or vegetation, in such areas as deserts, beaches, and unplanted 

  Figure 9.17   
 Principal present atmospheric circulation patterns.  
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(or incorrectly planted) farmland. In dry areas like deserts, wind 

may be the major or even the sole agent of sediment transport. 

    Wind erosion consists of either abrasion or defl ation. 

Wind abrasion is the wearing-away of a solid object by the 

impact of particles carried by wind. It is a sort of natural sand-

blasting, analogous to milling by sand-laden waves. Where 

winds blow consistently from certain directions, exposed 

boulders may be planed off in the direction(s) from which 

they have been abraded, becoming    ventifacts    (“wind-made” 

rocks;  fi gure 9.18 ). If wind velocity is too low to lift the larg-

est transported particles very high above the ground, tall rocks 

may show undercutting close to ground level ( fi gure 9.19 ). 

Abrasion can also cause serious property damage. Desert trav-

elers caught in windstorms have been left with cars stripped of 

paint and windshields so pitted and frosted that they could no 

longer be seen through. Abrasion likewise scrapes paint from 

buildings and can erode construction materials such as wood 

or soft stone. 

       Defl ation    is the wholesale removal of loose sediment, 

usually fi ne-grained sediment, by the wind ( fi gure 9.20A ). In 

barren areas, a combination of defl ation and erosion by surface 

runoff may proceed down to some level at which larger rocks are 

exposed, and these larger rocks protect underlying fi ne material 

from further erosion. Such an effect may contribute to the main-

  Figure 9.18    
 Wind abrasion on low-lying rocks results in the planing of rock 

surfaces. (A) If the wind is predominantly from one direction, rocks 

are planed or fl attened on the upwind side. With a persistent shift 

in wind direction, additional facets are cut in the rock. (B) Example 

of a ventifact: rock polished and faceted by windblown sand at San 

Gorgonio Pass near Palm Springs, California. 

  Photograph © Doug Sherman/Geofi le   

A

  Figure 9.19   
 Granite boulder undercut by wind abrasion, Llano de Caldera, 

Atacama Province, Chile.  

Photograph by K. Segerstrom, U.S. Geological Survey

tenance of a surface called desert pavement (fi gure 9.20B). A 

desert pavement surface, once established, can be quite stable. 

Finer sediment added to the surface may be swept between 

coarser chunks, later settling below them, while the pavement 

B
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adequate rainfall continued, all was well. Then, in the 1930s, 

several years of drought killed the crops. The native prairie veg-

etation had been suitably adapted to the climate, while many of 

the crops were not. Once the crops died, there was nothing left 

to hold down the soil and protect it from the west winds sweep-

ing across the plains. This was the Dust Bowl period. We look 

further at the Dust Bowl and the broader problem of minimizing 

soil erosion on cropland in chapter 12.   

 Wind Deposition 

 Where sediment is transported and deposited by wind, the prin-

cipal depositional feature is a    dune   , a low mound or ridge, usu-

ally made of sand. Dunes start to form when sediment-laden 

winds slow down. The lower the velocity, the less the wind can 

carry. The coarser and heavier particles are dropped fi rst. The 

deposition, in turn, creates an obstacle that constitutes more of 

a windbreak, causing more deposition. Once started, a dune can 

grow very large. A typical dune is 3 to 100 meters high, but 

dunes over 200 meters are found. What ultimately limits a 

dune’s size is not known, but it is probably some aspect of the 

nature of the local winds. 

    When the word dune is mentioned, most people’s reac-

tion is sand dune. However, the particles can be any size, rang-

ing from sand down to fi ne dust, and they can even be snow or 

ice crystals, although sand dunes are by far the most common. 

The particles in a given set of dunes tend to be similar in size. 

Eolian, or wind-deposited, sediments are well-sorted like many 

stream deposits, and for the same reason: The velocity of fl ow 

controls the size and weight of particles moved. The coarser the 

particles, the stronger was the wind forming the dunes. The 

orientation of the dunes refl ects the prevailing wind direction (if 

winds show a preferred orientation), with the more shallowly 

sloping side facing upwind ( fi gure 9.21 ). 

   Dune Migration 

 Dunes move if the wind blows predominantly from a single di-

rection. As noted previously, a dune assumes a characteristic 

profi le in cross section, gently sloping on the windward side, 

steeper on the downwind side. With continued wind action, par-

ticles are rolled or moved by saltation up the shallower slope. 

They pile up a bit at the peak, like windswept snow cornices on 

a mountain, then tumble down the steeper face, or    slip face   , 

which tends to assume a slope at the angle of repose of sand (or 

whatever size of particle is involved; recall fi gure 8.4B). The net 

effect of these individual particle shifts is that the dune moves 

slowly downwind ( fi gure 9.22A,B ). As layer upon layer of sed-

iment slides down the slip face, slanted crossbeds develop in the 

dune ( fi gure 9.23 ). 

    Migrating dunes, especially large ones, can be a real 

menace as they march across roads and even through forests 

and over buildings (fi gure 9.22C). During the Dust Bowl era, 

farmland and buildings were buried under shifting, windblown 

soil. The costs to clear and maintain roads along sandy beaches 

and through deserts can be high because dunes can move 

  Figure 9.20   
 Defl ation has selectively removed surface sand, leaving coarser 

rocks perched on the surface. Indiana Dunes National Lakeshore. 

(B) Desert pavement in Death Valley. Coarser rocks at surface 

protect fi ner sediment below from wind erosion.  

(B) Photograph by J. R. Stacy, U.S. Geological Survey

A

B

continues to protect the fi ne material against loss. However, if 

the protective coarse-rock layer is disturbed—for example, by 

construction or resource-exploration activities—newly exposed 

fi ne sediment may be subject to rapid wind erosion. 

    The importance of vegetation in retarding erosion was 

demonstrated especially dramatically in the United States dur-

ing the early twentieth century. After the Civil War, there was a 

major westward migration of farmers to the fl at or gently rolling 

land of the Great Plains. Native prairie grasses and wildfl owers 

were removed and the land plowed and planted to crops. While 
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  Figure 9.21    
 The formation of dunes. (A) Huge sand dunes at Great Sand Dunes 

National Monument formed as windswept sand piled up against 

the Sangre de Cristo mountains, as shown in the chapter-opening 

photo. (B) Snow ripples, mimicking dunes in form and formation, 

on barren ground in winter. Note ground bared by defl ation 

between ripples.  

 several meters or more in a year. The usual approach to dune 

stabilization is to plant vegetation. However, since many dunes 

exist, in part, because the terrain is too dry to support vegeta-

tion, such efforts are likely to be futile. Aside from any water 

limitations, young plants may be diffi cult to establish in shift-

ing dune sands because their tiny roots may not be able to se-

cure a hold.   

 Loess 

 Rarely is the wind strong enough to move sand-sized or larger 

particles very far or very rapidly. Fine silt, on the other hand, is 

more easily suspended in the wind and can be carried many ki-

lometers before it is dropped. A deposit of windblown silt is 

known as    loess    ( fi gure 9.24 ). The fi ne mineral fragments in 

loess are in the range of 0.01 to 0.06 millimeter (0.0004 to 

0.0024 inch) in diameter. 

    The principal loess deposits in the United States are in the 

central part of the country, and their spatial distribution pro-

vides a clue to their source ( fi gure 9.25 ). They are concentrated 

around the Mississippi River drainage basin, particularly on the 

east sides of major rivers of that basin. Those same rivers 

drained away much of the meltwater from retreating ice sheets 

in the last ice age. Glaciers grinding across the continent, then, 

were apparently the original producers of this sediment. The 

sediment was subsequently washed down the river valleys, and 

the lightest material was further blown eastward by the prevail-

ing west winds. 

    As noted previously, the great mass of ice sheets enables 

them to produce quantities of fi nely pulverized rock fl our. Be-

cause dry glacial erosion does not involve as much chemical 

weathering as stream erosion, many soluble minerals are pre-

served in glacial rock fl our. These minerals provide some plant 

nutrients to the farmland soils now developed on the loess. Be-

cause newly deposited loess is also quite porous and open in 

structure, it has good moisture-holding capacity. These two 

characteristics together contribute to making the farmlands de-

veloped on midwestern loess particularly productive. 

    Not all loess deposits are of glacial origin. Loess deposits 

form wherever there is an abundant supply of very fi ne sedi-

ment. Loess derived from the Gobi Desert covers large areas of 

China, for example, and additional loess deposits are found 

close to other major deserts. 

    Loess does have drawbacks with respect to applications 

other than farming. While its light, open structure is reasonably 

strong when dry and not heavily loaded, it may not make suit-

able foundation material. Loess is subject to hydrocompaction, 

a process by which it settles, cracks, and becomes denser and 

more consolidated when wetted, to the detriment of structures 

built on top of it. The very weight of a large structure can also 

cause s ettling a nd c ollapse.     

 Deserts and Desertifi cation  

 Many of the features of wind erosion and deposition are most 

readily observed in    deserts   . Deserts can be defi ned in a variety 

of ways. A desert may be defi ned as a region with so little veg-

etation that only a limited population (human or animal) can be 

supported on that land. It need not be hot or even, technically, 

dry. Ice sheets are a kind of desert with plenty of water—but not 

liquid. In more temperate climates, deserts are characterized by 

very little precipitation, commonly less than 10 centimeters 

(about 4 inches) a year, but they may be consistently hot, cold, 

or variable in temperature depending on the season or time of 

day. The distribution of the arid regions of the world (exclusive 

of polar deserts) is shown in  fi gure 9. 26 . 
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  Figure 9.22   
 Dune migration and its consequences. (A) A schematic of dune 

migration. (B) With wind coming from the left across these sand 

ripples, fi ne sediment moves up the windward slope, then slides 

down the slip face where it is sheltered from the wind. (C) The huge 

dune named “Mt. Baldy” marches through full-grown trees at 

Indiana Dunes National Lakeshore.  

  Figure 9.23    
 Crossbeds in a sand dune. Here, several sets of beds meeting at 

oblique angles show the eff ects of shifting wind directions, 

changing sediment deposition patterns. Note also wind-produced 

ripples in foreground. Oregon Dunes National Recreation Area.  

  Causes of Natural Deserts 

 A variety of factors contribute to the formation of a desert, so des-

erts come in several different types, depending on their origins. 

    One factor is moderately high surface temperatures. Most 

vegetation, under such conditions, requires abundant rainfall 

and/or slow evaporation of what precipitation does fall. The 

availability of precipitation is governed, in part, by the global 

air-circulation patterns shown in fi gure 9.17. Warm air holds 

more moisture than cold. Similarly, when the pressure on a 

mass of air is increased, the air can hold more moisture.     Satu-

rated warm air rises at the equator and spreads outward. Air 

pressure and temperature both decrease with increasing 
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  Figure 9.26    
 Distribution of the world’s arid lands. 

  Data from A. Goudie and J. Wilkinson, The Warm Desert Environment. Copyright © 1977 by Cambridge University Press    

  Figure 9.24   
 Example of loess. Norton County, KS 

  Photograph by L. B. Buck, USGS Photo Library, Denver, CO.   
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  Figure 9.25   
 Much of the loess distribution in the central United States is close 

to principal stream valleys supplied by glacial meltwater. Loess to 

the southwest may have been derived from western deserts.  
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  Figure 9.27    
 Rain shadows can occur even on an island in the ocean! Mt. 

Waialeale, on the Hawaiian island of Kauai, is described as the 

“world’s rainiest spot,” receiving over 450 inches of rain a year. But 

downwind from it, in its rain shadow, annual rainfall is just 18 inches. 

With air that is drier to start with—as in most parts of the world— 

the dryness in the rain shadow is correspondingly more extreme.  

precipitation. This contributes to the development of deserts in 

continental interiors. On the other hand, even coastal areas can 

have deserts under special circumstances. If the land is hot and 

the adjacent ocean cooled by cold currents, the moist air com-

ing off the ocean will be cool and carry less moisture than air 

over a warmer ocean. As that cooler air warms over the land and 

becomes capable of holding still more moisture, it causes rapid 

evaporation from the land rather than precipitation. This phe-

nomenon is observed along portions of the western coasts of 

Africa and South America. Polar deserts can also be attributed 

to the differences in moisture-holding capacity between warm 

and cold air: Air traveling from warmer latitudes to colder near-

polar ones will tend to lose moisture by precipitation, so less 

remains to fall as snow near the poles, and the limited evapora-

tion from cold high-latitude oceans contributes little additional 

moisture to enhance local precipitation. Thick polar ice caps, 

then, refl ect effective preservation of what snow does fall, rather 

than he avy pre cipitation.   

 Desertifi cation 

 Climatic zones shift over time. In addition, topography changes, 

global temperatures change, and plate motions move land-

masses to different latitudes. Amid these changes, new deserts 

develop in areas that previously had more extensive vegetative 

cover. The term    desertifi cation   , however, is generally restricted 

to apply only to the relatively rapid development of deserts 

caused by the impact of human activities. 

    The exact defi nition of the lands at risk is diffi cult. Arid 

lands are commonly defi ned as those with annual rainfall of less 

than 250 millimeters (about 10 inches); semiarid lands, 250 to 

500 millimeters (10–20 inches); and extremely arid lands, those 

areas that may have at least 12 consecutive months without 

rainfall. The extent to which vegetation will thrive in low-pre-

cipitation areas also depends on such additional factors as tem-

perature and local evaporation rates. Many of the arid lands 

border true desert regions. Desertifi cation does not involve the 

advance or expansion of desert regions as a result of forces 

originating within the desert. Rather, desertifi cation is a patchy 

conversion of dry-but-habitable land to uninhabitable desert as 

a consequence of land-use practices (perhaps accelerated by 

such natural factors as drought). 

    Vegetation in dry lands is, by nature, limited ( fi gure 9.28 ). 

At the same time, it is a precious resource, which may in vari-

ous cases provide food for people or for livestock, wood for 

shelter or energy, and protection from erosion for the soil. De-

sertifi cation typically involves severe disturbance of that vege-

tation. The environment is not a resilient one to begin with, and 

its deterioration, once begun, may be irreversible and even self-

accelerating. 

    On land used for farming, native vegetation is routinely 

cleared to make way for crops. While the crops thrive, all may 

be well. If the crops fail, or if the land is left unplanted for a 

time, several consequences follow. One, as in the Dust Bowl, is 

erosion. A second, linked to the fi rst, is loss of soil fertility. The 

topmost soil layer, richest in organic matter, is most nutrient-rich 

altitude, so as the air rises and cools, it must dump much of its 

moisture, producing the heavy downpours common in the trop-

ics. When that air then circulates downward, at about 30 de-

grees north and south latitudes, it is warmed as it approaches 

the surface, and also subjected to increasing pressure from the 

deepening column of air above it. It can then hold considerably 

more water, so when it reaches the earth’s surface, it causes 

rapid evaporation. Note in fi gure 9.26 that many of the world’s 

major deserts fall in belts close to these zones of sinking air at 

30 degrees north and south of the equator. These are the sub-

tropical-latitude deserts. 

    Topography also plays a role in controlling the distribu-

tion of precipitation. A high mountain range along the path of 

principal air currents between the ocean and a desert area may 

be the cause of the latter’s dryness. As moisture-laden air from 

over the ocean moves inland across the mountains, it is forced 

to higher altitudes, where the temperatures are colder and the 

air thinner (lower pressure). Under these conditions, much of 

the moisture originally in the air mass is forced out as precipita-

tion, and the air is much drier when it moves farther inland and 

down out of the mountains. In effect, the mountains cast a    rain 

shadow    on the land beyond ( fi gure 9.27 ). Rain shadows cast by 

the Sierra Nevada of California and, to a lesser extent, by the 

southern Rockies contribute to the dryness and desert regions of 

the western United States. 

    Because the oceans are the major source of the moisture 

in the air, distance from the ocean (in the direction of air move-

ment) can by itself be a factor contributing to the formation of a 

desert. The longer an air mass is in transit over dry land, the 

greater chance it has of losing some of its moisture through 
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the moisture it contains, put the greatest grazing pressure on the 

land. The soil may again be stripped bare, with the resultant 

deterioration and reduced future growth of vegetation as previ-

ously described for cropland. 

    Natural drought cycles thus play a role in desertifi cation. 

However, in the absence of intensive human land use, the deg-

radation of the land during drought is typically less severe, and 

the natural systems in the arid lands can recover when the 

drought ends. On a human timescale, desertifi cation— permanent 

conversion of marginal dry lands to desert—is generally  observed 

only where human activities are also signifi cant. 

    Desertifi cation is cause for concern because it effectively 

reduces the amount of arable (cultivatable) land on which the 

world depends for food. An estimated 600 million people world-

wide now live on the arid lands; by recent UN defi nition, close 

to 40% of the world’s land surface is “drylands,” and that 

excludes the true deserts. All of those lands, in some measure, 

are potentially vulnerable to desertifi cation. More than 10% of 

those 600 million people live in areas identifi ed as actively un-

dergoing desertifi cation now; overall, up to 70% of the drylands 

are undergoing signifi cant degradation ( fi gure 9.29 ). Some pro-

jections suggest that, early in the twenty-fi rst century, one-third 

of the world’s once-arable land will be rendered useless for the 

culture of food crops as a consequence of desertifi cation and 

attendant soil deterioration. The recent famine in Ethiopia may 

have been precipitated by a drought, but it has been prolonged 

by desertifi cation brought on by overuse of land incapable of 

supporting concentrated human or animal populations. 

    Though desertifi cation makes news most often in the con-

text of Third World countries, the process is ongoing in many 

other places. In the United States, a large portion of the country 

is potentially vulnerable: Much of the western half of the coun-

try can be classifi ed as semiarid on the basis of its low precipita-

tion. An estimated one-million-plus square miles of land—more 

than a third of this low-rainfall area—has undergone severe 

desertifi cation, characterized by loss of desirable native vegeta-

tion, seriously increased erosion, and reduced crop yields. The 

problems are caused or aggravated by intensive use of surface 

water and overgrazing, and the population of these areas— 

 especially the Sun Belt—is growing. 

  Figure 9.28   
 The inability of deserts to sustain large numbers of people or larger 

animals is obvious from scarce vegetation. Monument Valley, Arizona. 

  Photograph © The McGraw-Hill Companies, Inc./Doug Sherman, 

photographer   

  Figure 9.29   
 Degradation—loss of soil, water resources, or 

biodiversity—has reduced productivity over about 70% 

of the world’s “drylands,” and the rest are vulnerable. Over 

100 nations are potentially aff ected. (Black areas are 

deserts already.) 

  Base map from UNEP Dryland Degradation Map, 1993. 

Reprinted by permission    Naomi Poulton, Head, Publishing 

Unit UNEP.

Extreme
degradation
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degradation

Susceptible to
degradation

and also is the fi rst lost to erosion. A third result may be loss of 

soil structural quality. Under the baking sun typical of many dry 

lands, and with no plant roots to break it up, the soil may crust 

over, becoming less permeable. This increases surface runoff, 

correspondingly decreasing infi ltration by what limited precipi-

tation does fall. That, in turn, decreases reserves of soil mois-

ture and ground water on which future crops may depend. All of 

these changes together make it that much harder for future crops 

to succeed, and the problems intensify. 

    Similar results follow from the raising of numerous live-

stock on the dry lands. In drier periods, vegetation may be re-

duced or stunted. Yet it is precisely during those periods that 

livestock, needing the vegetation not only for food but also for 
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the illusion of adequate water; but as will be seen in chapter 11, 

groundwater users may be living on borrowed time, or at least 

borrowed water that is destined to run out. As that happens, it 

will become painfully obvious that too much pressure from hu-

man use was brought to bear on dry lands.      

    Why, then, so little apparent concern in this country? The 

main reason is that so far, the impact on humans has been mod-

est. Other parts of the country can supply needed food. The 

erosion and associated sediment-redistribution problems are 

not yet highly visible to most people. Groundwater supplies are 

being tapped both for water supplies and for irrigation, creating 

 Summary 
 Glaciers past and present have sculptured the landscape not only 

in mountainous regions but over wide areas of the continents. They 

leave behind U-shaped valleys, striated rocks, piles of poorly sorted 

sediment (till) in a variety of landforms (moraines), and outwash. 

Most glaciers currently are alpine glaciers, and at present, the 

majority of these are retreating. The two major ice sheets remaining 

are in Greenland and Antarctica. Meltwater from glaciers supplies 

surface and ground water. Therefore, the loss of ice mass and 

associated water-storage capacity can locally have serious 

water-supply implications. 

  Wind moves material much as fl owing water does, but less 

forcefully. As an agent of erosion, wind is less eff ective than water 

but may have signifi cant eff ects in dry, exposed areas, such as 

beaches, deserts, or farmland. Wind action creates well-sorted 

sediment deposits, as dunes or in blankets of fi ne loess. The latter 

can improve the quality of soil for agriculture. However, loess 

typically makes a poor base for construction. Features created by 

wind are most obvious in deserts, which are sparsely vegetated and 

support little life. The extent of unproductive desert and arid lands 

may be increasing through desertifi cation brought on by intensive 

human use of these fragile lands.   

 Key Terms and Concepts  
  ablation  198   
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  drift  200   
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  slip face  209   

  striations  200   

  till  200   

  ventifact  208     

 Exercises  
 Questions for Review  

   1.   Discuss ways in which glaciers might be manipulated for use 

as a source of water.  

   2.   Briefl y describe the formation and annual cycle of an alpine glacier.  

   3.   What is a moraine? How can moraines be used to reconstruct 

past glacial extent and movements?  

   4.   What is an ice age? Choose any two proposed causes of past 

ice ages and evaluate the plausibility of each. (Is the eff ect on 

global climate likely to have been large enough? long enough? 

Is there any geologic evidence to support the proposal?)  

   5.   Describe two ways in which glaciers store water. How can the 

retreat of alpine glaciers cause both springtime fl ooding and 

summer drought?  

   6.   How is sunlight falling on the earth’s surface a factor in wind 

circulation?  

   7.   By what two principal processes does wind erosion occur?  

   8.   Briefl y describe the process by which dunes form and migrate.  

   9.   What is loess? Must the sediment invariably be of glacial 

derivation, as much U.S. loess appears to be?  

   10.   Assess the signifi cance of loess to (a) farming and (b) construction.  

   11.   What is desertifi cation? Describe two ways in which human 

activities contribute to the process.    

 Exploring Further in Numbers and Pictures 

   1.   During the Pleistocene glaciation, a large fraction of the earth’s 

land surface may have been covered by ice. Assume that 10% 

of the 149 million square kilometers was covered by ice 

averaging 1 kilometer thick. How much would sea level have 

been depressed over the 361 million square kilometers of 

oceans? You may fi nd it interesting to examine a bathymetric 

(depth) chart of the oceans to see how much new land this 

would have exposed.  

   2.   It is estimated that since 1960, sea level has risen about 

20 millimeters due to added water from melting glaciers. Using 

ocean-area data from problem 1, estimate the volume of ice 

melted.  

   3.   After the next windstorm, observe the patterns of dust 

distribution (or, if you are in a snowy climate and season, snow 

distribution), and try to relate them to the distribution of 

obstacles that may have altered wind velocity.  

   4.   Information on the U.S. Geological Survey’s monitoring of 

the glaciers in Glacier National Park is at  www.nrmsc.usgs.

gov/research/glaciers.htm  

   Investigate the four diff erent techniques the researchers 

are using; follow the repeat-photography link and examine 

the changes shown.                                        



Since 1854, salt has been produced in south San Francisco Bay from salt ponds like these. Unfortunately, as the ponds were developed, 

coastal wetlands were lost. Now, much of the aff ected land is being restored to wetlands.

Image courtesy of Earth Science and Image Analysis Laboratory, NASA Johnson Space Center

 In a general sense, resources are all those things that ar e nec-

essary or impor tant to human lif e and civilization, that ha ve 

some value t o individuals and/or t o societ y. I mplicit in the 

term is the a vailability of a supply that can be drawn on as  

needed in the future. The requirement that resources have some 

value t o people means that what c onstitutes a r esource ma y 

change with time or social c ontext. Many of the fuels , building 

materials, metals , and other substanc es impor tant t o modern 

technological civilization (which are thus resources in a modern 

context) were of no use to the earliest cave dwellers. In chapters 

11 through 15, we will sur vey earth resources, that subset of all 

resources involved in or formed by geologic processes. 

  In the early 1970s, the Arab oil embargo precipitated sharp 

increases in the pric es of gasoline and heating oil , long lines at 

gas stations, and a lot of talk about an “energy crisis.” Ten years 

later, news reports were full of the “oil glut” and of widespr ead 

layoff s among petroleum industry employees. Now, at the star t 

of the twenty-fi rst century, some are speaking of the “new  energy 

crisis” and we have seen wildly fl uctuating oil and gasoline prices. 

What explains these varied developments? 

  There is more and more discussion nowadays of “mining” 

water, and some w arn of impending wat er shor tages. Yet over 

70% of the earth’s surface is covered by water. Why, then, is there 

concern about water resources? 

  The world hardly seems to be running out of the surface 

accumulations of r ock and mineral frag ments and other debris 

that make up soil . However, in man y plac es, soil is er oding far 

faster than new soil is being produced by natural processes, and 

the f ertility of the r emaining soil is decr easing. This ma y ha ve 

serious implications for the world’s food supply. 

  The chapters that follow describe the various processes 

by which many mineral and fuel deposits and soils f orm and 
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 Resources, People, and 
Standards of Living  

 Resource supplies have become a pressing problem, in part be-

cause of the surge in the world’s population discussed in chapter 

1. The more people on the earth, the more water consumed, the 

more fuel burned, the more minerals used, and so on. Yet popu-

lation growth alone is not the whole story. If the rate of popula-

tion growth is compared with the rate of energy consumption or 

use of many mineral resources as a function of time ( fi gure R.1 ), 

the path ways b y which wat er mo ves thr ough the en viron-

ment.  Certain resources are renewable (replaceable on a hu-

man timescale), while others are not. We will look at the rates 

at which r esources are being c onsumed, and f or those in fi-

nite supply, how long they ma y be expec ted to last. I n some 

cases, it may become necessary to look to different resources 

in the future from those that ha ve been used in the past. We 

will also consider some of the potential adverse environmen-

tal impac ts of the use of our curr ent and possible futur e 

 resources.      
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   Figure R.1
  Comparison of rates of population growth and of energy and mineral-resource consumption. (A) U.S. energy consumption has been rising 

faster than the population, except during the Great Depression and the Arab oil embargo of the early 1970s. (B) Worldwide consumption of 

copper (dashed line) and aluminum (dotted line) is also increasing faster than population (solid line), and this pattern is true for many 

industrial materials.   

Source: (A) Data from Earl Cook, “The Flow of Energy in an Industrialized Society,” Scientifi c American, September 1971, updated through 2000, and U.S. Geological 

Survey. (B) Data from World Resources Institute and U.S. Geological Survey
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    Figure R.2
  There is a variable but generally positive correlation between GDP and energy consumption: The more energy consumed, the higher the 

value of goods and services produced, and generally, the higher the level of technological development as well.   

  Source: Data from International Energy Annual 2001, U.S. Energy Information Administration, and 2002 World Population Data Sheet, Population Reference Bureau   

it is apparent that the rates of resource use are increasing even 

faster than the population! Not only ar e there more and mor e 

people, but per-capita resource consumption is rising.        

  This is mainly a r esult of elevat ed standar ds of living , 

both for people in underdeveloped, or developing, countries 

and f or those in dev eloped ones . M ost societies c ontinue t o 

develop  increasingly sophisticated t echnologies and greater 

use of machinery, and to have lifestyles that involve increasing 

quantities of manufactured goods (home furnishings, clothes, 

cars, and so on). Therefore, each person t ends to account for 

the c onsumption of mor e and mor e ener gy and mineral r e-

sources. The connection between per-capita energy consump-

tion and standar d of living can be seen in  fi gure R.2 . I n it,  

energy consumption is plotted against gross domestic prod-

uct ( GDP), a measur e of the value of all goods and ser vices 

produced. In a general way, per-capita GDP refl ects the level of 

technological development and standar d of living . Increased 

per-capita c onsumption, t hen, t ogether w ith a  f ast-growing 

world p opulation, m akes q uestions o f r esource s upply e ven 

more pressing. 
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    Figure R.3
  Diff erent categories of reserves and resources.    

  This is an ongoing concern internationally. The question of 

sustainable development is a major f ocus of the Unit ed Nations: 

How can developing nations continue to advance in technology 

and standard of living, and how can development continue else-

where, without causing serious environmental damage or exces-

sive consumption and ev entual exhaustion of fi nite resources? 

Resource limitations are an important part of discussions of sus-

tainable development, along with such issues as saf e waste dis-

posal, thr eats fr om pollution, wildlif e habitat destruc tion, and 

loss of biodiversity.    

 Projection of Resource 
Supply and Demand  

 Projecting the lengths of time that existing supplies of various 

resources are likely t o last is a c omplex task, requiring accurate 

assessment of the available supplies and an estimate of how fast 

they will be used. With regard to the fi rst part of the task, certain 

terms need to be defi ned. 

  Up to this point, the phrase earth resources has been used in-

formally to describe any useful or valuable geologic materials (min-

erals and fuels). In discussing the supply/demand question, however, 

distinctions are made between reserves and various kinds of 

 resources, as summarized in  fi gure R.3 . The reserves are that quan-

tity of a given material that has been found and that can be  recovered 

economically with existing t echnology. U sually, the t erm is used  

only for material not already consumed, as distinguished fr om cu-

mulative reserves, which include the quantit y of the mat erial al-

ready used up in addition t o the remaining (unused) reserves. The 

reserves represent the most conservative estimate of how much of 

a given metal, mineral, or fuel remains unused. Beyond that, several 

additional categories of resources can be identifi ed. 

  Those deposits that have already been found but that can-

not presently be pr ofi tably exploited are the subeconomic re-

sources (also known as conditional r esources). Some may be 

exploitable with existing t echnology but contain ore that is t oo 

low-grade or fuel that is too dispersed to produce a profi t at cur-

rent prices. Others may require further advances in t echnology 

before they can be exploit ed. Still , these deposits ha ve at least 

been located, and the quantity of material they represent can be 

estimated fairly well. 

  Then ther e ar e the undisc overed r esources. These ar e 

sometimes subdivided into hypothetical r esources, addi-

tional deposits expected to be found in areas in which some 

deposits of the material of interest have already been found, 

and the speculative resources, those deposits that might be 

found in explor ed or unexplor ed regions where deposits of  

the material are not already known to occur. Estimates of un-

discovered r esources ar e ex tremely r ough b y natur e, and it  

would obviously be unwise to count too heavily on deposits 

that ha ve not ev en been f ound y et, especially f or the near  

future. 
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  Consequently, the r eserves are the amounts of mat erials 

normally used t o make supply pr ojections. E ven those fi gures 

may be somewhat impr ecise, especially on a w orldwide basis . 

Many mining and energy companies and some nations prefer to 

reveal as little about their unexploited assets as possible. In some 

countries, fi rms are taxed, in part, on the size of their remaining 

reserves, so their public estimat es may be on the lo w side. Still, 

over past decades, scientists have combined published informa-

tion o n r eserves and  mineral pr oduction data with  basic geo -

logic knowledge to make what are believed to be reasonably 

good estimates of worldwide reserves. Estimates of U.S. reserves 

are presumably more accurate. 

  Predictions of ho w long supplies of various r esources 

will last depend v ery str ongly on pr ojections of futur e d e-

mand. The subjec t of exponential g rowth was explor ed in  

chapter 1. F or man y mineral and ener gy r esources, demand 

has been growing exponentially over decades, which in some 

cases leads t o star tlingly shor t pr ojections f or the length of  

time reserves of certain materials will last. Moreover, any such 

calculations done on a global scale nec essarily ignore signifi-

cant political r ealities arising fr om the fac t that geolog ic re-

sources ar e har dly unif ormly distribut ed ar ound t he w orld, 

and nations ar ound the w orld don ’t nec essarily shar e, ev en 

for a price. 

  Economics infl uence both sides of the pr oblem, for costs 

of materials aff ect both consumer demand for, and profi tability 

of exploitation or extraction of, particular minerals or fuels. The 

various aspects of supply/demand problems are explored more 

fully with respect to specifi c materials in the chapters that follow, 

particularly chapters 13 through 15.       ■
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Grand Coulee Dam, completed in 1942, is the largest hydropower dam in North America. Its huge reservoir, Franklin Delano Roosevelt Lake, 

also supplies vital irrigation water; round green circles are vegetation watered by center-pivot irrigation systems.

NASA image created by Jesse Allen, using Landsat data provided by the United States Geological Survey 

   Water a s a  R esource  
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 Some aspec ts of sur face-water fl o w, including the h ydro-

logic c ycle, were already c onsidered in chapt er 6. We now 

take a lar ger view of w ater on ear th, to consider water as a r e-

source. The impor tance of wat er a vailability f or domestic use , 

agriculture, and industry is apparent. What may be less obvious 

is that water, or the lack of it, may control the extent to which we 

can develop certain other r esources, such as f ossil fuels. To be-

gin, we will look at the earth’s water supply and its distribution in 

nature. This involves considering not only surface water but also 

ground water and ice. 

   Table 11.1  shows how the wat er in the h ydrosphere is 

distributed. S everal points emer ge immediat ely fr om the  

data. One is that ther e is, relatively speaking, little fr esh liq-

uid water on the earth. Most of the fresh water is locked up as 

ice, mainly in the large polar ice caps. Even the ground water 

beneath continental surfaces is not all fr esh. These facts un-

derscore the need for restraint in our use of fresh water. From 

the long-term geologic perspective, water is a renewable re-

source, but local supplies ma y be inadequat e in the shor t 

term. Given the r elative volumes of fr esh sur face water and 

of ground water, it is clear wh y one might c onsider ground 

water as a sour ce of supply. The geologic setting in which it  

occurs influences not only how much is locally available, but 

how accessible it is.      
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containing a wide range of grain sizes, fi ner materials can fi ll 

the gaps between coarser grains. Porosity can thereby be re-

duced, though permeability may remain high. Clastic sedi-

ments consisting predominantly of fl at, platelike grains, such 

as clay minerals or micas, may be porous, but because the fl at 

grains can be packed closely together parallel to the plates, 

these sediments may not be very permeable,  especially in the 

direction perpendicular to the plates. Shale is a rock com-

monly made from such sediments. The low permeability of 

clays can readily be demonstrated by pouring water onto a 

slab of artists’ clay. 

 Fluid Storage and Mobility: 
Porosity and Permeability  

 Porosity and permeability involve the ability of rocks or other 

mineral materials (sediments, soils) to contain fl uids and to 

allow fl uids to pass through them. Porosity is the proportion 

of void space in the material—holes or cracks, unfi lled by 

solid material, within or between individual mineral grains—

and is a measure of how much fl uid the material can store. 

Porosity may be expressed either as a percentage (for exam-

ple, 1.5%) or as an equivalent decimal fraction (0.015). The 

pore spaces may be occupied by gas, liquid, or a combination 

of the two.    Permeability    is a measure of how readily fl uids 

pass through the material. It is related to the extent to which 

pores or cracks are interconnected, and to their size—larger 

pores have a lower surface-to-volume ratio so there is less 

frictional drag to slow the fl uids down. Porosity and permea-

bility of geologic materials are both infl uenced by the shapes 

of mineral grains or rock fragments in the material, the range 

of grain sizes present, and the way in which the grains fi t to-

gether ( fi gure 11.1 ). 

      Igneous and metamorphic rocks consist of tightly inter-

locking crystals, and they usually have low porosity and per-

meability unless they have been broken up by fracturing or 

weathering. The same is true of many of the chemical sedi-

mentary rocks, unless cavities have been produced in them by 

slow dissolution. Clastic sediments, however, accumulate as 

layers of loosely piled particles. Even after compaction or ce-

mentation into rock, they may contain more open pore space. 

Well-rounded equidimensional grains of similar size can pro-

duce sediments of quite high porosity and permeability. (This 

can be illustrated by pouring water through a pile of marbles.) 

Many sandstones have these characteristics; consider, for ex-

ample, how rapidly water drains into beach sands. In materials 

Table 11.1 The Water in the Hydrosphere

Reservoir

Percentage 

of Total  Water*

Percentage 

of Fresh  Water†

Percentage  of

Unfrozen  Fresh Water

oceans 97.54 — —

ice  1 .81 73.9 —

ground water  0.63  25.7 98.4

lakes and streams

 s alt  0.007 — —

 fresh  0.009  0.36    1.4

atmosphere  0.001  0.04    0.2 

Source: Data from J. R. Mather, Water Resources, 1984, John Wiley & Sons, Inc., New York.

*These fi gures account for over 99.9% of the water. Some water is also held in organisms  (the biosphere).

†This assumes that all ground water is more or less fresh, since it is not all readily accessible to be tested and classifi ed.

    Figure 11.1  
 Porosity and permeability vary with grain shapes and the way 

grains fi t together. (A) Low porosity in an igneous rock. (B) A 

sandstone made of rounded grains similar in size has more pore 

space. (C) Poorly sorted sediment: fi ne grains fi ll pores between 

coarse ones. (D) Packing of plates of clay in a shale may result in 

high porosity but low permeability. In all cases, fracturing or 

weathering may increase porosity and permeability beyond that 

resulting from grain shapes and packing.    

A B

C D
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partly with water, partly with air: the    unsaturated zone   , or 

vadose zone   . The water in unsaturated soil is    soil moisture   ,

and is often an important factor in agricultural productivity. All 

of the water occupying pore space below the ground surface is, 

logically, called subsurface water, a term that thus includes 

ground water, soil moisture, and water in unsaturated rocks. 

The    water table    is the top surface of the saturated zone, where 

the saturated zone is not confi ned by overlying impermeable 

rocks. (See also the discussion of aquifer geometry in the next 

section.) These relationships are illustrated in  fi gure 11.3 . 

      The water table is not always below the ground surface. 

Where the water table locally intersects the ground surface, the 

result may be a lake, stream, spring, or wetland; the water’s sur-

face is the water table. The water table below ground is not fl at 

like a tabletop, either. It may undulate with the surface topogra-

phy and with the changing distribution of permeable and imper-

meable rocks underground. The height of the water table varies, 

too. It is highest when the ratio of input water to water removed 

is greatest, typically in the spring, when rain is heavy or snow and 

ice accumulations melt. In dry seasons, or when local human use 

of ground water is intensive, the water table drops, and the amount 

of available ground water remaining decreases. Ground water 

can fl ow laterally through permeable soil and rock, from higher 

elevations to lower, from areas of higher pressure or potential 

(see below) to lower, from areas of abundant infi ltration to drier 

ones, or from areas of little groundwater use toward areas of 

heavy use. Ground water may contribute to streamfl ow, or water 

from a stream may replenish ground water ( fi gure 11.4 ). The 

processes of infi ltration and migration or percolation by which 

ground water is replaced are collectively called    recharge   . 

Groundwater    discharge    occurs where ground water fl ows into a 

stream, escapes at the surface in a spring, or otherwise exits the 

aquifer. The term can also apply to the water moving through an 

aquifer; see the discussion of Darcy’s Law later in the chapter. 

      If ground water drawn from a well is to be used as a 

source of water supply, the porosity and permeability of the sur-

rounding rocks are critical. The porosity controls the total 

amount of water available. In most places, there are not vast 

       Figure 11.2  gives some representative values of porosity 

and permeability. These properties are relevant not only to 

 discussions of groundwater availability and use, but also to is-

sues such as stream fl ooding, petroleum resources, water pollu-

tion, and waste disposal.    

 Subsurface Waters  

 If soil on which precipitation falls is suffi ciently permeable, 

infi ltration occurs. Gravity continues to draw the water down-

ward until an impermeable rock or soil layer is reached, and the 

water begins to accumulate above it. (The impermeable mate-

rial itself may or may not contain signifi cant pore water.) Im-

mediately above the impermeable material is a volume of rock 

or soil that is water-saturated, in which water fi lls all the acces-

sible pore space, the    saturated zone   , or    phreatic zone   .    Ground 

water    is the water in the saturated zone. Usually, ground water 

is found, at most, a few kilometers into the crust. In the deep 

crust and below, pressures on rocks are so great that compres-

sion closes up any pores that water might fi ll. Above the satu-

rated zone is rock or soil in which the pore spaces are fi lled 

    Figure 11.2 
 Typical ranges of porosities (blue bars) and permeabilities (brown) 

of various geological materials.    
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    Figure 11.3 
 Nomenclature of surface and subsurface waters. Ground water is 

water in the saturated zone, below the water table.    
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 permeability, respectively, as aquicludes or  aquitards. An    aqui-

tard    is a rock that may store a considerable quantity of water, 

but in which water fl ow is slowed, or retarded; that is, its perme-

ability is low, regardless of its porosity. Shales are common 

aquitards. Historically, the term aquiclude was used to describe 

an extreme aquitard, a rock that is essentially impermeable on a 

human timescale; but virtually no rock would be impermeable 

indefi nitely, and the term aquiclude has fallen into disuse.    

 Aquifer Geometry and 
Groundwater Flow   

 Confi ned and Unconfi ned Aquifers 

 The behavior of ground water is controlled to some extent by 

the geology and geometry of the particular aquifer in which it is 

found. When the aquifer is directly overlain only by permeable 

rocks and soil, it is described as an    unconfi ned aquifer    ( fi gure 

11.5 ). An unconfi ned aquifer may be recharged by infi ltration 

over the whole area underlain by that aquifer, if no impermable 

layers above stop the downward fl ow of water from surface to 

aquifer. If a well is drilled into an unconfi ned aquifer, the water 

will rise in the well to the same height as the water table in the 

aquifer. The water must be actively pumped up to the ground 

surface. 

      A    confi ned aquifer    is bounded above and below by low-

permeability rocks (aquitards). Water in a confi ned aquifer may 

pools of open water underground to be tapped, just the water 

dispersed in the rocks’ pore spaces. This pore water amounts, in 

most cases, to a few percent of the rocks’ volume at best, al-

though some sands and gravels may occasionally have porosi-

ties of 50% or more. The permeability, in turn, governs both the 

rate at which water can be withdrawn and the rate at which re-

charge can occur. All the pore water in the world would be of no 

practical use if it were so tightly locked in the rocks that it could 

not be pumped out. A rock that holds enough water and trans-

mits it rapidly enough to be useful as a source of water is an 

   aquifer   . Many of the best aquifers are sandstones or other 

coarse clastic sedimentary rocks, but any other type of rock 

may serve if it is suffi ciently porous and  permeable—a porous 

or fractured limestone, fractured basalt, or weathered granite, 

for instance. One can describe rocks of very low and low 

Water table

A

Water table

B

    Figure 11.4 
 (A) In this natural system, the stream drains water from the region—

not only surface runoff , but ground water from adjacent saturated 

rocks and soil that slowly drains into the stream. Such slow 

groundwater infl ux explains why many streams can keep fl owing 

even when there has been no rain for weeks. The stream represents 

a site of groundwater discharge. (B) Here, water from the stream 

channel percolates downward to add to the groundwater supply.    

Well

Vadose (unsaturated) zone

Phreatic (saturated) zone

Water
table

    Figure 11.5 
 An unconfi ned aquifer. Water rises in an unpumped well just to the 

height of the water table.    
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 Darcy’s Law and Groundwater Flow 

 How readily ground water can move through rocks and soil is 

governed by permeability, but where and how rapidly it actually 

does fl ow is also infl uenced by differences in    hydraulic head    

(potential energy) from place to place. Ground water fl ows from 

areas of higher hydraulic head to lower. The height of the water 

table (in an unconfi ned aquifer) or of the potentiometric surface 

(confi ned aquifer) refl ects the hydraulic head at each point in 

the aquifer. All else being equal, the greater the difference in 

hydraulic head between two points, the faster ground water will 

fl ow between them. This is a key result of    Darcy’s Law   , which 

can be expressed this way: 

Q 5 K ? A ? 
Δh
Δl

     where Q 5 discharge; A 5 cross-sectional area; K is a param-

eter known as hydraulic conductivity that takes into account 

both the permeability of the rock or soil and the viscosity and 

density of the fl owing fl uid; and (Δh/Δl) is the hydraulic gradi-

ent, the difference in hydraulic head between two points (Δh) 

divided by the distance between them (Δl). (The hydraulic gra-

dient of ground water is analogous to a stream’s gradient.) See 

 fi gure 11.7 . 

      Note that this relationship works not only for water, but 

for other fl uids, such as oil; the value of K will change with 

changes in viscosity, but the underlying behavior is the same. 

Also, Darcy’s Law somewhat resembles the expression for 

stream discharge, with fl ow velocity represented by K 
Δh
Δl1 2    .

 Other Factors in Water Availability 

 More-complex local geologic conditions can make it diffi cult to 

determine the availability of ground water without thorough 

study. For example, locally occurring lenses or patches of 

be under considerable pressure from the adjacent rocks, or as a 

consequence of lateral differences in elevation within the aqui-

fer. The confi ning layers prevent the free fl ow of water to re-

lieve this pressure. At some places within the aquifer, the water 

level in the saturated zone may be held above or below the level 

it would assume if the aquifer were unconfi ned and the water 

allowed to spread freely ( fi gure 11.6  ). 

      If a well is drilled into a confi ned aquifer, the water can 

rise above its level in the aquifer because of this extra hydro-

static (fl uid) pressure. This is called an    artesian system   . The 

water in an artesian system may or may not rise all the way to 

the ground surface; some pumping may still be necessary to 

bring it to the surface for use. In such a system, rather than 

describing the height of the water table, geologists refer to 

the height of the    potentiometric surface   , which represents 

the height to which the water’s pressure would raise the water 

if the water were unconfi ned. This level will be somewhat 

higher than the top of the confi ned aquifer where its rocks are 

saturated, and it may be above the ground surface, as shown 

in fi gure 11.6. 

      Advertising claims notwithstanding, this is all that “arte-

sian water” means—artesian water is no different chemically 

from, and no purer, better-tasting, or more wholesome than, any 

other ground water; it is just under natural pressure. Water tow-

ers create the same effect artifi cially: After water has been 

pumped into a high tower, gravity increases the fl uid pressure in 

the water-delivery system so that water rises up in the pipes of 

individual users’ homes and businesses without the need for 

many pumping stations. The same phenomenon can be demon-

strated very simply by holding up a water-fi lled length of rubber 

tubing or hose at a steep angle. The water is confi ned by the 

hose, and the water in the low end is under pressure from the 

weight of the water above it. Poke a small hole in the top side of 

the lower end of the hose, and a stream of water will shoot up to 

the level of the water in the hose.   
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  Figure 11.6  
 Natural internal pressure in a confi ned aquifer system creates artesian conditions, in which water may rise above the apparent (confi ned) local 

water table. The aquifer here is a sandstone; the confi ning layers, shale.    
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area and consumption rate exceeds recharge rate, the stored 

water may be exhausted rather quickly. If the point of extraction 

is far down the fl ow path from the recharge zone, a larger re-

serve of stored water may be available to draw upon. Like 

stream systems, aquifer systems also have divides from which 

ground water fl ows in different directions, which determine 

how large a section of the aquifer system can be tapped at any 

point. Groundwater divides may also separate polluted from 

unpolluted waters within the same aquifer system.     

 Consequences of Groundwater 
Withdrawal   

 Lowering the Water Table 

 When ground water must be pumped from an aquifer, the rate 

at which water fl ows in from surrounding rock to replace that 

which is extracted is generally slower than the rate at which 

water is taken out. In an unconfi ned aquifer, the result is a cir-

cular lowering of the water table immediately around the well, 

which is called a    cone of depression    ( fi gure 11.9 A). A similar 

feature is produced on the surface of a liquid in a drinking 

glass when it is sipped hard through a straw. When there are 

many closely spaced wells, the cones of depression of adjacent 

wells may overlap, further lowering the water table between 

wells (fi gure 11.9B). If over a period of time, groundwater 

withdrawal rates consistently exceed recharge rates, the re-

gional water table may drop. A clue that this is happening is the 

need for wells throughout a region to be drilled deeper peri-

odically to keep the water fl owing. Cones of depression can 

likewise develop in potentiometric surfaces. When artesian 

ground water is withdrawn at a rate exceeding the recharge 

rate, the potentiometric surface can be lowered ( fi gure 11.10 ). 

      These should be warning signs, for the process of deepen-

ing wells to reach water cannot continue indefi nitely, nor can a 

potentiometric surface be lowered without limit. In many areas, 

impermeable rocks are reached at very shallow depths. In an 

individual aquifer system, the lower confi ning layer may be far 

above the bedrock depth. Therefore, there is a “bottom” to the 

groundwater supply, though without drilling, it is not always 

possible to know just where it is. Groundwater fl ow rates are 

highly variable, but in many aquifers, they are of the order of 

only meters or tens of meters per year. Recharge of signifi cant 

amounts of ground water, especially to confi ned aquifers with 

limited recharge areas, can thus require decades or centuries. 

      Where ground water is being depleted by too much with-

drawal too fast, one can speak of “mining” ground water ( fi g-

ure 11.11 ). The idea is not necessarily that the water will never 

be recharged but that the rate is so slow on the human time-

scale as to be insignifi cant. From the human point of view, we 

may indeed use up ground water in some heavy-use areas. 

Also, as we will see in the next section, human activities may 

themselves reduce natural recharge, so ground water consumed 

may not be replaced, even slowly. 

 relatively impermeable rocks within otherwise permeable ones 

may result in a perched water table ( fi gure 11.8 ). Immediately 

above the aquitard is a local saturated zone, far above the true 

regional water table. Someone drilling a well above this area 

could be deceived about the apparent depth to the water table 

and might also fi nd that the perched saturated zone contains 

very little total water. The quantity of water available would be 

especially sensitive to local precipitation levels and fl uctua-

tions. Using ground water over the longer term might well re-

quire drilling down to the regional water table, at a much greater 

cost. 

      As noted earlier, ground water fl ows (albeit often slowly). 

Both fl ow paths (directions) and locations of recharge zones 

may have to be identifi ed in assessing water availability. For 

example, if water is being consumed very close to the recharge 

    Figure 11.7  
 Darcy’s Law relates groundwater fl ow rate, and thus discharge, to 

hydraulic gradient. Height of water in wells refl ects relative 

hydraulic head.    
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    Figure 11.8 
 A perched water table may create the illusion of a shallow regional 

water table.    
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    Figure 11.9 
 The formation and eff ect of cones of depression. (A) Lowering of the water table in a cone of depression around a pumped well in an 

unconfi ned aquifer. (B) Overlapping cones of depression lead to net lowering of the water table; shallower wells may run dry.    

   Compaction and Surface Subsidence 

 Lowering of the water table may have secondary consequences. 

The aquifer rocks, no longer saturated with water, may become 

compacted from the weight of overlying rocks. This decreases 

their porosity, permanently reducing their water-holding capac-

ity, and may also decrease their permeability. At the same time, 

as the rocks below compact and settle, the ground surface itself 

may subside. Where water depletion is extreme, the surface 

subsidence may be several meters. Lowering of the water table/

potentiometric surface also may contribute to sinkhole forma-

tion, as described in a later section. 

      At high elevations or in inland areas, this subsidence 

causes only structural problems as building foundations are dis-

rupted. In low-elevation coastal regions, the subsidence may 

lead to extensive fl ooding, as well as to increased rates of coastal 

erosion. The city of Venice, Italy, is in one such slowly drowning 

coastal area. Many of its historical, architectural, and artistic 

treasures are threatened by the combined effects of the gradual 

rise in worldwide sea levels, the tectonic sinking of the Adriatic 

coast, and surface subsidence from extensive groundwater with-

drawal. Drastic and expensive engineering efforts will be needed 

to save them. The groundwater withdrawal began about 1950. 

Since 1969, no new wells have been drilled, groundwater use 

has declined, and subsidence from this cause has apparently 

stopped, but the city remains awash. Closer to home, the  Houston/

Galveston Bay area has suffered subsidence of up to several 

meters from a combination of groundwater withdrawal and, lo-

cally, petroleum extraction. Some 80 sq. km (over 30 sq. mi.) are 

permanently fl ooded, and important coastal wetlands have been 

lost. In the San Joaquin Valley in California, half a century of 

groundwater extraction, much of it for irrigation, produced as 

much as 9 meters of surface subsidence ( fi gure 11.12 ). 

      In such areas, simple solutions, such as pumping water back 

underground, are unlikely to work. The rocks may have been per-

manently compacted: This is the case in Venice, where subsidence 

may have been halted but rebound is not expected because clayey 

rocks in the aquifer system are irreversibly compacted, and com-

paction has occurred in the San Joaquin Valley, too. Also, what 

water is to be employed? If groundwater use is heavy, it may well 



246 Section Four Resour ces

    Figure 11.10 
 Potentiometric surface of the principal aquifer system in northern Illinois. Contours are in feet above sea level. The shaded area denotes 

where the potentiometric surface is below sea level. The city of Chicago is located in Cook County.   

Adapted from Water Level Decline and Pumpage in Deep Wells in Northern Illinois, by R. T. Sasman et al. in Illinois State Water Survey Circular 

113, 1973, Reprinted with permission. 
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  Figure 11.11    
(A) Groundwater “mining” is clearly demonstrated by steep declines in water levels in wells of the dry southwestern U.S. (B) Ground water 

in Libya was discovered by accident in the course of oil exploration. In this satellite image taken near the city of Suluq, red represents 

green vegetation. Modern recharge here is nonexistent; the “fossil water” being used here for irrigation was recharged as much as 40,000 

years ago.

(A) From USGS Fact Sheet 103-03. (B) Image by Jesse Allen, courtesy NASA.
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    Figure 11.12 
 Subsidence of as much as 9 meters (almost 30 feet) occurred 

between 1925 and 1977 in the San Joaquin Valley, California, as a 

consequence of groundwater withdrawal. Signs indicate former 

ground surface elevation. Photograph was taken in December 1976.   

  Photograph courtesy Richard O. Ireland, U.S. Geological Survey   

be because there simply is no great supply of fresh surface water. 

Pumping in salt water, in a coastal area, will in time make the rest 

of the water in the aquifer salty, too. And, presumably, a supply of 

fresh water is still needed for local use, so groundwater with-

drawal often cannot be easily or conveniently curtailed.   

 Saltwater Intrusion 

 A further problem arising from groundwater use in coastal re-

gions, aside from the possibility of surface subsidence, is    salt-

water intrusion    ( fi gure 11.13 ). When rain falls into the ocean, 

the fresh water promptly mixes with the salt water. However, 

fresh water falling on land does not mix so readily with saline 

ground water at depth because water in the pore spaces in rock 

or soil is not vigorously churned by currents or wave action. 

Fresh water is also less dense than salt water. So the fresh water 

accumulates in a lens, which fl oats above the denser salt water. 

If water use approximately equals the rate of recharge, the 

freshwater lens stays about the same thickness. 

      However, if consumption of fresh ground water is more 

rapid, the freshwater lens thins, and the denser saline ground 

water, laden with dissolved sodium chloride, moves up to fi ll in 

pores emptied by removal of fresh water. Upconing of salt wa-

ter below cones of depression in the freshwater lens may also 

occur. Wells that had been tapping the freshwater lens may be-

gin pumping unwanted salt water instead, as the limited fresh-

water supply gradually decreases. Moreover, once a section of 

an aquifer becomes tainted with salt, it cannot readily be “made 

fresh” again. Saltwater intrusion destroyed useful aquifers be-

neath Brooklyn, New York, in the 1930s and is a signifi cant 

problem in many coastal areas nationwide: the southeastern and 

Gulf coastal states (including the vicinity of Cape  Canaveral, 

Florida), some densely populated parts of California, and Cape 

Cod in M assachusetts.     
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  Figure 11.13  
 Saltwater intrusion in a coastal zone. If groundwater withdrawal exceeds recharge, the lens of fresh water thins, and salt water fl ows into 

more of the aquifer system from below. “Upconing” of saline water also occurs below a cone of depression. Similar eff ects may occur in an 

inland setting where water is drawn from a fresh groundwater zone underlain by more saline waters.    
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pond in that it is designed to catch some of the surface runoff 

during high-runoff events (heavy rain or snowmelt). Trapping 

the water allows more time for infi ltration and thus more re-

charge in an area from which the fresh water might otherwise 

be quickly lost to streams and carried away. 

      Recharge basins are a partial solution to the problem of 

areas where groundwater use exceeds natural recharge rate, but, 

of course, they are effective only where there is surface runoff 

to catch, and they rely on precipitation, an intermittent water 

source. Increasingly, artifi cial recharge involves diverting 

streams, as shown in fi gure 11.15B .    

 Karst and Sinkholes  

 Broad areas of the contiguous United States are underlain by 

carbonate rocks (limestone and dolomite) or beds of rock salt or 

gypsum, chemical sediments deposited in shallow seas ( fi gure 

11.16 ). One characteristic that these rock types have in com-

mon is that they are extremely soluble in water. Dissolution of 

these rocks by subsurface water, and occasional collapse or 

subsidence of the ground surface into the resultant cavities, cre-

ates a distinctive terrain known as    karst    (  fi gure 11.17 ). 

      Underground, the solution process forms extensive chan-

nels, voids, and even large caverns ( fi gure 11.18 ). This creates 

large volumes of space for water storage and, where the voids are 

well interconnected, makes rapid groundwater movement possi-

ble. Karst aquifers, then, can be sources of plentiful water; in fact, 

40% of the ground water used in the United States for drinking 

water comes from karst aquifers. However, the news in this re-

gard is not all good. First, the irregular distribution of large voids 

and channels makes it more diffi cult to estimate available water 

 Impacts of Urbanization on 
Groundwater Recharge  

 Obviously, an increasing concentration of people means an in-

creased demand for water. We saw in chapter 6 that urbaniza-

tion may involve extensive modifi cation of surface-water runoff 

patterns and stream channels. Insofar as it modifi es surface run-

off and the ratio of runoff to infi ltration, urbanization also infl u-

ences groundwater hydrology. 

      Impermeable cover—buildings, asphalt and concrete 

roads, sidewalks, parking lots, airport runways—over one part 

of a broad area underlain by an unconfi ned aquifer has rela-

tively little impact on that aquifer’s recharge. Infi ltration will 

continue over most of the region. In the case of a confi ned aqui-

fer, however, the available recharge area may be very limited, 

since the overlying confi ning layer prevents direct downward 

infi ltration in most places ( fi gure 11.14 ). If impermeable cover 

is built over the recharge area of a confi ned aquifer, then, re-

charge can be considerably reduced, thus aggravating the 

 water-supply s ituation. 

      Filling in wetlands is a common way to provide more 

land for construction. This practice, too, can interfere with re-

charge, especially if surface runoff is rapid elsewhere in the 

area. A marsh or swamp in a recharge area, holding water for 

long periods, can be a major source of infi ltration and recharge. 

Filling it in so water no longer accumulates there, and worse 

yet, topping the fi ll with impermeable cover, again may greatly 

reduce local groundwater recharge. 

      In steeply sloping areas or those with low-permeability 

soils, well-planned construction that includes artifi cial recharge 

basins can aid in increasing groundwater recharge ( fi gure 

11.15 A). The basin acts similarly to a fl ood-control retention 

  Figure 11.14  
 Recharge to a confi ned aquifer. (A) The recharge area of this confi ned aquifer is limited to the area where permeable rocks intersect the 

surface. (B) Recharge to the confi ned aquifer may be reduced by placement of impermable cover over the limited recharge area. (Vertical 

scale exaggerated.)    
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    Figure 11.15  
 (A) Artifi cial recharge basins can aid recharge by slowing surface runoff . (B) USGS artifi cial-recharge demonstration project near Wichita, 

Kansas, is designed to stockpile water to meet future needs.   

  (B) after U.S. Geological Survey   

Recharge basin
retards surface
runoff.

Increased infiltration
under recharge basin

Water table

A

B

Recharge basin

Recharge well

Recharge basin
Recharge
trench

Treatment

Diversion

Diversion

Lateral flow Seepage Flow captured
by pumping well

Confining clay layer

Bedrock

Equus Beds aquifer–receiving ground water

Flow
into
deeper
aquifer

W
ater table

Source water

L
ittle

Arkansas River

Evaporite rocks  — salt and gypsum

Karst from evaporite rock

Karst from carbonate rock

  Figure 11.16  
 Highly soluble rocks underlie more than half of the contiguous United States.   

  From USGS Fact Sheet 165-00   
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Adriatic Sea

Karst surface

N

    Figure 11.17    
Uplift of the carbonate rocks that now make up Croatia’s Biokovo mountain range has exposed them to solution and erosion, producing the 

strikingly pitted karst surface shown here.

Photo courtesy of Earth Sciences and Image Analysis Laboratory, NASA Johnson Space Center.
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    Figure 11.18  
 Dissolution of soluble rocks underground creates large voids below the surface and, often, leads to surface subsidence above.    
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bridges, roads, and railways have occasionally caused accidents 

and even deaths. 

      Sinkholes are rarely isolated phenomena. As noted, lime-

stone, gypsum, and salt beds deposited in shallow seas can ex-

tend over broad areas. Therefore, where there is one sinkhole in 

a region underlain by such soluble rocks, there are likely to be 

others. An abundance of sinkholes in an area is a strong hint that 

more can be expected. Often, the regional topography will give 

a clue (fi gure 11.19B). Clearly, in such an area, the subsurface 

situation should be investigated before buying or building a 

home or business. Circular patterns of cracks on the ground or 

conical depressions in the ground surface may be early signs of 

trouble de veloping be low.    

 Water Quality  

 As noted earlier, most of the water in the hydrosphere is in the 

very salty oceans, and almost all of the remainder is tied up in 

ice. That leaves relatively little surface or subsurface water for 

potential freshwater sources. Moreover, much of the water on 

and in the continents is not strictly fresh. Even rainwater, long 

the standard for “pure” water, contains dissolved chemicals of 

various kinds, especially in industrialized areas with substantial 

air pollution. Once precipitation reaches the ground, it reacts 

with soil, rock, and organic debris, dissolving still more 

volume or to determine groundwater fl ow rates and paths. Sec-

ond, because the water fl ow is typically much more rapid than in 

non-karst aquifers, recharge and discharge occur on shorter time-

scales, and water supply may be less predictable. Contaminants 

can spread rapidly to pollute the water in karst aquifer systems, 

and the natural fi ltering that occurs in many non-karst aquifers 

with fi ner pores and passages may not occur in karst systems. 

      Over long periods of time, underground water dissolving 

large volumes of soluble rocks, slowly enlarging underground 

caverns, can also erode support for the land above. There may 

be no obvious evidence at the surface of what is taking place 

until the ground collapses abruptly into the void, producing a 

   sinkhole    ( fi gure 11.19 A). 

      The collapse of a sinkhole may be triggered by a drop in 

the water table as a result of drought or water use that leaves 

rocks and soil that were previously buoyed up by water pressure 

unsupported. Failure may also be caused by the rapid input of 

large quantities of water from heavy rains that wash overlying 

soil down into the cavern, as happened in late 2004 when hur-

ricanes drenched Florida, or by an increase in subsurface water 

fl ow rates. 

      Sinkholes come in many sizes. The larger ones are quite 

capable of swallowing many houses at a time: They may be 

over 50 meters deep and cover several tens of acres. If one oc-

curs in a developed area, a single sinkhole can cause millions of 

dollars in property damage. Sudden sinkhole collapses beneath 

    Figure 11.19 
 (A) Sinkhole at Winter Park, Florida. Collapse on May 8–9, 1981 was caused in part by drought. The sinkhole was over 100 meters across and 

30 meters deep; estimated damage, over $2 million. Note car at top for scale. (B) Satellite image of karst topography in eastern Florida, 

showing many round lakes formed in sinkholes. (As in fi gure 11.11B, red is false color, and corresponds to green vegetation.)   

  (A) Photograph courtesy USGS Water Resources Division     (B) Image courtesy NASA   

A B
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 chemicals naturally, aside from any pollution generated by hu-

man activities. Water quality thus must be a consideration when 

evaluating water supplies. 

      Pollution of both surface water and ground water, and 

some additional measures of water quality used particularly in 

describing pollution, will be discussed in chapter 17. Here, we 

focus on aspects of natural water quality.  

 Measures of Water Quality 

 Water quality may be described in a variety of ways. A common 

approach is to express the amount of a dissolved chemical sub-

stance present as a concentration in parts per million (ppm) or, 

for very dilute substances, parts per billion (ppb). These units are 

analogous to weight percentages (which are really “parts per 

hundred”) but are used for lower (more dilute) concentrations. 

For example, if water contains 1 weight percent salt, it contains 

one gram of salt per hundred grams of water, or one ton of salt 

per hundred tons of water, or whatever unit one wants to use. 

Likewise, if the water contains only 1 ppm salt, it contains one 

    Case Study 11 

  What’s  in the Water? 

 David, fraternity president, was scanning the house’s mail. The item 

from the water department he assumed was going to tell them that 

water rates were going up—but that wasn’t it. Startled, he began to 

read aloud to the brothers lounging around the house living room. 

  “Water Update. The City Public Water Supply wishes to advise 

its customers that the maximum allowable concentration for radium 

in drinking water has been exceeded during the past year. The 

maximum allowable concentration for radium, as determined by the 

state Pollution Control Board, is 5 picocuries per liter of water. Samples 

taken over the past year indicate the average level to be 7.2 picocuries 

per liter. A portion of the radium, which is ingested, remains in the 

bone. The radiation given off  by the radium, because of its high 

energy, causes damage to surrounding tissue. A dose of 5 picocuries 

per liter may result in the development of bone cancer in a very small 

portion of the population. At the levels detected, the short-term risk is 

minimal and no special precautions need to be taken by the consumer 

at this time—” 

  Before he could read any further, David was interrupted by a 

stream of questions. “Radium? In our water?” “Bone cancer? And we’re 

not supposed to worry?” “What’s a picocurie??” 

  Chemistry major Marcus walked in on the tail end of the discussion. 

  “Marcus! Just the man we need. Does this make sense to you?” 

  By the time Marcus had fi nished explaining, the brothers were 

reassured. It was only after he’d turned in for the night that Adam, who 

hadn’t been worried because he preferred bottled water anyhow, 

suddenly started to wonder, “Yes, but I shower in that city water every 

day! Should I give that up, too?” 

  Marcus had started out with some of the basic terms. A curie is a 

unit of radioactivity (named after Marie Curie, who fi rst isolated radium 

from uranium ore). Pico- is a Greek prefi x, like “milli-” or “micro-,” but for 

even smaller fractions; a picocurie equals one millionth of one millionth 

of a curie (or in scientifi c notation, 10212 curies). Translated to 

radioactive decay rate, 5 picocuries per liter means that the amount of 

radium in the water is enough that about 10 atoms of radium decay 

every minute per liter (about a quart) of water. 

  Pulling out an introductory chemistry book, Marcus had then 

explained the bone connection. In the periodic table (described in 

chapter 2), elements are arranged in a way that refl ects similarities of 

chemical behavior, which vary in a regular way with atomic number. In 

particular, elements in the same column tend to behave similarly, 

because they have similar electronic structures. The elements in the 

second column ( fi gure 1 ), known collectively as the alkaline-earth 

elements, have two electrons in the outermost shell of the neutral 

atom. Thus, they all tend to form cations of 12 charge by losing those 

two electrons, and they tend to substitute for each other in minerals 

and other chemical compounds. In this column, with calcium (Ca), are 

strontium (Sr) and radium (Ra). Bones and teeth are built of calcium-rich 

compounds. In the mid-1900s, fallout from atmospheric nuclear-

weapons tests included radioactive isotopes of Sr; grazing cows 

concentrated some of that Sr, along with Ca, in their milk, which then 

could contribute Sr to the bones and teeth of children drinking lots of 

milk. Radium in drinking water may likewise be concentrated in the 

body in bones and teeth, where there is some potential for damage 

from radiation as the radium decays. As Marcus pointed out, though, 

gram of salt per million grams of water (about 250 gallons), and 

so on. For comparison, the most abundant dissolved constituents 

in seawater can be measured in parts per thousand (magnesium, 

sulfate) or even percent (sodium, chloride). 

      Another way to express overall water quality is in terms 

of total dissolved solids (TDS), the sum of the concentrations of 

all dissolved solid chemicals in the water. How low a level of 

TDS is required or acceptable varies with the application. Stan-

dards might specify a maximum of 500 or 1000 ppm TDS for 

drinking water; 2000 ppm TDS might be acceptable for water-

ing livestock; industrial applications where water chemistry is 

important (in pharmaceuticals or textiles, for instance) might 

need water even purer than normal drinking water. 

      Yet describing water in terms of total content of dissolved 

solids does not present the whole picture: At least as important 

as the quantities of impurities present is what those impurities 

are. If the main dissolved component is calcite (calcium carbon-

ate) from a limestone aquifer, the water may taste fi ne and be 

perfectly wholesome with well over 1000 ppm TDS in it. If iron 

or sulfur is the dissolved substance, even a few parts per million 
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not only are we all surrounded by radiation—cosmic rays from space, 

natural radioactivity in rocks and soils around us—we, and all our foods 

and the air we breathe, are also radioactive, for all contain carbon-14 

(and humans contain a number of other radioactive isotopes, as well). 

So it’s hardly that we live in a radiation-free world in the fi rst place. 

  Marcus had gone on to point out that the fact that radium 

behaves like calcium can help in addressing this particular issue, too. 

Water softeners remove from water not only much of the calcium and 

magnesium (which is also in the second column of the periodic table), but 

of radium as well. Therefore, the tap water actually drunk in the house, 

which was softened, would contain far less radium than the city’s fi gures. 

  And the next day, Marcus was also able to reassure Adam that 

yes, he defi nitely ought to keep taking showers. The body absorbs 

nutrients through the digestive system, not the skin. Just as taking a 

milk bath wouldn’t do a thing for adding calcium to his bones, so the 

water in the shower streaming over him wouldn’t put radium in his 

bones, even if the water hadn’t been softened. 

  These characters are fi ctitious, but the situation—including the 

offi  cial notice—was quite real. For some years, the city in question had 

been obtaining approval to exceed the EPA’s radium limit for drinking 

water. Such limits are, after all, not absolute boundaries between safe 

and unsafe concentrations; the excess was small, and the costs to 

address it substantial. Ultimately, public pressure brought an end to 

the variances. The city addressed the issue in two ways: by tapping 

some diff erent layers of the aquifer system, with lower radium 

concentrations in the water, and by putting its water through, 

essentially, a very large water softener prior to distribution.  
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  Figure 1 
 Expanded view of left side of the periodic table.    

may be enough to make the water taste bad, though it may not 

be actually unhealthful. Many synthetic chemicals that have 

leaked into water through improper waste disposal are toxic 

even at concentrations of 1 ppb or less. 

      Other parameters also may be relevant in describing wa-

ter quality. One is pH, which is a measure of the acidity or alka-

linity of the water. The pH of water is inversely related to 

acidity: the lower the pH, the more acid the water. (Water that is 

neither acid nor alkaline has a pH of 7.) For health reasons, 

concentrations of certain bacteria may also be monitored in 

drinking-water supplies. 

      A water-quality concern that has only recently drawn 

close attention is the presence of naturally occurring radioac-

tive elements that may present a radiation hazard to the water 

consumer. Uranium, which can be found in most rocks, includ-

ing those serving commonly as aquifers, decays through a se-

ries of steps. Several of the intermediate decay products pose 

special hazards. One—radium—behaves chemically much like 

calcium and therefore tends to be concentrated in the body 

in bones and teeth; see Case Study 11. Another—radon—is a 

chemically inert gas but is radioactive itself and decays to other 

radioactive elements in turn. Radon leaking into indoor air 

from water supplies contributes to indoor air pollution (see 

chapter 18). High concentrations of radium and/or radon in 

ground water may result from decay of uranium in the aquifer 

itself or, in the case of radon, from seepage out of adjacent 

uranium-rich aquitards, especially shales. Other elements 

emerging as water-quality concerns—arsenic and mercury—

are discussed in chapter 17.   

 Hard Water 

 Aside from the issue of health, water quality may be of concern 

because of the particular ways certain dissolved substances al-

ter water properties. In areas where water supplies have passed 

through soluble carbonate rocks, like limestone, the water may 

be described as “hard.”    Hard water    simply contains substantial 

amounts of dissolved calcium and magnesium. When calcium 

and magnesium concentrations reach or exceed the range of 80 

to 100 ppm, the hardness may become objectionable. 
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Table 11.2 Concentrations of Some Dissolved Constituents in Rain, River Water, and Seawater

C O N C E N T R A T I O N  ( P P M )

R A I N W A T E R  R I V E R  W A T E R

Constituent

1-year avg., 

Mid-Atlantic 

States

Single storm, 

California

1-year avg., 

Inland U.S.

Amazon

 River

Mississippi 

River

World 

avg. (est.)

Average 

Seawater

silica (SiO2) — 0.3 — 7.0 6.7 13 6.4

calcium (Ca) 0.65 0.8 1.41 4.3 42 15 400

sodium (Na) 0.56 9.4 0.42 1.8 25 6.3 10,500

potassium (K) 0.11 0.0 — — 2.9 2.3 380

magnesium (Mg) 0.14 1.2 — 1.1 12 4.1 1350

chloride (Cl) 0.57 17 0.22 1.9 30 7.8 19,000

fl uoride (F) — — — 0.2 0.2 — 1.3

sulfate (SO4) 2.18 7.6 2.14 3.0 56 11 2700

bicarbonate (HCO3) — 4 — 19 132 58 142

nitrate (NO3) 0.62 0 — 0.1 2.4 1 0.5

Source: J. D. Hem, Study and Interpretation of the Chemical Characteristics of Natural Water, U.S. Geological Survey Water-Supply Paper 1473, 1970, pp. 11, 12, and 50. 

Ground water composition is so variable that representative analyses cannot be determined.

      Perhaps the most irritating routine problem with hard wa-

ter is the way it reacts with soap, preventing the soap from lath-

ering properly, causing bathtubs to develop rings and laundered 

clothes to retain a gray soap scum. Hard water or water other-

wise high in dissolved minerals may also leave mineral deposits 

in plumbing and in appliances, such as coffeepots and steam 

irons. Primarily for these reasons, many people in hard-water ar-

eas use water softeners, which remove calcium, magnesium, and 

certain other ions from water in exchange for added sodium 

ions. The sodium ions are replenished from the salt (sodium 

chloride) supply in the water softener. (While softened water 

containing sodium ions in moderate concentration is unobjec-

tionable in taste or household use, it may be of concern to those 

on diets involving restricted sodium intake.) The “active ingredi-

ent” in water softeners is a group of hydrous silicate minerals 

known as zeolites. The zeolites have an unusual capacity for ion 

exchange, a process in which ions loosely bound in the crystal 

structure can be exchanged for other ions in solution. 

      Overall, groundwater quality is highly variable. It may be 

nearly as pure as rainwater or saltier than the oceans. Some 

representative analyses of different waters in the hydrosphere 

are shown in  table 11.2  for reference.   

     Water Use, Water Supply   

 General U.S. Water Use 

 Inspection of the U.S. water budget overall would suggest that 

ample water is available for use ( fi gure 11.20 ). Some 4200 billion 

gallons of precipitation fall on this country each day; subtracting 

2750 billion gallons per day lost to evapotranspiration still leaves 

a net of 1450 billion gallons per day for streamfl ow and ground-

water recharge. Water-supply problems arise, in part, because the 

areas of greatest water availability do not always coincide with the 

areas of concentrated population or greatest demand, and also 

because a portion of the added fresh water quickly becomes pol-

luted by mixing with impure or contaminated water. 

      People in the United States use a large amount of water. 

Biologically, humans require about a gallon of water a day per 

person, or, in the United States, about 300 million gallons per 

day for the country. Yet, Americans divert, or “withdraw,” about 

400 billion gallons of water each day—about 1350 gallons per 

person—for cooking, washing, and other household uses, for 

industrial processes and power generation, and for livestock 

and irrigation, a wide range of “offstream” water uses. Another 

several trillion gallons of water are used each day to power hy-

droelectric plants (“instream” use). Of the total water with-

drawn, more than 100 billion gallons per day are consumed, 

meaning that the water is not returned as wastewater. Most of 

the consumed water is lost to evaporation; some is lost in trans-

port (for example, through piping systems). 

      It might seem easier to use surface waters rather than 

subsurface waters for water supplies. Why, then, worry about 

using ground water at all? One basic reason is that, in many dry 

areas, there is little or no surface water available, while there 

may be a substantial supply of water deep underground. Tap-

ping the latter supply allows us to live and farm in otherwise 

uninhabitable areas. 

      Then, too, streamfl ow varies seasonally. During dry sea-

sons, the water supply may be inadequate. Dams and reservoirs 

allow a reserve of water to be accumulated during wet seasons 

for use in dry times, but we have already seen some of the nega-

tive consequences of reservoir construction (chapter 6). Further-
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    Figure 11.20  
 In terms of gross water fl ow, U.S. water budget seems ample. Figures are in billions of gallons per day.   

  Source: Data from The Nation’s Water Resources 1975–2000, U.S. Water Resources Council    
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  Figure 11.21
As dam/reservoir complexes have proliferated worldwide, 

evaporation from these reservoirs has outstripped consumption for 

industrial and domestic uses, despite population growth driving 

increased consumption. (1km3 is close to 300 billion gallons)  

Graphic by Philippe Rekacewicz, UNEP/GRID-Arendal Maps and 

Graphics Library, 2009. http://maps.grida.no/go/graphic/more-water-

evaporates-from-reservoirs-than- is-consumed-by-humans

more, if a region is so dry at some times that dams and reservoirs 

are necessary, then the rate of water evaporation from the broad, 

still surface of the reservoir may itself represent a considerable 

water loss and aggravate the water-supply problem. Globally, in 

fact, evaporation from reservoirs already exceeds domestic and 

industrial water consumption combined ( fi gure 11.21 )! 

      Precipitation (the prime source of abundant surface run-

off) varies widely geographically ( fi gure 11.22 ), as does popu-

lation density. In many areas, the concentration of people far 

exceeds what can be supported by available local surface wa-

ters, even during the wettest season. 

      Also, streams and large lakes have historically been used as 

disposal sites for untreated wastewater and sewage, which makes 

the surface waters decidedly less appealing as drinking waters. A 

lake, in particular, may remain polluted for decades after the input 

of pollutants has stopped if there is no place for those pollutants to 

go or if there is a limited input of fresh water to fl ush them out. 

Ground water from the saturated zone, on the other hand, has 

passed through the rock of an aquifer and has been naturally fi l-

tered to remove some impurities—soil or sediment particles and 

even the larger bacteria—although it can still contain many dis-

solved chemicals (and in fact, once polluted, can remain so for 

some time, a problem explored further in chapter 17). 

      Finally, ground water is by far the largest reservoir of unfro-

zen fresh water. For a variety of reasons, then, underground waters 

may be preferred as a supplementary or even sole water source.   
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  Figure 11.22 
 Average annual precipitation in the contiguous United States. (One inch equals 2.5 cm.)   

  Source: U.S. Water Resources Council   
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    Figure 11.23  
 U.S. variations in water withdrawals by state. Compare regional patterns with fi gure 11.22.   

  Source: U.S. Geological Survey Water Resources Division, 1995 Estimated Water Use   
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 Regional Variations in Water Use 

 Water withdrawal varies greatly by region ( fi gure 11.23 ), as 

does water consumption. These two quantities are not  necessarily 

directly related, for the fraction of water withdrawn that is actu-

ally consumed depends, in part, on the principal purposes for 

which it is withdrawn. This, in turn, infl uences the extent to 

which local water use may deplete groundwater supplies. Of the 

fresh water withdrawn, only about 25% is ground water; but 

many of the areas of heaviest groundwater use rely on that wa-

ter for irrigation, which consumes a large fraction of the water 

withdrawn. 

      Aside from hydropower generation, several principal cat-

egories of water use can be identifi ed: municipal (public) sup-

plies (home use and some industrial use in urban and suburban 

areas), rural use (supplying domestic needs for rural homes and 

watering livestock), irrigation (a form of rural use, too, but wor-

thy of special consideration for reasons to be noted shortly), 

self-supplied industrial use (use other than for electricity gen-

eration, by industries for which water supplies are separate from 

municipal sources), and thermoelectric power generation (using 

fuel—coal, nuclear power, etc.—to generate heat). The quanti-

ties withdrawn for and consumed by each of these categories of 

users are summarized in fi gure  fi gure 11.24 . The sources and 

disposition of water for the four major water uses are shown in 

 table 11.3 .  

       A point that quickly becomes apparent from table 11.3 is 

that while power generation may be the major water user, agri-

culture is the big water consumer. Power generators and indus-

trial users account for more than half the water withdrawn, but 

nearly all their wastewater is returned as liquid water at or near 

the point in the hydrologic cycle from which it was taken. Most 

of these users are diverting surface waters and dumping waste-

waters (suitably treated, one hopes!) back into the same lake or 

stream. Together, industrial users and power generation con-

sume only about 10 billion gallons per day, or 10% of the total. 

      A much higher fraction of irrigation water is consumed: 

lost to evaporation, lost through transpiration from plants, or 

lost because of leakage from ditches and pipes. Moreover, close 

to 40% of the water used for irrigation is ground water. Most of 

the water lost to evaporation drifts out of the area to come down 

as rain or snow somewhere far removed from the irrigation site. 

It then does not contribute to the recharge of aquifers or to run-

off to the streams from which the water was drawn. 
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    Figure 11.24  
 Water withdrawal by sector, 1950–2000.   

  Source: U.S. Geological Survey National Circular 1081 and 1995 Estimated Water Use   
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      The regional implications of all this can be examined 

through fi gures 11.23 and  11.25 . The former indicates the relative 

volumes of water withdrawn, by state. The latter fi gure shows 

that many states with high overall water withdrawal use their 

water extensively for irrigation. Where irrigation use of water is 

heavy, water tables have dropped by tens or hundreds of meters 

(recall fi gure 11.11A) and streams have been drained nearly dry, 

while we have become increasingly dependent on the crops. 

      Nor is water supply an issue only in the western United 

States, by any means. It is an international political matter as 
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  Figure 11.25  
 Water use for irrigation, by state.   

  Source: U.S. Geological Survey Water Resources Division   

Table 11.3 Source and Disposition of Water by Use, 1990

Thermoelectric 

Power Generation Irrigation Industrial Domestic

Withdrawal, millions of 

gallons per day

195,000 137,000 27,800 25,300

Source

 Surface water 100% 63% 67% 1%

 Ground water 37% 14% 13%

 Public supply 19% 86%

Disposition

 C onsumption 2% 56% 15% 23%

 Conveyance loss 20%

 Return fl ow 98% 24% 85% 77%

Data from U.S. Geological Survey.
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Table 11.4 International Water Disputes

River Countries in Dispute Issues

Nile Egypt, Ethiopia, Sudan Siltation, fl ooding, water fl ow/diversion

Euphrates, Tigris Iraq, Syria, Turkey Reduced water fl ow, salinization

Jordan, Yarmuk, Litani, West Bank aquifer Israel, Jordan, Syria, Lebanon Water fl ow/diversion

Indus, Sutlei India, Pakistan Irrigation

Ganges-Brahmaputra Bangladesh, India Siltation, fl ooding, water fl ow

Salween Myanmar, China Siltation, fl ooding

Mekong Cambodia, Laos, Thailand, Vietnam Water fl ow, fl ooding

Paraná Argentina, Brazil Dam, land inundation

Lauca Bolivia, Chile Dam, salinization

Rio Grande, Colorado Mexico, United States Salinization, water fl ow, agrochemical pollution

Rhine France, Netherlands, Switzerland, Germany Industrial pollution

Maas, Schelde Belgium, Netherlands Salinization, industrial pollution

Elbe Czechoslovakia, Germany Industrial pollution

Szamos Hungary, Romania Industrial pollution

Note that in most cases, central issues to the disputes involve adequacy and/or quality of water supply.

Source: Michael Renner, National Security: The Economic and Environmental Dimensions, Worldwatch Paper 89, p. 32. Copyright © 1989 Worldwatch Institute, Washington, D.C. www.worldwatch.org. Reprinted by permission.

well ( Table 11.4 ). In most of the cases cited, the central issues 

relate either to water availability or to the quality of the avail-

able water. One country’s water-use preferences and practices 

can severely disadvantage another, especially if they share a 

common water source ( fi gure 1 1.26 ).         

 Case Studies in Water 
Consumption  

 There is no lack of examples of water-supply problems; they 

may involve lakes, streams, or ground water. Problems of 

 surface-water supply may be either aggravated or alleviated (de-

pending on location) as precipitation patterns shift in refl ection 

of normal climate cycles and/or global change induced by hu-

man activities. Where ground water is at issue, however, it is 

often true that relief through recharge is not in sight, as modern 

recharge may be insignifi cant. Many areas are drawing on 

“ fossil” groundwater recharged long ago—for example, the 

 upper Midwest uses ground water recharged over 10,000 years 

ago as continental ice sheets melted; recall also fi gure 11.11B. 

Water availability and population distribution and growth to-

gether paint a sobering picture of coming decades in many parts 

of the world ( fi gure 11.27 ). 

  The Colorado River Basin 

 The Colorado River’s drainage basin drains portions of seven 

western states ( fi gure 11.28 ). Many of these states have ex-

tremely dry climates, and it was recognized decades ago that 

some agreement would have to be reached about which region 
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    Figure 11.26  
 “Internal” and “external” contributions to renewable water resources in 

selected European countries. While some (e.g., Switzerland) control 

most of their own water resources, others (e.g., Hungary) do not.   

  Source: The Dobris Report, U.N. Environment Programme, fi gure 5.4   
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    Figure 11.27  
 World Resources Institute projections suggest inadequate water for many by 2025. Outlined river basins have populations over 10 million. An 

adequate supply of water is considered to be at least 1700 cubic meters per person per year. Where renewable supplies are less than this, the 

population may be draining nonrenewable supplies—or suff ering without.   

  Source: Earth Trends 2001, World Resources Institute   
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  Figure 11.28  
 The Colorado River Basin.   

  Source: U.S. Geological Survey Water Supply Circular 1001   

Mexico, Utah, and Wyoming) and the Lower Basin (Arizona, 

California, and Nevada). (One acre-foot is the amount of water 

required to cover an area of 1 acre to a depth of 1 foot; it is more 

than 300,000 gallons.) No provision was made for Mexico, into 

which the river ultimately fl ows. 

      Rapid development occurred throughout the region. Huge 

dams impounded enormous reservoirs of water for irrigation or 

for transport out of the basin. In 1944, Mexico was awarded by 

treaty some 1.5 million acre-feet of water per year, but with no 

stipulation concerning water quality. Mexico’s share was to 

come from the surplus above the allocations within the United 

States or, if that was inadequate, equally from the Upper and 

Lower Basins. 

      Heavy water use has led to a reduction in both water fl ow 

and water quality in the Colorado River. The reduced fl ow 

 results not only from diversion of the water for use but also 

from large evaporation losses from the numerous reservoirs in 

the system. The reduced water quality is partly a consequence 

of that same evaporation, concentrating dissolved minerals, and 

of selective removal of fresh water. Also, many of the streams 

fl ow through soluble rocks, which then are partially dissolved, 

increasing the dissolved mineral load. By 1961, the water deliv-

ered to Mexico contained up to 2700 ppm TDS, and partial 

crop failures resulted from the use of such saline water for irri-

was entitled to how much of that water. Intense negotiations 

during the early 1900s led in 1922 to the adoption of the 

 Colorado River Compact, which apportioned 7.5 million acre-

feet of water per year each to the Upper Basin (Colorado, New 
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gation. In response to protests from the Mexican government, 

the United States agreed in 1974 to build a desalination plant at 

the U.S.-Mexican border to reduce the salinity of Mexico’s 

small share of the Colorado. 

      It has now been shown that suffi cient water fl ow simply 

does not exist in the Colorado River basin even to supply the 

full allocations to the U.S. users. The streamfl ow measure-

ments made in the early 1900s were grossly inaccurate and 

apparently also were made during an unusually wet period. 

Estimates made in 1990 put the total fl ow at only 15.6 million 

acre-feet, and of that, an estimated 2 million acre-feet are lost 

to evaporation, especially from reservoirs. The 1922 agree-

ment and Mexican treaties still work tolerably well only be-

cause the Upper Basin states are using little more than half 

their allotted water. The dry Lower Basin continues to need 

ever more water as its population grows. Arizona has already 

gone to court against California over the issue of which state is 

entitled to how much water; the consequence is that California 

has been compelled to reduce its use of Colorado River water. 

And California has grown very dependent on that water: The 

Colorado River Aqueduct, completed in 1941, alone carries 

over 1.2 million acre-feet of water per year from Lake Havasu 

to supply Los Angeles and San Diego, and California’s 4.4 mil-

lion acre-feet is already the lion’s share of the Lower  Basin’s 

allocation. 

      Moreover, the possibility of greatly increased future 

water needs looms for another reason: energy. The western 

states contain a variety of energy resources, conventional and 

new. Chief among these are coal and oil shale. Extraction of 

fuel from oil shale is, as we will see in chapter 14, a water-

intensive process. In addition, both the coal and oil shale are 

very likely to be strip-mined, and current laws require recla-

mation of strip-mined land. Abundant water will be needed to 

reestablish vegetation on the reclaimed land. Already, energy 

interests have water-rights claims to more than 1 million 

acre-feet of water in the Colorado oil shale area alone. The 

streamfl ow there, as in many other parts of the Colorado 

River basin, is already overappropriated. The crunch will get 

worse if more claims are fully utilized and additional claims 

fi led with the development of these energy resources. The 

unconventional fuels have so far remained uneconomic to ex-

ploit; but the potential (and associated potential water de-

mand) is still there.   

 The High Plains (Ogallala) Aquifer System 

 The Ogallala Formation, a sedimentary aquifer, underlies most 

of Nebraska and sizeable portions of Colorado, Kansas, and the 

Texas and Oklahoma panhandles ( fi gure 11.29 ). The most pro-

ductive units of the aquifer are sandstones and gravels. Farming 

in the region accounts for about 25% of U.S. feed-grain exports 

and 40% of wheat, fl our, and cotton exports. More than 14 mil-

lion acres of land are irrigated with water pumped from the 

Ogallala, and with good reason: yields on irrigated land may be 

triple the yields on similar land cultivated by dry farming 

 (no irrigation). 

      The Ogallala’s water was, for the most part, stored during 

the retreat of the Pleistocene continental ice sheets. Present re-

charge is negligible over most of the region. The original ground-

water reserve in the Ogallala is estimated to have been 

approximately 2 billion acre-feet. But each year, farmers draw 

from the Ogallala more water than the entire fl ow of the Colo-

rado River. Estimated depletion from predevelopment times 

through 2005 is over 250 million acre-feet. What is more sig-

nifi cant is that the impact is not uniform over the whole aquifer. 

      Soon after development in the plains began, around 1940, 

the water table began to decline noticeably. In areas of heavy 

use—Texas, southwestern Kansas, the Oklahoma panhandle— it 

had dropped over 100 feet by 1980, and over 150 feet by 2005. 

The saturated thickness is less than 200 feet over two-thirds of 

the aquifer’s area, so in many of these areas of rapid draw-

down, the saturated thickness has decreased by over 50%. This 

suggests that depletion within a matter of decades is possible. 

What then? 

      Reversion to dry farming, where possible at all, would 

greatly diminish yields. Reduced vigor of vegetation could 

lead to a partial return to preirrigation, Dust-Bowl-type condi-

tions. Alternative local sources of municipal water are in many 

places not at all apparent. Planners in Texas and Oklahoma 

have advanced ambitious water-transport schemes as solu-

tions. Each such scheme would cost billions of dollars, per-

haps tens of billions. Water-transport systems of this 

 scale could take a decade or longer to complete from the time 

the public commits itself to the projects. Even if and when the 

transport networks are fi nished, the cost of the water might 

be ten times what farmers in the region can comfortably  afford 

to pay if their products are to remain fully competitive in the 

marketplace. Meanwhile, the draining of the Ogallala Forma-

tion continues day by day. 

      It is noteworthy that there has been little incentive in the 

short term for the exercise of restraint, and that this is due in 

large measure to federal policies. Price supports encourage the 

growing of crops like cotton that require irrigation in the south-

ern part of the region. The government cost-shares in soil- 

conservation programs and provides for crop-disaster payments, 

thus giving compensation for the natural consequences of water 

depletion. And, in fact, federal tax policy provides for ground-

water depletion allowances (tax breaks) for High Plains area 

farmers using pumped ground water, with larger breaks for 

heavier groundwater use. The results of all these policies aren’t 

surprising. 

      Still, water-resource professionals are convincing more 

and more of those dependent on the Ogallala to conserve. 

 Federal, state, and local water-resource specialists are  working 

with farmers and communities to slow water depletion. More-

effi cient irrigation technology and timing have somewhat re-

duced water use. Some Ogallala users are trying more creative 

measures: For example, some farmers in Kansas and Nebraska 

pump fresh ground water from their land for local towns, 

which return their treated wastewater to irrigate the fi elds. 

Depletion has greatly slowed in the northern part of the re-

gion, aided, in part, by unusually heavy precipitation in the 
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    Figure 11.29  
 Changes in water levels in the Ogallala Formation, predevelopment to 2005. Only in a few places, such as along the Platte River, has the water 

table risen signifi cantly, in response to short-term precipitation increases; the overall long-term trend is clearly down.   

 From V. L. McGuire, Water-level changes in the High Plains Aquifer, predevelopment to 2005 and 2003 to 2005, U.S. Geological Survey Special 

Investigations Report 2006-5324.  

late 1990s. Over the longer term, further emphasis on 

 conservation, plus modifi cations of existing laws that promote 

groundwater use, could substantially extend the useful life of 

the Ogallala aquifer.   

 The Aral Sea 

 The Aral Sea lies on the border of Kazakhstan and Uzbekistan. 

For decades, water from rivers draining into the Aral Sea has 

been diverted to irrigate land for growing rice and cotton. From 

1973 to 1987, the Aral Sea dropped from fourth to sixth largest 

lake in the world. Its area shrank by more than half, its water 

volume by over 60%. Its salinity increased from 10% to over 

23%, and a local fi shing industry failed; the fi sh could not adapt 

to the rapid rise in salt content. By now, the South Aral Sea is all 

but gone ( fi gure 11.30 ). As the lake has shrunk, former lake-bed 

sediments—some containing residues of pesticides washed off 

of the farmland—and salt have been exposed. Meanwhile, the 
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  Figure 11.30  
 The shrinking of the Aral Sea: Satellite images, taken in (A) 1973, 

(B) 1977, and (C) 2008.   

  (A) (B) Images courtesy U.S. Geological Survey; (C) Image by Jesse 

Allen, courtesy NASA   

have become colder, the summers hotter. Here, then, there are 

serious issues even beyond those of water supply, which are 

acute enough. 

   Lake Chad 

 Lake Chad, on the edge of the Sahara Desert in West Africa, is 

another example of a disappearing lake. It was once one of the 

largest bodies of fresh water in Africa, close in area to Lake 

Erie. But like Lake Erie, it was relatively shallow—Lake Chad, 

indeed, was only 5 to 8 meters deep before the depletion of re-

cent decades—so the volume of water was modest from the 

outset. A combination of skyrocketing demand for irrigation 

water from the four countries bordering the lake (Chad, Niger, 

Nigeria, and Cameroon), plus several decades of declining rain-

fall, have shrunk Lake Chad to about one-twentieth its former 

size ( fi gure 11.31 ). While it still supports vegetation in its for-

mer lake bed, the volume of useable water remaining in Lake 

Chad is severely limited.     

 Extending the Water Supply   

 Conservation 

 The most basic approach to improving the U.S. water-supply 

situation is conservation. Water is wasted in home use every 

day—by long showers; ineffi cient plumbing; insistence on 

lush, green lawns even in the heat of summer; and in dozens 

of other ways. Raising livestock for meat requires far more 

water per pound of protein than growing vegetables for pro-

tein. Still, municipal and rural water uses (excluding irriga-

tion) together account for only about 10% of total U.S. water 

consumption. 

climate has become dryer, and dust storms now regularly scatter 

the salt and sediment over the region. Ironically, the salt depos-

ited on the fi elds by the winds is reducing crop yields. Respira-

tory ailments are also widespread as the residents breathe the 

pesticide-laden dust. With the loss of the large lake to provide 

some thermal mass to stabilize the local climate, the winters 
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    Figure 11.31  
 Africa’s Lake Chad, vanishing right before our eyes. These four images are false-color composites, in which the red area around the (blue) lake 

is vegetation; note that vegetation has become very well established on the long-dry lakebed areas.   

  Images for 1973, 1987, 1997 courtesy NASA/Goddard Space Flight Center Scientifi c Visualization Studio; 2007 image courtesy U.S. Geological Survey.   

      The big water drain is plainly irrigation, and that use 

must be moderated if the depletion rate of water supplies is to 

be reduced appreciably. For example, the raising of crops that 

require a great deal of water could be shifted, in some cases at 

least, to areas where natural rainfall is adequate to support 

them. Irrigation methods can also be made more effi cient so 

that far less water is lost by evaporation. This can be done, for 

instance, by drip irrigation. Instead of running irrigation water 

in open ditches from which evaporation loss is high, the water 

can be distributed via pipes with tiny holes from which water 

seeps slowly into the ground at a rate more closely approach-

ing that at which plants use it. The more effi cient methods are 

often considerably more expensive, too. However, they have 

become more attractive as water prices have been driven up by 

shortages. As noted in the discussion of the High Plains Aqui-

fer System, too, changes in government water policy could 

provide incentives to conserve, especially with respect to 

ground water. 

      Domestic use can be reduced in a variety of ways. For 

example, lawns can be watered morning or evening when evap-

oration is less rapid than at midday; or one can forgo traditional 

lawns altogether in favor of ground covers that don’t need wa-

tering. Stormwater can be directed into recharge basins rather 

than dumped into sewer systems. Increasingly, municipalities in 

dry areas are looking to recycle their wastewater (discussed 

further in chapter 16).   
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or other sources of water demand are high, a local supply short-

fall can occur even in an area thought of as quite moist. 

      Dozens of interbasin transfers of surface water have been 

proposed. Political problems are common even when the trans-

fer involves diverting water from one part of a single state to 

another. In 1982, it was proposed to expand the aqueduct sys-

tem to carry water from northern California to the south; 60% 

of the voters in the southern part of the state were in favor, but 

90% of those in the north were opposed, and the proposition 

lost. The opposition often increases when transfers among sev-

eral states are considered. In the 1990s, offi cials in states around 

the Great Lakes objected to a suggestion to divert some lake 

water to states in the southern and southwestern United States. 

The problems may be far greater when transfers between na-

tions are involved. Various proposals have been made to trans-

fer water from little-developed areas of Canada to high-demand 

areas in the United States and Mexico. Such proposals, which 

could involve transporting water over distances of thousands of 

kilometers, are not only expensive (one such scheme, the North 

American Water and Power Alliance, had a projected price of 

$100 billion), they also presume a continued willingness on the 

part of other nations to share their water. Sometimes, too, the 

diversion, in turn, causes problems in the region from which 

the water is drawn ( fi gure 11.32 ). 

 Interbasin Water Transfer 

 In the short term, conservation alone will not resolve the imbal-

ance between demand and supply. New sources of supply are 

needed. Part of the supply problem, of course, is purely local. 

For example, people persist in settling and farming in areas that 

may not be especially well supplied with fresh water, while 

other areas with abundant water go undeveloped. If the people 

cannot be persuaded to be more practical, perhaps the water can 

be redirected. This is the idea behind interbasin transfers—

moving surface waters from one stream system’s drainage basin 

to another’s where demand is higher. 

      California pioneered the idea with the Los Angeles Aque-

duct. The aqueduct was completed in 1913 and carried nearly 

150 million gallons of water per day from the eastern slopes of 

the Sierra Nevada to Los Angeles. In 1958, the system was ex-

panded to bring water from northern California to the southern 

part of the state. More and larger projects have been undertaken 

since. Bringing water from the Colorado River to southern 

coastal California, for example, required the construction of 

over 300 kilometers (200 miles) of tunnels and canals. Other 

water projects have transported water over whole mountain 

ranges. It should be emphasized, too, that such projects are not 

confi ned to the drier west: for example, New York City draws 

on several reservoirs in upstate New York. If population density 

  Figure 11.32  
 Diversion of surface water that formerly fl owed into Mono Lake, California, caused lake level to drop, exposing sedimentary formations 

originally built underwater by reaction of lake water with spring water seeping up from below. The good news is that steps have recently 

been taken to reduce diversion, and the lake level is beginning to rise again, slowly.    
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A

B

  Figure 11.33  
  Methods of desalination. ( A) Filtration (simplifi ed schematic): 

Dissolved and suspended material (represented by dots at left) is 

screened out by very fi ne fi lters. (B) Distillation: As water is heated, 

pure water is evaporated, then recondensed for use. Dissolved and 

suspended materials stay behind.    

   Desalination 

 Another alternative for extending the water supply is to im-

prove the quality of waters not now used, purifying them suf-

fi ciently to make them usable. Desalination of seawater, in 

particular, would allow parched coastal regions to tap the vast 

ocean reservoirs. Also, some ground waters are not presently 

used for water supplies because they contain excessive concen-

trations of dissolved materials. There are two basic methods 

used to purify water of dissolved minerals: fi ltration and distil-

lation ( fi gure 11.33 ). 

      In a fi ltration system, the water is passed through fi ne fi l-

ters or membranes to screen out dissolved impurities. An ad-

vantage of this method is that it can rapidly fi lter great quantities 

of water. A large municipal fi ltration operation may produce 

several billion gallons of purifi ed water per day. A disadvantage 

is that the method works best on water not containing very high 

levels of dissolved minerals. Pumping anything as salty as sea-

water through the system quickly clogs the fi lters. This method, 

then, is most useful for cleaning up only moderately saline 

ground waters or lake or stream water. 

      Distillation involves heating or boiling water full of dis-

solved minerals. The water vapor driven off is pure water, while 

the minerals stay behind in what remains of the liquid. Because 

this is true regardless of how concentrated the dissolved miner-

als are, the method works fi ne on seawater as well as on less 

saline waters. 

      A diffi culty, however, is the nature of the necessary heat 

source. Furnaces fi red by coal, gas, or other fuels can be used, 

but any fuel may be costly in large quantity, and many conven-

tional fuels are becoming scarce. The sun is an alternative 

possible heat source. Sunlight is free and inexhaustible, and 

some solar desalination facilities already exist. Their effi -

ciency is limited by the fact that solar heat is low-intensity 

heat. If a large quantity of desalinated water is required rap-

idly, the water to be heated must be spread out shallowly over 

a large area, or the rate of water output will be slow. A large 

city might need a solar desalination facility covering thou-

sands of square kilometers to provide adequate water, and 

construction on such a scale would be prohibitively expensive 

even if the space were available. 

      Desalinated water may be fi ve to ten times more costly to 

deliver than water pumped straight from a stream or aquifer. For 

most homeowners, the water bill is a relatively minor expense, 

so a jump in water costs, if necessitated by the use of desali-

nated water, would not be a great hardship. Water for irrigation, 

however, must be both plentiful and cheap if the farmer is to 

compete with others here and abroad who need not irrigate and 

if the cost of food production is to be held down. Desalinated 

water in most areas is prohibitively expensive for irrigation use. 

Unless ways can be found to reduce drastically the cost of de-

salinated water, agriculture will continue to drain limited and 

dwindling surface- and groundwater supplies. Water from the 

ocean will not be a viable alternative for large-scale irrigation in 

the United States for some time. 

      In areas such as the arid Middle East, the more-acute 

need for irrigation water has made desalinated seawater a via-

ble agricultural option economically. Ironically, a recent study 

has suggested that, in fact, care must be taken to adjust the 
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 Summary 
 Most of the water in the hydrosphere at any given time is in the 

oceans; most of the remaining fresh water is stored in ice sheets. 

Relatively little water is found in lakes and streams. A portion of 

the fresher waters on the continents—both surface water and 

ground water—is diverted for human use. The availability of 

ground water is infl uenced by such factors as the presence of 

suitable aquifers, water quality, and rate of recharge relative to rate 

of water use. Where ground water is plentiful and subsurface rocks 

are soluble, dissolution may create caves below ground and 

sinkholes at the surface, producing a distinctive landscape (karst). 

Karst aquifers may be productive, with rapid water fl ow, but the 

supply may be erratic and rapidly polluted. 

  In the United States, more than half of off stream water use 

(withdrawal) is for industrial purposes and thermoelectric power 

generation. However, these industrial applications generally 

consume very little water. Of the water actually consumed in the 

United States, approximately 80% is as water loss associated with 

irrigation. While three-fourths of the water withdrawn for use is 

surface water, close to half of the water consumed is ground water, 

which, in many cases, is being consumed faster than recharge can 

replace it. Adverse consequences of such rapid consumption of 

ground water include lowering water tables, surface subsidence, 

and, in coastal areas, saltwater intrusion. Conservation, interbasin 

transfers of surface water, and desalination are possible ways to 

extend the water supplies of high-demand regions. Desalinated 

water is presently too expensive to use for irrigation on a large 

scale except in very water-poor countries, which means that it is 

unlikely to have a signifi cant impact on the largest consumptive 

U.S. water use for some time to come. The chemistry of water is 

critical to the health of crops as well as people; with desalinated 

water, key nutrients may need to be added back to the water 

before use.   

 Key Terms and Concepts  
  aquifer 242    

  aquitard 242  

  artesian system 243    

  cone of depression 244    

  confi ned aquifer 242    

  Darcy’s Law 243    

  discharge 241    

  ground water 241    

  hard water 253    

  hydraulic head 243    

  karst 248    

  permeability 240    

  phreatic zone 241    

  porosity 240  

  potentiometric surface 243    

  recharge 241    

  saltwater intrusion 247    

  saturated zone 241    

  sinkhole 251    

  soil moisture 241    

  unconfi ned aquifer 242    

  unsaturated zone 241    

  vadose zone 241    

  water table 241      

 Questions for Review  

     1.   Explain the importance of porosity and of permeability to 

groundwater availability for use.  

     2.   Defi ne the following terms: ground water, water table, and 

potentiometric surface.  

     3.   How is an artesian aquifer system formed?  

     4.   What is Darcy’s Law, and what does it tell us about 

groundwater fl ow?  

     5.   Explain how sinkholes develop. What name is given to a 

landscape in which sinkholes are common?  

     6.   In what ways do karst aquifers diff er from non-karst aquifers, 

in the context of water supply?  

     7.   Explain three characteristics used to describe water quality.  

     8.   What is hard water, and why is it often considered 

undesirable?  

     9.   Describe two possible consequences of groundwater 

withdrawal exceeding recharge.  

     10.   Explain the process of saltwater intrusion.  

     11.   In what ways may urbanization aff ect groundwater recharge?  

     12.   Industry is the big water user, but agriculture is the big water 

consumer. Explain.  

     13.   Compare and contrast fi ltration and distillation as desalination 

methods, noting advantages and drawbacks of each.  

 Exercises  

chemistry of the resultant water, not only for human consump-

tion, but for plants. A massive Israeli desalination plant began 

providing desalinated water from the Mediterranean Sea for 

domestic and agricultural use in late 2005. The water’s reduced 

sulfate concentrations were fi ne for people, but inadequate for 

some crops. Calcium, but not magnesium, had been added back 

to this desalinated water for human health; irrigated plants be-

gan to show magnesium-defi ciency symptoms. Boron had not 

been removed, which was fi ne for people, but toxic for some of 

the crops. These  and other observations demonstrate that us-

ing desalinated water may require more than just getting the 

salt out.      
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toothbrushing (a measuring cup and bucket may be helpful). 

Consider the implications for water use, bearing in mind the 

300 million persons in the United States. Read your home 

water meter before and after watering the lawn or washing 

the car, and make similar projections.  

     4.   The USGS now maintains a groundwater site analogous to the 

“waterwatch” site monitoring streams in real time: 

groundwaterwatch.usgs.gov/. Examine the site for areas of 

unusually high or low groundwater levels, and compare with 

streamfl ow data for the same areas. Consider what factors 

might cause groundwater and streamfl ow levels to be 

correlated (both high or both low), or not. You may fi nd areas 

in which some wells show abnormally high levels, and some 

show abnormally low levels; how can this be?                                        

     14.   What factor presently limits the potential of desalination to 

alleviate agricultural water shortages in many nations?    

 Exploring Further 

     1.   Where does your water come from? What is its quality? How is 

it treated, if at all, before it is used? Is a long-term shortage 

likely in your area? If so, what plans are being made to avert it?  

     2.   Compare fi gures 11.22 and 11.23. Speculate on the reasons for 

some of the extremes of water withdrawal shown in fi gure 

11.23, and consider the likelihood that this withdrawal is 

predominantly consumption in the highest-use states.  

     3.   Some seemingly minor activities are commonly cited as great 

water-wasters. One is letting the tap run while brushing one’s 

teeth. Try plugging the drain while doing this; next, measure 

the volume of water accumulated during that single 



A century of logging of Madagascar’s rainforests has left slopes acutely vulnerable to erosion. Here, tons of red soil are washed into the 

Betsiboka Estuary by the torrential rains of Tropical Cyclone Gafi lo in March 2004.

Photograph courtesy of Earth Sciences and Image Analysis Laboratory,  NASA Johnson Space Center

   Soil a s a  R esource      

C H A P T E RC H A P T E R

12

food. S oils v ary i n t heir s uitability n ot o nly f or a griculture b ut 

also for construction and other purposes. Unfortunately, soil ero-

sion is a sig nifi cant and expensiv e pr oblem in an incr easing 

number o f plac es as hum an ac tivities disturb mo re and mor e 

land. In this chapter, we will examine the nature of soil, its forma-

tion an d pr operties, aspec ts of the soil er osion p roblem, and 

some strategies for reducing erosion.    

   Soil does not , a t fi rst glance , strike m any p eople a s a  r e-

source r equiring s pecial c are f or i ts p reservation. I n m ost 

places, even where soil er osion is ac tive, a substantial quantit y 

seems to remain underfoot. Associated problems, such as loss of 

soil fertility and sediment pollution of sur face waters, are even 

less obvious to the untut ored eye and ma y be t oo subtle t o be 

noticed readily. Nevertheless, soil is an essential resource on 

which we depend for the production of the major portion of our 

269
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most climates, quartz is extremely resistant to chemical weath-

ering, dissolving only slightly. Representative weathering reac-

tions are shown in  table 12.1 .  

     The susceptibility of many silicates to chemical weather-

ing can be inferred from the conditions under which the sili-

cates formed. Given several silicates that have crystallized from 

the same magma, those that formed at the highest temperatures 

tend to be the least stable, or most easily weathered, and vice 

versa, probably because the lower-temperature silicates have 

structures with more interlocking of silica tetrahedra in two and 

three dimensions. A rock’s tendency to weather chemically is 

determined by its mineral composition. For example, a gabbro 

(the coarsely crystalline equivalent of basalt), formed at high 

temperatures and rich in ferromagnesian minerals, generally 

weathers more readily than a granite rich in quartz and low-

temperature feldspars. 

 Soil Formation  

    Soil    is defi ned in different ways for different purposes. Engi-

neering geologists defi ne soil very broadly to include all uncon-

solidated material overlying bedrock. Soil scientists restrict the 

term soil to those materials capable of supporting plant growth 

and distinguish it from regolith, which encompasses all uncon-

solidated material at the surface, fertile or not. (The loose mate-

rial on the lunar surface is described as regolith.) Conventionally, 

the term soil implies little transportation away from the site at 

which the soil formed, while the term sediment indicates matter 

that has been transported and redeposited by wind, water, or ice. 

    Soil is produced by weathering, a term that encompasses 

a variety of chemical, physical, and biological processes acting 

to break down rocks and minerals. It may be formed directly 

from bedrock, or from further breakdown of transported sedi-

ment such as glacial till. The relative importance of the different 

kinds of weathering processes is largely determined by climate. 

Climate, topography, the composition of the material from 

which the soil is formed, the activity of organisms, and time 

govern a soil’s fi nal c omposition.  

 Soil-Forming Processes: Weathering 

    Mechanical weathering    ,  also called  physical weathering,  is 

the physical breakup of rocks without changes in the rocks’ 

composition. In a cold climate, with temperatures that fl uctuate 

above and below freezing, water in cracks repeatedly freezes 

and expands, forcing rocks apart, then thaws and contracts or 

fl ows away. Crystallizing salts in cracks may have the same 

wedging effect. Whatever the cause, the principal effect of me-

chanical weathering is the breakup of large chunks of rock into 

smaller ones. In the process, the total exposed surface area of 

the particles is increased ( fi gure 12.1 ). 

       Chemical weathering    involves the breakdown of miner-

als by chemical reaction with water, with other chemicals dis-

solved in water, or with gases in the air. Minerals differ in the 

kinds of chemical reactions they undergo. Calcite (calcium car-

bonate) tends to dissolve completely, leaving no other minerals 

behind in its place. Calcite dissolves rather slowly in pure water 

but more rapidly in acidic water. Many natural waters are 

slightly acidic; acid rainfall or acid runoff from coal strip mines 

(see chapter 14) is more so and causes more rapid dissolution. 

This is, in fact, becoming a serious problem where limestone 

and its metamorphic equivalent—marble—are widely used for 

outdoor sculptures and building stone ( fi gure 12.2 ). Calcite dis-

solution is gradually destroying delicate sculptural features and 

eating away at the very fabric of many buildings in urban areas 

and where acid rain is common. 

    Silicates tend to be somewhat less susceptible to chemical 

weathering and leave other minerals behind when they are at-

tacked. Feldspars principally weather into clay minerals. Fer-

romagnesian silicates leave behind insoluble iron oxides and 

hydroxides and some clays, with other chemical components 

being dissolved away. Those residual iron compounds are re-

sponsible for the reddish or yellowish colors of many soils. In 

  Figure 12.1    
 Mechanical breakup increases surface area and surface-to-volume 

ratio.  
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A B

  Figure 12.2    
 These two monuments commemorating the Battle of Lexington and Concord were erected less than forty years apart, but the marble slab 

(A) has eroded far more severely than the granite (B).  

Notes: Hundreds of possible reactions could be written; the above are only examples of the common kinds of processes involved.

All ions (charged species) are dissolved in solution; all other substances, except water, are solid unless specifi ed otherwise.

Commonly, the source of the H1 ions for solution of calcite and weathering of silicates is carbonic acid, H2CO3, formed by solution of atmospheric CO2.

*Silica is commonly removed in solution.

 Table12.1 Some Chemical Weathering Reactions

Solution of calcite (no solid residue)

CaCO3 1 2 H1 5 Ca21 1 H2O 1 CO2 (gas)

Breakdown of ferromagnesians (possible mineral residues include iron compounds and clays)

FeMgSiO4 (olivine) 1 2 H1 5 Mg21 1 Fe(OH)2 1 SiO2*

2 KMg2FeAlSi3O10(OH)2 (biotite) 1 10 H1 1 ½ O2 (gas) 5 2 Fe(OH)3 1 Al2Si2O5(OH)4 (kaolinite, a clay) 1 4 SiO2* 1 2 K1 1 4 Mg21 1 2 H2O

Breakdown of feldspar (clay is the common residue)

2 NaAlSi3O8 (sodium feldspar) 1 2 H1 1 H2O 5 Al2Si2O5(OH)4 1 4 SiO2* 1 2 Na1

Solution of pyrite (making dissolved sulfuric acid, H2SO4) 

2 FeS2 1 5 H2O 1 15⁄ 2 O2 (gas) 5 4 H2SO4 1 Fe2O3 ? H2O
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rock together by cementing the mineral grains, as in some sedi-

mentary rocks. Increased mechanical weathering may, in turn, 

accelerate chemical weathering through the increase in exposed 

surface area, because it is only at grain surfaces that minerals, 

air, and water interact. The higher the ratio of surface area to 

volume—that is, the smaller the particles—the more rapid the 

chemical weathering. The vulnerability of surfaces to attack is 

also shown by the tendency of angular fragments to become 

rounded by weathering ( fi gure 12.3 ). 

    The organic component of soil is particularly important to 

its fertility and infl uences other physical properties as well. Bi-

ological processes are also important to the formation of soil. 

Biological weathering effects can be either mechanical or 

chemical. Among the mechanical effects is the action of tree 

roots in working into cracks to split rocks apart ( fi gure 12.4 ). 

Chemically, many organisms produce compounds that may 

 react with and dissolve or break down minerals. Plants,  animals, 

and microorganisms develop more abundantly and in greater 

variety in warm, wet climates. Mechanical weathering is gener-

ally the dominant process only in areas where climatic condi-

tions have limited the impact of chemical weathering and 

biological effects—that is, in cold or dry areas. 

    Finally, airborne chemicals and sediments may add com-

ponents to soil—for example, sulfate from acid rain, salts from 

sea spray in coastal areas, clay minerals and other fi ne-grained 

minerals blown on the wind.   

    Climate plays a major role in the intensity of chemical 

weathering. Most of the relevant chemical reactions involve 

water. All else being equal, then, the more water, the more 

chemical weathering. Also, most chemical reactions proceed 

more rapidly at high temperatures than at low ones. Therefore, 

warm climates are more conducive to chemical weathering than 

cold ones. 

    The rates of chemical and mechanical weathering are in-

terrelated. Chemical weathering may speed up the mechanical 

breakup of rocks if the minerals being dissolved are holding the 

  Figure 12.3    
 (A) Angular fragments are rounded by weathering. Corners are 

attacked on three surfaces, edges on two. In time, fragments 

become rounded as a result. (B) Fractured Hawaiian basalt 

weathers into rounded chunks.  

A

B

  Figure 12.4    
 Tree roots working into cracks in this granite break up the rock 

mass. Granite in Yosemite National Park.  
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plants, decaying leaves, and so on. Below that is the    A hori-

zon   . It consists of the most intensively weathered rock mate-

rial, being the zone most exposed to surface processes, mixed 

with organic debris from above. Unless the local water table is 

exceptionally high, precipitation infi ltrates down through the A 

horizon and below. In so doing, the water may dissolve soluble 

minerals and carry them away with it. This process is known as 

leaching, and it may be especially intense just below the A 

horizon, as acids produced by the decay of organic matter seep 

downward with percolating water. The    E horizon   , below the A 

horizon, is therefore also known as the    zone of leaching   . Fine-

grained minerals, such as clays, may also be washed downward 

through this zone. 

 Soil Profi les, Soil Horizons 

 The result of mechanical, chemical, and biological weathering, 

together with the accumulation of decaying remains from or-

ganisms living on the land and any input from the atmosphere, 

is the formation of a blanket of soil between bedrock and atmo-

sphere. A cross section of this soil blanket usually reveals a se-

ries of zones of different colors, compositions, and physical 

properties. The number of recognizable zones and the thickness 

of each vary. A basic, generalized soil profi le as developed di-

rectly over bedrock is shown in  fi gure 12.5A  . 

    At the very top is the    O horizon   , consisting wholly of 

organic matter, whether living or decomposed—growing 

Organic matter mixed
with rock and
mineral fragments

A

Organic matterO

Zone of leaching
dissolved or suspended
materials are carried
downward by water

E

Zone of accumulation
accumulation of iron, 
aluminum, and clay 
leached down from the 
E horizon; contains 
soluble minerals like 
calcite in drier climates

B

C

Weathered
parent material,
partially broken down

(Bedrock)

Soil Horizons

A B

  Figure 12.5    
 (A) A generalized soil profi le. Individual horizons can vary in thickness. Some may be locally absent, or additional horizons or subhorizons may 

be identifi able.   (B) This Colorado roadcut illustrates well-developed soil horizons; note the dark color of the organic-rich layer at the top— 

and how thin it is.
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poor in organic matter are paler in color, often white or gray. 

When iron is present and has been oxidized by reaction with 

oxygen in air or water, it adds a yellow or red color (recall the 

chapter-opening photograph, as well as the Martian surface in 

the opening fi gure of chapter 1). Rust on iron or steel is also 

produced by oxidation of iron. 

    Soil  texture  is related to the sizes of fragments in the 

soil. The U.S. Department of Agriculture recognizes three 

size components: sand (grain diameters 2−0.05 mm), silt 

(0.05−0.002 mm), and clay (less than .002 mm). Soils are 

named on the basis of the dominant grain size(s) present ( fi g-

ure 12.6 ). An additional term, loam, describes a soil that is a 

mixture of all three particle sizes in similar proportions (10 to 

30% clay, the balance nearly equal amounts of sand and silt). 

Soils of intermediate particle-size distribution have mixed 

names: for example, “silty clay” would be a soil consisting of 

about half silt-sized particles, half clay-sized particles. The 

signifi cance of soil texture is primarily the way it infl uences 

drainage. Sandy soils, with high permeability (like many 

sandstone aquifers), drain quickly. In an agricultural setting, 

this may mean a need for frequent watering or irrigation. In a 

fl ood-control context, it means relatively rapid infi ltration. 

Clay-rich soils, by contrast, may hold a great deal of water 

but be relatively slow to drain, by virtue of their much lower 

permeability, a characteristic shared by their lithifi ed coun-

terpart, shale. 

    Soil  structure  relates to the soil’s tendency to form lumps 

or clods of soil particles. These clumps are technically called 

 peds , their name deriving from the Latin root  pedo -, meaning 

“soil.” A soil that clumps readily may be more resistant to  erosion; 

    Many of the minerals leached or extracted from the E 

horizon accumulate in the layer below, the    B horizon   , also 

known as the    zone of accumulation   . Soil in the B horizon has 

been somewhat protected from surface processes. Organic mat-

ter from the surface is largely absent from the B horizon. It may 

contain relatively high concentrations of iron and aluminum 

oxides, clay minerals, and, in drier climates, even soluble min-

erals such as calcite. Below the B horizon is a zone consisting 

principally of very coarsely broken-up bedrock and little else. 

This is the    C horizon   , which does not resemble our usual idea 

of soil at all. Similar zonation—though without bedrock at the 

base of the soil profi le—is found in soils developed on trans-

ported sediment. 

    The boundaries between adjacent soil horizons may be 

sharp or indistinct. In some instances, one horizon may be di-

vided into several recognizable subhorizons. Subhorizons also 

may exist that are gradational between A and B or B and C. It is 

also possible for one or more horizons locally to be absent from 

the soil profi le. Some of the diversity of soil types is illustrated 

in the next section. All variations in the soil profi le arise from 

the different mix of soil-forming processes and starting materi-

als found from place to place. The overall total thickness of soil 

is partly a function of the local rate of soil formation and partly 

a function of the rate of soil erosion. The latter refl ects the work 

of wind and water, the topography, and often the extent and 

kinds of huma n a ctivities.     

 Chemical and Physical Properties 
of Soils  

 Mechanical weathering merely breaks up rock without chang-

ing its composition. In the absence of pollution, wind and rain-

water rarely add many chemicals, and runoff water may carry 

away some leached chemicals in solution. Thus, chemical 

weathering tends to involve a net subtraction of elements from 

rock or soil. One control on a soil’s composition, then, is the 

composition of the material from which it is formed. If the bed-

rock or parent sediment is low in certain critical plant nutrients, 

the soil produced from it will also be low in those nutrients, and 

chemical fertilizers may be needed to grow particular crops on 

that soil even if the soil has never been farmed before. The ex-

tent and balance of weathering processes involved in soil for-

mation then determine the extent of further depletion of the soil 

in various elements. The weathering processes also infl uence 

the mineralogy of the soil, the compounds in which its elements 

occur. The physical properties of the soil are affected by its 

mineralogy, the texture of the mineral grains (coarse or fi ne, 

well or poorly sorted, rounded or angular, and so on), and any 

organic matter present.  

 Color, Texture, and Structure of Soils 

 Soil  color  tends to refl ect compositional characteristics. Soils 

rich in organic matter tend to be black or brown, while those 
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  Figure 12.6    
 Soil-texture terminology refl ects particle size, not mineralogy. 

Diagram simplifi ed from U.S. Department of Agriculture 

classifi cation scheme.  
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B  horizon. From this observation came the term    pedocal    for 

the soil of a dry climate. The presence of calcium carbonate 

makes pedocal soils more alkaline. 

    One problem with this simple classifi cation scheme is 

that, to be strictly applied, the soils it describes must have 

formed over suitable bedrock. For example, a rock poor in iron 

and aluminum, such as a pure limestone or quartz sandstone, 

does not leave an iron- and aluminum-rich residue, no matter 

how extensively leached or intensely weathered. Still, the terms 

 pedalfer  and  pedocal  can be used generally to indicate, respec-

tively, more and less extensively leached soils. 

    Modern soil classifi cation has become considerably more 

sophisticated and complex. Various schemes may take into ac-

count characteristics of present soil composition and texture, 

the type of bedrock on which the soil was formed, the present 

climate of the region, the degree of “maturity” of the soil, and 

the extent of development of the different soil horizons. Differ-

ent countries have adopted different schemes. The United Na-

tions Education, Scientifi c, and Cultural Organization 

(UNESCO) world map uses 110 different soil map units. This 

is, in fact, a small number compared to the number of distinc-

tions made under other classifi cation schemes. 

    The U.S. comprehensive soil classifi cation, known as the 

Seventh Approximation, has twelve major categories (orders), 

which are subdivided through fi ve more levels of classifi cation 

into a total of some 12,000 soil series. (Even soil scientists may 

need reference books to keep all of the distinctions straight!) A 

short summary of the twelve orders is presented for reference 

in  table 12.2 . Some of the orders are characterized by a par-

ticular environment of formation and the distinctive soil prop-

erties resulting from it—for example, the histosols, which are 

wetland soils. Others are characterized principally by physical 

properties—for example, the entisols, which lack horizon zo-

nation, and the vertisols, in which the upper layers are mixed 

because these soils contain expansive clays. The practical 

some of the fi ne-grained soils developed on fi ne loess in the 

United States and in China may erode very readily. On the other 

hand, soil consisting of very large peds with large cracks between 

them may be a poor growing medium for small plants with fi ne 

roots. Abundant organic matter may promote the aggregation of 

soil particles into crumblike peds especially conducive to good 

plant growth; mechanical weathering can break up larger clumps 

into smaller, just as it breaks up rock fragments.   

 Soil Classifi cation 

 Classifying minerals offers a convenient way to discuss groups 

of minerals of similar composition or structure, and specifying 

a mineral’s classifi cation immediately provides some informa-

tion about it. Likewise, soil classifi cations can indicate some-

thing of a soil’s composition and perhaps its origins, which in 

turn may have implications for its suitability for agriculture or 

construction, or its vulnerability to degradation. 

    Early soil classifi cation schemes emphasized composi-

tional differences among soils and thus principally refl ected 

the effects of chemical weathering. The resultant classifi cation 

into two broad categories of soil was basically a climatic one. 

The    pedalfer    soils were seen as characteristic of more humid 

regions. Where the climate is wetter, there is naturally more 

extensive leaching of the soil, and what remains is enriched in 

the less-soluble oxides and hydroxides of aluminum and iron, 

with clays accumulated in the B horizon. The term  pedalfer  

comes from the prefi x  pedo - and the Latin words for aluminum 

( alumium ) and iron ( ferrum ). In North America, pedalfer-type 

soils are found in higher-rainfall areas like the eastern and 

northwestern United States and most of Canada. Pedalfer soils 

are typically acidic. Where the climate is drier, such as in the 

western and especially the southwestern United States, leach-

ing is much less extensive. Even quite soluble compounds 

like calcium carbonate remain in the soil, especially in the 

   Source: After U.S. Department of Agriculture 

 Table 12.2  The Twelve Soil Orders, with Descriptions       

  Alfi sols   Formed in semiarid to moist areas; deeper layers enriched in clay  

  Andisols   Soils of cool volcanic areas with moderate to heavy precipitation  

  Aridosols   Common desert soils, dry and rich in soluble minerals such as calcite, halite, or gypsum  

  Entisols   Soils with little development of horizons, formed on recently deposited or rapidly eroding parent materials  

  Gelisols   Soils with near-surface permafrost or that show evidence of mixing by frost action  

  Histosols   Wetland soils rich in organic matter  

  Inceptisols   Soils of semiarid to humid climates with limited evidence of weathering or horizon development  

  Mollisols   The common soils of relatively dry grasslands, with a high content of organic matter near the surface  

  Oxisols   Highly leached soils of tropical and subtropical climates, which often have indistinct horizons  

  Spodosols    Soils common under conifer forests in humid regions, with aluminum oxides and organic matter leached from 

the surface and deposited below  

  Ultisols   Moderately leached soils of temperate, humid climates  

  Vertisols   Soils rich in expansive clays (clays that expand when wet, shrink and cause cracking when dry)  
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in much of the Third World: lateritic soils, which will be dis-

cussed later.  Figure 12.7  illustrates some of the variety possible 

among soils.  Figure 12.8  shows the broad distribution of soil 

types worldwide. 

 signifi cance of the vertisols lies in the considerable engineer-

ing problems posed by expansive clays (see chapter 20). Most 

of the oxisols and some ultisols, on the other hand, are soils of 

a type that has serious implications for agriculture, especially 

A B C

D E F

  Figure 12.7    
 A spectrum of soils. Though we may not notice it when looking down from above, soils in cross section vary widely in color, texture, structure, 

and mineralogy. Soil (A) is an entisol, a low-fertility, sandy soil developed on glacial till in northern Michigan; (B) an inceptisol, forming on layered 

volcanic ash in Japan; (C) an aridosol, topped with desert pavement, Arizona; (D) a mollisol with visible white carbonate nodules in the B and C 

horizons; (E) a spodosol with pale, leached A horizon, in upstate New York; and (F) a histosol of decomposed mud over peat, southern Michigan. 

  Photographs from Marlbut Memorial Slides, courtesy Soil Science Society of America   
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    The highly leached character of lateritic soils is one rea-

son. Even where the vegetation is dense, the soil itself has few 

soluble nutrients left in it. The forest holds a huge reserve of 

nutrients, but there is no corresponding reserve in the soil. Fur-

ther growth is supported by the decay of earlier vegetation. As 

one plant dies and decomposes, the nutrients it contained are 

quickly taken up by other plants or leached away. If the forest is 

cleared to plant crops, most of the nutrients are cleared away 

with it, leaving little in the soil to nourish the crops. Many na-

tives of tropical climates practice a slash-and-burn agriculture, 

cutting and burning the jungle to clear the land ( fi gure 12.9 ). 

Some of the nutrients in the burned vegetation settle into the 

topsoil temporarily, but relentless leaching by the warm rains 

makes the soil nutrient-poor and infertile within a few growing 

seasons. Nutrients could, in principle, be added through syn-

thetic chemical fertilizers. However, many of the nations in re-

gions of lateritic soil are among the poorer developing countries, 

and vast expenditures for fertilizer are simply impractical. 

    Even with fertilizers available, a second problem with 

lateritic soils remains. A clue to the problem is found in the 

term  laterite  itself, which is derived from the Latin for “brick.” 

A lush rain forest shields lateritic soil from the drying and bak-

ing effects of the sun, while vigorous root action helps to keep 

       Soils and Human Activities  

 Soils and their characteristics are not only critical to agricul-

tural activities; their properties infl uence the stability of con-

struction projects. In the area of soil erosion, human activities 

may aggravate or moderate the problems—and sometimes may 

be infl uenced by the erosion in turn. This section samples sev-

eral relationships between soil and human activities.  

 Lateritic Soil 

 Lateritic soil is common to many less-developed nations and 

poses special agricultural challenges. A    laterite    may be re-

garded as an extreme kind of pedalfer. Lateritic soils develop in 

tropical climates with high temperatures and heavy rainfall, so 

they are severely leached. Even quartz may have been dissolved 

out of the soil under these conditions. Lateritic soil may contain 

very little besides the insoluble aluminum and iron compounds. 

(Indeed, lateritic weathering has produced useful mineral de-

posits, as described in Chapter 13.) Soils of the lush tropical 

rain forests are commonly lateritic, which seems to suggest that 

lateritic soils have great farmland potential. Surprisingly, how-

ever, the opposite is true, for two reasons. 

 Figure 12.8    
 Distribution of major soil types worldwide. 

Map from World Soil Resources Offi  ce of USDA Natural Resources Conservation Service
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Chunks of hardened laterite were used to construct temples at 

Angkor Wat and elsewhere.) Perhaps the Mayas, too, moved 

north into Mexico to escape the problems of lateritic soils. In 

 Sierra Leone in west Africa, increased clearing of forests for fi re-

wood, followed by deterioration of the exposed soil, has reduced 

the estimated carrying capacity of the land to 25 persons per 

square kilometer; the actual population is already over 40 persons 

per square kilometer. Part of the concern over deforestation as-

sociated with harvesting of hardwoods in South America relates 

to loss of habitat and possible extinction of unique species (loss 

of biodiversity), but in part it relates to the fact that what is left 

behind is barren lateritic soil. Today, some countries with lateritic 

soil achieve agricultural success only because frequent fl oods 

deposit fresh, nutrient-rich soil over the depleted laterite. The 

fl oods, however, cause enough problems that fl ood-control ef-

forts are in progress or under serious consideration in many of 

these areas of Africa and Asia. Unfortunately, successful fl ood 

control could create an agricultural disaster for such regions.   

 Wetland Soils 

 The lateritic soils are leached, oxidized, and inclined to bake 

hard; the soils of wetlands, by contrast, tend to be rich in ac-

cumulated organic matter, reduced because the decaying or-

ganic matter consumes dissolved oxygen, and soft. (Recall 

fi gure 12.7F.) Wetlands provide vital habitat for waterbirds and 

distinctive ecological niches for other organisms and can act as 

natural retention ponds for fl oodwaters. Some act as settling 

ponds, reducing sediment pollution and also water pollution 

from contaminants carried on the sediment in water passing 

through them. Unfortunately, wetlands have not always been 

properly appreciated; many of these swampy areas have been 

drained for farmland or for development, or simply to provide 

water wanted elsewhere for irrigation. In drier climates, reduced 

precipitation can exacerbate wetland loss, as in the case of Lake 

Chad, described in chapter 11. As the value of wetlands has 

become more widely recognized, concerted regulatory efforts 

to preserve, protect, or restore wetlands have expanded in the 

United States ( fi gure 12.10 ) and elsewhere. Direct human 

 impacts aside, however, there is an added threat to many coastal 

wetlands: rising sea level, as noted in chapter 8. 

   Soil Erosion 

  Weathering  is the breakdown of rock or mineral materials in 

place;  erosion  involves physical removal of material from one 

place to another. Soil erosion is caused by the action of water 

and wind. Rain striking the ground helps to break soil particles 

loose ( fi gure 12.11 ). Surface runoff and wind together carry 

away loosened soil. The faster the wind and water travel, the 

larger the particles and the greater the load they move. There-

fore, high winds cause more erosion than calmer ones, and fast-

fl owing surface runoff moves more soil than slow runoff. This, 

in turn, suggests that, all else being equal, steep and unob-

structed slopes are particularly susceptible to erosion by water, 

for surface runoff fl ows more rapidly over them. Flat, exposed 

the soil well broken up. When its vegetative cover is cleared and 

it is exposed to the baking tropical sun, lateritic soil can quickly 

harden to a solid, bricklike consistency that resists infi ltration 

by water or penetration by crops’ roots. What crops can be 

grown provide little protection for the soil and do not slow the 

hardening process very much. Within fi ve years or less, a freshly 

cleared fi eld may become completely uncultivatable. The ten-

dency of laterite to bake into brick has been used to advantage 

in some tropical regions, where blocks of hardened laterite have 

served as building materials. Still, the problem of how to main-

tain crops remains. Often, the only recourse is to abandon each 

fi eld after a few years and clear a replacement. This results, over 

time, in the destruction of vast tracts of rain forest where only a 

moderate expanse of farmland is needed. Also, once the soil has 

hardened and efforts to farm it have been abandoned, it may 

revegetate only very slowly, if at all. 

    In Indochina, in what is now Cambodian jungle, are the 

remains of the Khmer civilization that fl ourished from the ninth 

to the sixteenth centuries. There is no clear evidence of why that 

civilization vanished. A major reason may have been the diffi -

culty of agriculture in the region’s lateritic soil. (It is clear that the 

phenomenon of laterite solidifi cation was occurring at that time: 

  Figure 12.9    
 Northern Madagascar. Originally, most of Madagascar was covered 

by jungle and lush vegetation, as along the coast at right. 

Deforestation from slash-and-burn agriculture has bared most of 

the island, exposing its predominantly lateritic soil. Note red 

sediment washing into the ocean along the northwestern coast; 

recall also the chapter-opening photograph.  

Image by Brian Montgomery, Robert Simmon, and Reto Stöckli, 

courtesy NASA
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  Figure 12.10    
 Even where undeveloped land is plentiful, wetlands can serve 

special roles. This wetland, near Anchorage, Alaska, is protected as 

a wildlife refuge. A raised wooden boardwalk (at right) allows 

visitors to view and photograph from the perimeter without 

disturbing birds or animals.  

    The Dust Bowl area proper, although never exactly de-

fi ned, comprised close to 100 million acres of southeastern 

Colorado, northeastern New Mexico, western Kansas, and the 

Texas and Oklahoma panhandles. The farming crisis there dur-

ing the 1930s resulted from an unfortunate combination of fac-

tors: clearing or close grazing of natural vegetation, which had 

been better adapted to the local climate than were many of the 

crops; drought that then destroyed those crops; sustained winds; 

and poor farming practices. 

    Once the crops had died, there was nothing to hold down 

the soil. The action of the wind was most dramatically illustrated 

during the fi erce dust storms that began in 1932. The storms 

were described as “black blizzards” that blotted out the sun (fi g-

ure 12.12A). Black rain fell in New York, black snow in Ver-

mont, as windblown dust moved eastward. People choked on the 

dust, some dying of suffocation or of a “dust pneumonia” similar 

to the silicosis miners develop from breathing rock dust. 

land is correspondingly more vulnerable to wind erosion, as 

surface runoff is slower and obstacles to defl ect the wind are 

lacking. The physical properties of the soil also infl uence its 

vulnerability to erosion. 

    Rates of soil erosion can be estimated in a variety of ways. 

Over a large area, erosion due to surface runoff may be judged 

by estimating the sediment load of streams draining the area. 

On small plots, runoff can be collected and its sediment load 

measured. Controlled laboratory experiments can be used to 

simulate wind and water erosion and measure their impact. Be-

cause wind is harder to monitor comprehensively, especially 

over a range of altitudes, the extent of natural wind erosion is 

more diffi cult to estimate. Generally, it is less signifi cant than 

erosion through surface-water runoff, except under drought 

conditions (for example, during the Dust Bowl era). 

  Figure 12.11    
 The impact of a single raindrop loosens many soil particles. 

  Photograph courtesy of USDA Soil Conservation Service   

A

B

  Figure 12.12    
 (A) A 1930s dust storm in the Dust Bowl. (B) Barren fi elds buried 

under windblown soil. 

  Photographs courtesy of USDA Soil Conservation Service   
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stream channels and reservoirs, restricting navigation and de-

creasing the volume of reservoirs and thus their usefulness for 

their intended purposes, whether for water supply, hydropower, 

or fl ood control. Tens of millions of dollars are spent each year 

to dredge and remove unwanted sediment deposits. The prob-

lems are widespread; see  fi gure 12.13  . 

    In recent years, there has been an increase in several kinds 

of activities that may increase soil erosion in places other than 

farms and cities. One is strip mining, which leaves behind read-

ily erodable piles of soil and broken rock, at least until the land 

is reclaimed. Another is the use of off-road recreational vehicles 

(ORVs). This last is a special problem in dry areas where veg-

etation is not very vigorous or easily reestablished. Fragile 

plants can easily be destroyed by a passing ORV, leaving the 

land bare and vulnerable to intensifi ed erosion ( fi gure 12.14 ). 

     Figure 12.15  shows that erosion during active urbaniza-

tion (highway and building construction and so forth) is consid-

erably more severe than erosion on any sort of undeveloped land. 

Erosion during highway construction in the Washington, D.C., 

area, for example, was measured at rates up to 75 tons/acre/year. 

However, the total U.S. area undergoing active development is 

only about 1.5 million acres each year, as compared to nearly 

400 million devoted to cropland. Also, construction disturbance 

is of relatively short duration. Once the land is covered by build-

ings, pavement, or established landscaping, erosion rates typi-

cally drop to below even natural, predevelopment levels. 

(Whether this represents an optimum land use is another issue.) 

The problems of erosion during construction, therefore, may be 

very intensive but are typically localized and short-lived. 

   Soil Erosion versus Soil Formation 

 Estimates of the total amount of soil erosion in the United States 

vary widely, but estimates by the U.S. Department of Agricul-

ture Natural Resources Conservation Service put the fi gure at 

several billion tons per year. To a great extent, human activities, 

such as construction and farming, account for the magnitude of 

soil loss ( fi gure 12.16 ). On cropland, average erosion losses 

from wind and water together have been estimated at 5.6 tons 

per acre per year. In very round numbers, that is about a 

0.04 centimeter (0.02 inch) average thickness of soil removed 

each year. The rate of erosion from land under construction 

might be triple that. Erosion rates from other intensely disturbed 

lands, such as unreclaimed strip mines, might be at least as high 

as those for construction sites. 

    How this compares with the rate of soil  formation  is 

difficult to generalize because the rate of soil formation is 

so sensitive to climate, the nature of the parent rock mate-

rial, and other factors. Upper limits on soil formation rates, 

however, can be determined by looking at soils in glaciated 

areas of the northern United States last scraped clean by the 

glaciers tens of thousands of years ago. Where the parent 

material was glacial till, which should weather more easily 

than solid rock, perhaps 1 meter (about 3 feet) of soil has 

formed in 15,000 years in the temperate, fairly humid cli-

mate of the upper  Midwest. The corresponding average rate 

    As the dust from Kansas and Oklahoma settled on their 

desks, politicians in Washington, D.C., realized that  something 

had to be done. In April 1935, a permanent Soil Conservation 

Service was established to advise farmers on land use, drain-

age, erosion control, and other matters. By the late 1930s, 

concerted efforts by individuals and state and federal govern-

ment agencies to improve farming practices to reduce wind 

erosion—together with a return to more normal rainfall—had 

considerably reduced the problems. However, renewed epi-

sodes of drought and/or high winds in the 1950s, the winter of 

1965, and the mid-1970s led to similar, if less extreme, dust 

storms and erosion. In recent years, the extent of wind damage 

has actually been limited somewhat by the widespread use of 

irrigation to maintain crops in dry areas and dry times. But, as 

sources of that irrigation water are depleted, future spells of 

combined drought and wind may yet produce more scenes like 

those in  fi gure 12.12 . 

    If all the soil in an area is lost, farming clearly becomes 

impossible. Long before that point, however, erosion becomes a 

cause for concern. The topsoil of the A horizon, with its higher 

content of organic matter and nutrients, is especially fertile and 

suitable for agriculture, and it is the topsoil that is lost fi rst as 

the soil erodes. Estimates indicate that conserving the nutrients 

now being lost could save U.S. farmers $20 billion annually in 

fertilizer costs. In addition, the organic-matter-rich topsoil usu-

ally has the best structure for agriculture—it is more permeable, 

more readily infi ltrated by water, and retains moisture better 

than deeper soil layers. 

    Soil erosion from cropland leads to reduced crop quality 

and reduced agricultural income. Six inches of topsoil loss in 

western Tennessee has reduced corn yields by over 40%, and 

such relationships are not uncommon. Even when the nutrients 

required for adequate crop growth are added through fertilizers, 

other chemicals that contribute to the nutritional quality of the 

food grown may be lacking; in other words, the food itself may 

be less healthful. Also, the soil eroded from one place is depos-

ited, sooner or later, somewhere else. If a large quantity is 

moved to other farmland, the crops on which it is deposited may 

be stunted or destroyed (recall fi gure 12.12B), although small 

additions of fresh topsoil may enrich cropland and make it more 

productive. 

    A subtle consequence of soil erosion in some places has 

been increased persistence of toxic residues of herbicides and 

pesticides in the soil. The loss of nutrients and organic matter 

through topsoil erosion may decrease the activity of soil micro-

organisms that normally speed the breakdown of many toxic 

agricultural chemicals. Many of these chemicals, which con-

tribute signifi cantly to water pollution, also pollute soils. 

    Another major soil-erosion problem is sediment pollu-

tion. In the United States, about 750 million tons per year of 

eroded sediment end up in lakes and streams. This decreases the 

water quality and may harm wildlife. The problem is still more 

acute when those sediments contain toxic chemical residues, as 

from agricultural herbicides and pesticides: The sediment is 

then both a physical and a potential chemical pollutant. A sec-

ondary consequence of this sediment load is the infi lling of 
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A

Explanation

Area in which erosion or sedimentation is a significant problem

Water resources region boundary

Nature of erosion or sedimentation problems

Cropland or rangeland erosion or sedimentation
Urbanization, mining, or industrial and highway construction
Natural erosion of stream channels
Shoreline, streambank, or gully erosion
Sedimentation of farm ponds, lakes, water supply, and flood-control channels

B

  Figure 12.13    
 (A) Storm runoff  washes soil off  this Tennessee fi eld. (B) Erosion and associated sediment deposition in stream channels is a common problem 

in many parts of the United States. 

  (A) photograph by Tim McCabe, courtesy USDA Natural Resources Conservation Service; (B) After  The Nation’s Water Resources 1975–2000,  U.S. 

Water Resources Council   
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of 0.006  centimeters (0.002 inches) of soil formed per year 

is an order of magnitude less than the average cropland ero-

sion rate. Furthermore, soil formation in many areas and 

over more resistant bedrocks is slower still. In some places 

in the Midwest and Canada, virtually no soil has formed on 

glaciated bedrocks, and in the drier southwest, soil forma-

tion is also likely to be very much slower. It seems clear that 

erosion is stripping away farmland far faster than the soil is 

  Figure 12.14    
 Widespread destruction of vegetation, and soil erosion, result when 

ORV users refuse to stay on marked trails, and often, the drier the 

land, the more severe the impact. ORV-track damage to Bureau of 

Land Management lands near Livermore, California. 

  Photo © David Wasserman/Brand X Pictures/Alamy   

  Figure 12.15    
 The impact of urbanization and other human activities on soil 

erosion rates. Construction may cause even more intensive erosion 

than farming, but far more land is aff ected by farming, and for a 

longer time. In this study of the Washington, D.C. area, erosion rates 

rose sharply during a highway construction boom around 1960; 

once construction was completed, erosion became negligible. 

  From ”A Cycle of Sedimentation and Erosion in Urban River Channels,” 

M. G. Wolman from  Geografi ska Annaler,  Vol. 49, series A, fi gure 1, 

by permission of Scandinavian University Press   

A

B

 Figure 12.16    
 Examples of water erosion of soil. (A) Gully erosion of soil bank 

exposed during construction. (B) Gullying caused by surface runoff  

over farmland. (C) This severely wind-eroded fi eld dramatically 

illustrates the role plant roots can play in holding soil in place. 

Photograph (A) by Lynn Betts, all courtesy of USDA Natural Resources 

Conservation Service

C
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being replaced. In other words, soil in general—and high-

quality farmland—is also a nonrenewable resource in many 

populated areas.   

 Strategies for Reducing Erosion 

 The wide variety of approaches for reducing erosion on farm-

land basically involve either reducing the velocity of an erod-

ing agent or protecting the soil from its effects. Under the 

latter heading come such practices as leaving stubble in the 

fi elds after a crop has been harvested and planting cover crops 

in the off-season between cash crops. In either case, the 

plants’ roots help to hold the soil in place, and the plants 

themselves, to some extent, shield the soil from wind and rain 

( fi gure 12.17 ). 

    The lower the wind or water runoff velocity, the less ma-

terial carried. Surface runoff may be slowed on moderate slopes 

by contour plowing ( fi gure 12.18A ). Plowing rows parallel to 

the contours of the hill, perpendicular to the direction of water 

fl ow, creates a ridged land surface so that water does not rush 

downhill as readily. Other slopes may require terracing (fi g-

ure 12.18B), whereby a single slope is terraced into a series of 

shallower slopes, or even steps that slant backward into the hill. 

Again, surface runoff makes its way down the shallower slope 

more slowly, if at all, and therefore carries far less sediment 

with it. Grass is typically left on the steeper slopes at the edges 

of the terraces to protect them from erosion. Terracing has, in 

fact, been practiced since ancient times. Both terracing and con-

tour plowing, by slowing surface runoff, increase infi ltration 

and enhance water conservation as well as soil conservation. 

Often, terracing and contouring are used in conjunction (fi g-

ures 12.18B,C). 

  Figure 12.17    
 On this Iowa cornfi eld, stubble has been left in the fi eld over winter; 

soil is cultivated and planted in one step in the spring. 

  Photograph by Lynn Betts, courtesy of USDA Natural Resources 

Conservation Service   

A

B

  Figure 12.18    
 Decreasing slope of land, or breaking up the slope, decreases 

erosion by surface runoff . (A) Contour-plowed fi eld in northern 

Iowa. (B) Terracing creates “steps” of shallower slope from one long, 

steeper slope. (C) Terraces become essential on very steep slopes, 

as with these terraces carved out of jungle. 

  (A) Courtesy of Tim McCabe/NRCS/USDA; (B) photograph courtesy of 

USDA Soil Conservation Service; (C) © The McGraw-Hill Companies, 

Inc./Barry Barker, photographer   

C
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A B

C

    Wind can be slowed down by planting hedges or rows of 

trees as windbreaks along fi eld borders or in rows perpendicular 

to the dominant wind direction ( fi gure 12.19A ) or by erecting 

low fences, like snow fences, similarly arrayed. This does not 

altogether stop soil movement, as shown by the ridges of soil 

that sometimes pile up along the windbreaks. However, it does 

reduce the distance over which soil is transported, and some of 

the soil caught along the windbreaks can be redistributed over 

the fi elds. Strip cropping (fi gure 12.19B), alternating crops of 

different heights, slows near-ground wind by making the land 

surface more irregular. Combining strip cropping and contour-

ing (fi gure 12.19C) may help reduce both wind and water 

 erosion. 

    A major obstacle to erosion control on farmland is cost. 

Many of the recommended measures—for example, terracing 

and planting cover crops—can be expensive, especially on a 

  Figure 12.19    
 Creating near-ground irregularities decreases wind velocity. 

(A) Windbreaks retard wind erosion by disrupting sweeping winds. 

(B) Strip cropping also breaks up the surface topography, 

decreasing wind velocity. Allamakee County, Iowa. (C) Contour 

strip cropping of corn and alfalfa on the Iowa/Minnesota border. 

  (A) Photograph © John D. Cunningham/Visuals Unlimited. 

(B) & (C) Courtesy of Tim McCabe/USDA Natural Resources Conservation 

Service   

large scale. Even though the long-term benefi ts of reduced ero-

sion are obvious and may involve long-term savings or increased 

income, the effort may not be made if short-term costs seem too 

high. The benefi ts of a particular soil conservation measure may 

be counterbalanced by substantial drawbacks, such as reduced 

crop yields. Also, if strict erosion-control standards are imposed 

selectively on farmers of one state (as by a state environmental 

agency, for instance), those farmers are at a competitive disad-

vantage with respect to farmers elsewhere who are not faced 

with equivalent expenses. Even meeting the same standards 

does not cost all farmers everywhere equally. Increasingly, the 

government is becoming involved in cost-sharing for erosion-

reduction programs so that the fi nancial burden does not fall too 

heavily on individual farmers. Since the Dust Bowl era, over 

$20 billion in federal funds have been spent on soil conserva-

tion efforts. 

    One simple approach to erosion reduction on farmland is 

to take the most susceptible land out of cultivation altogether. 

The USDA’s Conservation Reserve Program pays farmers to 

plant grass or trees on some seriously erodible land, requiring 

that they agree to leave the land uncultivated for 10 to 15 years. 
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tion over the past few decades ( fi gure 12.21 ), though the rate of 

progress slowed after 1997. 

    Other strategies can minimize erosion in nonfarm areas. For 

example, in areas where vegetation is sparse, rainfall limited, and 

erosion a potential problem, ORVs should be restricted to 

 prescribed trails. In the case of urban construction projects, one 

reason for the severity of the resulting erosion is that it is common 

practice to clear a whole area, such as an entire housing-project 

site, at the beginning of the work, even though only a small  portion 

of the site is actively worked at any given time. Clearing the land 

in stages, as needed, minimizes the length of time the soil is ex-

posed and reduces urban erosion. Mulch or temporary ground 

covers can protect soil that must be left exposed for longer peri-

ods. Stricter mining regulations requiring reclamation of strip-

mined land (see chapter 13) are already signifi cantly reducing soil 

erosion and related problems in these areas. 

    Where erosion cannot be eliminated, sediment pollution 

may nevertheless be reduced. “Soil fences” that act somewhat 

like snow fences, and hay-lined soil traps through which runoff 

water must fl ow, may reduce soil runoff from construction sites. 

On either construction sites or farmland, surface runoff water 

may be trapped and held in ponds to allow suspended sediment 

to settle out in the still ponds before the clarifi ed water is re-

leased; such settling ponds are illustrated in chapter 17.   

 Irrigation and Soil Chemistry 

 We have noted leaching as one way in which soil chemistry is 

modifi ed. Application of fertilizers, herbicides, and pesticides 

—whether on agricultural land or just one’s own backyard—is 

another way that soil composition is changed, in this case by the 

addition of a variety of compounds through human activities. 

Less-obvious additions can occur when irrigation water redis-

tributes soluble minerals. 

However, with the surge in interest in ethanol fuels produced 

from corn, there is new economic pressure for farmers to opt 

out of the program when their contracts expire, and a corre-

sponding surge in erosion may result. 

    The USDA Natural Resources Conservation Service re-

ports that a total of 2.1 billion tons of soil was lost from crop-

land in 1992 (fi gure 12.20A), 40% of it from just fi ve states 

(Texas, Minnesota, Iowa, Montana, and Kansas); such losses 

are concentrated in states with signifi cant agricultural activity, 

naturally enough, but local climate, soil types, and topography 

infl uence vulnerability to erosion, and which kind predominates 

( fi gure 12.20B ). Clear progress has been made in erosion reduc-

  Figure 12.20    
 Soil erosion in the United States has been reduced substantially, 

but it remains a signifi cant problem on cropland. It is particularly 

acute in a limited number of states (A); whether wind or water is 

the more serious threat varies by location (B), and total loss per 

state is also determined by land area under cultivation. 

  Source:  National Resources Inventory April 1995, USDA  Natural 

Resources Conservation Service   
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  Figure 12.21    
 Erosion on cropland, in billions of tons; includes land removed from 

cultivation under the Conservation Reserve Program.  

From USDA National Resources Conservation Service, National 

Resources Inventory 2003.
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 Case Study 12.1 

 Plantations in Paradise—Unintended Consequences 

 Earlier in the chapter, we focused on the characteristics of tropical soils 

and how they change with farming. Problems associated with 

agricultural activities in such areas are by no means limited to Third 

World countries, or to the soil itself. Broad areas of the Hawaiian Islands 

are devoted to pineapple and sugarcane crops. Practices associated 

with the latter are particularly controversial. 

  When the sugarcane is ready to be harvested, it is set afi re. The 

leaves are consumed; only the charred canes remain. This serves several 

purposes: Like slash-and-burn methods of clearing land, it restores 

nutrients to the soil; it reduces the volume and weight of material that 

has to be hauled to the sugar mill and processed, by burning off  the 

unwanted leaves in the fi eld; and the heat kills insects and their eggs, 

fungi, and other organisms that might otherwise linger to attack the 

next planting. However, it also contributes to air pollution, producing an 

  Figure 1   
 The brown, smoky haze from burning sugar cane is distinctive and very visible (A); the process clears the cane fi eld and restores nutrients to the tropical 

soil for the next crop (B).  

AA B

acrid-sweet brown smoke that is unsightly ( fi gure 1A ) and occasionally 

disrupts traffi  c when visibility on nearby roads becomes too poor. 

  The cane fi elds are at least generally on fairly level ground, where 

the huge cane-hauling trucks can operate, so sediment runoff  between 

crops is reduced. Some of the pineapple plantations occupy much 

steeper terrain, and sediment runoff  has created problems off shore, 

along beaches and among coral-reef communities. Corals require clear 

(as well as warm) waters to thrive. A major reason that Australia’s Great 

Barrier Reef could grow so spectacular is that relatively few rivers carry 

sediment off  the east side of the continent. Increased sediment runoff  

makes the water murkier, and corals die ( fi gure 2B ). The World Resources 

Institute estimates that between 20% and 25% of reefs around the world 

are threated by inland pollution and sediment erosion, and another 30% 

by coastal development, which can also increase sediment runoff . 

A B

  Figure 2    
 (A) In clear tropical waters, colorful corals and associated reef communities can thrive. (B) Sediment runoff  clouds the water, and the coral reef and 

ecosystem suff er.  
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  Figure 12.22    
 (A) Salt buildup on land surface in Colorado, due to irrigation: salty water wicks to the drier surface and evaporates, leaving salty crust. (B) Kesterson 

Wildlife Refuge, with selenium-contaminated ponds. These would be an attractive habitat for waterfowl, were it not for the toxicity of the waters. 

  (A) Photograph by Tim McCabe, courtesy of USDA Natural Resources Conservation Service; (B) courtesy of USGS Photo Library, Denver, CO.   

A B

    In dry climates, for example, irrigation water may dis-

solve salts in pedocal soils; as the water evaporates near the 

surface, it can redeposit those salts in near-surface soil from 

which they had previously been leached away. As the process 

continues, enough salt may be deposited that plant growth suf-

fers ( fi gure 12.22A  ). 

    A different kind of chemical-toxicity problem traceable 

to irrigation was recognized in California’s San Joaquin Valley 

in the mid-1980s. Wildlife managers in the Kesterson Wildlife 

Refuge noticed sharply higher incidence of deaths, deformities, 

and reproductive failures in waterfowl nesting in and near the 

artifi cial wetlands created by holding ponds for irrigation runoff 

water (fi gure 12.22B). In the 1960s and 1970s, that drainage 

system had been built to carry excess runoff from the exten-

sively irrigated cropland in the valley, precisely to avoid the 

kind of salinity buildup just described. The runoff was collected 

in ponds at Kesterson and seemed to create benefi cial habitat. 

What had not initially been realized is that the irrigated soils 

were also rich in selenium. 

    Selenium is an element present in trace amounts in many 

soils. Small quantities are essential to the health of humans (note 

that a recommended daily allowance is shown on your 

 multivitamin/mineral-supplement package!), livestock, and other 

organisms. As with many essential nutrients, however, large 

quantities can be toxic, and selenium tends to accumulate in or-

ganisms that ingest it and to increase in concentration up a food 

chain. From selenium-rich rocks in the area, selenium-rich soils 

were derived. This was no particular problem until the soluble 

selenium was dissolved in the irrigation water, drained into the 

ponds at Kesterson, and concentrated there by evaporation in the 

ponds, where it built up through the algae→insects→fi sh→birds 

food chain. In time, it reached levels obviously toxic to the birds. 

    The short-term solution at Kesterson was to fi ll in the 

ponds. The episode underscored the more general issue of the 

need to consider the effects of adding water to soils which, in 

dry climates, may contain quantities of soluble minerals that, 

when mobilized in solution, can present a new hazard. 

   The Soil Resource—The Global View 

 Soil degradation is a concern worldwide. Desertifi cation, ero-

sion, deterioration of lateritic soil, contamination from pollu-

tion, and other chemical modifi cation by human activity all 

contribute to reduced soil quality, fertility, and productivity. 

The problems are widespread (fi gure 12.23A); the contributing 

causes vary regionally ( fi gure 1 2.23B ). 

    Land area is fi nite. Differences in population density as 

well as soil quality create great disparities in per-capita arable 

land by region of the globe, and the numbers decline as popula-

tion grows and as arable land is covered up by development 

( fi gure 12.24 ). Soil degradation simply further diminishes the 

availability of the farmland needed to feed the world. 
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  Figure 12.24    
 Population growth, the spread of cities and suburbs onto arable land, and loss of arable land through degradation all reduce available 

farmland per capita; the resource is especially scarce in Asia. 

  Data from the U.N. Environment Programme Global Resource Information Database   
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  Figure 12.23    
 Soil degradation of various kinds is a global problem. (A) Six continents are signifi cantly aff ected by soil degradation; on four (Africa, Australia, 

Europe, and South America), little land is considered stably vegetated. (B) The causes of soil degradation, however, vary around the world. 

  Sources: (A) data from Global Resource Information Database of U.N. Environment Programme; (B) from World Resources Institute   
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  Case Study 12.2 

 Soils and Suspects 

 Forensic geology may be said to have its roots in the Sherlock Holmes 

stories of Sir Arthur Conan Doyle. Holmes was a new sort of 

investigator, one who used careful observation of myriad small details 

in identifying criminals and unraveling mysteries. The concept of 

using traces of soils to track where a person or object had been was 

quite novel at the time. Since then, geologic evidence of many kinds 

has fi gured in the solution of real-life crimes. 

  Some are white-collar crimes, involving fraud or theft. Scam 

artists selling gullible investors shares in a mining prospect may “salt” 

samples of the supposed ore, adding bits of gold or other valuable 

mineral to make it seem richer than it is. (The stakes can be very high: A 

massive fraud of this kind involving a mine in Borneo cost investors 

billions of dollars.) Investigation can reveal the additions, which may, 

by their composition or texture, be obviously incompatible with the 

host ore material. In a famous theft case, a shipment of electronics that 

had been sent from Texas to Argentina via Miami disappeared en 

route, replaced by concrete blocks. Study of the sand in the concrete, 

and comparison with local sands at each of the shipment’s stops, 

indicated that the substitution was made in Florida, which narrowed 

the search for the culprits and led to their eventual arrest. Protected 

cacti stolen from federal land have been linked to their source by the 

soil clinging to their roots. 

  Some of the most spectacular cases involve murder or 

kidnaping. A coverup originally complicated the investigation of the 

death in Mexico of an agent of the U.S. Drug Enforcement Agency. The 

body was moved from where it was originally buried to a farm 

unconnected with the crime. But the source location of a small sample 

of soil attached to the body was subsequently identifi ed, the coverup 

revealed, and the murderers prosecuted. 

  Not all cases are straightforward. Soils and sediments diff er in 

many ways—color, texture, mineralogy, sorting, and more (fi gure 1). 

However, not every sample is unique to a small, specifi c area. In the 

above-mentioned murder case, for example, the soil contained 

rhyolitic ash with a distinctive mineralogy, found only in one small 

volcanic area in Mexico. Also, a very small sample may not be 

representative of the average composition of the soil or sediment from 

which it comes. Comparison of soil samples rarely involves the level of 

precision of, say, DNA matching. Still, it is often suffi  cient to indicate, for 

instance, that a suspect was in an area where that person claims never 

to have been, and thereby break an alibi, or to associate the suspect 

with a person, area, or object of interest to an investigation. Analytical 

techniques are also becoming more sophisticated over time, making 

geologic evidence more powerful. 

  For an introduction to forensic geology and some of the cases it 

has helped to solve, the interested reader is referred to Evidence from 

the Earth, a book written for the nonspecialist by experienced forensic 

geologist Raymond C. Murray.  

  Figure 1   
Three distinctive soils (clockwise from lower left ): a quartz-rich sand, a 

commercial potting soil rich in vermiculite and organic matter, and a 

poorly sorted soil with very fi ne clay and rocky gravel together. With a 

spoonful-sized sample you could characterize each fairly well; with only 

a few grains, it would be much more diffi  cult to compare your sample 

accurately with others.

      Summary 
 Soil forms from the breakdown of rock materials through 

mechanical, chemical, and biological weathering. Weathering 

rates are closely related to climate. The character of the soil 

refl ects the nature of the parent material and the kinds and 

intensities of weathering processes that formed it. The wetter 

the climate, the more leached the soil. The lateritic soil of 

tropical climates is particularly unsuitable for agriculture: Not 

only is it highly leached of nutrients, but when exposed, it may 

harden to a bricklike solidity. The texture of soil is a major 

determinant of its drainage characteristics; soil structure is 

related to its suitability for agriculture. Agricultural practices 

may also alter soil chemistry, whether through direct application 

of additional chemicals or through irrigation-induced changes in 

natural cycles. 
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 Key Terms and Concepts  
  A horizon 273    

  B horizon 274  

  chemical weathering 270    

  C horizon 274    

  E horizon 273    

  laterite 277  

  leaching 273  

  mechanical weathering 270    

  O horizon 273  

  pedalfer 275    

  pedocal 275    

  soil 270    

  zone of accumulation 274    

  zone of leaching 273      

 Questions for Review  

   1.   Briefl y explain how the rate of chemical weathering is related 

to (a) the amount of precipitation, (b) the temperature, and 

(c) the amount of mechanical weathering.  

   2.   Sketch a generalized soil profi le and indicate the A horizon, 

B horizon, C horizon, E horizon, O horizon, zone of leaching, 

and zone of accumulation. Is such a profi le always present?  

   3.   How do pedalfer and pedocal types of soil diff er, and in what 

kind of climate is each more common?  

   4.   The lateritic soil of the tropical jungle is poor soil for 

cultivation. Explain.  

   5.   Soil erosion during active urbanization is far more rapid than 

it is on cultivated farmland, and yet the majority of soil-

conservation eff orts are concentrated on farmland. Why?  

   6.   Cite and briefl y describe three strategies for reducing 

cropland erosion. How is interest in biofuels such as ethanol 

related to soil erosion?  

   7.   Irrigation can, over time, cause harmful changes in soil 

chemistry that reduce crop yields or create toxic conditions in 

runoff  water. Explain briefl y.    

 Exploring Further 

   1.   Choose any major agricultural region of the United States and 

investigate the severity of any soil erosion problems there. 

What eff orts, if any, are being made to control that erosion, 

and what is the cost of those eff orts?  

   2.   Visit the site of an active construction project; examine it for 

evidence of erosion, and erosion-control activities.  

   3.   How does your state fare with respect to soil erosion? What 

factors can you identify that contribute to the extent—or the 

lack—of soil erosion? (The National Resources Inventory 2003 

may be a place to start; the Natural Resources Conservation 

Service or your local geological survey may be additional 

resources.)  

   4.   Assume that solid rock can be eroded at a rate comparable to 

that at which it can be converted to soil, and use the rate of 

0.006 centimeter per year as representative. How long would 

it take to erode away a mountain 1500 meters (close to 

5000 feet) high?  

  5.  Take a sample of local soil; examine it closely with a 

magnifying lens and describe it as fully as you can. What 

features of it (if any) might be relatively unusual? Does it 

resemble any of the samples in Case Study 12.2?                               

 Exercises  

  Soil erosion by wind and water is a natural part of the rock 

cycle. Where accelerated by human activity, however, it can also 

be a serious problem, especially on farmland or, locally, in areas 

subject to construction or strip mining. Erosion rates far exceed 

inferred rates of soil formation in many places. A secondary 

problem is the resultant sediment pollution of lakes, streams, and 

nearshore ocean waters. Strategies to reduce soil erosion on 

farmland include terracing, contour plowing, planting or erecting 

windbreaks, the use of cover crops, strip cropping, and minimum-

tillage farming. Leaving the most erodible land uncultivated also 

reduces erosion overall; but growing interest in biofuels is 

encouraging increased farming on marginal lands. Elsewhere, 

restriction of ORVs, more selective clearing of land during 

construction, the use of sediment traps and settling ponds, and 

careful reclamation of strip-mined areas could all help to 

minimize soil erosion.   



sand); the bricks of a brick house are made from clay. Your tooth-

paste cleans y our teeth using mineral abrasiv es (such as quar tz, 

calcite, corundum, or phosphate minerals), reduces cavities with 

fl uoride (from the mineral fl uorite), is probably colored white with 

mineral-derived titanium dioxide (the same pig ment as in whit e 

paint), and, if it sparkles, may contain mica fl akes. The computers 

and other electronic devices on which we increasingly rely would 

not exist without metals for circuits and semiconductors. 

  The bulk of the ear th’s crust is c omposed of f ewer than a 

dozen elements . I n fac t, as not ed in table 1.2, eight chemical 

 elements make up mor e than 98% of the crust. M any of the  

 elements not found in abundance in the ear th’s crust, including 

industrial and precious metals, essential components of  chemical 

   Though w e ma y not of ten think about it  , virtually every-

thing we build or cr eate or use in modern lif e involves rock, 

mineral, or fuel r esources. In some cases, this is ob vious: We can 

easily s ee t he s teel a nd a luminum u sed i n v ehicles a nd a ppli-

ances; the marble or g ranite of a c ountertop or fl oor; the gold , 

silver, and gemst ones in jewelry; the c opper and nickel in c oins. 

But our dependence on these resources is much more pervasive. 

Asphalt high ways (which themselv es use petr oleum r esources) 

are built on crushed-rock roadbeds. A wooden house is built on a 

slab or f oundation of c oncrete (which r equires sand an d l ime-

stone t o make), held t ogether with metal nails , fi nished inside 

with wallboard (made with gypsum), wired with copper or alumi-

num, g iven a view b y windo ws (glass made fr om quar tz-rich 

 Mineral and Rock 
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The Grasberg Mine in Indonesia is one of the world’s largest gold- and copper-mining complexes. It includes both surface and underground 

mine workings. The open pit cut into the Sudirman mountains, shown here, is approximately 4 km (2½ miles) across. Note the glaciers, very 

unusual in this near-equatorial region.

Image courtesy of Earth Sciences and Image Analysis Laboratory, NASA Johnson Space Center
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many useful elements must be mined fr om very atypical rocks. 

This chapter begins with a look at the occurrences of a variety of 

rock and mineral resources and then examines the U.S. and world 

supply-and-demand picture.    

fertilizers, and elements like uranium that ser ve as ener gy 

sources, are vitally important to society. Some of these are found 

in very minute amounts in the a verage rock of the c ontinental 

crust: c opper, 1 00 p pm; t in, 2  p pm; g old, 4  p pb. C learly, t hen, 

economic if the iron is mainly in oxides in one, in silicates in an-

other, and in sulfi des in the third. The relative densities of the iron-

bearing minerals, compared to other minerals in the rock, will 

affect how readily those iron-rich minerals can be separated from 

the rest; the nature and strengths of the chemical bonds in the iron-

rich phases will infl uence the energy costs to break them down to 

extract the iron, and the complexity of chemical processes required; 

the concentration of iron in the iron-rich minerals (rather than in 

the rock as a whole) will determine the yield of iron from those 

minerals, after they are separated. These factors and others infl u-

ence the economics of mining. 

    By defi nition, ores are somewhat unusual rocks. There-

fore, it is not surprising that the known economic mineral depos-

its are very unevenly distributed around the world. (See, for 

example,  fi gure 13.1 .) The United States controls about 50% of 

the world’s known molybdenum deposits and about 15% of the 

lead. But although the United States is the major world con-

sumer of aluminum, using over 10% of the total produced, it has 

virtually no domestic aluminum ore deposits; Australia, Guinea, 

and Jamaica together control one-half of the world’s aluminum 

ore. Congo (Kinshasa, formerly Zaire) accounts for nearly half 

the known economic cobalt deposits, Chile for almost 30% of 

the copper, and China, Malaysia, and Brazil for, respectively, 

27%, 16%, and 16% of the tin. South Africa controls nearly half 

the world’s known gold ore, over 75% of the chromium, and al-

most 90% of the platinum-group metals. These great disparities 

in mineral wealth among nations are relevant to later discussions 

of world supply/demand projections. 

    Types of Mineral Deposits  

 Deposits of economically valuable rocks and minerals form in a 

variety of ways. This section does not attempt to review them all 

but describes some of the more important processes involved.  

 Igneous Rocks and Magmatic Deposits 

 Magmatic activity gives rise to several different kinds of deposits. 

Certain igneous rocks, just by virtue of their compositions, con-

tain high concentrations of useful silicate or other minerals. The 

deposits may be especially valuable if the rocks are coarse-grained, 

so that the mineral(s) of interest occur as large, easily separated 

crystals.    Pegmatite    is the term given to unusually coarse-grained 

igneous intrusions ( fi gure 13.2 ). In some pegmatites, single crys-

tals may be over 10 meters (30 feet) long. Feldspars, which pro-

vide raw materials for the ceramics industry, are common in 

pegmatites. Many pegmatites also are enriched in uncommon 

 Ore Deposits  

 An    ore    is a rock in which a valuable or useful metal occurs at a 

concentration suffi ciently high, relative to average rocks, to 

make it economically worth mining. A given ore deposit may be 

described in terms of the enrichment or    concentration factor

of a metal of interest: 

  Concentration factor of a given metal in an ore 5

Concentration of the metal in the ore deposit

Concentration of the metal 

in average continental crust  

    The higher the concentration factor, the richer the ore, and the 

less of it needs to be mined to extract a given amount of the metal. 

    In general, the minimum concentration factor required for 

profi table mining is inversely proportional to the average crustal 

concentration: If ordinary rocks are already fairly rich in the 

metal, it need not be concentrated much further to make mining 

it economic, and vice versa. Metals like iron or aluminum, which 

make up about 6% and 8% of average continental crust, respec-

tively, need only be concentrated by a factor of 4 to 5 times for 

mining to be profi table. Copper must be enriched about 100 times 

relative to average rock, while mercury (average concentration 

80 ppb) must be enriched to about 25,000 times its average con-

centration before the ore is rich enough to mine profi tably. The 

exceptions to this rule are those few extremely valuable elements, 

such as gold, that are so high-priced that a small quantity justifi es 

a considerable amount of mining. At several hundred dollars an 

ounce, gold need be found in concentrations only a few thousand 

times its average 4 ppb to be worth mining. This inverse relation-

ship between average concentration and the concentration factor 

required for profi table mining further suggests that economic ore 

deposits of the relatively abundant metals (such as iron and alu-

minum) might be more plentiful than economic deposits of rarer 

metals, and this is indeed commonly the case. 

    The value of the mineral or metal extracted and its concen-

tration in a particular deposit, then, are major factors determining 

the profi tability of mining a specifi c deposit. The economics are 

naturally sensitive to world demand. If demand climbs and prices 

rise in response, additional, not-so-rich ore deposits may be opened 

up; a fall in price causes economically marginal mines to close. 

The discovery of a new, rich deposit of a given ore may make other 

mines with poorer ores noncompetitive and thus uneconomic in the 

changing market. The practicality of mining a specifi c ore body 

may also depend on the mineral(s) in which a metal of interest is 

found, because this affects the cost to extract the pure metal. Three 

iron deposits containing equal concentrations of iron are not equally 
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  Figure 13.1  
 Proportions of world reserves of some nonfuel minerals controlled by various nations. Although the United States is a major consumer of 

most metals, it is a major producer of very few.    Source: Data from Mineral Commodity Summaries 2000, U.S. Geological Survey     
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than the magma, they may sink or fl oat as they crystallize, in-

stead of remaining suspended in the solidifying silicate mush, 

and accumulate in thick layers that are easily mined ( fi gure 13.3 ). 

Chromite, an oxide of the metal chromium, and magnetite, one 

of the iron oxides, are both quite dense. In a magma of suitable 

bulk composition, rich concentrations of these minerals may 

form in the lower part of the magma chamber during crystalli-

zation of the melt. The dense precious metals, such as gold and 

platinum, may also be concentrated during magmatic crystal-

lization. Even where disseminated throughout an igneous 

rock body, a very valuable mineral commodity may be worth 

mining. This is true, for example, of diamonds. One reason for 

the rarity of diamonds is that they must be formed at extremely 

high pressures, such as those found within the mantle, and then 

brought rapidly up into the crust. They are mined primarily 

from igneous rocks called kimberlites, which occur as pipe-

like intrusive bodies that must have originated in the mantle. 

Even where only a few gem-quality diamonds are scattered 

within many tons of kimberlite, their high unit value makes the 

mining profi table. 

   Hydrothermal Ores 

 Not all mineral deposits related to igneous activity form within 

igneous rock bodies. Magmas have water and other fl uids dis-

solved in or associated with them. Particularly during the later 

stages of crystallization, the fl uids may escape from the cooling 

magma, seeping through cracks and pores in the surrounding 

rocks, carrying with them dissolved salts, gases, and metals. 

These warm fl uids can leach additional metals from the rocks 

through which they pass. In time, the fl uids cool and deposit 

their dissolved minerals, creating a    hydrothermal    (literally, 

“hot water”) ore deposit ( fi gure 13.4 ). 

 elements. Examples of rarer minerals mined from pegmatites in-

clude tourmaline (used both as a gemstone and for crystals in ra-

dio equipment) and beryl (mined for the metal beryllium when 

crystals are of poor quality, or used as the gemstones aquamarine 

and emerald when found as clear, well-colored crystals). 

    Other useful minerals may be concentrated within a cool-

ing magma chamber by gravity. If they are more or less dense 

 Figure 13.2  
Pegmatite, a very coarse-grained plutonic rock, may yield large, valuable crystals. (A) This sample contains tourmaline crystals (green) up to 

about 15 cm (6") long; crystals in pegmatites may be much larger still. (B) Even the commonplace minerals of this granitic pegmatite may be 

especially useful when they occur as large crystals; portions of this mica crystal could be used for components of electrical or electronic 

equipment. (Blue crystals are potassium feldspar.)

A B

  Figure 13.3 
 Formation of magmatic ore deposit by gravitational settling of a 

dense mineral during crystallization.    

Magma chamber

Surrounding
rocks

A dense mineral like chromite or magnetite may settle out of a 
crystallizing magma to be concentrated at the bottom of the 
chamber.
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metal-rich sulfi des in the muds at the bottom of the Red Sea rift 

zone. Indeed, some hydrothermal deposits are found far from 

any obvious magma source, and those fl uids might have been of 

metamorphic origin. 

    The relationship between magmatic activity and the for-

mation of many ore deposits suggests that hydrothermal and 

igneous-rock deposits should be especially common in regions 

of extensive magmatic activity—that is, plate boundaries. This 

is generally true. A striking example of this link can be seen in 

 fi gure 13.5 A, which shows the locations of a certain type of 

copper and molybdenum deposit of igneous origin in North and 

    The particular minerals deposited vary with the composi-

tion of the hydrothermal fl uids, but worldwide, a great variety 

of metals occur in hydrothermal deposits: copper, lead, zinc, 

gold, silver, platinum, uranium, and others. Because sulfur is a 

common constituent of magmatic gases and fl uids, the ore min-

erals are frequently sulfi des. For example, the lead in lead ore 

deposits is found in galena (PbS); zinc, in sphalerite (ZnS); and 

copper, in a variety of copper and copper-iron sulfi des (CuFeS2, 

CuS, Cu2S, and others). 

    The hydrothermal fl uids need not all originate within the 

magma. Sometimes, circulating subsurface waters are heated 

suffi ciently by a nearby cooling magma to dissolve, concen-

trate, and redeposit valuable metals in a hydrothermal ore de-

posit. Or the fl uid involved may be a mix of magmatic and 

nonmagmatic fl uids. This may well be true of the ore-rich fl uids 

gushing out at “black smoker” vents, and the fl uids that deposit 

  Figure 13.4  
 Hydrothermal ore deposits form in various ways. (A) Ore deposition in 

veins around a magma chamber. Less-concentrated ore is disseminated 

through the rock as fl uids seep outward from magma. (B) Sulfi des can 

also be deposited by hydrothermal circulation around a spreading 

ridge; the hot, mineral-laden water streams out into the ocean at “black 

smoker” chimneys (C). (D) Hydrothermal sulfi des permeate this basaltic 

rock. The most visible are pyrite (brassy gold crystals). 

  Photographs (C and D) by W. R. Normark, USGS Photo Library, Denver, CO.     
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have reacted with the dissolved iron and caused it to precipitate. 

If the majority of large iron ore deposits formed in this way, dur-

ing a time long past when the earth’s surface chemistry was very 

different from what it is now, it follows that similar deposits are 

 unlikely to form now or in the future. 

    Other sedimentary mineral deposits can form from sea-

water, which contains a variety of dissolved salts and other 

chemicals. When a body of seawater trapped in a shallow sea 

dries up, it deposits these minerals in    evaporite    deposits ( fi g-

ure 13.6 ). Some evaporites may be hundreds of meters thick. 

Ordinary table salt, known mineralogically as halite, is one min-

eral commonly mined from evaporite deposits. Others include 

gypsum and salts of the metals potassium and magnesium. 

   Other Low-Temperature Ore-Forming Processes 

 Streams also play a role in the formation of mineral deposits. They 

are rarely the sites of primary formation of ore minerals. However, 

as noted in chapter 6, streams often deposit sediments well sorted 

by size and density. The sorting action can effectively concentrate 

certain weathering-resistant, dense minerals in places along the 

stream channel. The currents of a coastal environment can also 

cause sediment sorting and selective concentration of minerals. 

South America. Comparison with fi gure 3.8 shows that these 

locations correspond closely to present or recent subduction 

zones. The same plate-tectonic infl uence can be seen in fi gure 

13.5B: The precious-metal deposits in the western United States 

are predominantly hydrothermal deposits related to magmatic 

activity associated with plate collision and subduction along the 

western margin of the continent. 

   Sedimentary Deposits 

 Sedimentary processes can also produce economic mineral de-

posits. Some such ores have been deposited directly as chemical 

sedimentary rocks. Layered sedimentary iron ores, called 

   banded iron formation   , are an example; a sample was shown in 

fi gure 3.5B. Iron-rich layers (predominantly hematite or magne-

tite) alternate with silicate- or carbonate-rich layers. These large 

deposits, which may extend for tens of kilometers, are, for the 

most part, very ancient. Their formation is believed to be related 

to the development of the earth’s atmosphere. As pointed out in 

chapter 1, the early atmosphere would have lacked free oxygen. 

Under those conditions, iron from the weathering of continental 

rocks would have been very soluble in the oceans. As photosyn-

thetic organisms  began producing oxygen, that oxygen would 

A

MAJOR PRECIOUS METAL-

PRODUCING AREAS

Gold

Silver base metals

Gold and silver

Gold and silver base metals

Platinum and palladium

B

+ 
–

+ 
–

  Figure 13.5  
 (A) Distribution of copper and molybdenum deposits. (Deposit in eastern Canada relates to an ancient subduction zone, rather than to 

modern subduction.) (B) Major precious-metal-producing areas in the United States. (“Base metals” are the more common metals, such as 

copper and lead, as distinguished from “precious metals” like gold and silver.)   

  (A) Source: Data from M. L. Jensen and A. M. Bateman, Economic Mineral Deposits, 3d ed. Copyright ©1981 John Wiley and Sons, Inc., New York. 

(B) Source: Data from Mineral Commodity Summaries 2003, U.S. Bureau of Mines   
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Such deposits, mechanically concentrated by water, are called 

   placers   . The minerals of interest are typically weathered out of 

local rocks, then transported, sorted, and concentrated while other 

minerals are dissolved or swept away ( fi gure 13.7 ). Gold, dia-

monds, and tin oxide are examples of minerals that have been 

mined from the sands and gravels of placer deposits. (Indeed, the 

ability to separate high-density gold from other minerals in water 

by gravity is the underlying principle of gold panning.) 

    Even weathering alone can produce useful ores by leach-

ing away unwanted minerals, leaving a residue enriched in 

some valuable metal. As described in chapter 12, the extreme 

leaching of tropical climates gives rise to lateritic soils from 

which nearly everything has been leached except for aluminum 

and iron compounds. Many of the aluminum deposits presently 

being mined were enriched in aluminum to the point of being 

economic by lateritic weathering. (Note that the countries iden-

tifi ed in fi gure 13.1 as having substantial aluminum-ore reserves 

are wholly or partially in tropical or subtropical climate zones.) 

The iron content of the laterites is generally not as high as that of 

the richest sedimentary iron ores described earlier. However, as 

the richest of those ore deposits are mined out, it may become 

profi table to mine laterites for iron as well as for aluminum.   

 Metamorphic Deposits 

 The mineralogical changes caused by the heat or pressure of 

metamorphism also can produce economic mineral deposits. 

  Figure 13.6 
 Rock salt from an evaporite deposit.    

  Figure 13.7 
 (A) Formation of a placer deposit. (B) Since placer deposits typically 

occur as loose gravels, mining them can be relatively easy; here, 

water fl owing from a giant nozzle washes gold-bearing gravels to 

sluices, in the Yukon, Canada.   

  (B) Photograph © Steve McCutcheon/Visuals Unlimited   

Denser minerals
deposited where
water flow is slowed;
lighter minerals
carried on

A

B

Graphite, used in “lead” pencils, in batteries, as a lubricant, and 

for many applications where its very high melting point is vital, 

is usually mined from metamorphic deposits. Graphite consists 

of carbon, and one way in which it can be formed is by the 
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cans (misnamed “tin cans”) keeps the cans from rusting, and 

zinc is also used in the manufacture of brass and other alloys. 

    The so-called precious metals—gold, silver, and platinum—

seem to have a special romance about them that most metals 

lack, but they also have some unique practical uses. Gold is used 

not only for jewelry, in the arts, and in commerce, but also in the 

electronics industry and in dentistry. It is particularly valued for 

its resistance to tarnishing. Silver’s principal single use, account-

ing for about a third of the silver consumed in the United States, 

is for photographic materials (for example, fi lm), and the next 

broadest applications are in electronics. With the expansion of 

digital imaging, photographic use of silver is declining, but in-

dustrial applications are expanding. Platinum is an excellent 

catalyst, a substance that promotes chemical reactions. Cur-

rently, close to half the platinum used in the United States goes 

into automobile emissions-control systems, with the rest fi nding 

important applications in the petroleum and chemical industries, 

in electronics, and in medicine, among other areas. All of the 

precious metals can be found as native metals, most frequently 

in igneous or hydrothermal ore deposits. Silver also commonly 

forms sulfi de minerals. Most gold and silver production in this 

country is, in fact, a by-product of mining ores of more abundant 

metals like copper, lead, and zinc, with which small amounts of 

precious metals may be associated.   

 Nonmetallic Minerals 

 Another by-product of mining sulfi des is the nonmetal sulfur. 

Sulfur may also be recovered from petroleum during refi ning, 

from volcanic deposits (sulfur is sometimes precipitated as pure 

native sulfur from fumes escaping from volcanic vents, as seen 

in  fi gure 13.8 ), and from evaporites. The primary use of sulfur 

(90% of it in this country) is for the manufacture of sulfuric acid 

for industrial purposes. 

    Several important minerals are recovered from evaporite 

deposits. The most abundant is halite, or rock salt, used princi-

pally as a source of the sodium and chlorine of which it is com-

posed, and secondarily for road salt, either directly or through 

the production of other salts from it. Halite has many lower-

volume applications, including, of course, seasoning food as 

table salt. Gypsum, essential to the manufacture of plaster, port-

land cement, and wallboard for construction, is another evapo-

rite mineral. Others include phosphate rock and potassium-rich 

potash, key ingredients of the synthetic fertilizers on which 

much of U.S. agriculture depends. 

    As noted in chapter 2, clay is not a single mineral, but a 

group of layered hydrous silicates that are formed at low tem-

perature, commonly by weathering, and that are abundant in 

sedimentary deposits in the United States. The diversity of clay 

minerals leads to a variety of applications, from fi ne ceramics 

to the making of clay piping and other construction materials, 

the processing of iron ore, and drilling for oil. In the last case, 

the clay is mixed with water and sometimes other minerals to 

make “drilling mud,” which lubricates the drill bit; the low 

permeability of clays also enables them to seal off porous rock 

layers encountered during drilling.   

metamorphism of coal, which, as will be seen in chapter 14, is 

also carbon-rich. Asbestos, as previously noted, is not a single 

mineral but a general term applied to a group of fi brous silicates 

that are formed by the metamorphism of igneous rocks rich in 

ferromagnesian minerals, with the addition of water. The asbes-

tos minerals are used less in insulation now but are still valuable 

for their heat- and fi re- resistant properties, especially because 

their unusual fi brous character  allows them to be woven into 

cloth. Garnet is a common mineral in many metamorphic rocks, 

such as the amphibolite shown in fi gure 2.13D. It may be used 

as a semiprecious gemstone; lower-quality crystals are used in 

industrial a brasives.     

 Mineral and Rock Resources—
Examples  

 Dozens of minerals and rocks have some economic value. In 

this section, we survey a sampling of these resources, noting 

their occurrences and principal applications.  

 Metals 

 The term mineral resources usually brings metals to mind fi rst. 

Overwhelmingly, the most heavily used metal is iron. Fortu-

nately, it is also one of the most common metals. Nearly all iron 

ore is used for the manufacture of iron and especially steel prod-

ucts. It is mined principally from the ancient sedimentary depos-

its described in the previous section but also from some laterites 

and from concentrations of magnetite in some igneous bodies. 

    Aluminum is another relatively common metal, and it is the 

second most widely used. Its light weight, coupled with its 

strength, make it particularly useful in the transportation and con-

struction industries; it is also widely used in packaging, especially 

for beverage cans. Aluminum is the third most common element 

in the crust, but there it is most often found in silicates, from which 

it is extremely diffi cult to extract. Most of what is mined commer-

cially is bauxite, an aluminum-rich laterite in which the aluminum 

is found as a hydroxide. Even in this form, the extraction of the 

aluminum is somewhat diffi cult and energy-intensive: 3 to 4% of 

the electricity consumed in the United States is used just in the 

production of aluminum metal from aluminum ore. 

    Many less-common but also important metals, including 

copper, lead, zinc, nickel, cobalt, and others, are found in sul-

fi de ore deposits. Sulfi des occur frequently in hydrothermal 

deposits and may also be concentrated in igneous rocks. Cop-

per, lead, and zinc may also be found in sedimentary ores; 

some laterites are moderately rich in nickel and cobalt. Clearly, 

these metals may be concentrated into economically valuable 

deposits in a variety of ways. Copper is primarily used for 

electrical applications because it is an excellent conductor of 

electricity; it is also used in the construction and transporta-

tion industries. An important use of lead is in batteries; among 

its many other applications, it is a component of many solders 

and is used in paints and ceramics. The zinc coating on steel 
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supply side of the calculation, including geologic and economic 

factors. Large uncertainties also exist on the demand side. 

    For example, for most metals, growth in worldwide de-

mand ranged from just over 2% per year to nearly 10% per year 

from World War II to the mid-1970s. More recently, world eco-

nomic conditions restrained the rising demand, at least tempo-

rarily. Over the period from 1976 to 1982, demand for most 

minerals grew much more slowly than it had in prior decades, 

and for a few materials, demand actually declined. As the global 

economy rebounded, demand tended to increase, with regional 

fl uctuations such as a temporary decline in demand in Asia dur-

ing diffi cult economic times of the 1990s. 

    Improvements in standards of living and industrial growth 

for billions of people living in less-developed countries, how-

ever, will surely increase demand pressures, as is illustrated by 

fi gure 13.9. Two features of this fi gure are noteworthy: the sharp 

rise in consumption at the turn of the century, and the widening 

gap between China’s consumption and its domestic production 

of copper, which increases competition for the global copper 

supply among copper-importing nations. China’s total copper 

consumption is now nearly twice that of the United States, but 

its per-capita consumption is still only about 40% of the U.S. 

fi gure, suggesting great potential for further demand growth as 

China becomes increasingly industrialized. Similar patterns are 

seen in other rock and mineral resources. As with energy (recall 

fi gure R.2), higher levels of development are generally corre-

lated with higher per-capita consumption of mineral resources  .

 U.S. Mineral Production and Consumption 

 All told, the United States consumes huge quantities of mineral 

and rock materials, relative to both its population and its 

 production of most minerals. Per-capita consumption of many 

materials is shown in  fi gure 13.10 . Table 13.1 and fi gure 13.11 

give a global perspective by showing 2008 U.S. primary 

 production and consumption data and the percentages of world 

 Rock Resources 

 When it comes to overall mass, the quantities used of the various 

metals and minerals mentioned previously shrink to insignifi -

cance beside the amount of rock, sand, and gravel used. In the 

United States in 2008, over one billion tons of sand and gravel 

were used in construction, especially in making cement and con-

crete; another 1.3 billion tons of crushed rock were consumed for 

fi ll and other applications (such as limestone for making cement). 

That corresponds to several tons of rock products for every per-

son in the country. In addition, over 30 million tons of quartz-rich 

sand were used in industry, particularly for glassmaking (a pure 

quartz sand is nearly all silica, SiO2, the main ingredient in glass). 

Also, nearly 1½ million tons of dimension and facing stone were 

used—slate for fl agstones, and various attractive and/or durable 

rocks, such as marble, granite, sandstone, and limestone, for 

monuments and building facings and interior surfaces.     

 Mineral Supply and Demand  

 Assessments of the adequacy of known supplies of various rock 

and mineral resources naturally require information both on those 

supplies and on the rates at which they are, and will be, con-

sumed. We have already examined some of the variables on the 

  Figure 13.8  
 Sulfur deposition around a fumarole, Kilauea, Hawaii.   

  Photograph by J. C. Ratté, USGS Photo Library, Denver, CO.   

  Figure 13.9 
 As China pushes ahead industrially, demand for mineral resources 

such as copper has increased sharply.    

From USGS Open-File Report 2004-1374.

 China's Production and Consumption of Copper

1
9
9
0

1
9
9
1

1
9
9
2

1
9
9
3

1
9
9
4

1
9
9
5

1
9
9
6

1
9
9
7

1
9
9
8

Year

1
9
9
9

2
0
0
0

2
0
0
1

2
0
0
2

2
0
0
3

2
0
0
5
e

0.0

0.5

1.0

1.5

M
ill

io
n
 m

e
tr

ic
 t
o
n
s

2.0

2.5

3.0

3.5

4.0

Production
supplemented
by imports

Copper production

Copper consumption



300 Section Four Resour ces

Sand and gravel
3430 kg

Phosphate
111 kg

Crushed stone
4440 kg

Iron ore
170 kg

Lead
5.2 kg

Potash
20 kg

Aluminum
12 kg

Gypsum
91.5 kg

Zinc
3.3 kg

Copper
6.8 kg

Salt
180 kg

totals that these fi gures represent. Keep in mind when looking 

at the consumption fi gures that only about 4.5% of the people in 

the world live in the United States; and for many materials, 

2008 demand was substantially lower than previous years’ as a 

consequence of the sharp economic downturn. 

    The relationship of domestic consumption to domestic pro-

duction can be complex. “Primary production” is production from 

new ore, excluding production from recycling or from partially 

processed ore imported from elsewhere; total production includes 

the latter kinds of production as well. (This accounts for differ-

ences in fi gures for metals in the last two columns of  table 13.1 .) 

Sometimes, the United States even imports materials of which it 

has ample domestic supplies, perhaps to stay on good trade terms 

with countries having other, more critical commodities that the 

United States also wishes to import or because the cost of comply-

ing with U.S. environmental regulations makes it cheaper to im-

port the commodity from another nation. For example, in the case 

of molybdenum, in 2008, U.S. primary production was 61,400 

metric tons, against consumption of 43,500 tons—yet we im-

ported 13,300 tons; in the same year, we produced 230 metric tons 

of gold and consumed 180, but imported another 230 tons.  

     Of course, where production falls short of consumption, 

importing is necessary to meet domestic demand. Moreover, low 

domestic production may not necessarily mean that the United 

States is conserving its own resources, but that it has none to 

produce or, at least, no economic deposits. This is true, for ex-

ample, of chromium, an essential ingredient of stainless steel, 

and manganese, which is currently irreplaceable in the manufac-

ture of steel. Currently, for materials such as these, the  United 

States is wholly or heavily dependent on imports ( fi gure 13.12 ). 

    Leaving aside the unanswerable political question of how 

long any country can count on an uninterrupted fl ow of necessary 

mineral imports, how well supplied is the world, overall, with 
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Copper
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Manganese

Nickel
Tin

Zinc
Gold

Silver
Gypsum

Phosphate
Potash

0 25 50

U.S. population 4.5 percent of world in 2008

  Figure 13.11  
 United States share of global consumption of selected materials. 

Assumes that world consumption of each commodity approximately 

equals world production.   

  Source: Data from Mineral Commodity Summaries 2009, U.S. 

Geological Survey   
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  Figure 13.10  
 (A) Per-capita consumption of mineral and rock resources in the 

United States, 2008. (1 kg 5 2.2 lb). (B) “The American Baby” of the 

Mineral Information Institute; MII takes similar data, together with 

average U.S. life expectancy, to calculate the total lifetime 

consumption by that individual of a selection of rock, mineral, and 

fuel resources. Note that the total is about 3.6 million pounds!   

  Source: (A) Data from Mineral Commodity Summaries 2009, U.S. 

Geological Survey (B) from Mineral Information Institute,    an affi  liate 

of the SME Foundation.
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 Table 13.1  U.S. Production and Consumption of Rock and Mineral Resources, 2008†                 

    
U.S. Production as %

 

 
of U.S. Consumptionj    

   U.S. P rimary    U.S. P rimary P roduction    U.S.    U.S. C onsumption           

Material Production as % of World Consumption as % of World‡  Primary Total

  Metals                    

  aluminumx   2640   6.6   3700   9.3   71   100  

  chromium   0   0   630   2.9   0   46  

  cobalt   0   0   10.2   14.2   0   19  

  copper   1250   8.0   2090   13.3   60   63  

  iron ore   54,000   2.4   52,000   2.4   104   104  

  lead   136   3.6   1600   42.1   8.5   100

manganese   0   0   1000   7.1   0   0  

  nickel   0   0   204   12.7   0   0  

  tin   0   0   59.5   17.9   0   4.4  

  zinc   122   1.1   1010   8.9   12   103  

  gold   230   9.9   180   7.7   128   302  

  silver   2500   12.0   6740   32.2   37   60  

  platinum group   16.1   4.0   ø   ø   ø   ø  

  Nonmetals                    

  clays   33,200   *   28,100   *   118   118  

  gypsum   12,700   8.4   28,000   18.5   45   74  

  phosphate   30,900   18.5   34,000   20.4   91   91  

  potash   1200   3.3   6200   17.2   19   19  

  salt   46,000   17.7   55,200   21.2   83   83  

  sulfur   9200   13.3   12,800   18.6   72   72  

  Construction                    

  sand and gravel,    1,040,000   *   1,050,000   *   99   99

construction   

  stone, crushed   1,340,000   *   1,360,000   *   98   98  

  stone, dimension    1450   *   **   *   **   **  

and facing    
 †All production and consumption fi gures in thousands of metric tons, except for gold, silver, and platinum-group metals, for which fi gures are in metric tons. One metric ton  5 1000 kg 5  2200 lb. 

 ‡Assumes that overall, world production approximates world consumption. This may not be accurate if, for example, recycling is extensive. 

j  “Primary” and “Total” headings refer to U.S. production; total production includes production from recycled scrap. 

 *World data not available 

 øConsumption data not available 

 **Consumption not available in tonnage. However, $2.5 billion worth of dimension stone was imported (value of domestic production, $288 million, of which $74 million  worth was exported). 

  x Partly from bauxite imports   

Source: Mineral Commodity Summaries 2009, U.S. Geological Survey. 

minerals? How imminent are the shortages? We will address 

these questions below.   

 World Mineral Supply and Demand 

 Certain assumptions must underlie any projections of “lifetimes” of 

mineral reserves. One is future demand. For reasons already out-

lined, demand can fl uctuate both up and down. Furthermore, not all 

commodities follow the same trends. Making the assumption that 

world production annually approximates demand, at least for “new” 

mine production, we fi nd that just over one recent decade, annual 

demand for iron ore remained approximately constant; for copper 

and zinc, it increased by 10% and 20%, respectively; for lead, it 

declined by 7%. Rather than attempt to make precise demand esti-

mates for the future, the following discussion assumes demand 

equal to primary production at constant 2008 levels. 

     Table 13.2  shows projections of the lifetimes of selected 

world mineral reserves, assuming that constant demand. Note 
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  Figure 13.12  
 Proportions of U.S. needs for selected minerals supplied by imports as a percentage of apparent material consumption, 2008. Principal 

sources of imports indicated at right; note the variety of nations represented.   

  Source: Data from Mineral Commodity Summaries 2009, U.S. Geological Survey   

    *All production, reserve, and resource fi gures in thousands of metric tons, except for gold, silver, and platinum-group metals, for which fi gures are in metric tons. 

 **Resources and reserves estimated as “large” but not quantifi ed. 

 øSome additional world reserve fi gures not available, so projected “lifetime” is lower limit. 

 †Includes 0.7 billion tons copper estimated to occur in manganese nodules; “extensive” resources of nickel are also projected to occur in these nodules.   

Source: Mineral Commodity Summaries 2009, U.S. Geological Survey. 

World Production and Reserves Statistics, 2008*             

       Projected L ifetime        

 Material  Production  Reserves  of R eserves ( years) Estimated R esources

  bauxite   205,000   27,000,000   131   55,000,000–75,000,000  

  chromium   21,500   104,200ø   4.8   12,000,000  

  cobalt   71.8   7100   99   15,000  

  copper   15,700   550,000   35   3,700,000†  

  iron ore   2,200,000   150,000,000   68   800,000,000  

  lead   2800   79,000   21   1,500,000  

  manganese   14,000   500,000   36   **  

  nickel   1610   70,000   43   130,000  

  tin   333   5600   17   **  

  zinc   11,300   180,000   16   1,900,000  

  gold   2330   47,000   20   n.a.  

  silver   20,900   270,000   13   n.a.  

  platinum group   406   71,000   175   100,000  

  gypsum   151,000   **   **   **  

  phosphate   148,000   15,000,000   90   **  

  potash   36,000   8,300,000   230   250,000,000  

 Table 13.2  
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larly as exploration methods become more sophisticated, as 

 described later in the chapter. 

    The technological advances necessary for the develop-

ment of some of the subeconomic resources, however, may not 

be achieved rapidly enough to help substantially. Also, if the 

move is toward developing lower- and lower-grade ore, then by 

defi nition, more and more rock will have to be processed and 

more and more land disturbed to extract a given quantity of 

mineral or metal. Some of the consequences of mining activi-

ties, which will have increasing impact as more mines are 

 developed, are also discussed later in this chapter. 

    What other prospects exist for averting future mineral-

resource s hortages?     

 Minerals for the Future: Some 
Options Considered  

 One way to extend nonrenewable resources, in theory, would be 

to reduce consumption rates, or at least hold them steady. In 

practice, this seems unlikely to occur, even in the developed na-

tions where resource consumption is already high. 

    The United States has the world’s highest rate of car 

ownership: In 2000, over 55% of U.S. households owned 

two or more cars, and 17%, three or more, for total vehicle 

ownership of about 760 vehicles per 1000 people. (The 

global average at that time was estimated at about 120 cars 

per 1000 people.) Many factors—trends toward smaller 

households, necessity, more leisure for travel, desires for 

convenience or status—put upward pressure even on those 

U.S. car-ownership numbers. Or consider the impact of new 

technologies: for example, microwave ovens, personal com-

puters, or cellular phones (increasing in number so fast that 

some telephone companies in urban areas are scrambling to 

create new area codes to accommodate them). In many cases, 

the new devices are additions to, rather than replacements 

for, other devices already owned (conventional ovens, type-

writers, stationary in-home phones). All represent consump-

tion of materials (as well as energy, to manufacture and often 

to use). While it is perhaps perfectly natural for people to 

want to acquire goods that increase comfort, convenience, 

effi ciency, or perceived quality of life, the result may be in-

creases in already high resource-consumption rates. In the 

United States, from 1950 to 1990, the population grew by 

about 65%, while materials consumption increased twice as 

fast, by more than 130%. Most of the increase was in plastics 

and industrial minerals. 

    Furthermore, even if the technologically advanced na-

tions were to restrain their appetite for minerals, they represent 

a minority of the world’s people. If the less-developed nations 

are to achieve a standard of living for their citizens that is even 

remotely comparable to that in the most industrialized nations, 

vast quantities of minerals and energy will be needed. For ex-

ample, 2000 data put total motor-vehicle ownership at only 10 

per 1000 people in China and 7 per 1000 in India, only about 

that, for most of the metals, the present reserves are projected to 

last only a few decades, even at these constant consumption 

levels. Consider the implications if consumption resumes the 

rapid growth rates of the mid-twentieth century.   

    Such projections also presume unrestricted distribution 

of minerals so that the minerals can be used as needed and 

where needed, regardless of political boundaries or such eco-

nomic factors as nations’ purchasing power. It is interesting to 

compare global projections with corresponding data for the 

United States only ( table 13.3 ). Even at constant 2008 con-

sumption rates, the United States has only a decade or two of 

reserves of most of these materials. Of some metals, including 

chromium and manganese, the United States has essentially no 

reserves at all.  

     Some relief can be anticipated from the economic com-

ponent of the defi nition of reserves. For example, as currently 

identifi ed reserves are depleted, the law of supply and demand 

will drive up minerals’ prices. This, in turn, will make some of 

what are presently subeconomic resources profi table to mine; 

some of those deposits will effectively be reclassifi ed as re-

serves. Improvements in mineral-processing technology may 

accomplish the same result. In addition, continued exploration 

can be expected to locate additional economic deposits, particu-

 Table 13.3  
Projected Lifetimes of U.S. Mineral 
Reserves (assuming complete 
reliance on domestic reserves)*         

        Projected 

Material Reserves Lifetime (years)  

    bauxite†   20,000   5.6  

  chromium   0   0  

  cobalt   33,000   3.2  

  copper   35,000   17  

  iron ore   6,900,000   128  

  lead   7700   18  

  manganese   0   0  

  nickel   0   0  

  tin   0   0  

  zinc   14,000   14  

  gold   3000   13  

  silver   25,000   3.7  

  platinum group   900   **  

  gypsum   700,000   25  

  phosphate   1,200,000   35  

  potash   90,000   14  

    *Reserves in thousands of metric tons, except for gold, silver, and platinum-group metals, for 

which fi gures are in metric tons. 

 **Accurate consumption data not available. 

 †Note that bauxite consumption is only a partial measure of total aluminum consumption; 

additional aluminum is consumed as refi ned aluminum metal, of which there are no reserves.   

Source: Mineral Commodity Summaries 2009, U.S. Geological Survey. 
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als, in either traditional or nontraditional areas, or we must 

 conserve our minerals better so that they will last longer.  

 New Methods in Mineral Exploration 

 Most of the “easy ores,” or near-surface mineral deposits in 

readily accessible places, have probably already been discov-

ered, at least in developed and/or well-explored regions. Fortu-

nately, a variety of new methods are being applied to the search. 

Geophysics provides some assistance. Rocks and minerals vary 

in density, and in magnetic and electrical properties, so changes 

in rock types or distribution below the earth’s surface can cause 

small variations in the gravitational or magnetic fi eld measured 

at the surface, as well as in the electrical conductivity of the 

rocks. Some ore deposits may be detected in this way. As a 

simple example, because many iron deposits are strongly mag-

netic, large magnetic anomalies may indicate the presence and 

the extent of a subsurface body of iron ore. Radioactivity is 

another readily detected property; uranium deposits may be lo-

cated with the aid of a Geiger counter. 

    Geochemical prospecting is another approach with increas-

ing applications. It may take a variety of forms. Some studies are 

based on the recognition that soils refl ect, to a degree, the chem-

istry of the materials from which they formed. The soil over a 

copper-rich ore body, for instance, may itself be enriched in cop-

per relative to surrounding soils. Surveys of soil chemistry over a 

wide area can help to pinpoint likely spots to dig in search of 

ores. Occasionally, plants can be sampled instead of soil: Certain 

plants tend to concentrate particular metals, making the plants 

very sensitive indicators of locally high concentrations of those 

metals. Ground water may contain traces of metals leached from 

ore deposits along its fl ow path ( fi gure 13.14 ). Even soil gases 

can supply clues to ore deposits. Mercury is a very volatile metal, 

1% of the U.S. vehicle-ownership rate. China, in fact, falls 

below the norm for its GDP among its neighbors (fi gure 13.13). 

Moreover, as pointed out in chapter 1, those same countries 

represent large and growing segments of the global population. 

Consider the resource implications if such nations increased 

their car ownership rates just tenfold (leaving them still below 

the world average, never mind the U.S. level) and correspond-

ingly increased their consumption of the consumer goods plen-

tiful in the most developed  countries. 

    If demand cannot realistically be cut, supplies must be 

increased or extended. We must develop new sources of miner-
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Figure 13.13
There is a generally positive correlation between GDP and car 

ownership in east and southeast Asia. If China, with its population 

of 1.3 billion, just moves up to the line, that will mean the addition of 

over 45 million vehicles—more, with increasing GDP. Data for 2002.

From USGS Open-File Report 2004-1374.

  Figure 13.14  
 Groundwater sampling can detect trace metals in concentrations as low as a few parts per trillion; even low-solubility metals like gold can 

thus be detected down the fl ow path from an ore deposit, and mapping anomalies helps locate it.   
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has helped geologists to recognize the association between par-

ticular types of plate boundaries and the occurrence of certain 

kinds of mineral deposits. This recognition may direct the search 

for new ore deposits. For example, because geologists know that 

molybdenum deposits are often found over existing subduction 

zones, they can logically explore for more molybdenum deposits 

in other present or past subduction zones. Also, the realization 

and high concentrations of mercury vapor have been found in 

gases fi lling soil pore spaces over mercury ore bodies. Geochem-

ical prospecting has also been used in petroleum exploration. 

       Remote sensing    methods are becoming increasingly sophis-

ticated and valuable in mineral exploration. These methods rely on 

detection, recording, and analysis of wave-transmitted energy, such 

as visible light and infrared radiation, rather than on direct physical 

contact and sampling. Aerial photography is one example, satellite 

imagery another. Remote sensing, especially using satellites, is a 

quick and effi cient way to scan broad areas, to examine regions 

having such rugged topography or hostile climate that they cannot 

easily be explored on foot or with surface-based vehicles, and to 

view areas to which ground access is limited for political reasons. 

Probably the best known and most comprehensive earth satellite 

imaging system is the one initiated in 1972, known as Landsat until 

sold by the government to private interests, and renamed Eosat. 

    Landsat satellites orbit the earth in such a way that im-

ages can be made of each part of the earth. Each orbit is slightly 

offset from the previous one, with the areas viewed on one orbit 

overlapping the scenes of the previous orbit. Each satellite 

makes fourteen orbits each day; complete coverage of the earth 

takes eighteen days. 

    The sensors in the Landsat satellites do not detect all wave-

lengths of energy refl ected from the surface. They do not take 

photographs in the conventional sense. They are particularly sen-

sitive to selected green and red wavelengths in the visible light 

spectrum and to a portion of the infrared (invisible heat radiation, 

with wavelengths somewhat longer than those of red light). These 

wavelengths were chosen because plants refl ect light most strongly 

in the green and the infrared. Different plants, rocks, and soils re-

fl ect different proportions of radiation of different wavelengths. 

Even the same feature may produce a somewhat different image 

under different conditions. Wet soil differs from dry; sediment-

laden water looks different from clear; a given plant variety may 

refl ect a different radiation spectrum depending on what trace ele-

ments it has concentrated from the underlying soil or how vigor-

ously it is growing. Landsat images can be powerful mapping 

tools. Multiple images can be joined into mosaics covering whole 

countries or continents. In recent decades, additional satellites and 

other spacecraft have offered still more opportunities for imaging 

earth’s surface, and resolution has been increasing as well. 

    Basic geologic mapping, identifi cation of geologic struc-

tures, and resource exploration are only some of the applications 

of such imagery ( fi gure 13.15 ). It is especially useful when some 

ground truth can be obtained—information gathered by direct 

surface examination (best done at the time of imaging, if vegeta-

tion is involved). Alternatively, images of inaccessible regions can 

be compared with images of other regions that have been mapped 

and sampled directly, and the similarities in imagery characteris-

tics used to infer the actual geology or vegetation. Over time, 

more-sophisticated sensors have been developed that allow satel-

lite collection of more-detailed information, and laboratory 

 analysis of the properties of a variety of rocks and minerals aids in 

the interpretation of the remotely sensed imagery ( fi gure 13.16 ). 

    Finally, advances in geologic understanding also play a 

role in mineral exploration. Development of plate-tectonic theory 

A

B

  Figure 13.15  
 Landsat satellite images may reveal details of the geology that will 

aid in mineral exploration. Vegetation, also sensitive to geology, 

may enhance the image. (A) View of South Africa, dry season. 

(B) Same view, rainy season. Recognizable geologic features 

include a granite pluton (round feature at top) and folded layers of 

sedimentary rock (below).   

  Images courtesy NASA   
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matching mountain belt. Such reasoning is partly responsible for 

the supposition that economically valuable ore deposits may exist 

on Antarctica. (Some of the legal/political consequences of such 

speculations are explored in chapter 19; fundamental concerns 

about the wisdom of mineral exploration in the fragile Antarctic 

environment have motivated international agreements to restrict 

resource exploration there.) 

   Marine Mineral Resources 

 Increased consideration is also being given to seeking mineral 

wealth in unconventional places. In particular, the sea may provide 

partial solutions to some mineral shortages. Seawater itself contains 

dissolved in it virtually every chemical element. However, most of 

what it contains is dissolved halite, or sodium chloride. Most needed 

metals occur in far lower concentrations. Vast volumes of seawater 

would have to be processed to extract small quantities of such met-

als as copper and gold. The costs would be very high, especially 

since existing technology is not adequate to extract, selectively and 

that many of the continents were once united can suggest likely 

areas to look for more ores ( fi gure 13.17 ). If mineral deposits of 

a particular kind are known to occur near the margin of one con-

tinent, similar deposits might be found at the corresponding edge 

of another continent once connected to it. If a mountain belt rich 

in some kind of ore seems to have a counterpart range on another 

continent once linked to it, the same kind of ore may occur in the 

  Figure 13.16  
 Three ASTER images, taken from NASA’s Terra satellite, provide 

diff erent information via diff erent wavelengths of radiation. In the 

visible/near-infrared range (A), vegetation shows as red, water and 

snow as white, and rocks in various shades of gray, brown, yellow, 

and blue. Diff erent rock types are distinguished better in the short-

wavelength infrared image (B); for example, limestones appear 

yellow-green, and purple areas are rich in kaolinite clay. In the 

thermal-infrared image (C), carbonate rocks appear green, mafi c 

rocks show as purple, and varying intensity of red color refl ects 

diff erences in the amount of quartz present.   

  Images courtesy NASA, GSFC, MITI, ERSDAC, JAROS, and the U.S./Japan 

ASTER Science Team   
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developing hydrothermal sulfi des associated with plate boundar-

ies in this region within a decade. 

    Perhaps the most widespread undersea mineral resource is 

   manganese nodules   . These are lumps up to about 10 centimeters 

in diameter, composed mostly of manganese minerals. They also 

contain lesser but potentially valuable amounts of copper, nickel, 

cobalt, platinum, and other metals. Indeed, the value of the minor 

metals may be a greater motive for mining manganese nodules 

than the manganese itself. The nodules are found over much of 

the deep-sea fl oor, in regions where sedimentation rates are slow 

enough not to bury them ( fi gure 13.18 A). At present, the costs of 

recovering these nodules would be high compared to the costs of 

effi ciently, a few specifi c metals of interest. Several types of under-

water mineral deposits have greater potential. 

    During the last Ice Age, when a great deal of water was 

locked in ice sheets, worldwide sea levels were lower than at 

present. Much of the area of the now-submerged continental 

shelves was dry land, and streams running off the continents 

fl owed out across the exposed shelves to reach the sea. Where 

the streams’ drainage basins included appropriate source rocks, 

these streams might have produced valuable placer deposits. 

With the melting of the ice and rising sea levels, any placers on 

the continental shelves were submerged. Finding and mining 

these deposits may be costly and diffi cult, but as land deposits 

are exhausted, placer deposits on the continental shelves may 

well be worth seeking. Already, more than 10% of world tin 

production is from such marine placers; potentially signifi cant 

amounts of titanium, zirconium, and chromium could also be 

mined from them if the economics were right. 

    The hydrothermal ore deposits forming along some seafl oor 

spreading ridges are another possible source of needed metals. In 

many places, the quantity of material being deposited is too small, 

and the depth of water above would make recovery prohibitively 

expensive. However, the metal-rich muds of the Red Sea contain 

suffi cient concentrations of such metals as copper, lead, and zinc 

that some exploratory dredging is underway, and several compa-

nies are interested in the possibility of mining those sediments. 

Along a section of the Juan de Fuca ridge, off the coast of Oregon 

and Washington, hundreds of thousands of tons of zinc- and 

 silver-rich sulfi des may already have been deposited, and the hy-

drothermal activity continues. A Canadian and a U.K.-based 

mining company have each secured exploration licenses for sub-

stantial areas of the territorial waters of New Zealand, Fiji, Tonga, 

and other parts of the southwest Pacifi c basin, and hope to be 

  Figure 13.17  
 Pre-continental-drift reassembly of landmasses suggests locations 

of possible ore deposits in unexplored regions by extrapolation 

from known deposits on other continents.   

  Source: Data from C. Craddock et al., Geological Maps of Antarctica, 

Antarctic Map Folio Series, folio 12, copyright 1970 by the American 

Geographical Society   

  Figure 13.18  
 Manganese nodules. (A) Manganese-nodule distribution on the sea 

fl oor. (B) Manganese nodules on the fl oor of the northeast Pacifi c 

Ocean. A nodule grows by only about 1 centimeter in diameter 

over 1 million years, so they are exposed only where sedimentation 

rates are very low.   

  (A) Data from G. R. Heath, “Manganese Nodules: Unanswered 

Questions,” Oceanus Vol. 25, No. 3, pp. 37–41. 1982. Copyright © 

Woods Hole Oceanographic Institute. (B) Photograph © Institute of 

Oceanographic Sciences/NERC/Photo Researchers   
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 estimates that recycling just one ton of aluminum cans saves the 

energy equivalent of 1665 gallons of gasoline. (And of course, 

this means a reduction in greenhouse-gas emissions as well, yet 

another benefi t.) 

    Where different materials are intermingled in complex 

manufactured objects, it is more diffi cult and costly to extract 

individual metals. Consider trying to separate the various met-

als from a refrigerator, a lawn mower, or a computer. The effort 

required to do that, even if it were technically possible, would 

make most of the materials recovered far too costly and thus 

noncompetitive with new production. Only in a few rare cases 

are metals valuable enough that the recycling effort may be 

worthwhile; for example, there is interest in recovering the plat-

inum from catalytic converters in exhaust systems. 

    Alloys present special problems. The United States uses 

tens of millions of tons of steel each year, and some of it is in-

deed recycled scrap. However, steel is not a single chemical 

substance. It is iron alloyed with one or more other elements, 

and, often, the composition is very specifi c to the application. 

Chromium is added to make stainless steel; titanium, molybde-

num, or tungsten steels are high-strength steels; other alloys are 

used when other properties are important. If the composition of 

the alloy is critical to a particular application, clearly one can-

not just toss any old steel scrap into the recycling pot. Each type 

of steel would have to be recycled individually. Facilities for 

separate collection and recycling of many different composi-

tions of steel are rare. Progress is nevertheless being made: The 

U.S. automotive industry in 2005 recycled over 17 million 

 vehicles by means of 2001 car shredders, and contributed over 

13 million tons of shredded scrap steel to the steel industry, 

which, in turn, produces 100 million tons of new steel each 

year. As with aluminum, it takes much less energy to recycle 

old steel scrap than to manufacture new steel. 

    Some materials are not used in discrete objects at all. The 

potash and phosphorus in fertilizers are strewn across the land 

and cannot be recovered. Road salt washes off streets and into 

the soil and storm sewers. These things clearly cannot be recov-

ered and reused. 

mining the same metals on land, and the technical problems as-

sociated with recovering the nodules from beneath several kilo-

meters of seawater remain to be worked out. Still, manganese 

nodules represent a suffi ciently large metal resource that they 

have become a subject of International Law of the Sea confer-

ences (see chapter 19). With any ocean resources outside territo-

rial waters—manganese nodules, hydrothermal deposits at 

spreading ridges, fi sh, whales, or whatever—questions of owner-

ship, or of who has the right to exploit these resources, inevitably 

lead to heated debate. Potential environmental impacts of recov-

ering such marine resources have also not been fully analyzed. 

   Conservation of Mineral Resources 

 Overall need for resources is likely to increase, but for selected 

individual materials that are particularly scarce, perhaps demand 

can be moderated. One way is by making substitutions. One 

might, for certain applications, replace a very rare metal with a 

more abundant one. The extent to which this is likely to succeed 

is limited, since reserves of most metals are quite limited, as was 

clear from tables 13.2 and 13.3. Substituting one metal for an-

other reduces demand for the second while increasing demand 

for the fi rst; the focus of the shortage problem shifts, but the 

problem persists. Nonmetals are replacing metals in other ap-

plications. Unfortunately, many of these nonmetals are plastics 

or other materials derived from petroleum, which has simply 

contributed to petroleum consumption. As we will see in chapter 

14, supplies of that resource are limited, too. For some applica-

tions, ceramics or fi ber products can be substituted; however, 

sometimes the physical, electrical, or other properties required 

for the particular application demand the use of metals. 

    The most effective way to extend mineral reserves, for 

some metals at least, may be through recycling. Overall use of 

the metals may increase, but if ways can be found to reuse a 

signifi cant fraction of these metals repeatedly, proportionately 

less new metal will need to be extracted from mines, reducing—

or at least moderating increases in—primary production. Some 

metals are already extensively recycled, at least in the United 

States ( table 13.4  lists a few examples). Worldwide, recycling is 

less widely practiced, in part because the less-industrialized 

countries have accumulated fewer manufactured products from 

which materials can be retrieved. Still, given the limited U.S. 

reserves of many metals, recycling can be a very important 

means of extending those reserves. Additional benefi ts of recy-

cling include a reduction in the volume of the waste-disposal 

problem and a decrease in the extent to which more land must 

be disturbed by new mining activities.  

     Unfortunately, not all materials lend themselves equally 

well to recycling. Among those that work out best are metals 

that are used in pure form in sizeable pieces—copper in pipes 

and wiring, lead in batteries, and aluminum in beverage cans. 

The individual metals are relatively easy to recover and require 

minimal effort to purify for reuse. Recycling can be more ener-

gy-effi cient than producing new metal by mining and refi ning 

new ore, which results in the dual benefi ts of saving energy and 

cutting costs: The U.S. Environmental Protection Agency 

 Table 13.4  
Metal Recycling in the United States, 
1986–2008 (recycled scrap as 
percentage of consumption)               

  Metal   1986   1992   1999   2005   2008    

  aluminum   15   30   20   16   30  

  chromium   21   26   20   29   32  

  cobalt   15   25   34   27   20  

  copper   22   42   33   30   31  

  lead   50   62   68   72   74  

  manganese   0   0   0   0   0  

  nickel   25   30   38   39   38  

   Source: Mineral Commodity Summaries 1990, 1993, 2000, 2006, and 2009, U.S. Geological Survey. 
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  Case Study  13

 Mining Your Cell Phone? 

 Consumer electronics make up a fast-growing segment of the U.S. 

waste stream. Unlike many consumer products that are discarded only 

when they cease to function, many types of electronics, such as cell 

phones and computers, may be replaced for other reasons—because 

they have become obsolete or because consumers want new features 

that are only available on new models, for instance. Many of the 

replaced items end up in landfi lls. This not only increases the challenge 

of fi nding adequate space for solid-waste disposal; it adds a variety of 

toxic metals, from antimony and arsenic to mercury and selenium, to 

those landfi lls. From there, the toxins may escape to contaminate air 

and water, as will be explored in section V. 

  However, viewed and handled diff erently, these products can 

provide us resources. The individual cell phone may not seem a rich 

treasure, but collectively, cell phones represent a signifi cant source of 

recyclable metal (fi gure 1). There are over 250 million cell phones actively 

in use in the United States at present. The Environmental Protection 

Agency (EPA) estimates that each year, over 140 million cell phones are 

taken out of service, whether discarded, recycled, or set aside. Hundreds 

of millions more are believed already to be “in storage”—stuck into 

closets or desk drawers or otherwise tucked away, no longer being used 

but not actually having been discarded. Are all those phones worth 

anything? Consider just fi ve of the metals they typically contain:                  

Figure 1
Manufactured goods such as cell phones may not suggest the concept 

of  “resource” as obviously as a chunk of banded iron ore, but many can 

be recycled to yield useful materials.

  This table shows that just the cell phones in active use represent 

about $367 million worth of these metals alone; those “in storage” 

would constitute a substantial resource ready to be tapped. Granted, 

the fi gures do not take into account the costs of recycling, but in any 

event it is clear that there is value here, as well as potential for 

mineral-resource conservation (and reduced waste disposal and 

pollution into the bargain). Yet the EPA estimates that only 10% of the 

140 million cell phones “retired” each year are currently recycled. The 

fi gures for personal computers and their components and peripherals 

are not much better: Though they contain not only recyclable metals 

but recyclable glass and plastic as well, only about 18% of discarded 

computer products are being recycled. 

  A major reason given for the low recycling rate on such 

products is that many people lack access to, or are simply unaware of, 

programs to recycle their electronic items. To help, the EPA now not 

only provides online information about what is sometimes called 

“eCycling,” but provides links to other organizations that can put 

consumers in touch with local electronics-recycling programs. If you 

want to investigate the options for recycling your own used 

electronics, see the EPA’s eCycling home page:  

www.epa.gov/epawaste/conserve/materials/ecycling/index.htm   

   Grams p er    Commodity    Weight i n 2 50   Value i n 2 50  

 Metal  Cell Phone*  Price** Million Cell Phones Million Cell Phones

  Copper   16   $   3.24/lb   4400 tons   $ 28.5 million  

  Silver   0.35   $15.85/oz   2.8 million oz   44.5 million

Gold   0.034   $   900/oz   270,000 oz   245 million

Palladium   0.015   $   370/oz   120,000 oz   44.5 million

Platinum   0.00034   $1680/oz   2700 oz   4.6 million    

 *From USGS Fact Sheet 2006-3097 

 **From Mineral Commodity Summaries 2009, U.S. Geological Survey  

 All weights reported in ounces are troy ounces, as is customary for precious metals. 
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is the presence of the mine itself. Both underground mines and 

surface mines have their own sets of associated impacts. Though 

safety is improving, the hazards of mining activities to the min-

ers should also not be overlooked: According to the National 

Safety Council, mining is the most dangerous occupation in the 

United States, with 22 deaths per 100,000 workers per year in 

2004 (followed by agriculture at 21 and construction at 11 deaths 

per 100,000). Aspects of these hazards will be noted in the next 

chapter. Both underground and surface mines can also be sources 

of water pollution, as explored further in chapters 14 and 17. 

    Underground mines are generally much less apparent than 

surface mines. They disturb a relatively small area of the land’s 

surface close to the principal shaft(s). Waste rock dug out of the 

    For the foregoing and other reasons, it is unrealistic to 

expect that all minerals can ever be wholly recycled. However, 

more than half of the U.S. consumption of certain metals al-

ready is being recovered from old scrap. Where this is possible, 

the benefi ts are substantial. 

     Impacts of Mining-Related 
Activities  

 Mining and mineral-processing activities can modify the envi-

ronment in a variety of ways, and few areas in the United States 

are untouched by mining activities ( fi gure 13.19 ). Most obvious 

  Figure 13.19  
 Even a partial map of sites of mining for industrial rock and mineral resources shows that these activities are widespread in the United States. 

Still more places are aff ected by mining for metal ores.   

  Source: Mineral Commodity Summaries 2003, U.S. Bureau of Mines   
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series of spoil banks ( fi gure 13.24 A). Until fairly recently, 

that was all that was done. The broken-up material of the 

spoil banks, with its high surface area, is very susceptible to 

both erosion and chemical weathering. Chemical and sedi-

ment pollution of runoff from spoil banks was common. Veg-

etation reappeared on the steep, unstable slopes only 

gradually, if at all (fi gure 13.24B). Now, much stricter laws 

govern strip-mining activities, and reclamation of new strip 

mines is required. Reclamation usually involves regrading 

the area to level the spoil banks and to provide a more gently 

sloping land surface (fi gure 13.24C); restoring the soil; re-

planting grass, shrubs, or other vegetation; and, where nec-

essary, fertilizing and/or watering the area to help establish 

vegetation. The result, when successful, can be land on 

which evidence of mining activities has essentially been 

obliterated (fi gure 13.24D). 

    Naturally, reclamation is much more costly to the mining 

company than just leaving spoil banks behind. Costs can reach 

several thousand dollars per acre. Also, even when conscien-

tious reclamation efforts are undertaken, the consequences 

may not be as anticipated. For example, the inevitable changes 

in topography after mining and reclamation may alter the 

drainage patterns of regional streams and change the propor-

tion of runoff fl owing to each. In dry parts of the western 

United States, where every drop of water in some streams is 

already spoken for, the consequences may be serious for land-

owners downstream. In such areas, the water needed to sustain 

the replanted vegetation may also be in very short supply. An 

additional problem is presented by old abandoned, unreclaimed 

mines that were operated by now-defunct companies: Who is 

responsible for reclamation, and who pays? (Superfund, 

mine may be piled close to the mine’s entrance, but in most un-

derground mines, the tunnels follow the ore body as closely as 

possible to minimize the amount of non-ore rock to be removed 

and, thus, mining costs. When mining activities are complete, 

the shafts can be sealed, and the area often returns very nearly to 

its pre-mining condition. However, near-surface underground 

mines occasionally have collapsed years after abandonment, 

when supporting timbers have rotted away or ground water has 

enlarged the underground cavities through solution ( fi gure 

13.20 ). In some cases, the collapse occurred so long after the 

mining had ended that the existence of the old mines had been 

entirely forgotten. 

    Surface-mining activities consist of either open-pit min-

ing (including quarrying) or strip-mining. Quarrying extracts 

rock to be used either intact (for building or facing stone) or 

crushed (as for cement-making, roadbed, etc.), and is also 

commonly used for unconsolidated sands and gravels; see  fi g-

ure 13.21 . Open-pit mining is practical when a large, three- 

dimensional ore body is located near the surface ( fi gure 13.22  

and chapter-opening photograph). Most of the material in the 

pit contains the valuable commodity and is extracted for pro-

cessing. Both procedures permanently change the topography, 

leaving a large hole. The exposed rock may begin to weather 

and, depending on the nature of the ore body, may release pol-

lutants into surface runoff water. 

    Strip-mining, more often used to extract coal than min-

eral resources, is practiced most commonly when the mate-

rial of interest occurs in a layer near and approximately 

parallel to the surface ( fi gure 13.23 ). Overlying vegetation, 

soil, and rock are stripped off, the coal or other material is 

removed, and the waste rock and soil are dumped back as a 

A
B

  Figure 13.20  
 Subsurface mining activities sometimes aff ect the earth’s surface. (A) Collapse of land surface over old abandoned copper mine in Arizona. 

Note roads, trees, and houses for scale. (B) Subsidence pits and troughs over abandoned underground coal mines in Sheridan County, 

Wyoming.   

  Photograph (A) by H. E. Malde, (B) by C. R. Dunrud, both courtesy USGS Photo Library, Denver, CO.   
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 discussed in chapter 16, was created in part to address a similar 

problem with toxic-waste dumps.) 

    Mineral processing to extract a specifi c metal from an ore 

can also cause serious environmental problems. Processing gen-

erally involves fi nely crushing or grinding the ore. The fi ne waste 

materials, or    tailings   , that are left over may end up heaped around 

the processing plant to weather and wash away, much like spoil 

banks (fi gure 13.25). Generally, traces of the ore are also left be-

hind in the tailings. Depending on the nature of the ore, rapid 

weathering of the tailings may leach out harmful elements, such 

as mercury, arsenic, cadmium, and uranium, to contaminate sur-

face and ground waters. Uncontrolled usage of uranium-bearing 

tailings as fi ll and in concrete in Grand Junction, Colorado, 

A

  Figure 13.21  
 (A) Granite quarrying at the Rock of Ages quarry, Barre, Vermont. 

(B) Quarrying sand and gravel, Wasatch Front, Utah.   

  Photograph (A) The McGraw-Hill Companies, Inc./Doug Sherman, 

photographer. (B) The McGraw-Hill Companies/John A. Karachewski, 

photographer   

  Figure 13.22  
 The world’s largest open-pit mine: Bingham Canyon, Utah. Over 

$6 billion worth of minerals have been extracted from this one 

mine over the decades of its operation.   

  Courtesy of Kennecott   

  Figure 13.23  
 Strip-mining for manganese in South Africa.   

  Courtesy USGS Photo Library, Denver, CO.   

B
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A B

C D

  Figure 13.24  
 Strip-mining and land reclamation. (A) Spoil banks, Rainbow coal strip mine, Sweetwater County, Wyoming. (B) Revegetation of ungraded 

spoils at Indian Head mine is slow. (C) Grading of spoils at Indian Head coal strip mine, Mercer County, North Dakota. (D) Reclaimed portion of 

Indian Head mine one year after seeding.   

  Photographs by H. E. Malde, USGS Photo Library, Denver, CO.   

A B

  Figure 13.25  
 As the Bingham Canyon mine (fi gure 13.22) is approached, huge tailings piles stand out against the mountains (A). Closer inspection of the 

tailings (B) shows obvious erosion by surface runoff . Local residents report metallic-tasting water, attributed to copper leached from tailings.    
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the ores involved and on emission controls, release arsenic, 

lead, mercury, and other  potentially toxic elements along 

with exhaust gases and ash. Sulfi de-ore processing also re-

leases the sulfur oxide gases that are implicated in the pro-

duction of acid rain (chapter 18). These same gases, at high 

concentrations, can destroy nearby vegetation: During the 

twentieth century, one large smelter in British Columbia de-

stroyed all conifers within 19 kilometers (about 12 miles) of 

the operation. More-stringent pollution controls are curbing 

such problems today. Still, mineral processing can be a huge 

potential source of pollutants if not carefully executed. 

 Worldwide, too, not all nations are equally sensitive to the 

hazards; residents of areas with weak pollution controls may 

face signifi cant health risks.      

 resulted in radioactive buildings that had to be extensively torn up 

and rebuilt before they were safe for occupation. 

    The chemicals used in processing are often hazardous 

also. For example, cyanide is commonly used to extract gold 

from its ore. Water pollution from poorly controlled runoff 

of cyanide solutions can be a signifi cant problem. Additional 

concerns arise as attention turns to trying to recover addi-

tional gold from old tailings by “heap-leaching,” using cya-

nide solutions percolating through the tailings piles. Gold is 

valuable, and heap-leaching old tailings is relatively inex-

pensive, especially in comparison to mining new ore. But 

unless the process is very carefully controlled, both metals 

and cyanide can contaminate local surface and ground wa-

ters. Smelting to extract metals from ores may, depending on 

 Summary 
 Economically valuable mineral deposits occur in a variety of 

specialized geologic settings—igneous, sedimentary, and 

metamorphic. Both the occurrence of and the demand for minerals 

are very unevenly distributed worldwide. Projections for mineral 

use, even with conservative estimates of consumption levels, 

suggest that present reserves of most metals and other minerals 

could be exhausted within decades. As shortages arise, some 

currently subeconomic resources will be added to the reserves, but 

the quantities are unlikely to be suffi  cient to extend supplies 

greatly. Other strategies for averting further mineral shortages 

include applying new exploration methods to fi nd more ores, 

looking to undersea mineral deposits not exploited in the past, and 

recycling metals to reduce the demand for newly mined material. 

Decreasing mining activity would minimize the negative impacts of 

mining, such as disturbance of the land surface and the release of 

harmful chemicals through accelerated weathering of pulverized 

rock or as a consequence of mineral-processing activities.   

 Key Terms and Concepts  
  banded iron formation 296    

  concentration factor 292  
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  remote sensing 305    
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 Exercises  
 Questions for Review  

   1.   Explain how economics and concentration factor relate to the 

defi nition of an ore.  

   2.   Describe two examples of magmatic ore deposits.  

   3.   Hydrothermal ore deposits tend to be associated with plate 

boundaries. Why?  

   4.   What is an evaporite? Give an example of a common 

evaporite mineral.  

   5.   Explain how stream action may lead to the formation of 

placer deposits. Why is there interest in exploring for placers 

on the continental shelves?  

   6.   As mineral reserves are exhausted, some resources may be 

reclassifi ed as reserves. Explain.  

   7.   How might plate-tectonic theory contribute to the search for 

new ore deposits?  

   8.   How are satellites contributing to ore prospecting? Note two 

advantages of such remote-sensing methods.  

   9.   What metallic mineral resource is found over much of the 

deep-sea fl oor, and what political problem arises in 

connection with it?  

   10.   Why are aluminum and lead comparatively easy to recycle, 

while steel is less so?  

   11.   Describe one hazard associated with underground 

mining.  

   12.   What steps are involved in strip-mine reclamation? Can land 

always be fully restored to its pre-mining condition with 

sincere eff ort? Explain.  

   13.   Why are tailings from mineral processing a potential 

environmental concern?     
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associated with the processing? Can this metal be recycled, 

and if so, from what sorts of material? Are there practical 

substitutes for it?) You might start at the USGS website 

minerals.usgs.gov/  

   3.   Choose an everyday object, and investigate what mineral 

materials go into it and where they come from. (The Mineral 

Information Institute’s website might be a place to start.)  

   4.   Select one or more recyclable metals found in a computer, 

and perform an analysis like that of Case Study 13. (The EPA’s 

eCycling site plus USGS publications from the online 

Suggested Readings list should provide the necessary data.)                                                    

 Exploring Further  

   1.   Choose an area that has been subjected to extensive surface 

mining (examples include the coal country of eastern 

Montana or Appalachia and the iron ranges of Upper 

Michigan). Investigate the history of mining activities in this 

area and of legislation relating to mine reclamation. Assess 

the impact of the legislation.  

   2.   Select one metallic mineral resource and investigate its 

occurrence, distribution, consumption, and reserves. Evaluate 

the impact of its customary mining and extraction methods. 

(How and where is it mined? How much energy is used in 

processing it? What special pollution problems, if any, are 



The century-old Elk Hills Oil Field in the San Joaquin Valley of California (hilly area at left and center) was the fi rst designated Naval Petroleum 

Reserve, but was not very much utilized until the OPEC oil embargo in the 1970s. It has since proved a rich resource: Its billionth barrel of oil 

was extracted in 1992.

Image by Jesse Allen, courtesy NASA EO-1 team.

  The earliest and, at fi rst,  only energy source used by primi-

tive people was the f ood they at e. Then, wood-fueled fi res 

produced ener gy f or c ooking, heat, light, and pr otection fr om 

predators. As hunting societies became agricultural, people used 

energy provided b y animals—horsepo wer and o x power. The 

world’s total energy demands were quite small and could readily 

be met by these sources. 

  Gradually, animals’ labor was replaced by that of machines, 

new and mor e sophisticated technologies were developed, and 

demand for manufac tured goods r ose. These fac tors all g reatly 

increased the need f or ener gy and spurr ed the sear ch f or new 

energy sources ( fi gure 14.1 ). It was fi rst wood, then primarily the 

fossil fuels that eventually met those needs, and they continue to 

dominate our ener gy consumption ( fi gure 14.2 ). They also pose 

certain en vironmental pr oblems. All c ontribute t o the carbon- 

dioxide pollution in the atmospher e, and sev eral can pr esent 

other signifi cant hazards such as toxic spills and land subsidence 

(oil), or sulfur pollution, acid runoff , and mine collapse (coal).     

  The term fossil refers to any remains or evidence of ancient 

life. Energy is stored in the chemical bonds of the or ganic com-

pounds of living organisms. The ultimate source of that energy is 

the sun, which driv es photosynthesis in plants . The    fossil fuels    

are those energy sources that formed from the remains of once-

living organisms. These include oil, natural gas, coal, and fuels 

derived from oil shale and tar sand. When we burn them, we are 

using that stored energy. The diff erences in the physical proper-

ties among the various f ossil fuels arise fr om diff erences in the 

starting materials from which the fuels formed and in what hap-

pened to those materials after the organisms died and were bur-

ied within the earth.    

    Energy R esources—

Fossil F uels  

rst only energy source used by primi- dioxide pollution in the atmosphere and several can present

2.5km N2.5km N
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    Figure 14.1   
 As societies evolve from primitive to agricultural to industrialized, 

the daily per capita consumption of energy increases sharply. The 

body needs, on average, about 2000 kilocalories per day to live (the 

“kilocalorie,” a measure of energy, is the food calorie that dieters 

count). However, in the United States in 2007, per capita energy 

consumption was 230,000 kilocalories per day: 40% for residential/

commercial uses, 32% for industry, 29% for transportation. Of the 

total, about 40% was consumed in the generation of electricity. 

Note that, as societies advance, even the energy associated with 

the food individuals eat increases. Members of modern societies do 

not consume 10,000 kilocalories of food energy directly, but behind 

the 2,000 or so actually consumed are large additional energy 

expenditures associated with agriculture, food processing, and 

preservation, and even the conversion of plants to meat by 

animals, which in turn are consumed as food. The shaded area in 

the far left bar of the graph is electricity usage. 

  Source: Graph after Earl Cook, “The Flow of Energy in an Industrialized 

Society,”  Scientifi c American,  © 1971.   

    Figure 14.2    
 U.S. energy consumption, 1949–2007. The trend is clearly upward, except following the Arab oil embargo of the early 1970s, and in the early 1980s, 

when high prices and a sluggish economy combined to depress energy consumption. Note that fi gures are expressed in terms of energy derived 

from each source so that the contributions can be more readily compared. For energy equivalents of the several fossil fuels, see the table of units. 

 Source: Annual Energy Review 2007, U.S. Energy Information Administration, Department of Energy.  
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hydrocarbons are produced. Thick liquids give way to thinner 

ones, from which are derived lubricating oils, heating oils, and 

gasoline. In the fi nal stages, most or all of the petroleum is further 

broken down into very simple, light, gaseous molecules—natural 

gas. Most of the maturation process occurs in the temperature 

range of 50° to 100°C (approximately 120° to 210°F). Above 

these temperatures, the remaining hydrocarbon is almost wholly 

methane; with further temperature increases, methane can be 

broken down and destroyed in turn (see  fi gure 14.3 ). 

      A given oil fi eld yields crude oil containing a distinctive 

mix of hydrocarbon compounds, depending on the history of the 

material. The refi ning process separates the different types of 

hydrocarbons for different uses (see  table 14.1 ). Some of the 

heavier hydrocarbons may also be broken up during refi ning into 

smaller, lighter molecules through a process called cracking, 

which allows some of the lighter compounds such as gasoline to 

be produced as needed from heavier components of crude oil.  

       Once the solid organic matter is converted to liquids and/

or gases, the hydrocarbons can migrate out of the rocks in which 

they formed. Such migration is necessary if the oil or gas is to 

 Formation of Oil and Natural 
Gas Deposits  

    Petroleum    is not a single chemical compound. Liquid petro-

leum, or    oil   , comprises a variety of liquid hydrocarbon com-

pounds (compounds made up of different proportions of the 

elements carbon and hydrogen). There are also gaseous hydro-

carbons (   natural gas   ), of which the compound methane (CH4) is 

the most common. How organic matter is transformed into liquid 

and gaseous hydrocarbons is not fully understood, but the main 

features of the process are outlined below. 

      The production of a large deposit of any fossil fuel requires 

a large initial accumulation of organic matter, which is rich in 

carbon and hydrogen. Another requirement is that the organic 

debris be buried quickly to protect it from the air so that decay by 

biological means or reaction with oxygen will not destroy it. 

      Microscopic life is abundant over much of the oceans. 

When these organisms die, their remains can settle to the sea 

fl oor. There are also underwater areas near shore, such as on 

many continental shelves, where sediments derived from conti-

nental erosion accumulate rapidly. In such a setting, the starting 

requirements for the formation of oil are satisfi ed: There is an 

abundance of organic matter rapidly buried by sediment. Oil 

and much natural gas are believed to form from such accumu-

lated marine microorganisms. Continental oil fi elds often re-

fl ect the presence of marine sedimentary rocks below the 

surface. Additional natural gas deposits not associated with oil 

may form from deposits of plant material in sediment on land. 

      As burial continues, the organic matter begins to change. 

Pressures increase with the weight of the overlying sediment or 

rock; temperatures increase with depth in the earth; and slowly, 

over long periods of time, chemical reactions take place. These 

reactions break down the large, complex organic molecules into 

simpler, smaller hydrocarbon molecules. The nature of the hy-

drocarbons changes with time and continued heat and pressure. 

In the early stages of petroleum formation in a marine deposit, 

the deposit may consist mainly of larger hydrocarbon molecules 

(“heavy” hydrocarbons), which have the thick, nearly solid con-

sistency of asphalt. As the petroleum matures, and as the break-

down of large molecules continues, successively “lighter” 

    Figure 14.3   
 The process of petroleum maturation in a marine deposit, in 

simplifi ed form. 

  Source: After J. Watson,  Geology and Man,  1983, Allen and Unwin, Inc.   

Table 14.1 Fuels Derived from Liquid Petroleum and Gas

Material Principal Uses

Heavier hydrocarbons waxes (for example, paraffi  n) candles

heavy (residual) oils heavy fuel oils for ships, power plants, and industrial boilers

medium oils kerosene, diesel fuels, aviation (jet) fuels, power plants, and domestic 

and industrial boilers

light oils gasoline, benzene, and aviation fuels for propeller-driven aircraft

“bottled gas” (mainly butane, C4H10) primarily domestic use

Lighter hydrocarbons natural gas (mostly methane, CH4) domestic/industrial use and power plants

Source: Data from J. Watson, Geology and Man, copyright © 1983 Allen and Unwin, Inc.
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be collected into an economically valuable and practically us-

able deposit. The majority of petroleum source rocks are fi ne-

grained clastic sedimentary rocks of low permeability, from 

which it would be diffi cult to extract large quantities of oil or 

gas quickly. Despite the low permeabilities, oil and gas are able 

to migrate out of their source rocks and through more perme-

able rocks over the long spans of geologic time. The pores, 

holes, and cracks in rocks in which fl uids can be trapped are 

commonly full of water. Most oils and all natural gases are less 

dense than water, so they tend to rise as well as to migrate later-

ally through the water-fi lled pores of permeable rocks. 

      Unless stopped by impermeable rocks, oil and gas may 

keep rising right up to the earth’s surface. At many known oil 

and gas seeps, these substances escape into the air or the oceans 

or fl ow out onto the ground. These natural seeps, which are one 

of nature’s own pollution sources, are not very effi cient sources 

of hydrocarbons for fuel if compared with present drilling and 

extraction processes, although asphalt from seeps in the Middle 

East was used in construction fi ve thousand years ago. 

      Commercially, the most valuable deposits are those in 

which a large quantity of oil and/or gas has been concentrated and 

confi ned (trapped) by impermeable rocks in geologic structures 

(see  fi gure 14.4 ). The reservoir rocks in which the oil or gas has 

accumulated should be relatively porous if a large quantity of pe-

troleum is to be found in a small volume of rock and should also 

be relatively permeable so that the oil or gas fl ows out readily once 

a well is drilled into the reservoir. If the reservoir rocks are not 

naturally very permeable, it may be possible to fracture them arti-

fi cially with explosives or with water or gas under high pressure to 

increase the rate at which oil or gas fl ows through them. 

      The amount of time required for oil and gas to form is not 

known precisely. Since virtually no petroleum is found in rocks 

younger than 1 to 2 million years old, geologists infer that the 

process is comparatively slow. Even if it took only a few tens of 

thousands of years (a geologically short period), the world’s oil 

and gas is being used up far faster than signifi cant new supplies 

could be produced. Therefore, oil and natural gas are among the 

   nonrenewable    energy sources. We have an essentially fi nite 

supply with which to work.    

 Supply and Demand for Oil 
and Natural Gas  

 As with minerals, the most conservative estimate of the supply of 

an energy source is the amount of known reserves, “proven” ac-

cumulations that can be produced economically with existing 

technology. A more optimistic estimate is total resources, which 

include reserves, plus known accumulations that are technologi-

cally impractical or too expensive to tap at present, plus some 

quantity of the substance that is expected to be found and extract-

able. As with minerals, estimates of energy reserves are thus sen-

sitive both to price fl uctuations and to technological advances.  

    Figure 14.4    
 Types of petroleum traps. (A) A simple fold trap. (B) Petroleum accumulated in a fossilized ancient coral reef. (C) A fault trap. (D) Petroleum 

trapped against an impermeable salt dome, which has risen up from a buried evaporite deposit.  
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been produced and consumed; remaining U.S. proven reserves 

are only about 21 billion barrels. For more than three decades, 

the United States has been using up about as much domestic oil 

each year as the amount of new domestic reserves discovered, 

or proven, and in many years somewhat more, so the net U.S. 

oil reserves have generally been decreasing year by year (see 

 table 14.2 ). Domestic production has likewise been declining 

( fi gures 14.6  and 14.7).   

 Oil 

 Oil is commonly discussed in units of barrels (1 barrel 5 42 

gallons). Worldwide, over one trillion barrels of oil have been 

consumed, according to estimates by the U.S. Geological Sur-

vey. The estimated remaining reserves are about 1.2 trillion bar-

rels ( fi gure 14.5 ). That does not sound too ominous until one 

realizes that close to half of the consumption has occurred in the 

last quarter-century or so. Also, global demand continues to 

increase as more countries advance technologically. 

      Oil supply and demand are very unevenly distributed 

around the world. Some low-population, low-technology, oil-rich 

countries (Libya, for example) may be producing fi fty or a hun-

dred times as much oil as they themselves consume. At the other 

extreme are countries like Japan, highly industrialized and 

 energy-hungry, with no petroleum reserves at all. The United 

States alone consumes about 25% of the oil used worldwide, 

more than all of Europe together, and about three times as much 

as China or Japan, the next-highest individual-country consum-

ers. As with mineral resources, the size of petroleum resources of 

a given nation are not correlated with geographic size. Many have 

speculated that much of the international interest in the Middle 

East is motivated as much by concern for its estimated 60% share 

of world oil reserves as by humanitarian or other motives. 

      The United States initially had perhaps 10% of all the 

world’s oil resources. Already over 400 billion barrels have 
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    Figure 14.5   
 Estimated proven world reserves of crude oil and natural gas, January 2006. Note that inclusion of the fuel in Canada’s tar sands (discussed later in 

the chapter) would increase world oil reserves by more than 150 billion barrels, and make Canada’s oil reserves second only to those of Saudi Arabia. 

  Source: Averages of estimates of  BP Statistical Review, Oil and Gas Journal  and  World Oil,  as summarized in  International Energy Annual 2006, 

 U.S. Energy Information Administration.   

Table 14.2
Proven U.S. Reserves Crude Oil and 
Natural Gas, 1977–2007

Year

Crude Oil 

(billions of barrels)

Natural Gas 

(trillions of cu ft)

1977 31.8 207.4

1982 29.5 201.5

1987 28.7 187.2

1992 25.0 165.0

1997 23.9 167.2

2002 24.0 186.9

2007 21.0 211.1

 Source: Data from Annual Energy Review 2007, U.S. Energy Information Administration, Department 

of Energy. 
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    Figure 14.6   
 U.S. energy production since the mid-twentieth century, by energy source. Note that domestic production remains rather level despite sharp rises 

in some fossil-fuel prices, and rising consumption. (Natural gas plant liquids (NGPL) are liquid fuels produced during refi ning/processing of natural gas.) 

  Source:  Annual Energy Review 2007,  U.S. Energy Information Administration.   
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  Figure 14.7    
 When this classic projection by M. King Hubbert was fi rst widely published in the early 1970s, many people were shocked to discover that the 

total supply of oil appeared so limited. In fact, the total resource estimates had long existed in the geologic literature. The supply problem 

was made acute by the rapid rise in consumption starting in the 1950s. Hubbert accurately predicted the slower rise in world production of 

oil after 1975, which to a great extent is the result of depletion of reserves, especially easily accessible ones. U.S. production peaked in 1970 

for that reason. The “blip” on the downslope represents the eff ect of added production from Alaska. Current projections, using revised USGS 

estimates of total recoverable world oil resources of about 3000 billion barrels, place the peak of world oil production within about fi ve years 

of 2020, depending upon model assumptions. 

  Source: Projections from M. King Hubbert, “The Energy Resources of the Earth,”  Scientifi c American,  Sept. 1971, p. 69. Production data from  Annual 

Energy Review 2007,  U.S. Energy Information Administration.   

      So, the United States has for many years relied heavily 

on imported oil to meet part of its oil demand. Without it, U.S. 

reserves would dwindle more quickly. The United States con-

sumes about 7½ billion barrels of oil per year, to supply 

about 40% of all the energy used. Currently, almost two-thirds 

of the oil consumed is imported from other countries. That 

percentage has increased steadily since the early 1980s. Prin-

cipal sources currently are Canada, Mexico, Saudi Arabia, 

Venezuela, and Nigeria, with other nations contributing as 

well (for example, in 2007, the United States was importing 
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    Case Study 14.1 

 The Arctic National Wildlife Refuge: To Drill or Not to Drill? 

 The Prudhoe Bay fi eld on the North Slope of Alaska is the largest U.S. oil 

fi eld ever found. It has yielded over 11 billion barrels of oil so far, with 

an estimated remaining reserve of 2 billion barrels. Its richness justifi ed 

the $8 billion cost of building the 800-mile Trans-Alaska pipeline. West 

of Prudhoe Bay lies the 23-million-acre tract now known as the 

National Petroleum Reserve–Alaska (NPRA), fi rst established as Naval 

Petroleum Reserve No. 4 by President Warren Harding in 1923. East of 

Prudhoe Bay is the 19-million-acre Arctic National Wildlife Refuge 

(ANWR), established in 1980 ( fi gure 1 ). 

  Geologic characteristics of, and similarities among, the three 

areas suggested that oil and gas might very well be found in both 

NPRA and ANWR. Thus when establishing ANWR, Congress deferred a 

fi nal decision on the future of the coastal portion, some 1.5 million 

acres known as the “1002 Area” after the section of the act that 

addressed it. 

  Little petroleum exploration occurred in NPRA until the late 

1990s. In 1996, oil was found in the area between NPRA and Prudhoe 

Bay. Then, beginning in 2000, exploration wells began to fi nd oil and 

gas in NPRA. 

  Estimating potential oil and gas reserves in a new region is a 

challenge. Drilling and seismic and other data constrain the types and 

distribution of subsurface rocks. Samples from drill cores, and 

comparisons with geologically similar areas, allow projection of 

quantities of oil and gas that may be present. Only a portion of the 

in-place resources may be technologically recoverable—perhaps 

30–50% of the oil, 60–70% of the gas. And of course, the market price 

of each commodity will determine how much is economically 

recoverable. Combining all of these considerations results in a range of 

estimates of oil and gas reserves in NPRA and the ANWR 1002 Area 

( fi gure 2 ). At crude-oil prices of $40 per barrel, the analysis suggested a 

mean probability of close to 7 billion barrels of economically 

recoverable oil each in NPRA and in the ANWR 1002 Area. Moreover, it 

is believed that the oil accumulations in the ANWR 1002 Area are, on 

average, larger, meaning that they could be developed more 

effi  ciently. (Development of the gas reserves would require another 

pipeline.) 

  A few years after this USGS analysis was done, oil prices began 

to rise sharply. One would naturally expect that that would increase 

the projected volume of reserves (though note that the diff erence 

between estimated reserves at $30 per barrel and at $40 per barrel in 

the original analysis was rather modest). In mid-2008, in fact, oil prices 

briefl y exceeded $130 per barrel—and then dropped precipitously, 

falling below $40 per barrel by early 2009. Such volatility dictates 

caution in making reserve projections based on assumptions of very 

high oil prices, and it certainly prompts oil companies to be cautious in 

moving forward to develop the more marginal deposits. 

  For one thing, drilling costs continue to rise, particularly in 

challenging areas like Alaska. Permafrost is a delicate foundation for 

construction, as will be explored further in chapter 20, and has become 

more so with Arctic warming. For this and other reasons, costs of 

drilling onshore in Alaska rose from $283 per foot drilled in 2000 to 

$1880 per foot in 2005, and off shore costs are higher. 

  Furthermore, development of new oil fi elds is never quick, and 

this is likely to be especially true in ANWR. A 2008 analysis by the U.S. 

Energy Information Administration (EIA) conservatively suggested a 

lag of  ten years  from the time oil leases would be authorized by the 

federal government to the fi rst oil production. This breaks down as 

follows:  
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    Figure 1   
 The NPRA and ANWR fl ank the petroleum-rich Prudhoe Bay area. The 

future of the “1002 Area” of the ANWR is currently being hotly debated. 

  After USGS Fact Sheet 040-98.   

half a million barrels a day from Iraq). Simple arithmetic dem-

onstrates that the rate of oil consumption in the United States 

is very high compared even to the estimated total U.S. re-

sources available. Some of those resources have yet to be 

found, too, and will require time to discover and develop. Both 

U.S. and world oil supplies could be nearly exhausted within 

decades ( fi gure 14.7 ), especially considering the probable 

 acceleration of world energy demands. On occasion, explora-

tionists do fi nd the rare, very large concentrations of 

petroleum—the deposits on Alaska’s North Slope and beneath 

Europe’s North Sea are examples. Yet even these make only a 

modest difference in the long-term picture. The Prudhoe Bay 

oil fi eld, for instance, represented reserves of only about 13 

billion barrels, a great deal for a single region, but less than 
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      2–3 years for writing and acceptance of an Environmental Impact 

Statement, preliminary analysis of exploration data by 

interested companies, and a lease auction  

      2–3 years for the drilling of  one  exploratory well (a slow process partly 

because of the location, and partly because exploratory wells 

involve extensive data collection, not just drilling)  

      1–2 years for the company to formulate a plan for developing its oil 

fi eld, and for the Bureau of Land Management (the responsible 

federal agency here) to approve that plan  

      3–4 years to build the necessary oil-processing facilities and feeder 

pipelines to connect the new oil to the Trans-Alaska Pipeline, 

and to drill development wells to extract the oil   

  Thus, a company would need confi dence in the price of oil ten 

or more years in the future before being certain of the economic 

viability of a particular deposit. Indeed, the EIA concluded that even 

prices prevailing at the time of its analysis (over $120 per barrel) would 

not motivate development of smaller or more technically diffi  c ult oil 

fi elds in ANWR until after 2030; the richer and more accessible deposits 

already identifi ed as reserves by USGS would certainly be developed 

fi rst. As oil prices have plummeted since the EIA assessment, 

speculation about reserves beyond those identifi ed in the USGS study 

has essentially become moot. 

  Those who favor drilling in the ANWR 1002 Area point to the 

current massive U.S. dependence on foreign oil, the fi nancial benefi ts 

to Alaskans of additional oil production, the fact that there are tens of 

millions of acres of other wilderness. They also note that oil production 

technology has become more sophisticated so as to leave less of a 

“footprint”—for example, one can drill one well at the surface that 

splays out in multiple directions at depth rather than having to drill 

multiple wells from the surface to tap the same deposits. Those 

opposed to drilling note the extreme environmental fragility of alpine 

ecosystems in general, the biological richness of the 1002 Area in 

particular (the ANWR has been called the Alaskan Serengeti), and the 

fact that the United States consumes over 7 billion barrels of crude oil 

in just a year (so, why risk the environment for so relatively little oil?). 

The debate continues.  
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    Figure 2   
 U.S. Geological Survey estimates of economically recoverable oil in the 

federally owned portions of NPRA and the ANWR 1002 Area (other areas are 

Native lands), and size distribution of individual oil accumulations (inset 

graph). Red lines are for NPRA; dashed blue line is mean for ANWR 1002 Area. 

  After USGS Fact Sheet 045-02.   

two years’ worth of U.S. consumption. U.S. oil production 

peaked at 9.64 million barrels per day in 1970, and has de-

clined steadily since then, dipping to 5.10 million barrels per 

day in 2007. Concern about dependence on imported oil led to 

the establishment of the Strategic Petroleum Reserve in 1977, 

but the amount of oil in the SPR stayed at about 550 million 

barrels from 1980 to 2000, while the number of days’ worth of 

imports that it represents has declined from a high of 115 in 

1985 to 50 in 2002 ( fi gure 14.8 ). Only renewed addition of 

imported oil, to raise SPR stocks to about 697 million barrels 

in 2007, reversed the decline in the number of days of imports 

held in the SPR, but that fi gure was still only 58 in 2008. Such 

facts increase pressure to develop new domestic oil sources; 

see Case Study 14.1. 
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    Figure 14.8   
 Strategic Petroleum Reserve (SPR) was established to provide a “cushion” in the event of disruption of imports of oil. The length of time the 

SPR will last declines as consumption of imported oil rises. Only signifi cant infusions of oil after  9/11 have reversed the decline in number of 

days of imports in SPR. 

  Source:  Annual Energy Review 2007,  U.S. Energy Information Administration, Department of Energy.   
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   Natural Gas 

 The supply/demand picture for conventional natural gas is sim-

ilar to that for oil (see fi gures 14.2 and 14.6). Natural gas pres-

ently supplies close to 25% of the energy used in the United 

States. The United States has proven natural gas reserves of just 

over 200 trillion cubic feet. However, roughly 20 trillion cubic 

feet of these reserves are consumed per year, and most years, 

less is found in new domestic reserves than the quantity con-

sumed. The net result is, again, generally declining reserves 

(table 14.2). It is noteworthy that until the mid-1980s, U.S. 

 natural-gas production roughly equaled consumption. Since 

then, we have been importing increasing amounts of natural 

gas; imports now account for about 20% of consumption. The 

U.S. supply of conventional natural gas, too, could be used up 

in a matter of decades.   

 Future Prospects 

 Many people tend to assume that, as oil and natural gas supplies 

dwindle and prices rise, there will be increased exploration and 

discovery of new reserves so that we will not really run out of 

these fuels. But the supplies are ultimately fi nite, after all. 

      Moreover, while decreasing reserves have prompted ex-

ploration of more areas, most regions not yet explored have 

been neglected precisely because they are unlikely to yield ap-

preciable amounts of petroleum. The high temperatures in-

volved in the formation of igneous and most metamorphic rocks 

would destroy organic matter, so oil would not have formed or 

been preserved in these rocks. Nor do these rock types tend to 

be very porous or permeable, so they generally make poor res-

ervoir rocks as well, unless fractured. The large portions of the 

continents underlain predominantly by igneous and metamor-

phic rocks are, for the most part, very unpromising places to 

look for oil. Some such areas are now being explored, but with 

limited success. Other, more promising areas may be protected 

or environmentally sensitive. 

      The costs of exploration have gone up, and not simply due 

to infl ation. In the United States, drilling for oil or gas in 2006 

cost an average of $324 per foot, and as noted in Case Study 14.1, 

drilling costs in some areas of future resource potential, notably 

Alaska, are far higher than the average. The average oil or 

 natural gas well drilled was over 6400 feet deep (it was about 

3600 feet in 1949); even with increasingly sophisticated meth-

ods of exploration to target areas most likely to yield economic 
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creases in problems such as ground subsidence or groundwater 

pollution that arise also with conventional recovery methods. 

Even conventional drilling uses large volumes of drilling mud to 

cool and lubricate the drill bits. The drilling muds may become 

contaminated with oil and must be handled carefully to avoid 

polluting surface or ground water. When water is more exten-

sively used in fracturing rock or warming the oil, the potential for 

pollution is correspondingly greater.   

 Alternate Natural Gas Sources 

 During coal formation, quantities of methane-rich gas are also 

produced. Most coal deposits contain signifi cant amounts of 

   coal-bed methane   . Historically, this methane has been treated 

as a hazardous nuisance, potentially explosive, and its inciden-

tal release during coal mining has contributed to rising methane 

concentrations in the atmosphere. However, an estimated 

100 trillion cubic feet of methane that would be economically 

recoverable with current technology exists in-place in U.S. coal 

beds. If it could be extracted for use rather than wasted, it could 

contribute signifi cantly to U.S. gas reserves. And we know 

where it is, because U.S. coal beds are already well mapped, as 

noted in the later discussion of coal. The major technological 

obstacle to recovery of coal-bed methane is the need to extract 

and dispose of the water that typically pervades coal beds, water 

that is often saline and requires careful disposal to avoid pollut-

ing local surface or ground water. However, coal-bed methane 

is already being produced in the Wasatch Plateau area of Utah 

and the Powder River Basin in Wyoming. As extraction technol-

ogy is improved and the geology of coal-bed methane further 

studied, increased development of this resource is expected. 

      Some evidence suggests that additional natural gas re-

serves exist at very great depths in the earth. Thousands of me-

ters below the surface, conditions are suffi ciently hot that 

any oil would have been broken down to natural gas (recall 

fi gure 14.3). This natural gas, under the tremendous pressures 

exerted by the overlying rock, may be dissolved in the water 

fi lling the pore spaces in the rock, much as carbon dioxide is 

dissolved in a bottle of soda. Pumping this water to the surface 

is like taking off the bottle cap: The pressure is released, and the 

gas bubbles out. Enormous quantities of natural gas might exist 

in such    geopressurized zones   ; recent estimates of the amount 

of potentially recoverable gas in this form range from 150 to 

2000 trillion cubic feet. 

      Special technological considerations are involved in devel-

oping these deposits. It is diffi cult and very expensive to drill to 

these deep, high-pressure accumulations. Also, many of the fl u-

ids in which the gas is dissolved are very saline brines that cannot 

be casually released at the surface without damage to the quality 

of surface water; the most effective means of disposal is to pump 

the brines back into the ground, but this is costly. On the plus 

side, however, the hot fl uids themselves may represent an addi-

tional geothermal energy source (see the discussion of geother-

mal energy in chapter 15). Geopressurized natural gas may well 

become an important supplementary fossil fuel in the future, 

though its total potential and the economics of its development 

hydrocarbon deposits, nearly half of exploratory wells come up 

dry. Costs for drilling offshore are substantially higher than for 

land-based drilling, too, and many remaining sites where hydro-

carbons might be sought are offshore. Yield from producing 

wells is also declining, from a peak average of 18.6 barrels of oil 

per well per day in 1972 to 10.2 barrels in 2007. 

      Despite a quadrupling in oil prices between 1970 and 

1980 (after adjustment for infl ation), U.S. proven reserves con-

tinued to decline. They are declining still, despite oil prices re-

cently at record levels. This is further evidence that higher 

prices do not automatically lead to proportionate, or even ap-

preciable, increases in fuel supplies. Also, many major oil com-

panies have been branching out into other energy sources 

beyond oil and natural gas, suggesting an expectation of a shift 

away from petroleum in the future.   

 Enhanced Oil Recovery 

 A few techniques are being developed to increase petroleum 

production from known deposits. An oil well initially yields its 

oil with minimal pumping, or even “gushes” on its own, be-

cause the oil and any associated gas are under pressure from 

overlying rocks, or perhaps because the oil is confi ned like wa-

ter in an artesian system. Recovery using no techniques beyond 

pumping is primary recovery. When fl ow falls off, water may 

be pumped into the reservoir, fi lling empty pores and buoying 

up more oil to the well (secondary recovery). Primary and sec-

ondary recovery together extract an average of one-third of the 

oil in a given trap, though the fi gure varies greatly with the 

physical properties of the oil and host rocks in a given oil fi eld. 

On average, then, two-thirds of the oil in each deposit has his-

torically been left in the ground. Thus, additional enhanced 

 recovery methods have attracted much interest. 

      Enhanced recovery comprises a variety of methods be-

yond conventional secondary recovery. Permeability of rocks 

may be increased by deliberate fracturing, using explosives or 

even water under very high pressure. Carbon dioxide gas under 

pressure can be used to force out more oil. Hot water or steam 

may be pumped underground to warm thick, viscous oils so that 

they fl ow more easily and can be extracted more completely. 

There have also been experiments using detergents or other 

substances to break up the oil. 

      All of these methods add to the cost of oil extraction. That 

they are now being used at all is largely a consequence of higher 

oil prices in the last two decades and increased diffi culty of locat-

ing new deposits. Researchers in the petroleum industry believe 

that, from a technological standpoint, up to an additional 40% of 

the oil initially in a reservoir might be extractable by enhanced-

recovery methods. This would substantially increase oil reserves. 

A further positive feature of enhanced-recovery methods is that 

they can be applied to old oil fi elds that have already been discov-

ered, developed by conventional methods, and abandoned, as 

well as to new discoveries. In other words, numerous areas in 

which these techniques could be used (if the economics were 

right) are already known, not waiting to be found. It should, how-

ever, be kept in mind that enhanced recovery may involve in-
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arctic regions and in marine sediments. The U.S. Geological 

Survey has estimated that the amount of carbon found in gas 

hydrates may be twice that in all known fossil fuels on earth 

( fi gure 14.10 ), and a 2008 study suggested a probable 85 trillion 

cubic feet of (yet-undiscovered) methane in gas hydrates of 

Alaska’s North Slope alone. Methane in methane hydrate thus 

represents a huge potential natural gas resource. Just how to tap 

methane hydrates safely for their energy is not yet clear. 

      In arctic regions, the hydrates are stabilized by the low 

temperature. If these arctic sediments are warmed enough by 

the continued warming of the Arctic to break down some of the 

hydrates, or if they are disturbed in the course of extracting 

methane, methane gas would be released into the atmosphere, 

which would further increase greenhouse-effect heating. Con-

sidering that methane is a far more effi cient greenhouse gas 

than is CO2 and that the amount of methane locked in hydrates 

now is estimated at about 3000 times the methane currently in 

the atmosphere, the potential impact is large and represents yet 

another source of uncertainty in global-climate modeling. 

      In the meantime, scientists are studying the feasibility of 

using fracturing techniques to initiate enhanced gas recovery 

from “tight” (low-permeability) sandstones in the Rocky Moun-

tains and gas-bearing shales in the Appalachians. These proj-

ects are still in the experimental stages. As with geopressurized 

gas, the quantity of recoverable gas in these rocks is uncertain. 

Recent estimates, however, range from 60 to 840 trillion cubic 

are poorly known. It is unlikely that enough can be found and 

produced soon enough to solve near-future energy problems. 

      Still more recently, the signifi cance of    methane hydrates    

has been increasingly discussed. Gas (usually methane) hy-

drates are crystalline solids of gas and water molecules ( fi g-

ure 14.9 ). These hydrates have been found to be abundant in 

    Figure 14.9   
 (A) Irregular chunks of gas hydrate from sediments in the Sea of 

Okhotsk. Scale is in centimeters. (B) Methane released from a piece 

of hydrate burning. 

  (A) Photograph courtesy U.S. Geological Survey. (B) Photograph by 

J. Pinkston and L. Stern , U. S. Geological Survey   

  Figure 14.10   
 The amount of carbon now believed to exist in gas hydrates 

exceeds that in all known fossil fuels and other organic-carbon 

reservoirs combined. Units are billions of tons of carbon. 

  Data from U.S. Geological Survey.   
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      Conservation can buy some much-needed time to de-

velop alternative energy sources. However,  world  energy con-

sumption will probably not decrease signifi cantly in the near 

future. Even if industrialized countries consistently adopt 

more energy-effi cient practices, demand in the many non-

industrialized countries is expected to continue to rise. Many 

technologically less-developed countries view industry and 

technology as keys to better, more prosperous lives for their 

people. They resent being told to conserve energy by nations 

whose past voracious energy consumption has largely led to 

the present squeeze. Assuming that world demand for energy 

stays at least as high as it is now, we face a global crisis of 

dwindling petroleum and natural-gas supplies over the next 

few decades. In the meantime, heavy reliance on oil and gas 

continues to have some serious environmental consequences, 

notably oil spills.     

 Oil Spills  

 Natural oil seeps are not unknown. The LaBrea Tar Pits of pre-

historic times are an example. In fact, it is estimated that oil 

rising up through permeable rocks escapes into the ocean at the 

rate of 600,000 tons per year, though many natural seeps seal 

themselves as leakage decreases remaining pressure. Tankers 

feet. A factor that limits their current attractiveness is lack of 

price competitiveness, a problem they share with fuels derived 

from oil shale and tar sand, as will be seen later in this chapter.   

 Conservation 

 Conservation of oil and gas is, potentially, a very important way 

to stretch remaining supplies. More and more individuals, busi-

nesses, and governments in industrialized societies are practic-

ing energy conservation out of personal concern for the 

environment, from fear of running out of nonrenewable fuels, 

or simply for basic economic reasons when energy costs have 

soared. The combined effects of conservation and economic 

recession can be seen in the fl attening of the U.S. energy- 

consumption curve in fi gure 14.2 during the mid-1970s to mid-

1980s. However, beginning about 1990, energy consumption 

resumed rising steadily, reaching an all-time high in 2004 be-

fore slackening slightly. Some of the factors in rising energy 

consumption can be climatic—unusual heat in July and August, 

unusual cold in November and December—but other consump-

tion increases are discretionary. Low gasoline prices, for ex-

ample, make fuel-effi cient cars and other fuel-conservation 

methods such as carpooling less urgent priorities for some con-

sumers. Worldwide, too, the United States has long had rela-

tively inexpensive gasoline and consumed it freely as a result 

( fi gure 14.11 ). See also Case Study 14.2, later in this chapter. 
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    Figure 14.11    
 Among industrialized nations worldwide, there is an apparent inverse correlation between gasoline price and gasoline consumption. It 

remains to be seen if recent rises in U.S. gasoline prices will change long-established patterns of high gasoline use; through 2007, U.S. 

consumption still exceeded 430 gallons per person. 

  Data for graph from  International Energy Annual 2006,  U.S. Energy Information Administration.   
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  Case Study 14.2   

 Energy Prices, Energy Uses 

 In recent years, consumers have been surprised by rapid swings in 

fossil-fuel prices. Many factors infl uence both energy prices and energy 

consumption. On the price side, the underlying cost of the commodity 

may vary little except when political events or natural disasters constrain 

availability ( fi gure 1 ); speculation in the fi nancial markets may exacerbate 

the eff ects of these factors, as in 2008. Short-term supply-and-demand 

issues are often more signifi cant infl uences on retail prices of petroleum 

products. As noted in the chapter, crude oil must be refi ned into a range 

of petroleum products, and refi ners make projections about the relative 

amounts of gasoline, heating oil, etc. that will be needed at diff erent 

times of year. Unexpected developments (such as a fi erce, prolonged 

cold spell in heating-oil country) can drive up prices until more of the 

needed fuel can be produced. Likewise with natural gas: Although it’s 

readily delivered by pipeline, it can only be extracted and transported so 

fast, and if use is unexpectedly heavy for some time, prices will again rise 

until demand slackens or supply catches up. 

  Consumers can moderate their own costs through conservation 

but often feel little incentive to do so if fi nancial pressures are low. 

Gasoline prices generally fell in the 1980s and 1990s, and consumption 

tended to rise in complementary fashion ( fi gure 2 ). In part, this can be 

related to the rise in popularity of vans, sport-utility vehicles, and other 

vehicles with notably lower mileage than is mandated for passenger 

cars by the Environmental Protection Agency ( fi gure 3 ). The sharp price 

rise in gasoline in 2008 depressed consumption a bit, but the eff ect, 

like the extreme gasoline prices, was short-lived. 

  And what about the electric car as an alternative to gasoline? At 

present, about 55,000 electric cars are in use in the United States; they 

make up less than 10% of the so-called alternative-fueled vehicles. 

Unfortunately they neither save energy nor eliminate CO2 emissions. 

Their main application at present is in easing local pollution problems. 

The electricity to power them still has to be generated somehow (and 

a great deal of energy is lost in the process, as will be explored in 

    Figure 1   
 The Arab oil embargo and other events in the Middle East led to a spike in crude-oil prices in the 1980s. Prices then subsided for nearly two decades, but 

damage to U.S. production by Hurricane Katrina, and wars in the Middle East, combined to push prices higher in the mid-2000s. Speculation drove them 

sharply higher in 2008, since which time they have dropped back even more sharply, to levels of several years earlier. The global economic slowdown is 

expected to depress demand and keep prices low in the near term. Normalized to year 2000 dollars. 

  Source: U.S. Energy Information Administration.   
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that fl ush out their holds at sea continually add to the oil pollu-

tion of the oceans and, collectively, are a signifi cant source of 

such pollution. The oil spills about which most people have 

been concerned, however, are the large, sudden, catastrophic 

spills that occur in two principal ways: from accidents during 

drilling of offshore oil wells and from wrecks of oil tankers at 

sea. Oil spills represent the largest negative impacts from the 

extraction and transportation of petroleum, although as a source 

of water pollution, they are less signifi cant volumetrically than 

petroleum pollution from careless disposal of used oil, amount-

ing to only about 5% of petroleum released into the environ-

ment. And although we tend to hear only about the occasional 

massive, disastrous spill, there are many more that go unre-

ported in the media: The U.S. Coast Guard reports about 10,000 

spills in and around U.S. waters each year, totaling 15 to 25 mil-

lion gallons of oil annually. 
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chapter 15). The electric car may operate cleanly and effi  c iently, but 

making that electricity still consumes energy and creates pollution 

somewhere—and currently, about 70% of our electricity is generated 

using fossil fuels. More-effi  cient hybrid-technology cars have also been 

developed, but it will be a long time before their numbers on the 

highways are signifi cant. Still, improving the fuel economy of motor 

vehicles, of whatever sort, could substantially reduce oil consumption, 

considering that motor gasoline accounts for nearly half the petroleum 

consumption in the United States.  
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    Figure 3   
 Mileage of passenger cars has risen steadily—largely due to EPA 

mandates; mileage of vans, SUVs, and pickup trucks has lagged 

consistently behind, and the gap has widened in recent years. 

  Source: U.S. Energy Information Administration.   
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    Figure 2   
 In the 1980s and 1990s, U.S. gasoline prices generally declined, and consumption rose. In the 2000s, prices again rose—but consumption did not slow in 

response. Prices in year 2000 dollars. 

  Source: U.S. Energy Information Administration.   

      Drilling accidents have been a growing concern as more 

areas of the continental shelves are opened to drilling. Nor-

mally, the drill hole is lined with a steel casing to prevent lateral 

leakage of the oil, but on occasion, the oil fi nds an escape route 

before the casing is complete. This is what happened in Santa 

Barbara in 1979, when a spill produced a 200-square-kilometer 

(about 80-square-mile) oil slick. Alternatively, drillers may un-

expectedly hit a high-pressure pocket that causes a blowout. 

This was the cause of a spill in the Gulf of Mexico in 1979. And 

in 2005, Hurricane Katrina damaged oil drilling, processing, 

and storage facilities in the Gulf of Mexico, causing more than 

100 spills totaling over 8 million gallons of oil! 

      Tanker disasters are potentially becoming larger all the 

time. The largest supertankers are longer than the Empire State 

Building is high (over 335 meters) and can carry nearly 2 mil-

lion barrels of oil (about 80 million gallons). The largest single 
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bombs were dropped to ignite it! This did not really work very 

well, and in any event, it would have produced a lot of air pol-

lution. Some French workers used ground chalk to absorb and 

sink the oil. Sinking agents like chalk, sand, clay, and ash can 

be effective in removing an oil spill from the sea surface, but the 

oil is no healthier for marine life on the ocean bottom. Further-

more, the oil may separate out again later and resurface. The 

British mixed some 2 million gallons of detergent with part of 

the spill, hoping to break up the spill so that decomposition 

would work more rapidly. The detergents, in turn, turned out to 

be toxic to some organisms, too. 

      It is the potential for concentrated negative local impact 

that raises particular concerns about oil spills, such as the spill 

off the Galápagos Islands in early 2001. Similar concerns arose 

with the 1989 grounding of the Exxon Valdez in Prince William 

Sound. 

      The port of Valdez lies at the southern end of the Trans-

Alaska Pipeline ( fi gure 14.12 ). Through that pipeline fl ow 

 1.6–1.7 million barrels of oil a day. From Valdez, the oil is trans-

ported by tanker to refi nery facilities elsewhere. Prince William 

Sound, in which Valdez is located, is home to a great variety of 

wildlife, from large mammals (including whales, dolphins, sea 

otters, seals, and sea lions) to birds, shellfi sh, and fi sh (of which 

salmon and herring are particularly important economically). 

      Early in the morning of 23 March 1989, the tanker Exxon 

Valdez, loaded with 1.2 million barrels (50 million gallons) of 

crude oil from Alaska’s North Slope, ran aground on Bligh Is-

land in Prince William Sound. The result was the worst oil spill 

yet in U.S. waters. Response to the spill was delayed for ten 

to twelve hours after the accident, in part because an oil- 

containment barge happened to be disabled. More than 

10 million gallons of oil escaped, eventually to spread over 

more than 900 square miles of water. The various cleanup ef-

forts cost Exxon an estimated $2.5 billion. 

      Skimmers recovered relatively little of the oil, as is typi-

cal: Three weeks after the accident, only about 5% of the oil had 

been recovered. Chemical dispersants were not very successful 

(perhaps because their use was delayed by concerns over their 

impact on the environment), nor were attempts to burn the spill. 

Four days after the accident, the oil had emulsifi ed by interac-

tion with the water into a thick, mousse-like substance, diffi cult 

to handle, too thick to skim, impossible to break up or burn ef-

fectively. Oil that had washed up on shore had coated many 

miles of beaches and rocky coast ( fi gure 14.13 ). 

      Thousands of birds and marine mammals died or were 

sickened by the oil. The annual herring season in Valdez was 

cancelled, and salmon hatcheries were threatened. When other 

methods failed, it seemed that only slow degradation over time 

would get rid of the oil. Given the size of the spill and the cold 

Alaskan temperatures, prospects seemed grim; microorganisms 

that might assist in the breakdown grow and multiply slowly in 

the cold. It appeared highly likely that the spill would be very 

persistent. 

      So, in a $10-million experiment, Exxon scientists sprayed 

miles of beaches in the Sound with a fertilizer solution designed 

to stimulate the growth of naturally occurring microorganisms 

marine spill ever resulted from the wreck of the Amoco Cadiz 

near Portsall, France, in 1978; the bill for cleaning up what 

could be recovered of the 1.6 million barrels spilled was more 

than $50 million, and at that, negative environmental impacts 

were still detectable seven years later. In 1991, the war in the 

Persian Gulf demonstrated yet another possible cause of major 

oil spills: destruction of major pipelines and refi nery facilities. 

      When an oil spill occurs, the oil, being less dense than 

water, fl oats. The lightest, most volatile hydrocarbons start to 

evaporate initially, decreasing the volume of the spill somewhat 

but polluting the air. Then a slow decomposition process sets in, 

due to sunlight and bacterial action. After several months, the 

mass may be reduced to about 15% of the starting quantity, and 

what is left is mainly thick asphalt lumps. These can persist for 

many months more. Oil is toxic to marine life, causes water 

birds to drown when it soaks their feathers, may decimate fi sh 

and shellfi sh populations, and can severely damage the econo-

mies of beach resort areas. 

      A variety of approaches to damage control following an 

oil spill have been tried. In calm seas, if a spill is small, it may 

be contained by fl oating barriers and picked up by specially 

designed “skimmer ships” that can skim up to fi fty barrels of oil 

per hour off the water surface. Some attempts have been made 

to soak up oil spills with peat moss, wood shavings, and even 

chicken feathers. Large spills or spills in rough seas are a greater 

problem. When the tanker Torrey Canyon broke up off Land’s 

End, England, in 1967, several strategies were tried, none very 

successfully. First, an attempt was made to burn off the spill. By 

the time this was tried, the more fl ammable, volatile compounds 

had evaporated, so aviation fuel was poured over the spill, and 

    Figure 14.12   
 The oil tanker port at Valdez, Prince William Sound, Alaska, 

southern end of the Trans-Alaska Pipeline. (Note classic glacial 

valley in background.)  
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currently developing suitable bacterial strains. For the time be-

ing, no good short-term solution exists to the problems posed 

by a major oil spill. Preventive measures can be increased—for 

instance, double-hulled tankers and tugboat escorts are now 

mandatory for oil tankers in Prince William Sound, Alaska—

but as long as demand for petroleum remains high, some acci-

dents are, perhaps, inevitable. 

      The search for solutions continues. In November 2002, 

the tanker Prestige went down off the Iberian coast. The Span-

ish government’s solution was to tow the tanker further offshore 

and sink it, on the presumption that the estimated 60,000 tons of 

oil still in the tanker would solidify in the deeper, colder water. 

Alas, not so. For months thereafter, oil continued to leak to the 

surface—about 125 tons a day, which ultimately blanketed 

more than 900 km of coastline from Portugal to France, costing 

an estimated $1 billion in cleanup costs and prompting a spate 

of lawsuits that are ongoing as this is written. 

      It may be some consolation to keep in mind the long per-

spective of geologic time. The short-term local impact may be 

severe both economically and ecologically. Over the long term, 

such intense environmental stresses may lead to increases in 

numbers and/or diversity of local organisms.    

 Coal  

 Prior to the discovery and widespread exploitation of oil and 

natural gas, wood was the most commonly used fossil fuel, fol-

lowed by coal as the industrial age began in earnest in the nine-

teenth century. However, coal was bulky, cumbersome, and 

dirty to handle and to burn, so it fell somewhat out of favor, 

particularly for home use, when the liquid and gaseous fossil 

fuels became available. Currently, though it supplies only about 

23% of total U.S. energy needs, coal plays a key role in the en-

ergy picture, for coal-fi red power plants account for half of U.S. 

electric power generation. With oil and gas supplies dwindling, 

many energy users are looking again at the potential of coal for 

other applications also.  

 Formation of Coal Deposits 

 Coal is formed not from marine organisms, but from the re-

mains of land plants. A swampy setting, in which plant growth 

is lush and where there is water to cover fallen trees, dead 

leaves, and other debris, is especially favorable to the initial 

stages of coal formation. The process requires    anaerobic    con-

ditions, in which oxygen is absent or nearly so, since reaction 

with oxygen destroys the organic matter. (A pile of dead leaves 

in the street does not turn into fuel, and in fact, over time, leaves 

very little solid residue.) 

      The fi rst combustible product formed under suitable con-

ditions is peat. Peat can form at the earth’s surface, and there 

are places on earth where peat can be seen forming today. Fur-

ther burial, with more heat, pressure, and time, gradually dehy-

drates the organic matter and transforms the spongy peat 

into soft brown coal (lignite) and then to the harder coals 

  Figure 14.13   
 Beach cleanup workers in oil-splattered raingear mop oil from 

beach on LaTouche Island, Prince William Sound. 

  Photograph from Alaska State Archive slide, courtesy Oil Spill Public 

Information Center.   

that are known to “eat” oil, thereby contributing to its decompo-

sition. Within two weeks, treated beaches were markedly 

cleaner than untreated ones. Five months later, the treated 

beaches still showed higher levels of those microorganisms 

than did untreated beaches. This type of treatment isn’t univer-

sally successful. The fertilizer solution runs off rocky shores, 

so this treatment won’t work on rocky stretches of the oil-

contaminated coast; nor is it as effective once the oil has seeped 

deep into beach sands. But microorganisms may indeed be the 

future treatment of choice. 

      Analysis of the success of the Valdez cleanup is ongoing. 

Examination of the long-term effects of another strategy, hot-

water washing of beaches, has suggested that it may actually do 

more harm than good. The heat can kill organisms that had sur-

vived the oil, the pressure of the hot-water blast can drive oil 

deeper into the sediments where degradation is slower, and the 

water treatment may wash oil onto beaches and into tidepools 

that were unaffected by the original spill. 

      Such experiences, in which many cleanup methods are 

tried but none is notably effective, are typical. Perhaps the best, 

most environmentally benign prospect for future oil spills is the 

development of specialized, “oil-hungry” microorganisms that 

will eat the spill for food and thus get rid of it. Scientists are 
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until 400 million years ago, one need not look for coal in more 

ancient rocks. 

      The estimated world reserve of coal is about one trillion 

tons; total resources are estimated at over 10 trillion tons. The 

United States is particularly well supplied with coal, possessing 

about 25% of the world’s reserves, over 270 billion tons of re-

coverable coal ( fi gure 14.15 ). Total U.S. coal resources may ap-

proach ten times that amount, and most of that coal is yet unused 

and unmined. At present, coal provides between 20 and 25% of 

the energy used in the United States. While the United States has 

consumed probably half of its total petroleum resources, it has 

used up only a few percent of its coal. Even if only the reserves 

are counted, the U.S. coal supply could satisfy U.S. energy needs 

for more than 200 years at current levels of energy use, if coal 

could be used for all purposes. As a supplement to other energy 

sources, coal could last many centuries ( fi gure 14.16 ). Unfortu-

nately, heavy reliance on coal has drawbacks.   

 Limitations on Coal Use 

 A primary limitation of coal use is that solid coal is simply not 

as versatile a substance as petroleum or natural gas. A major 

shortcoming is that it cannot be used directly in most forms of 

modern transportation, such as automobiles and airplanes. (It 

 (   bituminous    and    anthracite   ); see  fi gure 14.14 . As the coals 

become harder, their carbon content increases, and so does the 

amount of heat released by burning a given weight of coal. The 

hardest, high-carbon coals (especially anthracite), then, are the 

most desirable as fuels because of their potential energy yield. 

As with oil, however, the heat to which coals can be subjected 

is limited: overly high temperatures lead to metamorphism of 

coal into graphite. 

      The higher-grade coals, like oil, apparently require for-

mation periods that are long compared to the rate at which coal 

is being used. Consequently, coal too can be regarded as a non-

renewable resource. However, the world supply of coal repre-

sents an energy resource far larger than that of petroleum, and 

this is also true with regard to the U.S. coal supply. In terms of 

energy equivalence, U.S. coal reserves represent more than 50 

times the energy in the remaining oil reserves and 40 times the 

energy of remaining U.S. conventional natural-gas reserves.   

 Coal Reserves and Resources 

 Coal resource estimates are subject to fewer uncertainties than 

corresponding estimates for oil and gas. Coal is a solid, so it 

does not migrate. It is found, therefore, in the sedimentary rocks 

in which it formed; one need not seek it in igneous or metamor-

phic rocks. It occurs in well-defi ned beds that are easier to map 

than underground oil and gas concentrations. And because it 

formed from land plants, which did not become widespread 

    Figure 14.14
  Change in character of coal with increasing application of heat and 

pressure. There is a general trend toward higher carbon content 

and higher heat value with increasing grade, though heat value 

declines somewhat as coal tends toward graphite.    
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  Figure 14.15   
 World coal reserves, in millions of tons. Sum of anthracite and 

bituminous for each country in parentheses. 

  Source: Data from  International Energy Annual 2006  and Annual 

Energy Review 2007, U.S. Energy Information Administration, 

Department of Energy.   
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land disturbance, water use, air pollution, and solid waste pro-

duced at the surface. Potential drawbacks include possible 

groundwater pollution and surface subsidence over gasifi ed 

coal beds. Underground gasifi cation may provide a means of 

using coals that are too thin to mine economically or that would 

require excessive land disruption to extract. However, in the 

near future, simple extraction of coal-bed methane is likely to 

yield economical gas more readily. 

      Like gasifi cation, the practice of generating liquid fuel 

from coal has a longer history than many people realize. The 

Germans used it to produce gasoline from their then-abundant 

coal during World War II; South Africa has a liquefaction plant 

in operation now, producing gasoline and fuel oil. A variety of 

technologies exist, and several noncommercial pilot plants have 

operated in the United States. Technological advances made 

during the 1980s slashed costs by 60% and greatly improved 

yields (to about 70% of original coal converted to liquid fuel). 

Even so, their liquid fuel products have not historically been 

economically competitive with conventional petroleum. The 

higher gasoline prices rise, of course, the more economically 

viable coal liquefaction becomes. 

      Recent renewed interest in U.S. energy independence has 

revived and intensifi ed discussion of liquefaction, also known 

as  coal - to - liquids  technology. The most obvious advantage is 

that it would allow us to use our plentiful coal resources to meet 

a need now satisfi ed by petroleum, much of it imported (though 

of course, it would result in more rapid depletion of the coal 

supply). However, there are also clear concerns. 

      The process is actually a multistage one: The coal is fi rst 

gasifi ed, and some impurities, such as sulfur gases, removed 

from the resulting gas mix (which does mean that, at least in 

terms of those pollutants, the eventual fuel can be cleaner- 

burning than conventional gasoline). The gas is then converted 

to liquid fuels such as gasoline, diesel, and jet fuel. It is a 

was, of course, used to power trains in the past, but coal-fi red 

locomotives quickly fell out of favor when cleaner fuels be-

came available.) Coal is also a dirty and inconvenient fuel for 

home heating, which is why it was abandoned in favor of oil or 

natural gas. Therefore, given present technology, coal simply 

cannot be adopted as a substitute for oil in all applications. 

      Coal can be converted to liquid or gaseous hydrocarbon 

fuels—gasoline or natural gas—by causing the coal to react 

with steam or with hydrogen gas at high temperatures. The con-

version processes are called    gasifi cation    (when the product is 

gaseous) and liquefaction (when the product is liquid fuel). 

Both processes are intended to transform coal into a cleaner-

burning, more versatile fuel, thus expanding its range of possi-

ble applications. 

      Commercial coal gasifi cation has existed on some scale 

for 150 years. Many U.S. cities used the method before inex-

pensive natural gas became widely available following World 

War II. Europeans continued to develop the technologies into 

the 1950s. At present, only experimental coal-gasifi cation plants 

are operating in the United States. 

      Current gasifi cation processes yield a gas that is a mixture 

of carbon monoxide and hydrogen with a little methane. The 

heat derived from burning this mix is only 15 to 30% of what 

can be obtained from burning an equivalent volume of natural 

gas. Because the low heat value makes it uneconomic to trans-

port this gas over long distances, it is typically burned only 

where produced. Technology exists to produce high-quality gas 

from coal, equivalent in heat content to natural gas, but it is 

presently uneconomical when compared to natural gas. Re-

search into improved technologies continues. 

      Pilot projects are also underway to study in situ under-

ground coal gasifi cation, through which coal would be gasifi ed 

in place and the gas extracted directly. The expected environ-

mental benefi ts of not actually mining the coal include reduced 

  Figure 14.16   
 Projected world coal production, assuming coal as the principal substitute for petroleum. Note what a small fraction of coal has been 

consumed, and compare that with oil (fi gure 14.7). The shapes of the curves in both fi gures are similar, but peak coal production is projected 

to occur much farther in the future. 

  Source: Projections from M. King Hubbert, “The Energy Resources of the Earth,”  Scientifi c American,  Sept. 1971, p. 69. Actual production data to 2001 

from  Annual Energy Review 2001,  U.S. Energy Information Administration, Department of Energy.   
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of it must be burned to yield the same amount of energy. This di-

lemma is presently unresolved. 

      Another toxic substance of growing concern with increas-

ing coal use is mercury. A common trace element in coal, mer-

cury is also a very volatile (easily-vaporized) metal, so it can be 

released with the waste gases. The consequences are examined 

in c hapter 17.   

 Ash 

 Coal use also produces a great deal of solid waste. The ash resi-

due left after coal is burned typically ranges from 5 to 20% of the 

original volume. The ash, which consists mostly of noncombus-

tible silicate minerals, also contains toxic metals. If released with 

waste gases, the ash fouls the air. If captured by scrubbers or 

otherwise confi ned within the combustion chamber, this ash still 

must be disposed of. If exposed at the surface, the fi ne ash, with 

its proportionately high surface area, may weather very rapidly, 

and the toxic metals such as selenium and uranium can be leached 

from it, thus posing a water-pollution threat. Uncontrolled ero-

sion of the ash could likewise cause sediment pollution. The 

magnitude of this waste-disposal problem should not be underes-

timated. A single coal-fi red electric power plant can produce over 

a million tons of solid waste a year. There is no obvious safe place 

to dump all that waste. Some is used to make concrete, and it has 

been suggested that the ash could actually serve as a useful source 

of some of the rarer metals concentrated in it. At present, how-

ever, much of the ash from coal combustion is deposited in land-

fi lls. Between combustion and disposal, the ash may be stored 

wet, in containment ponds. These, too, can pose a hazard: In De-

cember 2008, a containment pond along the Emory River in 

 Tennessee failed, releasing an estimated 5.4 million cubic meters 

of saturated ash from the Kingston Fossil Plant into the river 

( fi gure 14.18 ). The surge of sludge buried nearly half a square 

mile of land, damaged many homes, and released such pollutants 

as arsenic, chromium, and lead into the water. It was originally 

estimated, optimistically, that cleanup might take 4 to 6 weeks. It 

now appears that the process will take years, and projections of 

total cleanup costs range up to $1 billion.   

 Coal-Mining Hazards and 

Environmental Impacts 

 Coal mining poses further problems. Underground mining of 

coal is notoriously dangerous, as well as expensive. Mines can 

collapse; miners may contract black lung disease from breathing 

the dust; there is always danger of explosion from pockets of 

natural gas that occur in many coal seams. A tragic coal-mine fi re 

in Utah in December 1984 and a methane explosion in a Chinese 

coal mine in 2004 that killed over 100 people were reminders of 

the seriousness of the hazards. Recent evidence further suggests 

that coal miners are exposed to increased cancer risks from 

breathing the radioactive gas radon, which is produced by natural 

decay of uranium in rocks surrounding the coal seam. 

      Even when mining has ceased, fi res may start in under-

ground mines ( fi gure 14.19 ). An underground fi re that may have 

been started by a trash fi re in an adjacent dump has been burning 

 water-intensive  process, in which an estimated 6–10 barrels of 

water are  consumed for every barrel of liquid fuel produced. To 

the extent that coal mining must be expanded to meet demand 

for such fuel, the impacts of that mining, described below, are 

also expanded. And the process of producing liquid fuel from 

coal generates more than twice the greenhouse-gas emissions of 

producing gasoline from petroleum. Costs aside, then, there are 

signifi cant issues to be resolved before liquid fuels derived from 

coal are likely to be embraced on a commercial scale in the 

United Sta tes.     

 Environmental Impacts of Coal Use   

 Gases 

 A major problem posed by coal is the pollution associated with 

its mining and use. Like all fossil fuels, coal produces carbon 

dioxide (CO2) when burned. In fact, it produces signifi cantly 

more carbon dioxide per unit energy released than oil or natural 

gas. (It is the burning of the carbon component—making CO2—

that is the energy-producing reaction when coal is burned; when 

hydrocarbons are burned, the reactions produce partly CO2, 

partly H2O as their principal by-products, the proportions vary-

ing with the ratio of carbon to hydrogen in the particular 

hydrocarbon(s).) The relationship of carbon dioxide to green-

house-effect heating was discussed in chapter 10. The addi-

tional pollutant that is of special concern with coal is sulfur. 

      The sulfur content of coal can be more than 3%, some in 

the form of the iron sulfi de mineral pyrite (FeS2), some bound 

in the organic matter of the coal itself. When the sulfur is burned 

along with the coal, sulfur gases, notably sulfur dioxide (SO2), 

are produced. These gases are poisonous and are extremely ir-

ritating to eyes and lungs. The gases also react with water in the 

atmosphere to produce sulfuric acid, a very strong acid. This 

acid then falls to earth as acid rainfall. Acid rain falling into 

streams and lakes can kill fi sh and other aquatic life. It can 

acidify soil, stunting plant growth. It can dissolve rock; in areas 

where acid rainfall is a severe problem, buildings and monu-

ments are visibly corroding away because of the acid. The geol-

ogy of acid rain is explored further in chapter 18. 

      Oil can contain appreciable sulfur derived from organic mat-

ter, too, but most of that sulfur can be removed during the refi ning 

process, so that burning oil releases only about one-tenth the sulfur 

gases of burning coal. Some of the sulfur can be removed from coal 

prior to burning, but the process is expensive and only partially ef-

fective, especially with organic sulfur. Alternatively, sulfur gases 

can be trapped by special devices (“scrubbers”) in exhaust stacks, 

but again, the process is expensive (in terms of both money and 

energy) and not perfectly effi cient. From the standpoint of environ-

mental quality, then, low-sulfur coal (1% sulfur or less) is more 

desirable than high-sulfur coal for two reasons: fi rst, it poses less of 

a threat to air quality, and second, if the sulfur must be removed 

before or after burning, there is less of it to remove, so stricter emis-

sions standards can be met more cheaply. On the other hand, much 

of the low-sulfur coal in the United States, especially western coal, 

is also lower-grade coal (see  fi gure 14.17 ), which means that more 
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    Figure 14.17    
 Distribution of U.S. coal fi elds. Within each color, darker shading represents current or likely future reserves; lighter shades are deposits of 

unknown or lower quality. 

  Source: U.S. Geological Survey.   

been accompanied by a sharp decline in U.S. coal-mine fatalities 

( fi gure 14.21 ); strip-mining of coal is far safer for the miners. 

      A signifi cant portion of U.S. coal, particularly in the west, 

occurs in beds very close to the surface. It is relatively cheap to 

strip off the vegetation and soil and dig out the coal at the sur-

face, thus making strip-minable coal very attractive economi-

cally in spite of land reclamation costs, even when the coal beds 

are thin ( fi gure 14.22 ). Still, strip-mining presents its own prob-

lems. Strip-mining in general was discussed in chapter 13 (re-

call fi gure 13.24). A particular problem with strip-mining coal 

involves, again, the sulfur in the coal. Not every bit of coal is 

extracted from the surrounding rock. Some coal and its associ-

ated sulfur are left behind in the waste rock in spoil banks. Py-

rite is also common in the shales with which coal often is 

interlayered, and these pyritic shales form part of the spoil 

banks. The sulfur in the spoils can react with water and air to 

produce runoff water containing sulfuric acid: 

2 5 4FeS H O
15

2
O H SO Fe O H O

pyrite w

2 2 2 2 4 2 3 2
⫹ ⫹ ⫽ ⫹ ⋅

aater oxygen sulfuric hydrated iron
acid oxide

under Centralia, Pennsylvania, since 1962; over 1000 residents 

have been relocated, at a cost of more than $40 million, and col-

lapse and toxic fumes threaten the handful of remaining resi-

dents resisting evacuation. And while Centralia’s fi re may be 

among the most famous, it is by no means the only such fi re, 

and they are a problem in other nations as well. China relies 

heavily on coal for its energy; uncontrolled coal-mine fi res there 

have cost over $100 million in lost coal, the carbon-dioxide 

emissions from them are estimated to account for several per-

cent of global CO2 emissions, and the associated pollution is 

believed to be aggravating respiratory problems in China. Min-

ing of India’s largest coal fi eld began in 1894; the fi rst fi res 

there started in 1916, and fi fty years later, the fi res could be 

found across the whole coal fi eld. They burn on today. 

      The rising costs of providing a safer working environment 

for underground coal miners, together with the greater technical 

diffi culty (and thus lower productivity) of underground mines, 

are largely responsible for a steady shift in  coal-mining methods 

in the United States, from about 20% surface mining around 1950 

to over 65% surface mining by 2000. Surface mining continues to 

dominate, as demand for low-sulfur western coal increases ( fi g-

ure 14.20 ). The positive side of this shift in methods is that it has 
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  Figure 14.19      
 Fire out of control in abandoned underground coal mine in 

Sheridan County, Wyoming. 

  Photograph by C. R. Dunrud, USGS Photo Library, Denver, CO.   

  Figure 14.20   
 Until 1970, virtually all U.S. coal mining occurred east of the 

Mississippi. Now most mining occurs west of the Mississippi, and 

the majority of that mining is strip mining.  

Source: Annual Energy Review 2007, U.S. Energy Information 

Administration
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    Figure 14.18    
 In this false-color Landsat image of the December 2008 Tennessee 

ash spill, vegetation appears in green, bare ground pink or brown, 

clear water dark blue, and ash-laden water light blue.  

Image courtesy Ronald Beck, U.S. Geological Survey, and NASA

failed containment pond

      Because plants grow poorly in very acid conditions, this 

acid slows revegetation of the area by stunting plant growth or 

even preventing it altogether. The acid runoff can also pollute 

area ground and surface waters, killing aquatic plants and ani-

mals in lakes and streams and contaminating the water supply. 

Very acidic water also can be particularly effective at leach-

ing or dissolving some toxic elements from soils, further 

 contributing to water pollution. Coal strip mines, like others, 

can be reclaimed, but in addition to regrading and replanting the 

land, it is frequently necessary to replace the original topsoil (if 

it was saved) or to bring in fresh soil so that sulfur-rich rocks are 

not left exposed at the surface, where weathering is especially 

rapid. (Even underground coal mines may have associated acid 

drainage, but water circulation there is generally more re-

stricted.) The question of water availability to support plant re-

growth is of special concern in the western United States: 50% 

of U.S. coal reserves are found there, at least 40% of these re-

serves would be surface-mined, and most western regions un-

derlain by coal are very dry, as is evident in fi gure 14.22. 

      When coal surface mines are reclaimed, efforts are com-

monly made to restore original topography—although if a thick 

coal seam has been extracted, this may not be easy. The artifi -

cial slopes of the restored landscape may not be altogether sta-

ble, and as natural erosional processes begin to sculpture the 

land surface, natural slope adjustments in the form of slumps 

and slides may occur. In dry areas, thought must be given to 

how the reclamation will modify drainage patterns (surface and 

subsurface). In wetter areas, the runoff may itself be a problem, 

gullying slopes and contributing to sediment pollution of  surface 
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then is  refi ned somewhat as crude oil is to produce various 

liquid petroleum products. 

      The United States has about two-thirds of the world’s 

known supply of oil shale (see locations,  fi gure 14.23 ), for a 

total estimated resource of 2 to 5 trillion barrels of shale oil. For 

a number of reasons, the United States is not yet using this 

waters until new vegetation is established. In short, reclamation 

can be a multifaceted challenge. 

      This has proved especially true with the mountaintop- 

removal style of surface mining that has become common since 

the 1990s in the Appalachian coal country. With mountaintop 

removal, vegetation is cleared and then, as the name suggests, 

explosives and earth-moving equipment are used to break up 

and remove the entire hilltop. Coal is sorted out from waste 

rock and soil, and then rinsed, producing a sediment-laden 

sludgy wastewater that must be contained in ponds to prevent 

surface-water pollution. Other impacts aside, the combination 

of hilltop removals and valley fi lls produces a much different, 

and fl atter, topography than the original. Yet the 1977 Surface 

Mining Control and Reclamation Act, discussed further in 

chapter 19, mandates that the mined land be restored to its “ap-

proximate original contour.” Lawsuits over this and other envi-

ronmental consequences of such mining are proliferating as 

demand for coal drives mining expansion.     

 Oil Shale  

  Oil shale  is very poorly named. The rock, while always sedi-

mentary, need not be a shale, and the hydrocarbon in it is not 

oil! The potential fuel in oil shale is a sometimes-waxy solid 

called    kerogen   , which is formed from the remains of plants, 

algae, and bacteria. Kerogen is not a single compound; the 

term is a general one describing organic matter that is not read-

ily dissolved either in water or in organic solvents, and the 

term can also be applied to solid precursor organic compounds 

of oil and natural gas in other types of rocks. The physical 

properties of kerogen dictate that the oil shale must be crushed 

and heated to distill out the hydrocarbon as “shale oil,” which 

  Figure 14.21   
 Drop in coal-mine fatalities refl ects partly safer mining practices, 

partly the shift from underground mining to strip-mining. 

  Source: U.S. Bureau of Mines,  Minerals Today,  Oct. 1991, p. 19.   
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  Figure 14.22   
Rainbow coal strip mine, Sweetwater County, Wyoming. Note the 

very thin coal beds (black) relative to waste rock (brown).

Photograph by H.E. Malde, USGS Photo Library, Denver, CO. 

    Figure 14.23    
 Distribution of U.S. oil shale deposits. The richest of these deposits 

is the Green River formation (dark green); most of the rest are 

noneconomic. 

  Source: Data from J. W. Smith, “Synfuels: Oil Shale and Tar Sands,” in  

Perspectives on Energy,  3d edited by Lon C. Ruedisili and Morris W. 

Firebaugh, 1982, Oxford University Press, NY.   
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would make revegetation of the land after strip-mining espe-

cially diffi cult. Some consideration has been given to in situ 

extraction of the kerogen, warming the rock in place and using 

pressure to force out the resulting fl uid hydrocarbon, without 

mining the rock, to minimize land disruption. But the necessary 

technology is poorly developed, though a pilot project does ex-

ist, and the process leaves much of the fuel behind. 

      The water shortage presents a further problem. Current 

processing technologies require large amounts of water—on the 

order of three barrels of water per barrel of shale oil produced. 

Just as water for reclamation is in short supply in the west, so, 

too, is the water to process the oil shale. 

      Finally, since the volume of the rock actually increases 

during processing, it is possible to end up with a 20 to 30% 

larger volume of waste rock to dispose of than the original vol-

ume of rock mined. Aside from any problems of accelerated 

weathering of the crushed material, there remains the basic 

question of where to put it. Because it will not all fi t back into 

the space mined, the topography will inevitably be altered. 

      Scientists and economists differ widely in the extent to 

which they see oil shale as a promising alternative to conven-

tional oil and gas. Certainly, the water-shortage, waste-disposal, 

and land-reclamation problems will have to be solved before 

shale oil can be used on a large scale. It is unlikely that those 

problems can be solved within the next few decades, although 

over the longer term, oil shale may become an important re-

source, and the higher conventional oil prices rise, the more 

competitive “shale oil” becomes, at least in that respect.    

 Tar Sand  

    Tar sands   , also known as  oil sands , are sedimentary rocks con-

taining a very thick, semisolid, tarlike petroleum called  bitu-

men . The heavy petroleum in tar sands is believed to be formed 

in the same way and from the same materials as lighter oils. 

Tar-sand deposits may represent very immature petroleum de-

posits, in which the breakdown of large molecules has not pro-

gressed to the production of the lighter liquid and gaseous 

hydrocarbons. Alternatively, the lighter compounds may have 

migrated away, leaving this dense material behind. Either way, 

the bitumen is too thick to fl ow out of the rock. Like oil shale, 

tar sand presently must be mined, crushed, and heated to extract 

the petroleum, which can then be refi ned into various fuels. 

      Many of the environmental problems associated with oil 

shale likewise apply to tar sand. Because the tar is disseminated 

through the rock, large volumes of rock must be mined and pro-

cessed to extract signifi cant amounts of petroleum. Many tar sands 

are near-surface deposits, so the mining method used is commonly 

strip-mining. The processing requires a great deal of water, and 

the amount of waste rock after processing may be larger than the 

original volume of tar sand. The negative impact of tar-sand pro-

duction will naturally increase as production increases. 

      In Canada, the extensive Athabasca tar sand in the prov-

ince of Alberta is estimated to contain over 150 billion barrels 

of recoverable bitumen reserves. Indeed, Canadian supplies of 

 apparently vast resource to any signifi cant extent, and it may 

not be able to do so in the near future. 

      One reason for this is that much of the kerogen is so widely 

dispersed through the oil shale that huge volumes of rock must 

be processed to obtain moderate amounts of shale oil. Even the 

richest oil shale yields only about three barrels of shale oil per 

ton of rock processed. The cost is not presently competitive with 

that of conventional petroleum, except when oil prices are ex-

tremely high, and to date they have not remained high enough 

long enough. Nor have large-scale processing facilities yet been 

built—present plants are strictly experimental. More-effi cient 

and cheaper processing technologies are needed. 

      Another problem is that a large part of the oil shale is lo-

cated at or near the surface. At present, the economical way to 

mine it, therefore, appears to be surface- or strip-mining with its 

attendant land disturbance. Most of the richest oil shale is lo-

cated in areas of the western United States that are already 

chronically short of water ( fi gure 14.24 ). The dry conditions 

    Figure 14.24   
 Oil shale of the Green River Formation. 

  © The McGraw-Hill Companies, Inc./John A. Karachewski, photographer.   
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“unconventional” petroleum resources far exceed that nation’s 

“conventional” oil deposits, and if they were counted as con-

ventional petroleum, Canada would rank second only to Saudi 

Arabia in oil reserves. Actual development lagged somewhat, in 

part because of environmental concerns. However, as the price 

of oil has risen, tar-sand development has accelerated. Several 

open-pit mining operations are functioning in the province. For 

the deeper tar sands, in situ extraction is used. One method, 

nicknamed the “huff-and-puff” procedure, involves injection of 

hot steam for several weeks to warm the bitumen, after which 

the less-viscous fl uid can be pumped out for a month or so be-

fore it chills and stiffens and reheating is necessary.       Altogether, 

more than a million barrels of oil a day are being produced from 

Canada’s tar sands. The scale of operations is large and growing 

(fi gure 14.25), as is the scale of corresponding environmental 

impacts, including land disturbance by mining; accumulation 

of oily tailings that leave oil slicks on tailings ponds, which can 

endanger migrating birds; and the fact that processing tar sand 

releases two to three times as much in CO 2  emissions as extract-

ing conventional oil via wells. Those environmental impacts 

cause serious concern, but the resource is too large and too 

valuable to ignore. 

      The United States has virtually no tar-sand resources, so 

it cannot look to tar sand to solve its domestic energy problems 

even if the environmental diffi culties could be overcome. How-

Athabasca

River

2.5km N2.5km N

    Figure 14.25   
Satellite view of Suncor’s Millennium Open Pit Mine in Alberta, 

which yields more than a quarter-million barrels of oil a day. 

Image by Jesse Allen, courtesy NASA

 Summary 
 The United States now relies on fossil fuels for about 85% of its 

energy: About 40% comes from oil, and 20 to 25% each from 

natural gas and coal. All the fossil fuels are nonrenewable energy 

sources. Known oil and gas supplies have been seriously depleted 

and may be exhausted within decades. Remaining coal supplies 

are much larger, but many hazards and unsolved environmental 

problems are associated with heavy reliance on coal: acid rain, acid 

runoff , mine accidents and fi res, strip-mine reclamation issues, and 

more. U.S. oil shale and Canadian tar sands represent substantial 

hydrocarbon resources, but they share a number of technical and 

environmental issues of concern: the fact that the hydrocarbon is 

dispersed in the host rock, the need for strip mining, extraction 

methods that require large volumes of water and produce large 

volumes of tailings; currently, only the tar sands are being 

extensively developed. Methane hydrates likewise represent a 

large resource, but the challenge of how to extract their fuel has 

not yet been resolved, and carries with it the risk of adding more 

methane—a potent greenhouse gas—to the atmosphere.   
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 Questions for Review  

   1.     A society’s level of technological development strongly 

infl uences its per-capita energy consumption. Explain.  

   2.     What are fossil fuels?  

     3.   Briefl y describe how oil and gas deposits form and mature.  

     4.   Compare and contrast past and projected U.S. consumption 

of petroleum and coal.  

     5.   What is enhanced oil recovery, and why is it of interest? Give 

two examples of the method.  

 Exercises  

ever, Canada is already the single largest supplier of U.S. oil 

imports, and oil from the tar sands helps to assure that that situ-

ation c an c ontinue.     
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 Exploring Further  

     1.   Select a particular region or major city and investigate its 

energy consumption. Identify the principal energy sources 

and the proportion that each contributes; see whether these 

proportions are signifi cantly diff erent now from what they 

were ten and twenty-fi ve years ago. To what extent have the 

types and quantities of energy used been sensitive to 

economic factors?  

     2.   If possible, visit an area that has been or is being drilled for oil 

or mined for coal. Observe any visible signs of negative eff ects 

on the environment, and note any eff orts being made to 

minimize such impacts.  

     3.   Compare the distribution of precipitation given in fi gure 11.22 

with the locations of principal U.S. oil-shale deposits 

(fi gure 14.23). Consider the implications for the economics 

of developing these fuel sources. Where would you get the 

water, economics aside? Why is water availability not a 

constraint on tar sand development?  

    4.  Check the current status of the Exxon Valdez cleanup analysis. 

How many oil spills of similar size have occurred since 1989, 

where have they been, and what cleanup strategies have 

been tried?                                  

     6.   Explain the nature of geopressurized natural gas resources, 

and note at least one obstacle to their exploitation.  

     7.   What are methane hydrates, and where are they found? Why 

are they both a substantial potential energy resource, and a 

concern with respect to global climate change?  

     8.   What is coal, and how and from what does it form?  

     9.   What is coal liquefaction, and why is it of interest? Describe 

one reason it is not widely practiced in the United States.  

     10.   What advantages does coal-bed methane have over other 

“unconventional” gas sources? Describe one problem 

associated with its extraction.  

     11.   What air-pollution problems are associated particularly with 

coal, relative to other fossil fuels?  

     12.   List and describe at least three potential negative 

environmental impacts of coal mining. Why is mountaintop 

removal particularly controversial?  

     13.   What are oil shales and tar sands?  

     14.   Oil shale and tar sand share a number of technical/

environmental drawbacks. Cite and explain several of these.    
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15 
 Energy R esources—

Alternative Sources 

  In the discussion of the  (nonrenewable) fossil fuels in chap -

ter 14, the point was made that, with the conspicuous excep-

tion of coal , most of the U .S. supply of r ecoverable f ossil fuels 

could be exhaust ed within decades . I t was fur ther pointed out 

that c oal is not the most en vironmentally benig n of ener gy 

sources. Alternative energy sources for the future are thus needed, 

both to supply essential energy and to spare the environment as 

much disruption as possible. And this is true worldwide, for glob-

ally, too, fossil fuels are the primary energy source ( fi gure 15.1 ). 

  The ex tent to which alternative energy sources are re-

quired and ho w soon they will be needed is dir ectly related to 

future w orld ener gy demand , which is diffi  cult t o pr edict pr e-

cisely. In general, consumption can be expected to rise as popu-

lation increases and as standards of living improve. However, the 

correlation between energy consumption and standard of living 

is perhaps even less direct than the correlation between mineral 

consumption and living standards. 

  By way of a simplifi ed example, consider the a ddition of 

central heating to a home. The furnace is likely t o contain about 

the same quantity of material, regardless of its type or effi  cienc y; 

the drain on mineral reserves is approximately fi xed. The very ad-

dition of that furnac e represents a c ertain jump in both mineral 

and energy consumption. However, depending on the effi  cienc y 

of the unit, the “tightness” of the home ’s insulation, and the cli-

mate, the amount of fuel the furnac e must consume to maintain 

a c ertain lev el of heat in the home will var y enormously . The 

    Lake Powell, behind Glen Canyon Dam (just visible spanning the river at lower left of image). In this 6 May 2006 image, water storage in the 

lake is near its 2005 record low, which has serious implications for hydropower generation at the dam. Green vegetation at heads of canyons 

along top of image thrives in recently exposed, still-moist reservoir fl oor.  

Image by Jesse Allen, courtesy NASA



80°F, b ut t he a mount o f e nergy c onsumed p lainly w ill. A nd, o f 

course, the climate in which the home is built infl uences its heat-

ing costs. Both cold and heat, taken to extremes, cause increased 

energy demand—for heating and air c onditioning, respectively. 

Thus t here a re c onsiderable r egional v ariations i n e nergy c on-

sumption in the Unit ed Stat es because of var ying population 

density, degree of industrialization, and climatic variations. 

  In the ar ea of transpor tation, similar variabil ity arises . A s 

standards of living rise to the point that motorized transportation 

becomes commonplace, consumption of both materials and en-

ergy rises. However, the amount of energy used depends heavily 

on the mode of transportation chosen and its fuel effi  ciency. It is 

more fuel-effi  cient t o transport fi fty people in a bus than in a 

dozen automobiles, but the distribution of people and their travel 

patterns must be clustered appropriately in order for mass trans-

portation to work in a practical sense. Just among passenger cars, 

fuel effi  ciency varies g reatly (which has substantial implications 

for possible ener gy conservation; see  Table 15.1 ). When project-

ing f uture e nergy u se i n d eveloping c ountries, t he u nderlying 

population base is important, too: An increase of 50 vehicles per 

thousand persons in China, with population over 1 billion, means 

far more added automobiles than an increase of 200 vehicles per 

thousand in South Korea, with a population of only about 50 mil-

lion, less than one-twentieth of China’s.  

   Thus, in deciding just ho w much ener gy various alt erna-

tive sources must supply , assumptions must be made not only 

about the rates of increase in standards of living (growth of GNP) 

but also about the deg ree of ener gy effi  ciency with which the 

growth is achiev ed. O ther fac tors that infl uence both demand 

and projections include prices of various forms of energy (which 

recent history suggests is diffi  cult to assess y ears, let alone de -

cades, into the future) and public polic y decisions (to pursue or 

not to pursue nuclear power, for example) in those nations that 

are major energy consumers. 

   Figure 15.2  shows one r ecent projection of w orld energy 

demand to 2030. Whether or not it is perfectly accurate, it clearly 

    Figure 15.1   
 World energy production by source, 2006. 

  Source: Data from International Energy Annual 2006, U.S. Energy 

Information Administration, Department of Energy, as updated 

through December 2008.   
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Table 15.1 Fuel Effi  ciency, Fuel Consumption

Passenger Cars Vans, Pickup Trucks, and SUVs

Number of vehicles 135,900,000 101,500,000

Average miles per gallon (est.) 24.1 18.1

Average annual miles driven per vehicle 12,300 10,950

Total annual miles driven by vehicle type 1.67 trillion 1.11 trillion

Total gasoline consumption, gallons 69.3 billion 61.3 billion

If the vans/pickups/SUVs achieved the same average mpg as the passenger cars (24.1), total gasoline consumed by this group would be only 46.0 billion 

gallons, for a saving of 15.3 billion gallons (364 million barrels) of petroleum per year.

If the passenger cars achieved mileage equal to the EPA city rating for the most effi  cient gasoline-powered car of the 2009 model year (33), passenger 

cars would consume only 50.6 billion gallons of gasoline, saving 18.7 billion gallons (445 million barrels) per year.

If the passenger cars achieved the 48 mpg city mileage rating of the most effi  cient gas-electric hybrid of 2009, their total gasoline consumption would 

be just 34.8 billion gallons, saving 34.5 billion gallons (821 million barrels) per year. And if the vans/pickups/SUVs achieved that same mileage on 

average, the saving would be another 38.2 billion gallons (910 million barrels), for combined savings from both vehicle categories of 1.73 billion barrels 

per year—about a quarter of total annual U.S. oil consumption!

Data from U.S. EPA and Highway Statistics 2007, Federal Highway Administration, U.S. Department of Transportation.

 best-insulated modern homes ma y require as little as one -tenth 

the energy for heating as the average U.S. home. Also, the quan-

tity of material used to manufacture the furnace will not change 

whether the homeo wner maintains the t emperature at 60°F or 
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 Nuclear Power—Fission   

 Fission—Basic Principles 

 The phrase nuclear power actually comprises two different 

types of processes with different advantages and limitations. 

Fission    is the splitting apart of atomic nuclei into smaller ones, 

with the release of energy. Fusion is the combining of smaller 

nuclei into larger ones, also releasing energy. Currently, only 

one of these processes is commercially feasible: fi ssion. Fission 

basics are outlined in  fi gure 15.3 . (For a review of the terminol-

ogy related to atoms, see chapter 2.) Very few isotopes—some 

20 out of more than 250 naturally occurring isotopes—can un-

dergo fi ssion spontaneously, and do so in nature. Some addi-

tional nuclei can be induced to split apart, and some naturally 

fi ssionable nuclei can be made to split up more rapidly, thus 

increasing the rate of energy release. The fi ssionable nucleus of 

most interest in modern nuclear power reactors is the isotope of 

uranium with 92 protons and 143 neutrons, uranium-235. 

      A uranium-235 nucleus can be induced to undergo fi ssion 

by fi ring another neutron into the nucleus. The nucleus splits 

into two lighter nuclei (not always the same two) and releases 

additional neutrons as well as energy. Some of the newly re-

leased neutrons can induce fi ssion in other nearby uranium-235 

nuclei, which, in turn, release more neutrons and more energy 

in breaking up, and so the process continues in a    chain reac-

tion   . A controlled chain reaction, with a continuous, moderate 

release of energy, is the basis for fi ssion-powered reactors ( fi g-

ure 15.4 ). The energy released heats cooling water that circu-

lates through the reactor’s core. The heat removed from the core 

is transferred through a heat exchanger to a second water loop 

in which steam is produced. The steam, in turn, is used to run 

turbines to produce electricity. 

indicates substantial anticipat ed growth in ener gy use. I f fossil 

fuels are inadequate in quantit y and/or en vironmentally prob-

lematic, one or mor e alternatives must be far mor e extensively 

developed. This chapter surveys some possibilities. Evaluation of 

each involves issues of technical practicality, environmental con-

sequences, and economic competitiveness.    
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    Figure 15.2 
 World energy consumption, historic and projected to 2030. 

Projected increase from 2005 to 2030 is about 50%.   

  Source: International Energy Outlook 2008, U.S. Energy Information 

Administration.   

    Figure 15.3   
 Nuclear fi ssion and chain reaction involving uranium-235 

(schematic). Neutron capture by uranium-235 causes fi ssion into 

two smaller nuclei plus additional neutrons, other subatomic 

particles, and energy. Released neutrons, in turn, cause fi ssion in 

other uranium-235 nuclei. As U-235 nuclei are used up, reaction 

rate slows; eventually fresh fuel must replace “spent” fuel.  

      This scheme is somewhat complicated by the fact that a 

chain reaction is not sustained by ordinary uranium. Only 0.7% 

of natural uranium is uranium-235. The material must be pro-

cessed to increase the concentration of this isotope to several 

percent of the total to produce reactor-grade uranium. As the 

reactor operates, the uranium-235 atoms are split and destroyed 

so that, in time, the fuel is so depleted (spent) in this isotope that 

it must be replaced with fresh fuel enriched in uranium-235.   
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estimates at different price levels. With the type of nuclear reac-

tor currently in commercial operation in the United States, nu-

clear electricity-generating capacity probably could not be 

increased to much more than four times present levels by the 

year 2020 without serious fuel shortages. This increase in pro-

duction would supply less than 15% of total U.S. energy needs. 

In other words, the rare isotope uranium-235 is in such short 

supply that the United States could use up our reserves within 

several decades, assuming no improvements in reactor technol-

ogy and no signifi cant uranium imports. Moreover, interest in 

nuclear power is rising in the United States as more emphasis is 

placed on using energy sources that do not increase greenhouse-

gas emissions. Worldwide, too, new fi ssion plants continue to 

be built. So, means of increasing the fuel supply for fi ssion re-

actors are an issue.     

 Extending the Nuclear Fuel Supply 

 Uranium-235 is not the only possible fi ssion-reactor fuel,  although 

it is the most plentiful naturally occurring one. When an atom of 

the far more abundant uranium-238 absorbs a neutron, it is con-

verted into plutonium-239, which is, in turn, fi ssionable. 

 Uranium-238 makes up 99.3% of natural uranium and over 90% 

of reactor-grade enriched uranium. During the chain reaction in-

side the reactor, as freed neutrons move about, some are captured 

by uranium-238 atoms, making plutonium. Spent fuel could be 

reprocessed to extract this plutonium, which could be purifi ed 

into fuel for future reactors, as well as to re-enrich the remaining 

uranium in uranium-235. How reprocessing would alter the nu-

clear fuel cycle is shown in  fi gure 15.5 . Fuel reprocessing with 

recovery of both plutonium and uranium could reduce the de-

mand for “new” enriched uranium by an estimated 15%. 

      A    breeder reactor    can maximize the production of new 

fuel. Breeder reactors produce useful energy during operation, 

just as conventional “burners” using up uranium-235 do, by fi s-

sion in a sustained chain reaction within the reactor core. In 

addition, they are designed so that surplus neutrons not required 

to sustain the chain reaction are used to produce more  fi ssionable 

 The Geology of Uranium Deposits 

 Worldwide, 95% of known uranium reserves are found in sedi-

mentary or metasedimentary rocks. In the United States, the 

great majority of deposits are found in sandstone. They were 

formed by weathering of uranium source rocks, followed by 

uranium migration in and deposition by ground water. 

      Minor amounts of uranium are present in many crustal 

rocks. Granitic rocks and carbonates may be particularly rich in 

uranium (meaning that its concentration in these may be in the 

range of ppm to tens of ppm; in most rocks, it is even lower). In 

granites, the uranium is concentrated in the late stages of magma 

crystallization; its large atoms fi t relatively poorly in most early-

crystallizing silicate minerals. Uranium is concentrated in car-

bonate rocks during precipitation of the carbonates from water, 

including seawater. As uranium-bearing rocks weather under 

near-surface conditions, that uranium goes into solution: ura-

nium is particularly soluble in an oxygen-rich environment. The 

uranium-bearing solutions then infi ltrate and join the groundwa-

ter system. As they percolate through permeable rocks, such as 

sandstone, they may encounter chemically reducing conditions, 

created by some factor such as an abundance of carbon-rich or-

ganic matter, or sulfi de minerals, in shales bounding the sand-

stone. Under reducing conditions, the solubility of uranium is 

much lower. The dissolved uranium is then precipitated and con-

centrated in these reducing zones. Over time, as great quantities 

of uranium-bearing ground water percolate slowly through such 

a zone, a large deposit of precipitated uranium ore may form. 

      World estimates of available uranium are somewhat dif-

fi cult to obtain, partly because the strategic importance of ura-

nium leads to some secrecy. Even for the United States, the 

reserve estimates are strongly sensitive to price, as one would 

expect.  Table 15.2  summarizes present reserve and resource 

  Figure 15.4   
 Schematic diagram of conventional nuclear fi ssion reactor. Heat is 

generated by chain reaction; withdrawing or inserting control rods 

between fuel elements varies rate of reaction, and thus rate of 

release of heat energy. Cooling water also serves to extract heat for 

use. Heat is transferred to power loop via heat exchanger, so the 

cooling water, which may contain radioactive contaminants, is 

isolated from the power-generating equipment.  

Table 15.2
U.S. Uranium Reserve and Resource 
Estimates

Recoverable

Costs

Reserves

(million pounds

of U3O8)

Resources,

Including Reserves

(million pounds)

$30/lb U3O8  30 0 3800

$50/lb U3O8  90 0 6400

$100/lb U3O8 1400 9800

Source: Data from Energy Information Administration, U.S. Department of Energy.

Actual uranium prices (in constant 1983 dollars) rose from under $20/lb U3O8 in the early 1970s, to 

over $70/lb on the spot market in 1976, then declined sharply to under $15/lb in 1990, and have 

remained depressed since, largely as a result of reduced demand for power-plant fuel. Domestic 

production virtually ceased in the early 1990s. Peak production of recent years has been below 

5 million pounds U3O8, while over 50 million pounds were imported in 2007. However, demand 

and prices have begun to rise, beginning in 2005, as interest in nuclear power has revived.
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 Concerns Related to Nuclear Reactor Safety 

 A major concern regarding the use of fi ssion power is reactor 

safety. In normal operation, nuclear power plants release very 

minor amounts of radiation, which are believed to be harmless. 

(A general discussion of radiation and its hazards is presented 

in chapter 16.) The small but fi nite risk of damage to nuclear 

reactors through accident or deliberate sabotage is more worri-

some to many. 

      One of the most serious possibilities is a so-called loss-

of-coolant event, in which the fl ow of cooling water to the reac-

tor core would be interrupted. Resultant overheating of the core 

might lead to    core meltdown   , in which the fuel and core mate-

rials would deteriorate into a molten mass that might or might 

not melt its way out of the containment building and thus re-

lease high levels of radiation into the environment, depending 

upon the design of the reactor and containment building. A par-

tial loss of coolant, with 35 to 45% meltdown, occurred at Three 

Mile Island in 1979 ( fi gure 15.6 ). 

      No matter how far awry the operation of a commercial 

power plant might go, and even if there were a complete loss 

of coolant, the reactor could not explode like an atomic 

bomb. Bomb-grade fuels must be much more highly enriched 

in the fi ssionable isotope uranium-235 for the reaction to be 

that intensive and rapid. Also, the newest reactors have ad-

ditional safety features designed to reduce the risk of acci-

dent. However, an ordinary explosion originating within the 

reactor (or by saboteurs’ use of conventional explosives) 

could, if large enough, rupture both the containment building 

and reactor core, and thus release large amounts of radioac-

tive material. The serious accident at Chernobyl reinforced 

reservations about reactor safety in many people’s minds; 

see Case Study 15.1. 
fuels from suitable materials, like plutonium-239 from 

 uranium-238, or thorium-233, which is derived from the com-

mon isotope thorium-232. Breeder reactors could synthesize 

more nuclear fuel for future use than they would actively con-

sume while generating power. 

      Breeder-reactor technology is more complex than that of 

conventional water-cooled burners. The core coolant is liquid 

metallic sodium; the reactor operates at much higher tempera-

tures. The costs would be substantially higher than for burner 

reactors, perhaps close to $10 billion per reactor by the time any 

breeders could be completed in the United States. The breeding 

process is slow, too: The break-even point after which fuel pro-

duced would exceed fuel consumed might be several decades 

after initial operation. If the nuclear-fi ssion option is to be pur-

sued vigorously in the twenty-fi rst century, the reprocessing of 

spent fuels and the use of breeder reactors are essential. Yet at 

present, reprocessing is minimal in the United States, and in 

early 1985, Congress cancelled funding for the experimental 

Clinch River breeder reactor, in part because of high estimated 

costs. No commercial breeders currently exist in the United 

States, and only a handful of breeder reactors are operating in 

the world, though some—notably the Superphénix reactor in 

France—are functioning successfully. Even conventional reac-

tors fell out of favor in the United States for some years, for 

several re asons.   

  Figure 15.5      
 The nuclear fuel cycle, as it currently operates and as it would 

function with fuel reprocessing. 

  Source: U.S. Energy Information Administration, Department of Energy.   

    Figure 15.6   
 Three Mile Island near Harrisburg, Pennsylvania; damaged reactor 

remains shut down, while others are still operative. 

  © Doug Sherman/Geofi le.   
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    Case Study 15.1 

 Crisis at Chernobyl 

 On 26 April 1986, an accident occurring at the nuclear power plant at 

Chernobyl, Ukraine, in the former USSR, dwarfed any U.S. reactor 

accident in scale and regional impact and reinforced many fears about 

the safety of the nuclear industry. The accident resulted from a 

combination of equipment problems and human error, as plant 

operators conducted an experiment to test system response to 

unusual conditions. The results were disastrous. A power surge 

overheated the reactor core; a runaway chain reaction ensued; an 

explosion and core meltdown occurred. What caused the explosion is 

not clear. Possibly, leaks allowed water and steam to hit the hot 

graphite of the reactor core, producing hydrogen gas, which is highly 

explosive. The explosion would have prevented the insertion of control 

rods to slow the reaction and disrupted the emergency cooling system. 

  Quantities of radioactive material escaped from the reactor 

building, drifting with atmospheric circulation over Scandinavia and 

eastern Europe ( fi gure 1 ). The offi  cial report was that thirty-one deaths 

were directly attributable to the accident; 203 persons were hospitalized 

for acute radiation sickness; 135,000 people were evacuated. Downwind, 

    Figure 1 
 Simulation of the spread of a cloud of radioactive iodine (iodine-131) drifting downwind from the Chernobyl reactor site in the week after the accident. For 

comparison, maximum annual radiation emission permitted at the boundary of a nuclear facility in the United States is 25 rem. (A rem is a unit of radiation 

exposure that takes into account both the energy and nature of the radiation, so that diff erent types of radiation can be compared in terms of their eff ects 

on the human body.) Maps are as of 0000 Greenwich Mean Time (GMT); the accident began on 26 April 1986 at 1:23 GMT. (A) Day 2 (28 April); (B) Day 6.   

  Source: Data from Mark A. Fischetti, “The Puzzle of Chernobyl” in IEEE Spectrum 23, July 1986, pp. 38–39. Copyright © 1986 IEEE.   
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      Plant siting is another problem. Siting nuclear plants 

close to urban areas puts more people potentially at risk in case 

of accident; placing the plants far from population centers 

where energy is needed means more transmission loss of elec-

tricity (which already claims nearly 10% of electricity gener-

ated). Proximity to water is often important for cooling purposes 

but makes water pollution in case of mishap more likely. There 

are also concerns about the structural integrity of nuclear plants 

located close to fault zones—the Diablo Canyon station in 

 California, the Humboldt Bay nuclear plant, and others; several 

proposed reactor sites have been rejected when investigation 

revealed ne arby f aults.   
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preventive measures to minimize possible health impacts were 

suggested: For example, some people consumed large doses of natural 

iodine to try to saturate the thyroid gland (which concentrates iodine) 

and thus prevent its absorption of the radioactive iodine in fallout from 

the reactor. The republics most severely aff ected were Ukraine and 

Byelarus. Radioactive fallout settled on the surrounding land. Ultimately, 

more than 120,000 people were evacuated from the contaminated area, 

though some have stayed (fi gure 2). 

  Some of the long-range health eff ects of the accident will not 

be known for decades, partly because some of these consequences 

develop long after radiation exposure and partly because the eff ects of 

radiation are not always distinguishable from the eff ects of other 

agents (see chapter 16). Studies have begun to document increases in 

medical problems attributable to radiation—thyroid cancer in 

children, chromosome damage—near the reactor site. Estimates vary 

widely but put the increased lifetime risk of contracting radiogenic 

cancer at 0 to 0.02% in Europe, 0.003% in the Northern Hemisphere 

overall. Over the long term, total cancer cases resulting from the 

Chernobyl incident are projected at 5000 to 100,000. Unusually high 

rates of mutations have also been reported in animal populations that 

have moved into the evacuated region around Chernobyl. 

  Can a Chernobyl-style accident happen at a commercial nuclear 

reactor in the United States? Basically, no, because the design of these 

reactors is fundamentally diff erent from the design of the Chernobyl 

reactor (though a few research reactors in this country have a core of 

Chernobyl type). In any reactor, some material must serve as a  moderator,

to slow the neutrons streaming through the core enough that they can 

interact with nuclei to sustain the chain reaction. In the Chernobyl reactor, 

the moderator is graphite; the core is built largely of graphite blocks. In 

commercial U.S. reactors (and most reactors in western nations), the 

moderator is water. Should the core of a water-moderated reactor 

overheat, the water would vaporize. Steam is a poor moderator, so the 

rate of chain reaction would slow down. (Emergency cooling of the core 

would still be needed, but as the reaction slowed, so would the rate of 

further heat production.) However, graphite remains solid up to extremely 

high temperatures, and hot graphite and cold graphite are both eff ective 

moderators. In a graphite reactor, therefore, a runaway chain reaction is 

not stopped by changes in the moderator. At Chernobyl, as the graphite 

continued to overheat, it began to burn, turning the reactor core into the 

equivalent of a giant block of radioactive charcoal. (To put it out, workers 

eventually had to smother it in concrete.) The fuel rods in the burning 

core ruptured and melted from the extreme heat. The core meltdown, 

together with the explosion, led to the release of high levels of radioactive 

materials into the environment. The extent of that release was also far 

greater for the Chernobyl reactor than it would have been for a U.S. 

reactor suff ering a similar accident because the containment structures of 

U.S. reactors are much more substantial and eff ective. The accident 

focused international attention sharply on the issue of reactor safety and 

also on the reactor-operator interface and operator training. Out of this 

disaster have come a number of constructive suggestions for the 

improvement of reactor safety, both in design and in the operation of 

existing reactors. The incident also emphasized that, like air pollution, 

radioactive fallout ignores international boundaries.  

    Figure 2 
 Distribution of radioactive fallout from Chernobyl can be estimated from 

cesium-137 levels. The reactor complex is at the northwest end of the 

cooling-water pond at lower right of image. In this 1992 false-color Landsat 

image, cultivated crops are in shades of bright red; abandoned fi elds that 

have reverted to native vegetation appear blue-grey. Note that despite the   

obvious hazard, many areas within the highest-radioactivity zones are still 

being cultivated. ( A curie is a measure of radioactivity. Named for Marie 

Curie, discoverer of radium, it is equal to the activity (radioactive decay rate) 

of a gram of pure radium: In a sample with activity of one curie, 37 billion 

atoms would be undergoing radioactive decay every second.)

Image courtesy EROS Data Center, U.S. Geological Survey
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 Concerns Related to Fuel and Waste Handling 

 The mining and processing of uranium ore are operations that 

affect relatively few places in the United States ( fi gure 15.7 ). 

Nevertheless, they pose hazards because of uranium’s natural 

radioactivity. Miners exposed to the higher radiation levels in 

uranium mines have experienced higher occurrence rates of 

some types of cancer. Carelessly handled tailings from process-

ing plants have exposed others to radiation hazards; recall the 

case of Grand Junction, Colorado, mentioned in chapter 13, 

where radioactive tailings were unknowingly mixed into con-

crete used in construction. 
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      The use of reprocessing or breeder reactors to produce 

and recover plutonium to extend the supply of fi ssionable fuel 

poses special problems. Plutonium itself is both radioactive and 

chemically toxic. Of greater concern to many people is that, as 

a readily fi ssionable material, it can also be used to make nu-

clear weapons. Extensive handling, transport, and use of pluto-

nium would pose a signifi cant security problem and would 

therefore require very tight inventory control to prevent the ma-

terial from falling into hostile hands. 

      The radioactive wastes from the production of fi ssion 

power are another concern. Radiation hazards and radioactive-

waste disposal are considered within the broader general con-

text of waste disposal in chapter 16. Here, two aspects of the 

problem are highlighted. First, radioactive materials cannot be 

treated by chemical reaction, heating, and so on to make them 

nonradioactive. In this respect, they differ from many toxic 

chemical wastes that can be broken down by appropriate treat-

ment. Second, there has been suffi cient indecision about the 

best method of radioactive-waste disposal and the appropriate 

site(s) for it that none of the radioactive wastes generated any-

where in the world have been disposed of permanently to date. 

Currently, the wastes are in temporary storage while various 

disposal methods are being explored, and many of the tempo-

rary waste-holding sites are fi lled almost to capacity. Clearly, 

    Figure 15.7   
 Locations of U.S. uranium reserves. 

  Source: Annual Energy Review 2007, U.S. Energy Information 

Administration, Department of Energy.   
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opted, if only to dispose of wastes already accumulated. 

      Nuclear plants have another unique waste problem. The 

bombardment of the reactor core and structure by neutrons and 

other atomic debris from the fi ssion process converts some of 

the structural materials to radioactive ones and changes the 

physical properties of others, weakening the structure. At some 

point, then, the plant must be    decommissioned   —taken out of 

operation, broken down, and the most radioactive parts deliv-

ered to radioactive-waste disposal sites. In late 1982, an 

 electricity-generating plant at Shippingport, Pennsylvania, be-

came the fi rst commercial U.S. fi ssion power plant to face de-

commissioning, after twenty-fi ve years of operation. Costs of 

demolition and disposal have exceeded $800 million for a sin-

gle power plant in the United States, and the process may take a 

decade or more. Dozens of reactors are being, or have been, 

decommissioned worldwide. A total of 28 U.S. reactors, includ-

ing Shippingport, had been retired by the close of 2008. His-

torically, the nominal lifetime allowed by regulatory agencies 

was about 30 years; currently, it is about 40 years; with rigorous 

plant monitoring and replacement of some key components, it 

may be possible to operate a fi ssion-powered electricity-gener-

ating plant for 70 years. Still, sooner or later, decommissioning 

will take its fi scal and waste-disposal toll. In the United States 

and worldwide, reactors are aging ( fi gure 15.8 ).   

 Risk Assessment, Risk Projection 

 Much of the debate about energy sources focuses on hazards: 

what kinds, how many, how large. Many of the risks associated 

with various energy sources may not be immediately obvious. 

No energy source is risk-free, but, then, neither is living. The 

question is, what constitutes “acceptable” risk (and, acceptable 

to whom)? Underground miners of both coal and uranium face 

increased health risks, but the power consumer does not see 

those risks directly. Those living downstream from a dam are at 

risk; so are those downwind from a nuclear or fossil-fuel plant. 

  Figure 15.8     
 Age distribution of nuclear reactors worldwide, March 2009. Few 

face decommissioning yet, but many may in the next decade or two. 

  Source: International Atomic Energy Agency.   
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Island and particularly Chernobyl, and given the numerous 

other less serious “events” at other commercial reactors, many 

have begun to speculate that the risk estimate is too low. There 

is, however, no way to confi rm or refute this suspicion directly 

in the absence of more data and experience. 

      In the early 1970s, it was predicted that 25% of U.S. 

energy would be supplied by nuclear power by the year 2000. 

At the end of 2008, there were 104 nuclear power plants ( fi g-

ure 15.9 ) operating in the United States (down from a 1990 

peak of 112), and they accounted for only 8% of U.S. energy 

production. For some years, cancellations far exceeded new 

orders, as utilities decided to power their new generating 

plants with coal, not nuclear fi ssion. 

      Nuclear plants do have lower fueling and operating costs 

than coal-fi red plants. The small quantity of fuel required for their 

operation can also be more easily stockpiled against interruption 

by strikes or transportation delays. However, nuclear plants are 

more costly to build than coal-fi red plants and now require longer 

to plan, construct, and license (nine to twelve years for U.S. nu-

clear plants; six to ten for coal). These economic and time factors, 

together with increasingly vocal public opposition to nuclear 

power plants (itself a contributing factor in many licensing de-

lays), made the coal option more appealing to many utilities. 

      Worldwide, reliance on nuclear power varies widely, ac-

counting for only 2 to 5% of electricity production in such 

      A power plant of 1-billion-watt capacity serves the elec-

tricity needs of about 1 million people. One study in the mid-

1970s projected accidental deaths at 0.2 per year for a 

uranium-fueled plant this size (virtually all associated with 

mining), compared to an estimated 2.6 to 4 deaths per year for 

a comparable coal-fi red plant, depending upon mining method, 

including signifi cant risks associated with processing and trans-

porting the very much larger volume of coal involved. By way 

of comparison, in the U.S. in 2005, per million people, there 

were 146 deaths from motor-vehicle accidents, 110 from acci-

dental poisoning, 13 from drowning, 66 from falls, and 5 from 

accidents involving fi rearms. 

      A further consideration when comparing risks may be 

how well-defi ned the risks are. That is, estimates of risks from 

fi res, automobile accidents, and so on are actuarial, based on 

considerable actual past experience and hard data. By contrast, 

projections of risks associated with extensive use of fi ssion 

power are based on limited past experience, which does not 

even include the worst possible events, plus educated guesses 

about future events based, in part, on hard-to-quantify parame-

ters like probability of human errors. In 1975, a report prepared 

for the U.S. Nuclear Regulatory Commission estimated the risk 

of core meltdown at one per million reactor-years of operation. 

(To date, total global fi ssion-reactor operations add up to less 

than 10,000 reactor-years.) Since the accidents at Three Mile 
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  Figure 15.9     
 Distribution of U.S. nuclear power plants. In December 2008 there were 104 operable plants. In addition, though only one new plant was 

actively under construction, license applications for 17 more projects were pending with the Nuclear Regulatory Commission, refl ecting 

renewed interest in the use of nuclear power for generating electricity. (Due to space limitations, symbols do not represent actual locations; 

the number of plants in each state  is  accurate.) 

  Source: Data from U.S. Energy Information Administration, U.S. Nuclear Regulatory Commission, and International Atomic Energy Agency.   
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 Nuclear Power—Fusion  

 Nuclear fusion is the opposite of fi ssion. As noted earlier, fusion 

is the process by which two or more smaller atomic nuclei com-

bine to form a larger one, with an accompanying release of en-

ergy. It is the process by which the sun generates its vast amounts 

of energy. In the sun, simple hydrogen nuclei containing one 

proton are fused to produce helium. For technical reasons, fu-

sion of the heavier hydrogen isotopes deuterium (nucleus con-

taining one proton and one neutron) and tritium (one proton and 

two neutrons) would be easier to achieve on earth. That fusion 

reaction is diagrammed in  fi gure 15.1 1 . 

      Hydrogen is plentiful because it is a component of water; 

the oceans contain, in effect, a huge reserve of hydrogen, an 

essentially inexhaustible supply of the necessary fuel for fu-

sion. This is true even considering the scarcity of deuterium, 

which is only 0.015% of natural hydrogen. (Tritium is rarer still 

and would probably have to be produced from the  comparatively 

rare metal lithium. However, the magnitude of energy release 

countries as Mexico, India, Pakistan, and China, but over 30% 

in much of Europe, and in some countries (Slovakia, Belgium, 

France, Lithuania), over 50% ( fi gure 15.10 ). Some nations have 

turned to nuclear fi ssion for lack of fossil-fuel resources. With 

the twenty-fi rst century’s increasing focus on limiting CO2 

emissions, the clean operation of nuclear fi ssion plants has en-

hanced their appeal to many. In mid-2009, there were 436 oper-

able nuclear fi ssion plants in the world, and 44 more under 

construction, including 11 in China, 8 in Russia, 6 in India, and 

5 in Korea. The number of plants under construction increased 

more than 60% from 2006 to 2009, refl ecting fi ssion’s renewed 

attractiveness. 

      Different people weigh the pros and cons of nuclear fi s-

sion power in different ways. For many, the uncertainties and 

potential risks outweigh the benefi ts. For others, the problems 

associated with using coal (the most readily available alterna-

tive for generating electricity) appear at least as great. At pres-

ent, nonfossil alternatives to nuclear fi ssion are seriously 

inadequate in scale to replace it, as we will see.     
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  Figure 15.10   
 Percentage of electricity generated by nuclear fi ssion varies greatly by country, and not simply in proportion to numbers of reactors; where 

electricity consumption is moderate, a few reactors can account for a large share. 

  Source: Data for 2008; from International Atomic Energy Agency.   
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fuel supply and the relative cleanness of fusion (as compared to 

both fi ssion and fossil-fuel power generation) make it an attrac-

tive prospect, at least for later in the twenty-fi rst century. Fu-

sion, however, is a means of generating electricity in stationary 

power plants only. This fact limits its potential contribution to-

ward satisfying total energy needs. 

      It should be noted that in 1989, two scientists announced 

what would have been an immensely important technical 

breakthrough: “cold fusion,” or fusion at room temperature, 

allegedly achieved via electric current run through palladium 

electrodes in a beaker full of “heavy” (deuterium-enriched) 

water. If fusion could be achieved under such simple, inexpen-

sive conditions, the principal obstacle to the use of fusion 

power would be removed, and this vast resource would become 

readily and cheaply available. Hundreds of scientists rushed to 

replicate the experiments. Unfortunately, the overwhelming 

majority failed to reproduce any of the results reported in the 

original experiments. Some subsequent experiments have 

seemed to produce more heat than can be accounted for by the 

electric current passed through the apparatus, but most have 

not, and even those that have showed inconsistent results. The 

early researchers reported fi nding some helium in the water 

afterwards, but others have suggested that this was simply a 

contaminant from the atmosphere or introduced into the beaker 

in the electrodes. No isotopes or subatomic particles that are 

indisputably products of a fusion reaction have been docu-

mented. Thus, while experiments continue, the majority of 

 researchers have concluded that whatever is going on in such 

apparatus is not “cold fusion,” and commercial fusion power is 

still a long way off.    

 Solar Energy  

 The earth intercepts only a small fraction of the energy radi-

ated by the sun. Much of that energy is refl ected or dissipated 

in the atmosphere. Even so, the total solar energy reaching the 

earth’s surface far exceeds the energy needs of the world at 

present and for the foreseeable future. The sun can be expected 

to go on shining for approximately 5 billion years—in other 

words, the resource is inexhaustible, which contrasts sharply 

with nonrenewable sources like uranium or fossil fuels. Sun-

light falls on the earth without any mining, drilling, pumping, 

or disruption of the land. Sunshine is free; it is not under the 

control of any company or cartel, and it is not subject to em-

bargo or other political disruption of supply. The use of solar 

energy is essentially pollution-free, at least in the sense that the 

absorption of sunlight for heat or the operation of a solar cell 

for electricity are very “clean” processes (though solar elec-

tricity has other environmental costs; see “Solar Electricity”). 

It produces no hazardous solid wastes, air or water pollution, 

or noise. For most current applications, solar energy is used 

where it falls, thereby avoiding transmission losses. All these 

features make solar energy an attractive option for the future. 

Several practical limitations on its use also exist, however, par-

ticularly in the short term. 

from fusion reactions is such that this is not a serious con-

straint.) The principal product of the projected fusion 

 reactions—helium—is a nontoxic, chemically inert, harmless 

gas. There could be some mildly radioactive light-isotope by-

products of fusion reactors, but they would be much less haz-

ardous than many of the products of fi ssion reactors. 

      Since fusion is a far “cleaner” form of nuclear power 

than fi ssion, why not use it? The principal reason is technol-

ogy, or lack of it. To bring about a fusion reaction, the reacting 

nuclei must be brought very close together at extremely high 

temperatures (millions of degrees at least). The natural ten-

dency of hot gases is to expand, not come together, and no 

known physical material could withstand such temperatures to 

contain the reacting nuclei. The techniques being tested in lab-

oratory fusion experiments are elaborate and complex, either 

involving containment of the fusing materials with strong mag-

netic fi elds or using lasers to heat frozen pellets of the reactants 

very rapidly. At best, the experimenters have been able to 

achieve the necessary conditions for fractions of a second, and 

the energy required to bring about the fusion reactions has ex-

ceeded the energy released thereby. Certainly, the present tech-

nology does not permit the construction of commercial fusion 

reactors in which controlled, sustained fusion could be used as 

a source of energy. 

      Scientists in the fi eld estimate that several decades of in-

tensive, expensive research will be needed before fusion can 

become a commercial reality. In tight economic times, it can be 

a hard sell. In 2008, the Department of Energy cancelled fund-

ing for what would have been the fourth experimental fusion 

reactor in the United States, in part due to cost overruns; one 

such reactor being built in France has an estimated cost of 

$12 billion. Even when the technology for commercial fusion 

power is developed, it will be costly. Some projections suggest 

that a commercial fusion electricity-generating plant could cost 

tens of billions of dollars. Nevertheless, the abundance of the 

  Figure 15.11     
 Schematic diagram of one nuclear fusion reaction. Other variants 

are possible.  
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      The solar energy reaching the earth is dissipated in vari-

ous ways. Some is refl ected into space; some heats the atmo-

sphere, land, and oceans, driving ocean currents and winds. The 

sun supplies the energy needed to cause evaporation and thus to 

keep the hydrologic cycle going; it allows green plants to gener-

ate food by photosynthesis. More than ample energy is still left 

over to provide for all human energy needs, in principle. How-

ever, the energy is distributed over the whole surface of the 

earth. In other words, it is a very dispersed resource: Where 

large quantities of solar energy are used, solar energy collectors 

must cover a wide area. Sunlight is also variable in intensity, 

both from region to region ( fi gure 15.12 ) and from day to day as 

weather conditions change. The two areas in which solar energy 

can make the greatest immediate contribution are in space heat-

ing and in the generation of electricity, uses that together ac-

count for about two-thirds of U.S. energy consumption.  

 Solar Heating 

 Solar space heating typically combines direct use of sunlight 

for warmth with some provision for collecting and storing ad-

ditional heat to draw on when the sun is not shining. It is typi-

cally employed on the scale of an individual building. The 

simplest approach is passive-solar heating, which does not re-

quire mechanical assistance. The building design should allow 

the maximum amount of light to stream in through south and 

west windows during the cooler months. This heats the materi-

als inside the house, including the structure itself, and the radi-

ating heat warms indoor air. Media used specifi cally for storing 

heat include water—in barrels, tanks, even indoor swimming 

pools—and the rock, brick, concrete, or other dense solids used 

in the building’s construction ( fi gure 15.13 A). These supply a 

  Figure 15.12      
 Distribution of solar energy over the continental United States. 

Maximum insolation occurs over the southwestern region. Numbers 

are watts per square meter; boundaries between zones connect 

points of equal insolation. 

  Source: Data from Energy Strategies: Toward a Solar Future, ed. by 

S. W. Kendall and S. J. Nadis, Union of Concerned Scientists, 1980, 

Ballinger Publishing Co.   

thermal mass that radiates heat back when needed, in times of 

less (or no) sunshine. Additional common features of passive-

solar design (fi gure 15.13B) include broad eaves to block sun-

shine during hotter months (feasible because the sun is higher 

in the sky during summer than during winter) and drapes or 

shutters to help insulate window areas during long winter nights. 

Other possible variations on passive-solar heating systems are 

too numerous to describe here. 

      Active-solar heating systems usually involve the me-

chanical circulation of solar-heated water (fi gure 15.13C). The 

fl at solar collectors are water-fi lled, shallow boxes with a glass 

surface to admit sunlight and a dark lining to absorb sunlight 

and help heat the water. The warmed water is circulated either 

directly into a storage tank or into a heat exchanger through 

which a tank of water is heated. The solar-heated water can 

provide both space heat and a hot-water supply. If a building 

already uses conventional hot-water heat, incorporating solar 

collectors is not necessarily extremely expensive (especially 

considering the free “fuel” to be used). With the solar collec-

tors mounted on the roof, an active-solar system does not re-

quire the commitment of any additional land to the heating 

system—another positive feature. The method can be as practi-

cal for urban row houses or offi ce buildings as for widely 

spaced country homes. 

      While solar heating may be adequate by itself in mild, 

sunny climates, in areas subject to prolonged spells of cloudi-

ness or extreme cold, a conventional backup heating system is 

almost always needed. In the latter areas, then, solar energy can 

greatly reduce but not wholly eliminate the need for some con-

sumption of conventional fuels. It has been estimated that, in the 

United States, 40 to 90% of most homes’ heating requirements 

could be supplied by passive-solar heating systems, depending 

on location. It is usually more economical to design and build 

passive-solar technology features into a new structure initially 

than to incorporate them into an existing building later (retrofi t). 

(A few 100%-solar homes have been built, even in such severe 

climates as northern Canada. However, the variety of solar- 

powered devices, extra insulation, and other features required 

can add tens of thousands of dollars to the cost of such homes, 

especially when an existing home is retrofi tted, pricing this op-

tion out of the reach of many home buyers. Moreover, superin-

sulation can aggravate indoor air pollution; see chapter 18.)   

 Solar Electricity 

 Direct production of electricity using sunlight is accomplished 

through    photovoltaic cells   , also called simply “solar cells” (see 

 fi gure 15.14 ). In simplest form, they consist of two layers of 

semiconductor material sandwiched together, with a barrier be-

tween that allows electrons to fl ow predominantly in one direc-

tion only. Sunlight striking the exposed side can dislodge some 

electrons, which fl ow as electric current through a circuit, to 

return to the cell and continue the cycle. 

      Solar cells have no moving parts and, like solar heating 

systems, do not emit pollutants during operation. For many years, 

they have been the principal power source for satellites and for 
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  Figure 15.13      
 (A) Basics of passive-solar heating with water or structural materials 

as thermal reservoir: Sunlight streams into greenhouse with glass 

roof and walls, heat is stored for nights and cloudy days. (B) Design 

features of home and landscaping can optimize use of sun in colder 

weather, provide protection from it in summer. (C) A common type 

of active-solar heating system with a pump to circulate the water 

between the collector and the heat exchanger/storage tank.  

  Figure 15.14      
 In a photovoltaic cell, incident sunlight dislodges electrons in top layer, which fl ow through wire as electric current, to return to the other side 

of the cell. Accumulated electrons move back to upper layer of cell and the cycle continues.  
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remote areas diffi cult to reach with power lines ( fi gure 15.15 ). A 

major limitation on solar-cell use has historically been cost, 

which is several times higher per unit of power-generating capac-

ity than for either fossil-fuel or nuclear-powered generating 

plants. This has restricted the appeal of home-generated solar 

electricity. The high cost is partly a matter of technology (present 

solar cells are not very effi cient, though they are being improved) 

and partly one of scale (the industry is not large enough to enjoy 

the economies of mass production). 

      Currently, low solar-cell effi ciency and the diffuse charac-

ter of sunlight continue to make photovoltaic conversion an in-

adequate option for energy-intensive applications, such as many 

industrial and manufacturing operations. Even in the areas of 

strongest sunlight in the United States, incident radiation is of 

the order of 250 watts per square meter. Operating with com-

mercial solar cells of about 20% effi ciency means power genera-

tion of only 50 watts per square meter. In other words, to keep 

one 100-watt lightbulb burning would require at least 2 square 

meters of collectors (with the sun always shining). A 

100- megawatt power plant would require 2 square kilometers of 

collectors (nearly one square mile!), and many nuclear or 
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 coal-fi red generating plants have  more than ten times that capacity. 

Using solar cells at that scale represents a large commitment of both 

land and the mineral resources from which the collectors are made. 

      For the collector array alone, a 100-megawatt solar elec-

tric plant operating with basic solar cells would use at least an 

estimated 30,000 to 40,000 tons of steel, 5000 tons of glass, and 

200,000 tons of concrete. A nuclear plant, by contrast, would 

require about 5000 tons of steel and 50,000 tons of concrete; a 

coal-fi red plant, still less. The solar cells present additional re-

source issues as their use is scaled up. 

      There are various photovoltaic technologies, but some of 

the most effi cient use materials such as gallium, arsenic, sele-

nium, indium, and tellurium. Most of these are potentially toxic, 

presenting health hazards in both the mining and manufacturing 

processes. The United States is essentially 100% dependent on 

imports for arsenic, gallium, and indium. As demand has in-

creased, prices of some of these elements have risen spectacu-

larly: tellurium went from $13 to $215 per kilogram just over 

four years, 2004 to 2008. 

      Siting a sizable array requires a substantial commitment 

and disturbance of land. Its presence could alter patterns of 

evaporation and surface runoff. These considerations could be 

especially critical in desert areas, which are the most favorable 

sites for such facilities from the standpoint of intensity and con-

stancy of incident sunlight. Construction could also disturb 

desert-pavement surfaces and accelerate erosion. 

      Clearly, then, for large-scale applications, it would be im-

portant to concentrate the solar energy being used to generate 

electricity. This can be done using arrays of parabolic mirrors, 

which can focus sunlight from a broader area onto a small ex-

panse of solar cells. Or, the solar energy can be concentrated to 

heat water or another medium to run turbines to generate 

  Figure 15.16     
 To make solar electricity without photovoltaic cells, solar heat can 

be used to make steam to power turbines, but it must fi rst be 

concentrated, as here in the California desert, where parabolic 

mirrors focus sunlight on tubes of water. 

  Photograph © The McGraw-Hill Companies, Inc./Doug Sherman, 

photographer.   

 electricity, just as other fuels heat water to make steam for 

power generation. This approach uses no photovoltaic cells at 

all ( fi gure 15.16 ), though large mirror arrays are then needed, 

and these involve their own mineral-resource issues: They are 

typically coated with silver, for which we are already 60% de-

pendent on imports and which is becoming more expensive (the 

price rose from $6.70 to $15.85 per troy ounce from 2004 to 

2008). Or, they could be made of aluminum—of which we im-

port 100%. 

      Storing solar electricity is also a more complex matter 

than storing heat. For individual homeowners, batteries may 

suffi ce, but no wholly practical scheme for large-scale storage 

has been devised, despite advances in battery technology. Some 

of the proposals are shown in  fi gure 1 5.17 . 

      For the time being, it appears that solar-generated elec-

tricity could eventually supply perhaps 10 to 15% of U.S. elec-

tricity needs, but currently, it accounts for less than half a 

percent. Major improvements in effi ciency of generation and in 

storage technology are needed before the sun can be the princi-

pal source of electricity, resource and land-use issues aside. It 

may be still longer before solar electricity can contribute to the 

transportation e nergy b udget.     

  Figure 15.15      
 Solar electricity is very useful in remote areas. High in the 

mountains of Denali National Park, at the base camp that is the 

takeoff  point for expeditions to climb Denali (Mount McKinley), 

solar cells (right) power vital communications equipment.  



 Chapter Fifteen Energy Resources—Alternative Sources 355

 Geothermal Energy  

 The earth contains a great deal of heat, some of it left over from 

its early history, some continually generated by decay of radio-

active elements in the earth. Slowly, this heat is radiating away 

and the earth is cooling down, but under normal circumstances, 

the rate of heat escape at the earth’s surface is so slow that we 

do not even notice it and certainly cannot use it. If the heat es-

caping at the earth’s surface were collected over an average 

square meter for a year, it would be suffi cient only to heat 

about 2 gallons of water to the boiling point, though local heat 

fl ow can be substantially higher, for example in young volcanic 

areas. 

A

B

  Figure 15.17     
 Some possible schemes for storing the energy of solar-generated 

electricity. (A) Use solar electricity to break up water molecules into 

hydrogen and oxygen; recombine them later (burn the hydrogen) 

to release energy. (B) Use solar energy to pump water up in 

elevation; when the energy is needed, let the water fall back and 

use it to generate hydropower.  

      Seasonal variations in surface temperatures do not sig-

nifi cantly affect this outward heat fl ow, and indeed do not pen-

etrate very deeply underground, because rocks and soils conduct 

heat poorly. This characteristic can easily be demonstrated by 

turning over a fl at, sunbaked rock on a bright but cool day. The 

surface exposed to the sun may be hot to the touch, but the heat 

will not have traveled far into the rock; the underside stays cool 

for some time. So, temperatures tend to remain nearly constant 

only a few tens of feet underground. This is the key fact that 

makes possible a type of geothermal technology that can ad-

dress both heating and cooling needs at the scale of individual 

buildings: geothermal heat pumps. Over much of the United 

States, at a depth of 20 feet, temperatures fl uctuate only a few 

degrees over the year, and average 50 to 60°F (10–15°C). Pipes 

laid in the deep soil can circulate water between this zone of 

fairly constant temperature and a heat exchanger at the surface, 

drawing on earth’s heat to warm the building in winter when the 

air is colder, and/or carrying away heat from the building into 

the soil when surface air is hotter. No emissions are generated 

in the process. Supplementary heating or cooling may also be 

required, but the EPA reports that typically, homeowners save 

30 to 70% on heating and 20 to 50% on cooling using such 

“geoexchange” systems, and over 1 million such systems are 

currently installed in the United States. 

      Larger-scale applications of geothermal energy require 

more specialized conditions.  

 Traditional Geothermal Energy Uses 

 Magma rising into the crust from the mantle brings unusually 

hot material nearer the surface. Heat from the cooling magma 

heats any ground water circulating nearby ( fi gure 15.18 ). This 

is the basis for extracting    geothermal energy     on a commercial 

Cooling magma

Circulating warmed water

Cold water

pumped back

Hot water, steam

tapped for energy

Natural recharge by cool water

infiltrating from surface

Permeable rocks

Hot rock

  Figure 15.18 
 Geothermal energy is utilized by tapping circulating warmed 

ground water.  
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watts. In 1989, The Geysers and six smaller geothermal areas 

together generated close to 10 billion kilowatt-hours of electric-

ity (0.3% of total energy consumed) in this country, though its 

output has since declined, as described below. Other steam sys-

tems are being used in Larderello, Italy, and in Japan, Mexico, 

the Philippines, and elsewhere. Altogether, there are about forty 

sites worldwide where geothermal electricity is actively being 

developed. 

      Where most feasible, geothermal power is quite competi-

tive economically with conventional methods of generating 

electricity. The use of geothermal steam is also largely 

 pollution-free. Some sulfur gases derived from the magmatic 

heat source may be mixed with the steam, but these certainly 

pose no more serious a pollution problem than sulfur from 

coal burning. Moreover, there are no ash, radioactive-waste, or 

 carbon-dioxide problems as with other fuels. Warm geothermal 

waters may be a somewhat larger problem. They frequently 

contain large quantities of dissolved chemicals that not only 

build geyser structures as in fi gure 15.19, but that can clog or 

corrode pipes (a potentially signifi cant problem that will in-

crease operational costs) or may pollute local ground or surface 

waters if allowed to run off freely. Sometimes, there are surface 

subsidence problems, as at Wairakei (New Zealand), where 

subsidence of up to 0.4 meters per year has been measured. 

Subsidence problems may be addressed by reinjecting water, 

but the long-term success of this strategy is unproven. 

      While the environmental diffi culties associated with geo-

thermal power are relatively small, three other limitations se-

verely restrict its potential. First, each geothermal fi eld can only 

be used for a period of time—a few decades, on average— 

before the rate of heat extraction is seriously reduced. This is a 

negative consequence of the fact that rocks conduct heat very 

poorly. As hot water or steam is withdrawn from a geothermal 

fi eld, it is replaced by cooler water that must be heated before 

use. Initially, the heating can be rapid, but in time, the perme-

able rocks become chilled to such an extent that water circulat-

ing through them heats too slowly or too little to be useful. The 

heat of the magma has not been exhausted, but its transmittal 

into the permeable rocks is slow. Some time must then elapse 

before the permeable rocks are suffi ciently reheated to resume 

normal operations. Steam pressure at The Geysers has declined 

rapidly in recent years, forcing the idling of some of its generat-

ing capacity: By 1991, despite a capacity of 2 billion watts, 

electricity production was only 1½ billion watts; power genera-

tion had declined to half its 1987 peak within a decade, and by 

2001 was around 1.2 billion watts, with the fi rst four installed 

generating units entirely idle. 

      A second limitation of geothermal power is that not only 

are geothermal power plants stationary, but so is the resource 

itself. Oil, coal, or other fuels can be moved to power-hungry 

population centers. Geothermal power plants must be put where 

the hot rocks are, and long-distance transmission of the power 

they generate is not technically practical, or, at best, is ineffi -

cient. Most large cities are far removed from major geothermal 

resources. Also, of course, geothermal power cannot contribute 

to such energy uses as transportation. 

  Figure 15.19    
 One of the many thermal features in Yellowstone National Park: Lone 

Star Geyser. Structure is built by deposition of dissolved minerals.  

scale.  The magma-warmed waters may escape at the surface in 

geysers and hot springs, signalling the existence of the shallow 

heat source below ( fi gure 15.19 ). More subtle evidence of the 

presence of hot rock at depth comes from sensitive measure-

ments of heat fl ow at the surface, the rate at which heat is being 

conducted out of the ever-cooling earth: High heat fl ow signals 

unusually high temperatures at shallow depths. High heat fl ow 

and recent (or even current) magmatic activity go together and, 

in turn, are most often associated with plate boundaries. There-

fore, most areas in which geothermal energy is being tapped 

extensively are along or near plate boundaries ( fi gure 15.20 ). 

      Exactly how the geothermal energy is used depends largely 

on how hot the system is. In some places, the ground water is 

warmed, but not enough to turn to steam. Still, the water tem-

peratures may be comparable to what a home heating unit pro-

duces (50 to 90°C, or about 120 to 180°F). Such warm waters 

can be circulated directly through homes to heat them. This is 

being done in Iceland and in parts of the former Soviet Union. 

      Other geothermal areas may be so hot that the water is 

turned to steam. The steam can be used, like any boiler- generated 

steam produced using conventional fuels, to run electric genera-

tors. The largest U.S. geothermal-electricity operation is The 

Geysers, in California ( fi gure 15.21 ), which has operated since 

1960 and now has a generating capacity of close to 2 billion 
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      The total number of sites suitable for geothermal power 

generation is the third limitation. Clearly, plate boundaries 

cover only a small part of the earth’s surface, and many of them 

are inaccessible (seafl oor spreading ridges, for instance). Not 

all have abundant circulating subsurface water in the area, 

 either. Even accessible regions that do have adequate subsur-

face water may not be exploited. Yellowstone National Park has 

the highest concentration of thermal features of any single geo-

thermal area in the world, but because of its scenic value and 

uniqueness, the decision was made years ago not to build geo-

thermal power plants there.   

 Alternative Geothermal Sources 

 Many areas away from plate boundaries have heat fl ow some-

what above the normal level, and rocks in which temperatures 

increase with depth more rapidly than in the average continental 

crust. The    geothermal gradient    is the rate of increase of tem-

perature with increasing depth in the earth. Even in ordinary 

crust, the geothermal gradient is about 30°C/kilometer (about 

  Figure 15.20     
 Geothermal power plants worldwide. 

  Source: Figure prepared by L. J. Patrick Muffl  er and Ellen Lougee, U.S. Geological Survey; plate boundaries supplied by Charles DeMets, University of 

Wisconsin at Madison.   
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85°F/mile). Where geothermal gradients are at least 40°C/ 

kilometer, even in the absence of much subsurface water, the 

region can be regarded as a potential geothermal resource of the 

hot-dry-rock type. Deep drilling to reach usefully high tem-

peratures must be combined with induced circulation of water 

pumped in from the surface (and perhaps artifi cial fracturing to 

increase permeability, as in some oil and gas fi elds) to make use 

of these hot rocks. The amount of heat extractable from 

 hot- dry-rock fi elds is estimated at more than ten times that of 

natural hot-water and steam geothermal fi elds, just because the 

former are much more extensive. Most of the regions identifi ed 

as possible hot-dry-rock geothermal fi elds in the United States 

are in thinly populated western states with restricted water 

supplies ( fi gure 15.22 ). There is, therefore, a large degree of 

uncertainty about how much of an energy contribution they 

could ultimately make. Certainly, hot-dry-rock geothermal en-

ergy will be less economical than that of the hot-water or steam 

fi elds where circulating water is already present. Although some 

 experimentation with hot-dry-rock fi elds is underway—Los 

Alamos National Laboratory has an experimental project in 
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in discharge. The requirement of plentiful surface water is re-

fl ected in large regional variations in water use for hydropower 

generation ( fi gure 15.23 ). 

      Hydropower is a very clean energy source in that the wa-

ter is not polluted as it fl ows through the generating equipment. 

No chemicals are added to it, nor are any dissolved or airborne 

pollutants produced. The water itself is not consumed during 

power generation; it merely passes through the generating 

equipment. In fact, water use for hydropower in the United 

States is estimated to be more than 2½ times the average annual 

surface-water runoff of the nation, which is possible because 

the same water can pass through multiple hydropower dams 

 operation in the  Jemez Mountains of New Mexico—commercial 

development in such areas is not expected in the immediate future. 

      The geopressurized natural gas zones described in chapter 

14 represent a third possible type of geothermal resource. As hot, 

gas-fi lled fl uids are extracted for the gas, the heat from the hot 

water might, in theory, also be used to generate electricity. Sub-

stantial technical problems probably will be associated with de-

veloping this resource, as was noted. Moreover, it probably would 

be economically infeasible to pump the spent water back to such 

depths for recycling. No geopressurized zones are presently being 

developed for geothermal power, even on an experimental basis.     

 Hydropower  

 The energy of falling or fl owing water has been used for centu-

ries. It is now used primarily to generate electricity. Hydroelec-

tric power has consistently supplied a small percentage of U.S. 

energy needs for several decades; it currently provides close to 

3% of U.S. energy (about 6% of U.S. electricity). The principal 

requirements for the generation of substantial amounts of hy-

droelectric power are a large volume of water and the rapid 

movement of that water. Nowadays, commercial generation of 

hydropower typically involves damming up a high-discharge 

stream, impounding a large volume of water, and releasing it as 

desired, rather than operating subject to great seasonal  variations 

  Figure 15.21 
 The Geysers geothermal power complex, California, is the largest 

such facility in the world. 

  Photograph © The McGraw-Hill Companies, Inc./John A. Karachewski, 

photographer.   
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    Figure 15.22    
 The area east of the Rocky Mountains has a geothermal gradient 

and surface heat fl ow typical of world average continental crust; 

selected areas west of the Rockies have more energy potential. The 

faster temperature increases with depth, the closer to the surface 

are usefully warm rocks, and—all else being equal—the greater the 

geothermal-energy potential. 

  After USGS Circular 1249.   
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      Indeed, the late 1990s saw some reversals in U.S. hydro-

power development. For the fi rst time, the Federal Energy Regu-

latory Commission ordered the dismantling of a dam, over the 

owner’s objections: the Edwards Dam in Maine, the removal of 

which began in July of 1999. The move was a response to con-

cerns over the cumulative environmental impact of 162 years of 

the dam’s existence, and as it was a small facility (accounting for 

less than 1% of Maine’s electric power), opposition to the dis-

mantling was limited. More-vigorous objections are being made 

to the proposed removal of four dams on the Snake River in 

Washington state. Concern for local salmon populations is 

among the reasons for the removal, but as these dams and reser-

voirs are more extensively used both for power generation and to 

supply irrigation water, their destruction would have more nega-

tive impact on local people than did the Edwards Dam removal. 

As of this writing, these dams’ ultimate fate is uncertain. 

      Other sites with considerable power potential may not be 

available or appropriate for development. Construction might 

destroy a unique wildlife habitat or threaten an endangered spe-

cies. It might deface a scenic area or alter its natural character; 

suggestions for additional power dams along the Colorado 

River that would have involved backup of reservoir water into 

the Grand Canyon were met by vigorous protests. Many poten-

tial sites—in Alaska, for instance—are just too remote from 

population centers to be practical unless power transmission 

effi ciency is improved. 

      An alternative to development of many new hydropower 

sites would be to add hydroelectric-generating facilities to dams 

already in place for fl ood control, recreational purposes, and so on. 

along a stream. Hydropower is renewable as long as the streams 

continue to fl ow. Its economic competitiveness with other 

sources is demonstrated by the fact that nearly one-third of U.S. 

electricity-generating plants are hydropower plants; worldwide, 

about 6% of all energy consumed is hydropower. 

      The Federal Power Commission has estimated that the 

potential energy to be derived from hydropower in the United 

States, if it were tapped in every possible location, is about tri-

ple current hydropower use. In principle, then, hydropower 

could supply one-fi fth of U.S. electricity if consumption re-

mained near present levels. However, development is unlikely 

to occur on such a scale.  

 Limitations on Hydropower Development 

 We have already considered, in chapters 6 and 11, some of the 

problems posed by dam construction, including silting-up of res-

ervoirs, habitat destruction, water loss by evaporation, and even, 

sometimes, earthquakes. Evaluation of the risks of various en-

ergy sources must also consider the possibility of dam failure. 

There are over a thousand dams in the United States (not all con-

structed for hydropower generation). Several dozen have failed 

within the twentieth century. Aside from age and poor design or 

construction, the reasons for these failures may include geology 

itself. Fault zones often occur as topographic lows, and streams 

thus frequently fl ow along fault zones. It follows that a dam built 

across such a stream is built across a fault zone, which may be 

active or may be reactivated by fi lling the reservoir. Not all 

 otherwise-suitable sites, then, are safe for hydropower dams. 

  Figure 15.23 
 Water use for hydropower generation in the United States is naturally concentrated where streamfl ow is plentiful. 

  Source: 1995 Estimated Water Use in the United States, U.S. Geological Survey.   
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Although the release of impounded water for power generation 

alters streamfl ow patterns, it is likely to have far less negative 

impact than either the original dam construction or the creation of 

new dam/reservoir complexes. Still, it is clear that fl ood control 

and power generation are somewhat confl icting aims: the former 

requires considerable reserve storage capacity, while the latter is 

enhanced by impounding the maximum volume of water. 

      Like geothermal power, conventional hydropower is also 

limited by the stationary nature of the resource. In addition, 

hydropower is more susceptible to natural disruptions than 

other sources considered so far. Just as torrential precipitation 

and 100-year fl oods are rare, so, too, are prolonged droughts—

but they do happen. U.S. hydropower generation declined by 

about 25% from 1986 to 1988, largely as a consequence of 

drought. A western drought that began in 1999 dropped water 

levels in Lake Powell, the reservoir behind Glen Canyon Dam 

( fi gure 15.24 ), by more than 100 feet, reducing water storage by 

more than 50%. Hydropower generation at the dam declined 

from a 1997 high of 6.7 billion kilowatt-hours (kwh) to just 

3.2 billion kwh in 2005, and it has remained depressed along 

with the lake level. Heavier reliance on hydropower could thus 

leave many energy consumers vulnerable to interruption of ser-

vice in times of extreme weather. 

      For various reasons, then, it is unlikely that numerous ad-

ditional hydroelectric power plants will be developed in the 

United States. This clean, cheap, renewable energy source can 

continue indefi nitely to make a modest contribution to energy 

use, but it cannot be expected to supply much more energy in 

the future than it does now. Still, hydropower is an important 

renewable energy source in the United States ( fi gure 15.25 ). 

      Worldwide, future hydropower development is expected 

to be most rapid in Asia, but opposition exists there, too. The 

largest such project ever, the Three Gorges Dam project in 

China went forward despite international protests from environ-

mental groups. Supply disruptions are not unique to the United 

States, either: Serious droughts in 1999 in Latin and South 

America sharply reduced generating capacity at existing hydro-

electric facilities, forcing Mexico to buy electricity from the 

United States and causing Chile to look toward developing 

more fossil-fuel power-generating capacity as an alternative. 

(See further discussion of dams in chapter 20.)     

 Energy from the Oceans  

 Three different approaches exist for extracting energy from Earth’s 

oceans: harnessing the energy of waves or tides, or making use of 

temperature differences between deep and shallow waters. 

      Tides represent a great volume of shifting water. In fact, 

all large bodies of standing water on the earth, including the 

oceans and large lakes like the Great Lakes, show tides. Why 

not also harness this moving water as an energy source? Unfor-

tunately, the energy represented by tides is too dispersed in 

most places to be useful. Average beach tides refl ect a differ-

ence between high-tide and low-tide water levels of about 

  Figure 15.24   
 Glen Canyon Dam hydroelectric project, Arizona. In dry surroundings 

such as these, evaporation losses from reservoirs are high, and they 

can exacerbate regional water-supply problems. (A) Photo taken in 

2005 shows drought-lowered level of Lake Powell; note the “bathtub 

ring” behind the dam that indicates the normal level of the reservoir 

when full. (B) Lake outline in 2006, superimposed on a 2000 image, 

illustrates shrinkage in surface area. (C) Decline in water storage in 

the reservoir has both hydropower and water-supply consequences. 

Water storage (vertical axis) in millions of acre-feet.  

Image (B) by Jesse Allen, courtesy NASA; (C) Data courtesy NASA

A

B

2000 2001 2002 2003 2004 2005 2006 2007

10

5

15

20

C



 Chapter Fifteen Energy Resources—Alternative Sources 361

able. The temperature difference between warm and cold 

seawater must be at least 40°F (22°C) year-round, which is true 

only near the equator ( fi gure 15.27 ). Thus, this technology is 

most suitable for select tropical islands. (An experimental 

OTEC facility exists on Hawaii, but has yet to produce electric-

ity.) And there is concern about possible damage to reefs and 

coastal ecosystems from the pipes and other equipment. The 

near-term potential of OTEC is consequently very limited. 

1  meter. A commercial tidal-power electricity-generating plant 

requires at least 5 meters difference between high and low tides 

for effi cient generation of electricity and a bay or inlet with a 

narrow opening that could be dammed to regulate the water 

fl ow in and out ( fi gure 15.26 ). The proper conditions exist in 

very few places in the world. Tidal power is being used in a 

small way at several locations—at the Bay of Fundy in Nova 

Scotia, near St. Malo, France, in the Netherlands, and in the 

former Soviet Union. So although tidal power shares the envi-

ronmental benefi ts of conventional hydropower, its total poten-

tial is limited, estimated at only 2% of the energy potential of 

conventional hydropower worldwide. 

         Ocean thermal energy conversion    (OTEC) is another 

clean, renewable technology that is currently in the developmen-

tal stages. It exploits the temperature difference between warm 

surface water and the cold water at depth. Either the warm water 

is vaporized and used directly to run a turbine, or its heat is used 

to vaporize a “working fl uid” to do so; the vapor is recondensed 

by chilling with the cold water. No fuel is burned, no emissions 

released, and the vast scale of the oceans assures a long life for 

such facilities (in contrast, for instance, to geothermal fi elds). 

Where the water is vaporized, the vapor is pure water, which, 

when recondensed, can be used for water supply—this is essen-

tially a distillation process. The cold seawater can be used for 

other purposes, such as air conditioning or aquaculture. 

      However, specialized conditions are needed for OTEC to 

be a productive energy source. The deep cold water must be ac-

cessible near shore; coastlines with broad shelves are unsuit-

    Figure 15.26   
 Tidal-power generation uses fl owing water to generate electricity, 

as with conventional hydropower.  

  Figure 15.25   
 Hydropower is currently the dominant single renewable energy 

source in the United States, though biofuels collectively now surpass 

it. Renewable sources still provide a relatively small proportion of 

energy used. 

  Source: Annual Energy Review 2007, U.S. Energy Information 

Administration.   
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    Figure 15.27   
 Given the thermal and other requirements of OTEC, tropical islands 

are likely to be the fi rst sites for its development. 

  After National Renewable Energy Lab.   
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are probably the best-known historic example. Today, there is 

considerable interest in making more extensive use of wind 

power for generating electricity. 

      Wind energy shares certain limitations with solar energy. 

It is dispersed, not only in two dimensions but in three: It is 

spread out through the atmosphere. Wind is also erratic, highly 

variable in speed both regionally and locally. The regional 

variations in potential power supply are even more signifi cant 

than they may appear from average wind velocities because 

windmill power generation increases as the cube of wind speed. 

So if wind velocity doubles, power output increases by a factor 

of 8 (2 3 2 3 2). 

       Figure 15.28  shows that most of the windiest places in the 

United States are rather far removed physically from most of 

the heavily populated and heavily industrialized areas. As with 

other physically localized power sources, the technological dif-

fi culty of long-distance transmission of electricity will limit 

wind power’s near-term contribution in areas of high electricity 

consumption until transmission effi ciencies improve. 

      Even where average wind velocities are great, strong 

winds do not always blow. This presents the same storage prob-

lem as does solar electricity, and it has likewise not yet been 

solved satisfactorily. At present, wind-generated electricity is 

used most commonly to supplement conventionally generated 

      Over much of the oceans, waves ripple incessantly over 

the surface. The up-and-down motion of the water can be har-

nessed in various ways to generate electricity. The bobbing wa-

ter can drive a pump to push water through a turbine, for 

example; or, in an enclosed chamber that is partially submerged, 

the rise and fall of the water surface can produce pulses of com-

pression in the air above, which can drive an air-powered tur-

bine. These systems too are clean and renewable. A small 

wave-energy system is currently in operation off the coast of 

Portugal. However, appropriate sites are limited by concerns 

over the visual impact of the equipment in coastal areas, and 

over possible disruption of natural sediment-transport patterns. 

These issues, together with relatively high costs, have so far 

prevented widespread development of wave energy.    

 Wind Energy  

 Because the winds are ultimately powered by the sun, wind 

energy can be regarded as a variant of solar energy. It is clean 

and, like sunshine, renewable indefi nitely (at least for 5 billion 

years or so). Wind power has been utilized to some extent for 

more than two thousand years; the windmills of the Netherlands 
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  Figure 15.28   
 Wind resource potential in the 48 contiguous United States. 

  Source: National Renewable Energy Lab, U.S. Department of Energy.   
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      At one time, it was projected that the United States might 

produce 25 to 50% of its electricity from wind power by the year 

2000, but the necessary major national program for wind-energy 

development did not materialize. This percentage would repre-

sent a signifi cant fraction of anticipated total energy needs, and it 

also would contribute to conserving nonrenewable fuels. In fact, 

in 2005, wind-powered electric generating facilities in the United 

States accounted for only about 1% of U.S. generating capacity, 

and of actual electricity generation. However, wind-power capac-

ity has been rising sharply in the United States in recent years 

( fi gure 15.30 ), and those in the industry believe that this country 

could be using wind to supply 20% of our energy by 2030.    

 Biofuels  

 The term  biomass  technically refers to the total mass of all the 

organisms living on earth. In an energy context, the term    biofuels    

has become a catchall for various ways of deriving energy from 

biomass, from organisms or from their remains. Indirectly, 

 biomass-derived energy is ultimately solar energy, since most bio-

fuels come from plant materials, and plants need sunlight to grow. 

Biofuels could also be thought of as “unfossilized fuels” because 

they represent fuels derived from living or recent organisms rather 

than ancient ones and hence have not been modifi ed extensively 

by geologic processes acting over long periods of time. 

      The possibilities for biofuels are many. Most of these fuels 

fall into three broad categories: wood, waste, and alcohol fuels. 

Some are used alone, others “cofi red” (burned in combination 

with conventional fuels); see  fi gure 15.31 . All biofuels are burned 

to release their energy, so they share the carbon-dioxide-pollution 

problems of fossil fuels. Some, like wood, also contribute par-

ticulate air pollutants. However, unlike the fossil fuels, biofuels 

are renewable. We can, in principle, produce and replenish them 

on the same time scale as that on which we consume them. This 

is their appeal, together with the fact that we can produce them 

domestically, thus reducing dependence on energy imports. 

power when wind conditions are favorable, with conventional 

plants bearing most or all of the demand load at other times. 

Still, design improvements have steadily increased the reliabil-

ity of wind generators; the newest wind turbines are available 

for some power generation at least 95% of the time. 

      Winds blow both more strongly and more consistently at 

high altitudes. Tall wind vanes, perhaps a mile high, may pro-

vide more energy with less of a storage problem. However, such 

tall structures are technically more diffi cult to build and require 

substantial quantities of material. They may also be deemed 

more objectionable visually. 

      The ultimate potential of wind energy is unclear. Cer-

tainly, blowing wind represents far more total energy than we 

can use, but most of it cannot be harnessed. Most schemes for 

commercial wind-power generation of electric power involve 

“wind farms,” concentrations of many wind generators in a few 

especially favorable windy sites ( fi gure 15.29 ). The limits to 

wind-power use then include the area that can be committed to 

wind-generator arrays, as well as the distance the electricity 

can be transmitted without excessive loss in the power grid. 

About 1000 1-megawatt wind generators are required to gener-

ate as much power as a sizable conventional coal- or nuclear-

powered electric generating plant. The units have to be spread 

out, or they block each other’s wind fl ow. Spacing them at four 

windmills per square kilometer requires about 250 square kilo-

meters (100 square miles) of land to produce energy equivalent 

to a 1000-megawatt power plant. However, the land need not 

be devoted exclusively to the wind-powered generators. Farm-

ing and the grazing of livestock, common activities in the Great 

Plains area, could continue on the same land concurrently with 

power generation. The storage problem, however, still remains. 

Other concerns relating to wind farms include the aesthetic 

impact (the generator arrays must naturally be very exposed); 

interference with and deaths of migrating birds and bats; the 

noise associated with a large number of windmills operating; 

and disruption of communications—TV, radio, cellular tele-

phones, perhaps even aircraft communications. 

  Figure 15.29      
 Wind-turbine array near Palm Springs, California. Diff erent elements of the array can take advantage of various velocities of wind. Some of the 

smaller turbines turn even in light wind, while the larger turbines require stronger winds to drive them. 

  © The McGraw-Hill Companies, Inc./Doug Sherman, photographer.   
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    Figure 15.30   
 U.S. wind power installed capacity, 1981–2007. (MW5megawatts) The erratic pattern of capacity additions after 1999 refl ects the presence or 

absence of federal tax credits for wind-energy development, with the lapse of those credits in 2000, 2002, and 2004 resulting in minimal 

capacity additions in those years. Federal policy can thus be a powerful infl uence in energy resource development. 

  Source: National Renewable Energy Lab, using data from the American Wind Energy Association.   
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  Figure 15.31   
 (A) Truck dumping wood chips to be burned at the Tracy Biomass 

Plant, an electricity-generating plant in Tracy, CA. (B) Biomass is 

cofi red with coal at the Northern Indiana Public Service Company 

generating station in Bailey, IN; the biomass contributes about 5% 

of the energy. 

  (A) Photograph by Andrew Carlin, Tracy Operations, (B) photograph 

by Kevin Craig; both courtesy National Renewable Energy Lab.   

  Waste-Derived Fuels 

 In some sense, much of the wood burned as biomass fuel is also 

waste, especially from logging, lumber-milling, and similar op-

erations. However, most of the truly waste-related biomass fuels 

involve agricultural or other wastes that would historically have 

been burned in a fi eld or dumped in a landfi ll. For example, there 

is increasing interest in burning waste plant materials after a crop 

is harvested. Some such crop wastes may require processing be-

forehand; sugar-cane waste is an example. The combustible por-

tion of urban refuse can be burned to provide heat for electric 

generating plants. More-extensive use of incineration as a means 

of solid-waste disposal, both in the United States and abroad, 

would further increase the use of biomass for energy worldwide. 

      Some waste-derived fuels are liquids. Research is ongoing 

on ways to derive inoffensive liquid fuels from animal manures, 

which are rich in organic matter. Experimental vehicles have 

been designed to run on used vegetable oil from food-frying 

operations. Some diesel-powered vehicles can run on biodiesel, 

a general term for fuels derived from vegetable oil or animal fats 

(including wastes), or a blend of such oil with petroleum diesel 
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fuel. The alcohol fuels discussed below are now mainly pro-

duced from corn, but processes to derive alcohol from plant 

wastes rather than potential food are being developed. 

      Another waste-derived biomass fuel growing in use, biogas, 

could be called “gas from garbage.” When broken down in the 

absence of oxygen, organic wastes yield a variety of gaseous 

products. Some of these are useless, or smelly, or toxic, but among 

them is methane (CH4), the same compound that predominates in 

natural gas. Sanitary-landfi ll operations, described in chapter 16, 

are suitable sites for methane production as organic wastes in the 

refuse decay. Straight landfi ll gas is too full of impurities to use 

alone, but landfi ll-derived gas can be blended with purer, pipe-

lined natural gas (another example of cofi ring) to extend the gas 

supply. Methane can also be produced from decaying manures. 

Where large quantities of animal waste are available, as for ex-

ample on feedlots, it may also be possible to create biogas by mi-

crobial digestion in enclosed tanks, again reducing waste-disposal 

and pollution problems while generating useful fuel   .    

 Alcohol Fuels 

 One biofuel that has received special attention is alcohol. Initially, 

it was extensively developed mainly for incorporation into gaso-

hol. Gasohol as originally created was a blend of 90% gasoline and 

10% alcohol, the proportions refl ecting a mix on which conven-

tional gasoline engines could run. Gasohol came into vogue fol-

lowing the OPEC oil embargo of the 1970s. Its popularity waned 

when oil prices subsequently declined, though most gasoline still 

contains some ethanol (the most common type of fuel alcohol). 

      The higher the proportion of alcohol in the mix, of course, 

the further the gasoline can be stretched. There is, in principle, 

no reason why engines cannot be designed to run on 20%, 50%, 

or 100% alcohol, and, in fact, vehicles have been made to run 

solely on alcohol. Recently, increasing numbers of vehicles 

have been designed to run on E85, a blend of 85% ethanol, 15% 

gasoline. Such vehicles, most common in the Midwest and 

South, are now the majority of alcohol-fueled vehicles. Some 

can run either on E85 or on regular gasoline, though they must 

be specifi cally designed to do so. 

      Government policy can encourage expanded use of alcohol 

and alcohol/gasoline blends. The Clean Air Act Amendments of 

1990 included provisions for reduced vehicle emissions, and alco-

hol is somewhat cleaner-burning. The Energy Policy Act of 1992 

required gradual replacement of some government, utility-com-

pany, and other “fl eet” vehicles with “alternative-fuel” vehicles, 

which would include vehicles powered by straight alcohol or E85. 

(This is more immediately feasible for fl eet vehicles because they 

can be refueled at central locations stocking their special fuels.) 

The same act extends an excise-tax break on ethanol-blend fuels. 

Large gains in ethanol consumption remain to be realized, how-

ever. More than 300,000 vehicles now run on E85, but this number 

is small compared to the 136 million passenger cars and over 

100 million vans, pickups, and SUVs on the road. 

      Substantial concerns about ethanol fuels are also being 

raised as world production rises sharply ( fi gure 15.32 ). One im-

portant consideration is that to grow, harvest, and derive ethanol 

from corn or other starting plant material takes energy. Depend-

ing on the process, indeed, it can take more energy than is re-

leased burning the ethanol. Thus the alcohol fuels as currently 

developed are not so much a major new source of energy as a way 

to reduce dependence on imported liquid petroleum—if the en-

ergy to make the ethanol comes from something else. Diversion 

of potential food crops such as corn for producing fuel has driven 

up food prices and sparked some protests around the world. It has 

been calculated that the corn equivalent of the energy represented 

by a fuel tank of ethanol for a large SUV could almost feed one 

person for a year, raising questions about whether biofuel is a 

suitable use of food crops. In the United States, the push to grow 

more corn for ethanol production has created pressure to grow 

crops on marginal cropland previously set aside for erosion- 

control purposes under the Conservation Reserve Program dis-

cussed in chapter 11. And studies have suggested that, to the 

extent that more forests and grasslands are cleared to provide ad-

ditional cropland for biofuel production, that land-use change 

will increase net greenhouse-gas emissions by decreasing carbon 

“sinks” (see chapter 18). Research is underway to develop effi -

cient means to produce ethanol from nonfood crops such as 

switchgrass, but any process involving growing crops specifi cally 

for biofuel production will involve some of the foregoing issues 

as well. Over the long term, learning to produce ethanol from 

waste organic matter may be the best option. 
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  Figure 15.32      
 Rising oil prices have spurred a sharp rise in biofuel production, primarily 

ethanol. The two principal producers currently are the U.S. and Brazil.  

Reprinted with permission UNEP. UNEP/GRID-Arendal Maps and 

Graphics Library 2009. Edited by Joel Benoit. << http://maps. grida.

no/ library/fi les/the-production-of-biodiesel-and-ethanol-has-

increased-substantially-in-recent-years>>
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 Case Study 15.2 

 Electricity’s Hidden Energy Costs 

 Have you ever looked closely at your electric bill? Many utilities now 

provide information on the sources of their power, and the associated 

pollution ( fi gure 1 ). Such considerations are very much part of current 

discussions about energy sources. At one time, the main concern was 

availability of the fossil fuels. Now global focus has shifted to the 

emission of greenhouse gases like CO 2 , and the relative pollutant 

outputs of diff erent energy sources are a signifi cant part of the debate. 

With nuclear power, however, the issue of waste disposal is also a 

concern. 

  Figure 1     
 Typical profi le of municipal electricity supply, a mix of sources with 

varying waste and pollution consequences. The gaseous wastes are 

associated with the fossil fuels, the sulfur primarily with the coal. Note 

the relative quantities of wastes from fossil vs. nuclear fuel. Bear in mind, 

too, that amounts of coal ash generated are not tabulated; it is not a 

waste product monitored and regulated in the same way as the gaseous 

air pollutants or radioactive waste.  
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  A contributing factor in rising U.S. energy use (and associated 

pollution) is what has been described as the “electrifi cation” of U.S. 

households, as we acquire more and more appliances that run on 

electricity. By 2005, 99.9% of U.S. households had a refrigerator, and 

22% had two or more; 99% had a conventional oven, the majority of 

these electric; 79% reported having a clothes dryer and 58% a 

dishwasher. From 1978 to 2005, the proportion of households having a 

microwave oven went from 8 to 88%; from 1990 to 2005 the 

percentage with personal computers increased from 16 to 68, and this 

percentage continues to rise. By 2005, 99% of U.S. households had a 

color television, 78% had two or more, and 7% had 5 or more (!). In 

addition, 31% had a large-screen or plasma TV and 35% a TV-based 

game system. Thirty percent of households reported using electricity 

as their primary source of heat, and 59% had central air conditioning. 

  A hidden issue with electricity is effi  ciency, or lack of it. Only 

 one-third  of the energy consumed in generating electricity is delivered to 

the end user as power (fi gure 2A), so as electricity consumption grows, 

the corresponding energy consumption grows three times as fast 

( fi gure 2 B). The other two-thirds is lost, most as waste heat during the 

process of conversion from the energy of the power sources (for 

example, the chemical energy of fossil fuels) to electricity, and the rest in 

transmission and distribution. This would be something to keep in mind 

in choosing among appliances, heating systems, and so on, powered by 

diff erent forms of energy, such as electricity versus natural gas.  

  Part of the rise in residential electricity consumption is a result of 

what have been called “vampire appliances,” electric devices that for 

various reasons (such as inclusion of a clock, the need to be operated by 

remote control, or consumers’ desire for “instant on,” very fast startup) 

draw current all the time, not just when actively in use. Avoiding such 

appliances would help restrain demand. So would conservation through 

the use of more-effi  cient devices—Energy Star appliances and compact 

fl uorescent bulbs in place of incandescent lightbulbs. Sometimes, 

though, addressing one problem can exacerbate another; for example, 

compact fl uorescents contain small amounts of the toxic metal mercury, 

so they require more careful disposal than do incandescent bulbs. 

 The ineffi  ciency of the ways we now generate our electricity 

also has a bearing, indirectly, on the utility of hydrogen fuel cells. In a 

hydrogen fuel cell, which operates somewhat like a battery, hydrogen 

and oxygen are combined to generate electricity, typically to power a 

vehicle, and this process is actually quite effi  cient. The only “waste” 

product is water, so fuel-cell-powered cars are very clean, and the 

technology already exists. So far, so good. But if we are to run millions 

of vehicles on fuel cells, where will the hydrogen come from? The 

obvious answer is water, of which we have a plentiful global supply. 

However, the usual method for separating water into hydrogen and 

oxygen rapidly and in quantity uses electricity. Thus, before we can 

embrace fuel cells on a large scale, we need either to fi gure out how to 

generate still  more  electricity cleanly and sustainably, or to develop 

alternate ways to produce the necessary large quantities of hydrogen.
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  Figure 2 
 (A) Electricity fl ow: Energy sources on the left, outputs on the right. Units are quadrillion Btu. Note the huge “conversion losses” resulting during 

conversion of other forms of energy to electricity. “T & D losses” are additional losses during electricity transmission and distribution. (B) Residential and 

commercial energy consumption in the United States is increasingly in the form of electricity, with correspondingly larger losses. This graph is for 

residential energy consumption. 

  Source: Annual Energy Review 2008, U.S. Energy Information Administration.   
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      Summary 
 As we contemplate the limits on supplies of petroleum and 

conventional natural gas and the environmental impacts of coal, 

we fi nd an almost bewildering variety of alternatives available. 

None is as versatile as liquid and gaseous petroleum fuels, or as 

immediately and abundantly available as coal. Some of the 

already-viable, clean alternatives are “placebound” and, in any 

case, have limited ultimate potential (e.g., hydropower, geothermal 

power). Nuclear fi ssion produces minimal emissions but entails 

waste-disposal problems, and concerns about reactor safety; the 

fuel reprocessing necessary if fi ssion-power use is greatly 

expanded raises security concerns. Solar and wind energy, though 

free and clean to use, are so diff use, and so variable over time and 

space, that without substantial technological advances they are 

impractical for energy-intensive applications. Biofuels, like fossil 

fuels, yield carbon dioxide (and perhaps other pollutants also), and 

may require substantial expansion of cropland. This incomplete 

sampling of alternatives and their pros and cons illustrates some of 

the complexity about the future of our energy sources. 

  The energy-use picture in the future probably will not be 

dominated by a single source as has been the case in the fossil-fuel 

era. Rather, a blend of sources with diff erent strengths, weaknesses, 

and specialized applications is likely. Diff erent nations, too, will 

make diff erent choices, for reasons of geology or geography, 

economics, or diff ering environmental priorities ( fi gure 15.33 ). 

  In the meantime, as the alternatives are explored and 

developed, vigorous eff orts to conserve energy would yield 

much-needed time to make a smooth transition from present to 

future energy sources. However, considerable pressures toward 

increasing energy consumption exist in countries at all levels of 

technological development.   

  Figure 15.33 
 (A) Shares of fossil and non-fossil fuels in energy consumption for 

selected countries, 2006. (B) In part, national choices in renewable 

energy are dictated by geography and geology. 

  (A) Source: International Energy Agency. (B) Map courtesy United Nations 

Environment Programme/GRIDA.    Reprinted with permission UNEP.
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 Exercises  
 Questions for Review  

     1.   Briefl y describe the nature of the fi ssion chain reaction used 

to generate power in commercial nuclear power plants. How 

is the energy released utilized?  

     2.   If the nuclear power option is pursued, breeder reactors and 

fuel reprocessing will be necessary. Why? What additional 

safety and security concerns are then involved?  

     3.   What is “decommissioning” in a nuclear-power context?  
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 Exploring Further 

     1.   Investigate the history of a completed commercial nuclear-

power plant project. How long a history does the project have? 

Did the plant suff er regulatory or other construction delays? 

How much electricity does it generate? How long has it been 

operating, and when is it projected for decommissioning?  

     2.   While most alternative energy sources must be developed on 

a large scale, solar space heating can be installed building by 

building. For your region, explore the feasibility and costs of 

conversion to solar heating.  

     3.   Look up data on the generating capacity of a commercial wind 

farm or solar-electric facility, preferably close to your region. 

From the area occupied by the facility, calculate the area of the 

same generators that would be required to replace a 

1000-megawatt fossil or nuclear power plant.  

     4.   Consider having a home energy audit (often available free or 

at nominal cost through a local utility company) to identify 

ways to conserve energy.  

    5.   Choose any nonfossil energy source and investigate its 

development over recent decades, in the United States, in 

another nation, or globally. How signifi cant a factor is it in 

worldwide energy production currently? How do its economics 

compare with fossil fuels? What are its future prospects?                                          
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     4.   Describe the fusion process, and evaluate its advantages and 

present limitations.  

     5.   In what areas might solar energy potentially make the 

greatest contributions toward our energy needs? Explain.  

     6.   What technological limitations do solar and wind energy 

currently share?  

     7.   Explain the nature of geothermal energy and how it is extracted.  

     8.   What factors restrict the use of geothermal energy in time and 

in space? How do hot-dry-rock geothermal areas expand its 

potential?  

     9.   Assess the potential of (a) conventional hydropower and (b) 

tidal power to help solve impending energy shortages.  

     10.   What is the basis of ocean thermal energy conversion; in what 

areas is it most viable and why?  

     11.   Describe two issues, other than technological ones, that limit 

the locations in which wave energy might be harnessed.  

     12.   What are biofuels? Describe two examples.  

     13.   Describe any three issues of concern with rapid growth in the 

production of fuel ethanol from corn.  

     14.   Choose any two energy sources from this chapter and compare/

contrast them in terms of the negative environmental impacts 

associated with each.    

  Figure 15.33 (Continued)  



 Dust storms are another natural process that can stir up and distribute pollutants, both chemical and particulate. Here, high winds in late 
February 2009 sweep dust from the United Arab Emirates northward into the Persian Gulf. When dust blows off  the now-exposed fl oor of the 
Aral Sea, discussed in chapter 11, it carries with it toxic pesticides and other agricultural chemicals that washed into the lake from nearby 
cotton fi elds, and the health of those breathing the dust has suff ered. 

 Image by Jeff  Schmaltz, MODIS Rapid Response Team, courtesy NASA. 

 Waste disposal and pollution ar e intimat ely r elated. 
Both concern the presence and handling of certain 
chemicals in our ph ysical environment. There is, of 

course, nothing ominous about chemicals per se, despite the fact 
that the w ord pr ompts sinist er associations in man y people ’s 
minds. Water is a chemical; rocks are collections of chemicals; 
indeed, the human body is a very complex mass of chemicals. A 
pollutant sometimes is defi  ned simply as a “chemical out of  
place,” a substance found in suffi  cient concentration in some set-
ting that it cr eates a nuisanc e or a hazar d. Dust, ash, and other 
fi ne par ticles can also be pollutants , presenting both nuisanc e 
and health hazards. Recently the concept of pollution has been 
broadened f urther t o i nclude t hermal p ollution, t he i nput o f 
 excess heat into a system (usually water). What might be called 
biological pollution , such as ex cessive g rowth of harmful  

 microorganisms or algae, is often an additional r esult of chemi-
cal or thermal pollution. 
  Some chemical deterioration of the environment is natural 
and oc curs with or without human ac tivities; natural oil seeps 
are just one example. Much of it, however, is the result of careless 
waste disposal or of the lack of deliberate waste-disposal eff orts. 
A basic principle to keep in mind in dealing with these subjec ts, 
credited to biologist Dr. Barry Commoner, may be expressed as, 
“Nothing ever goes away.” Sulfur gases and ash from a coal-fi red 
power plant can be  trapped b y smokestack scrubbers rather 
than released into the air, but they must still be put somewhere 
afterward. A factory may not release toxic chemicals into a lake, 
but the chemicals ha ve to go someplace, or else be thor oughly 
destroyed (and the products then disposed of ). Out of sight may 
be out of mind, but not out of environmental circulation. In a real 
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sense, as many pollution problems are reduced, waste-disposal 
problems are increased. 
  Much of the concern about pollution, in turn, refl ects con-
cern about possible negativ e eff ects on health, whether of hu-
mans or other organisms. This is an aspect of the broad fi eld of 
geomedicine, the study of the r elationships bet ween geology 
and hea lth. C enturies ago , scientists bega n t o obser ve geo -
graphic patt erns in the oc currence of c ertain diseases . For ex -
ample, until the t wentieth c entury, the nor thern half of the  
United Stat es was k nown as the “goiter belt ” f or the high fr e-
quency of the iodine -defi ciency disease goiter. Subsequent 
analysis revealed that the soils in that area were relatively low in 
iodine; consequently, the crops grown and the animals g razing 
on those lands c onstituted an iodine -defi cient diet f or people 
living there. When their diets w ere supplement ed with iodine , 
the occurrence of goiter decreased.     
  Such observations provided early evidence of the impor-
tance to health of trace elements, those elements that occur in 
very lo w c oncentrations in a sy stem (r ock, soil , plant, animal , 
etc.). Trace-elements’ concentrations are typically a few hundred 
ppm or less. Their eff ects may be benefi cial or toxic, depending 
on the element and the or ganism. To c omplicate matt ers fur-
ther, the same element ma y be both benefi  cial and harmful , 
depending upon the dosage; fl uorine is an example . Teeth are 
composed of a calcium phosphate mineral—apatite. Incorpora-
tion of some fl uoride into its crystal structure makes the apatite 
harder, mor e r esistant t o deca y. This, t oo, was r ecognized ini-
tially on the basis of r egional diff erences in the oc currence of 
tooth deca y. P ersons whose drink ing wat er c ontains fl uoride 
concentrations even as low as 1 ppm show a reduction in tooth-

decay incidence. This corresponds to a fl uoride intake of 1 mil-
ligram per liter of water consumed; a milligram is one thousandth 
of a gram, and a g ram is about the mass of one raisin. F luoride 
may also be important in reducing the incidence of osteoporo-
sis, a degenerative loss of bone mass commonly associated with 
old age. Normal total daily fl uoride intake from food and water 
ranges from 0.3 to 5  milligrams. 
  Fluoride is not an unmixed blessing. Where natural water 
supplies are unusually high in fl uoride, so that two to eight times 
the normal dose of fl  uoride is c onsumed, t eeth ma y bec ome 
mottled with dark spots. The teeth are still quite decay-resistant, 
however; the spots ar e only a c osmetic problem. Of more con-
cern is the eff ect of v ery high fl uoride consumption (twenty to 
forty times the normal dose), which ma y trigger abnormal , ex-
cess bone development (bone sclerosis) and calcifi cation of liga-
ments. A dose-response cur ve is a g raph illustrating the  relative 
benefi t or harm of a trace element or other substance as a func-
tion of the dosage . Fluoride in humans w ould be charac terized 
by the dose-response curve shown in  fi gure W.1 . 
  The prospect of reduced tooth decay is the principal mo -
tive behind fl uoridation of pu blic water supplies wher e natural 
fl uoride concentrations are low. Because ex tremely high doses 
of fl uoride might be toxic to humans (fl uorine is an ingredient of 
some rat poisons), there has been some localiz ed opposition to 
fl uoridation programs. However, the concern is a misplaced one, 
for the diff erence bet ween a benefi cial and t oxic dose is enor-
mous. The usual c oncentration achiev ed thr ough purposeful  
fl uoridation is 1 ppm (1 milligram per liter). A lethal dose of fl uo-
ride would be about 4 g rams (4,000 millig rams). To take in that 
much fl uoride thr ough fl uoridated drink ing wat er, one w ould 

  Figure W.1    
 Generalized dose-response curve for fl uoride in humans.  
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not only ha ve to consume 4,000 lit ers (about 1,000 gallons) of 
water, but would have to do so within a day or so, because fl uo-
ride is not accumulative in the body; it is readily excreted. 
  As a  pr actical m atter, t here a re l imits o n t he e xtent t o 
which detailed dose-response curves can be constructed for hu-
mans. The limits are related to the diffi  culties in isolating the ef-
fects of individual trac e elements or c ompounds and in ha ving 
representative human populations that ha ve been exposed t o 
the full range of doses of int erest. C ontrolled experiments on 
plant or animal populations or tissue cultur es are possible, but 
there is then the diffi  culty of trying to extrapolate the results to 
humans with an y confi dence. I t is also true that diff  erent indi-
viduals, and persons of diff erent ages, may respond somewhat 
diff erently t o an y chemical , so an y dose -response cur ve must 
either be specifi c to a particular population, or it must be only an 
approximation. Such considerations make it diffi  cult to establish 
safe exposure limits for hazardous materials and permissible lev-
els of pollutant emissions. 

  The challenge of isolating the eff ects on health of any one 
substance i s a lso i llustrated, i n p art, b y t he c omplex p aths b y 
which elements move from rocks or air into the body ( fi gure W.2 ). 
A variety of natural processes and human activities modify their 
concentrations along the wa y. I n addition, w e ar e exposed t o 
other geological materials (for example, airborne dust) that can 
aff ect our health, and a huge and g rowing variety of synthetic 
chemicals as w ell as naturally oc curring chemical c ompounds. 
Increasingly, geomedicine has expanded its sc ope to include all 
of the various substances, natural and synthetic, that make their 
way int o the geolog ical en vironment which can infl  uence the 
health of humans and ecosystems. 
  In chapt ers 16 thr ough 18, w e sur vey various wast e- 
disposal strategies and problems, and then consider some of the 
causes (natural and human) and consequences of water and air 
 pollution. Geoscientists ar e increasingly involved in evaluating 
and limiting the associated hazards.     ■
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  Figure W.2    
 Pathways through which trace elements enter the body, including processes through which trace-element concentrations may be modifi ed. 
Human infl uences are in parentheses.  
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Swarms of seagulls scavenging at the Hackensack dump dramatically illustrate the desirability of covering up the waste.

Photograph by Gary Miller; from EPA “Documerica” series.

     Waste D isposal  

 departments e nd u p a s s ewage-tainted w astewater, a nd m ore 
concentrated liquid wastes are generated by industry. Each day, 
the question of wher e t o put the g rowing ac cumulations of  
 radioactive waste materials becomes more pressing. Proper, se-
cure disposal of all these varied wastes is critical to minimizing 
environmental pollution. A ccording to data fr om the Rec ycling 
Council of Ontario, North America has 8% of the world’s popula-
tion, consumes one-third of the world’s resources—and  produces 
almost half the world’s nonorganic trash. In this chapter, we will 
survey various waste-disposal strategies and examine their pros 
and cons.    

  High-consumption technological societies  tend to gener-
ate copious quantities of wastes. In the United States alone, 

each person generat es, on a verage, about 4.6 pounds (mor e 
than 2 k ilograms) of what is br oadly called “garbage” every day. 
That r epresents an incr ease of mor e than 70% o ver 1960 per-
capita waste production. Every fi ve years, each average  American 
generates a mass of waste greater than the mass of the Statue of 
Liberty! That, plus industrial, agricultural, and mineral wastes, to-
gether amount t o an estimat ed t otal of 4 billion t ons of solid 
waste produced in the United States alone each year. Most of the 
40 billion gallons of wat er withdra wn daily b y public wat er 
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section explores historical and present strategies for dealing 

with municipal wastes. 

    Nonmining industrial wastes likewise command a rela-

tively large share of attention because many industrial wastes are 

highly toxic. Most of the highly publicized unsafe hazardous-

waste disposal sites involve improper disposal of industrial 

chemical wastes. Some of the principal industrial solid-waste 

sources are shown in  fi gure 16.2 . 

    While industrial wastes may supply the largest volumes 

of toxic materials, municipal waste is far from harmless. Aside 

from the organic materials like food waste and paper, a wide 

variety of poisons is used in every household: corrosive clean-

ing agents, disinfectants, solvents such as paint thinner and dry-

cleaning fl uids, insecticides and insect repellents, and so on. 

These toxic chemicals together represent a substantial, if more 

dilute, potential source of pollution if carelessly handled.    

 Municipal Waste Disposal  

 A great variety of materials collectively make up the solid-

waste disposal problem that costs municipalities several billion 

dollars each year ( fi gure 16.3 ). The complexity of the waste- 

disposal problem is thus compounded by the mix of different 

materials to be dealt with. The best disposal method for one 

kind of waste may not be appropriate for another. 

 Solid Wastes—General  

 The principal sources of solid waste in the United States are 

shown in  fi gure 16.1 . More than 50% of the wastes are linked to 

agricultural activities, with the dominant component being 

waste from livestock. Most of this waste is not highly toxic ex-

cept when contaminated with agricultural chemicals, nor is it 

collected for systematic disposal. The volume of the problem, 

therefore, is seldom realized. 

    The other major waste source is the mineral industry, which 

generates immense quantities of spoils, tailings, slag, and other 

rock and mineral wastes. Materials such as tailings and spoils are 

generally handled onsite, as for example when surface mines are 

reclaimed. The amount of waste involved makes long-distance 

transportation or sophisticated treatment of the wastes uneco-

nomical. The weathering of mining wastes can be a signifi cant 

water-pollution hazard, depending on the nature of the rocks, 

with metals and sulfuric acid among the principal pollutants. 

Shielding the pulverized rocks from rapid weathering with a soil 

cover is a common control/disposal strategy. In addition, certain 

chemicals used to extract metals during processing are toxic and 

require special handling in disposal like other industrial wastes. 

    Much of the attention in solid-waste disposal is devoted 

to the comparatively small amount of municipal waste. It is 

concentrated in cities, is highly visible, and must be collected, 

transported, and disposed of at some cost. The following  

Figure 16.1 
Principal sources of solid wastes. Note that industry and 
municipalities together account for less than 10% of the total.

Data from J. E. Fergusson, 1982. Inorganic Chemistry and the Earth. 

New York: Pergamon Press.
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3% from fi gure 16.1.

Data from U.S. Environmental Protection Agency.
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earth is placed on top, and the land can be used for other pur-

poses, provided that the nature of the wastes and the design of 

the landfi ll are such that leakage of noxious gases or toxins is 

minimal (fi gure 16.4B). The most suitable uses include parks, 

pastureland, parking lots, and other facilities not requiring much 

excavation. The city of Evanston,  Illinois, built a landfi ll up into 

a hill, and the now-complete “Mount Trashmore” is a ski area. 

Golf courses built over old landfi ll sites are increasingly com-

mon. Attempts to construct buildings on old landfi ll sites may be 

complicated by the  limited excavation possible because of  refuse 

near the land surface, by the settling of trash as it later decom-

poses (which can put stress on the structures), and by the 

 possibility of  pollutants escaping from the landfi ll site. 

    Pollutants can escape from improperly designed landfi lls in 

a variety of ways. Gases are produced in decomposing refuse in a 

    A long-established method for solid-waste disposal that 

demands a minimum of effort and expense has been the open 

dump site. Drawbacks to such facilities are fairly obvious, espe-

cially to those having the misfortune to live nearby. Open dumps 

are unsightly, unsanitary, and generally smelly; they attract rats, 

insects, and other pests; they are fi re hazards. Surface water 

percolating through the trash can dissolve out, or leach, harmful 

chemicals that are then carried away from the dump site in sur-

face runoff or through percolation into ground water. Trash may 

be scattered by wind or water. Some of the gases rising from the 

dump may be toxic. 

    All in all, open dumps are an unsatisfactory means of 

solid-waste disposal. Yet even now, after decades of concerted 

efforts to close all open-dump sites, the Environmental Protec-

tion Agency has estimated that there may still be several hun-

dred thousand illicit open dumps in the United States.  

 Sanitary Landfi lls 

  The major share of municipal solid waste in the United States 

ends up in     sanitary landfi lls    ( fi gure 16.4 ). The method has been 

in use since the early twentieth century. In a basic sanitary- 

landfi ll operation, a layer of compacted trash is covered with a 

layer of earth at least once a day. The earth cover keeps out ver-

min and helps to confi ne the refuse. Landfi lls have generally 

been sited in low places—natural valleys, old abandoned gravel 

pits, or surface mines. When the site is full, a thicker layer of 
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Figure 16.3
Typical composition of municipal solid waste (the 5% in fi gure16.1) 
in 2007, before recycling. Individual municipalities’ waste 
composition may vary considerably.

Data from U.S. Environmental Protection Agency.

Figure 16.4 
Sanitary landfi lls. (A) Basic principle of a sanitary landfi ll (partial 
cutaway view). The “sanitary” part is the covering of the wastes with 
soil each day. New landfi lls must meet still more-stringent 
standards. (B) New Lyme (Ohio) Landfi ll site after restoration.

(B) Photograph by Harry Weddington, courtesy U.S. Army Corps of 

Engineers.
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poorly sited that the regional water table reaches the base of the 

landfi ll during part or all of the year. It is also a problem with 

older landfi lls that were constructed without impermeable lin-

ers beneath. Increasing awareness particularly of the danger of 

groundwater pollution has led to improvements in the location 

and design of sanitary landfi lls. They are now ideally placed 

over rock or soil of limited permeability (commonly clay- 

rich soils, sediments, or sedimentary rocks, or unfractured bed-

rock) well above the water table. Where the soils are too 

permeable, liners of plastic or other waterproof material may be 

used to contain percolating leachate, or thick layers of low- 

permeability clay (several meters or more in thickness) may be 

placed beneath the site before infi lling begins. 

    Unfortunately, there is another potential problem with 

landfi lls sealed below with low-permeability materials, if the 

layers above are fairly permeable. Infi ltrating water from the 

surface will accumulate in the landfi ll as in a giant bathtub, and 

the leachate may eventually spill out and pollute the surround-

ings ( fi gure 16.6 A). Use of low-permeability materials above as 

well as below the refuse minimizes this possibility (fi gure16.6B). 

Leachate problems are lessened in arid climates where precipita-

tion is light, but unfortunately, most large U.S. cities are not lo-

cated in such places. Thus, modern landfi lls are carefully 

monitored to detect developing leachate-buildup problems, and 

in some cases, leachate is pumped out to prevent leakage (though 

this does, in turn, create a liquid-waste-disposal problem). 

    A subtle pathway for the escape of toxic chemicals may 

be provided by plants growing on a fi nished landfi ll site that is 

not covered by an impermeable layer. As plant roots take up 

water, they also take up chemicals dissolved in the water, some 

of which, depending on the nature of the refuse, may be toxic. 

This possibility indicates the need for caution in using an old 

landfi ll site for cropland or pastureland. 

    Thus, a well-designed modern municipal landfi ll is a com-

plex creation, not just a dump topped with dirt ( fi gure 16.7 ). 

Still, however carefully crafted, a landfi ll involves a commit-

ment of land. A rule of thumb for a sanitary landfi ll for munici-

pal wastes is that one acre is needed for each 10,000 people each 

year, if the landfi ll is fi lled to a depth of about 3 meters per year. 

For a large city, that represents considerable real estate. True, 

land used for a sanitary landfi ll can later be used for something 

else when the site is full, but then another site must be found, and 

another, and another. All the time, the population grows and 

spreads and also competes for land. More than half the cities in 

the United States are pressed for landfi ll facilities, with munici-

pal solid waste piling up at over 150 million tons per year. 

    Local residents typically resist when new landfi ll sites are 

proposed, a phenomenon sometimes described by the acronym 

NIMBY—“Not In My Back Yard.” (Other variants that have ap-

peared on wall posters at the Environmental Protection Agency 

include NIMFYE (Not In My Front Yard Either), NIMEY (Not 

In My Election Year), and NOPE (Not On Planet Earth)—but 

landfi lls always have to be put somewhere.) Between the  political/

social constraints and the increased geological constraints on 

landfi ll siting that have evolved as understanding of pollutant 

escape from disposal sites has improved, the number of potential 

landfi ll just as in an open dump site, though the particular gases 

differ somewhat as a result of the exclusion of air from landfi ll 

trash. Initially, decomposition in a landfi ll, as in an open dump, 

proceeds aerobically, producing such products as carbon dioxide 

(CO2) and sulfur dioxide (SO2). When oxygen in the covered 

landfi ll is used up, anaerobic decomposition yields such gases as 

methane (CH4) and hydrogen sulfi de (H2S). If the surface soil is 

permeable, these gases may escape through it. Sealing the landfi ll 

to prevent the free escape of gases can serve a twofold purpose: 

reduction of pollution, and retention of useful methane as de-

scribed in  chapter 15. The potential buildup of excess gas pressure 

requires some venting of gas, whether deliberate or otherwise. 

Where the quantity of usable methane is insuffi cient to be recover-

able  economically, the vented gases may be burned directly at the 

vent over the landfi ll site to break down noxious compounds. 

    If soil above or below a landfi ll is permeable,    leachate    

(infi ltrating water containing dissolved chemicals from the 

 refuse) can escape to contaminate surface or ground waters 

 ( fi gure 16.5 ). This is a particular problem with landfi lls so 

Figure 16.5 
Leachate can escape from a poorly designed or poorly sited landfi ll to 
contaminate surface or ground waters. (A) Direct contamination of 
ground water; water table intersects landfi ll. (B) Leachate runs off  over 
sloping land to pollute lake or stream below, despite impermeable 
material directly under landfi ll site. (C) Lack of impermeable liner 
below alows leachate to infi ltrate to ground water.
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Figure 16.6 
(A) The “bathtub eff ect” caused by the accumulation of infi ltrated 
leachate above impermeable liner in unmonitored landfi ll. Overfl ow 
may not occur for months or years. (B) Installation of impermeable 
plastic membrane and gas vents, K. I. Sawyer Air Force Base, Michigan.

(B) Photograph by Harry Weddington, courtesy U.S. Army Corps of 

Engineers.
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below and (when completed) above, venting of gas, and collection 
of leachate. Monitoring wells may also be placed around the site.

After New York State Department of Environmental Conservation.
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    The technology of incineration has been improved in  recent 

years. Modern very-high-temperature (up to 17008C, or 30008 F) 

incinerators break down hazardous compounds, such as the com-

plex organic compounds, into much less dangerous ones, especially 

carbon dioxide (CO2) and water (H2O). Still, individual chemical 

elements are not destroyed. Volatile toxic elements, mercury and 

lead among others, may escape with the waste gases. Much of the 

volume of urban waste is noncombustible, even at high tempera-

tures. Refuse that will not burn must be separated before incinera-

tion or removed afterward and disposed of in some other way—often 

in a landfi ll site. Harmful nonvolatile, noncombustible substances in 

the wastes will be concentrated in the residue. If the potential 

 toxicity of the residue is high, it may require handling comparable 

to that for toxic industrial wastes, raising the net cost of waste dis-

posal considerably. Still, general-purpose municipal incinerators 

can be operated quite cheaply and are useful in reducing the total 

volume of solid wastes by burning the paper, wood, and other com-

bustibles before ultimate (landfi ll) disposal of the rest. 

    A further benefi t of incineration can be realized if the 

heat generated thereby is recovered. For years, European cities 

have generated electricity using waste-disposal incinerators as 

the source of heat. The combined benefi ts of land conservation 

and energy production have led to extensive adoption of 

 incineration in a number of European nations ( fi gure 16.9 ). 

 The United States has been slower to adopt this practice, prob-

ably because of more abundant supplies of other energy sources 

(and perhaps land also). 

    Still, a growing number of U.S. cities and individual com-

panies have put the considerable quantity of heat energy re-

leased by an incinerator to good use. The city of North Little 

Rock, Arkansas, turned to an incinerator when landfi ll space 

grew scarce. The steam-generating incinerator is saving the city 

an estimated $50,000/year, while reducing required additional 

landfi ll volume by 95%. In Kansas City, Kansas, the American 

Walnut Company burns waste sawdust and wood chips in a 

steam-generating boiler, saving itself natural gas previously 

used to help dispose of the wastes and even generating surplus 

steam, which it sells to other local users. Such fringe benefi ts of 

incineration contribute to increasing acceptance of incineration 

as a waste-disposal strategy, though as a heat source its effi -

ciency is modest ( table 16.1 ). Considerable public resistance to 

new incinerators exists, however, which is part of the reason 

that it may take three to fi ve years from inception to opening of 

a new incinerator. Still, as landfi lls fi ll, something has to be 

done to reduce waste volume, and by 2007, incineration with 

energy recovery accounted for 12.6% of municipal solid-waste 

 disposal in the United States.  

    Ocean Dumping 

 A variant of land-based incineration is shipboard incineration in 

the open ocean. Following combustion, unburned materials are 

simply dumped at sea. This method has been applied to stock-

piles of particularly hazardous chemical wastes. A 1981 report of 

the Environmental Protection Agency described the technique as 

“promising” for a variety of reasons, making the statement that 

sites for new landfi ll operations is limited, and as existing land-

fi lls fi ll, the total number of landfi lls has declined, from nearly 

8000 in 1988 to about 1750 in 2007. In states with high popula-

tion density and limited landfi ll sites, the ratio of people to land-

fi lls may be 80,000 to 1 or higher, and obviously, the greater this 

ratio, the more rapidly the landfi lls fi ll. One state in this situa-

tion, New Jersey, has to ship half its 11 million tons/year of 

municipal waste to other states’ landfi lls. In efforts to conserve 

dwindling landfi ll volume, about half of the 50 states have de-

creed that residents can no longer include landscape waste (grass 

clippings, leaves, brush, and so on) with trash collected for 

 landfi ll disposal; the landscape waste is collected separately for 

composting. The landfi ll squeeze is especially acute in the north-

eastern United States ( fi gure 16.8 ). 

   Incineration 

 Incineration as a means of waste disposal provides a partial so-

lution to the space requirements of landfi lls. However, it is an 

imperfect solution, since burning wastes contributes to air pol-

lution, adding considerable carbon dioxide (CO2) if nothing 

else. At moderate temperatures, incineration may also produce 

a variety of toxic gases, depending on what is burned. For in-

stance, plastics when burned can release chlorine gas and hy-

drochloric acid, both of which are toxic and corrosive, or deadly 

hydrogen cyanide; combustion of sulfur-bearing organic matter 

releases sulfur dioxide (SO2); and so on. 

Figure 16.8
A 1996 assessment of remaining landfi ll capacity suggested 
imminent shortages, especially in the northeastern U.S. While 
overall national capacity remains adequate, local shortages can be 
acute. Since this study, the number of landfi lls has declined, but 
newer landfi lls are larger, maintaining essential capacity. Increased 
recycling has also helped ease pressure on landfi ll capacity.

Source: Data from Directory and Atlas of Solid Waste Disposal 
Facilities, map from U.S. Environmental Protection Agency.
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to drastic curtailment of the practice by the Environmental Pro-

tection Agency in most areas. In the late 1980s, public outcry 

over incidents of wastes (including needles and other medical 

wastes) washing up onto beaches, high bacterial counts in near-

shore waters, and deaths of marine mammals combined to add 

pressure on Congress to do something. The Ocean Dumping 

Ban Act of 1988 decreed that ocean dumping of U.S. sewage 

sludge and industrial waste would cease after 1991. Growing 

numbers of nations are recognizing ocean dumping as a pollu-

tion problem and moving to end it. Britain, the other nation 

dumping large quantities of sewage sludge, phased out the prac-

tice by 1998; it had ended ocean dumping of its industrial waste 

by 1993. However, the oceans remain a dumping site for one 

very high-volume waste product: dredge spoils. 

    Dredge spoils are sediments dredged from reservoirs and 

waterways to enlarge capacity or improve navigation. They are 

dumped in the oceans at the rate of about 200 million tons a 

year. At fi rst, this may seem harmless enough; it is “just dirt.” 

However, dumping fi ne sediments may harm or destroy marine 

organisms that cannot survive in sediment-clouded waters. 

Also, many toxic chemicals dumped into water do not go into 

or stay in solution, but stick to the surfaces of sediment parti-

cles. Dumping sediments dredged from the mouth of a polluted 

river means dumping a load of such pollutants concentrated 

from the whole drainage basin ( fi gure 16.10 ). When sediments 

“it has a minimal impact on the environment by removing the 

destruction site far from populated areas so that emissions are 

absorbed by the oceans,” and noting that offshore incinerators 

“not handicapped by emission control requirements that apply to 

land-based units” could be very cost-effective. The desirability of 

this method plainly depends on one’s point of view. It does not 

much matter if carbon dioxide is added to the air over land or 

over water; it still contributes to the rising carbon dioxide levels 

in the atmosphere. True, dumping the solid residues at sea puts 

them out of the sight of people, but if toxic materials are present 

and left unburned, they contribute to the pollution of the oceans 

to which the world turns increasingly for food. As noted in chap-

ter 17, scientists really do not yet know the ultimate fate of many 

of the chemicals involved in water pollution. Over time, enthusi-

asm for this disposal method has waned. 

    Ocean dumping without prior incineration has also been 

used for chemical wastes, municipal garbage, and other refuse. 

The potential for water pollution is obvious. In some cases, too, 

shifting currents have brought the waste back to shore rather 

than dispersing it in the oceans as intended. Increasing recogni-

tion of the dangers of dumping untreated wastes in the sea led 

Table 16.1
Comparative Heat Values of Fuels 
and Wastes

Fuel Btu/lb

Coal (anthracite) 13,500

Coal (bituminous) 14,000

Peat 3600

#2 fuel oil 18,000

Natural gas (Btu/cu ft) 1116

Mixed municipal solid waste 4800

Mixed paper 6800

Newsprint 7950

Corrugated 7043

Junk mail 6088

Magazines 5 250

Mixed food waste 2370

Wax milk cartons 11,325

Polyethylene 1 8,687

Polystyrene 16,419

Mixed plastic 14,100

Tires 1 3,800

Leaves (10% moist.) 7984

Cured lumber 7300

While average munipal waste yields much less energy per pound than most fuels, incineration 

also reduces remaining waste volume.

Source: U.S. Environmental Protection Agency
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Figure 16.9 
Municipal-waste handling methods of choice vary widely, even just 
among European countries. For comparison, in 2007, fi gures for the U.S. 
were: landfi lled, 54%; incinerated, 12%; composted, 9%; recycled, 25%.

Graphic by Emmanuelle Bournay; UNEP/GRID-Arendal Maps and 

Graphics Library, 2009. Reprinted with permission UNEP. <<http://maps.

grida.no/go/graphic/waste_management_choices_in_europe.pdf
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    In that connection, it is perhaps worth noting that studies of 

landfi ll sites over the last two decades have revealed that 

 decomposition in landfi lls takes place much more slowly than 

once believed, especially if the landfi ll is relatively dry. The Uni-

versity of Arizona’s Garbage Project has found well-preserved 

food wastes two decades old, and readable newspapers and tele-

phone books three or four decades old. Decomposition rates seem 

to be faster in wet waste—such as in the deeper layers of the 

world’s largest landfi ll, New York City’s Fresh Kills, which are 

below the water table—but modern landfi lls are most often 

  designed to minimize water infl ow. In the future, careful manipu-

lation of water content and, perhaps, judicious addition of suitable 

microorganisms can maximize biodegradation (and production of 

useful methane) while minimizing the risks from toxic leachate.  

 Handling (Nontoxic) Organic Matter 

 Onsite disposal—for example, with a home in-sink garbage dis-

posal unit—is not really disposal at all. The practice merely 

 diverts some organic matter to become part of the water-pollution 

problem. The organic-matter content of the water is increased 

(see chapter 17 for the consequences of this), and more of a load 

is placed on municipal sewage-treatment plants. 

    Organic matter can be turned to good use through com-

posting, a practice long familiar to gardeners and farmers. Many 

kinds of plant wastes and animal manures can be  handled this 

dredged from fresher waters are dumped into saline waters, 

some adsorbed chemicals may be redissolved as a consequence 

of the change in water chemistry, posing a pollution threat even 

if the sediments themselves settle harmlessly to the bottom. 

     Reducing Solid-Waste Volume  

 The sheer volume of the solid-waste-disposal problem has led 

to a variety of attempts to reduce it. In industrialized countries, 

the problem can be especially acute ( fi gure 16.11 ); high GNP 

tends to be correlated not only with energy consumption but 

also with waste production. Indeed, the U.S. EPA now formally 

advocates this sequence of approaches to municipal wastes: 

(1) source reduction (producing less trash, reusing materials 

rather than discarding them); (2) recovery of materials for 

 composting or recycling; (3) disposal, whether by combustion 

or landfi ll. At the disposal stage, another volume-reduction 

strategy is compaction, either in individual homes with trash 

compactors or at large municipal compaction facilities. Less 

volume means less landfi ll space used or the slower fi lling of 

available sites. However, it also means no reuse of any poten-

tially recoverable material, and the slower decay of organic ma-

terial (a concern if methane production is desired). 

Figure 16.10 
Concentration of pollutants in stream delta sediments. Pollutants 
that are solid or that attach themselves to solid particles 
accumulate along with the sediments and may become highly 
concentrated in dredge spoils. The ultimate sink for many such 
pollutants could be any one of several other depositional 
environments—along river systems, in estuaries, or on the 
continental shelf, for example.
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Figure 16.11 
Relative amounts of municipal solid waste generated per capita in 
selected countries. Data for 2006 except where indicated.

Data from OECD Statistical Country Profi les 2009.
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cled content. Paper recycling is easiest and most  effective when a 

single type of paper—newspaper, for example—is collected in 

quantity. That limits the variety of inks and other chemicals that 

must be handled during reprocessing. Mixtures of printed, waxed, 

and plasticized papers are somewhat harder to handle economi-

cally but can nevertheless be recycled. The Recycling Council of 

Ontario estimates that every ton of newspapers recycled means 

about 18 trees, and 3 cubic meters of landfi ll space, saved. More-

over, making paper from the recycled fi bers requires 60% less 

energy than does manufacturing paper from newly cut trees: The 

U.S. EPA reports that every ton of mixed paper recycled saves 

energy equivalent to 185 gallons of gasoline. Still, for all the re-

cycling (and talk of a “paperless society”), the United States con-

tinues to discard large amounts of paper ( fi gure 16.12 ). 

    Plastics continue to be something of a disposal problem, 

though much less of one than they were believed to be a decade 

or more ago. The same durability that makes them useful also 

makes them diffi cult to break down when no longer needed, ex-

cept by high-temperature combustion. Some degradable plastics 

have been developed to break down in the environment after a 

period of exposure to sunlight, weather, and microbial activity, 

but these plastics are suitable only for applications where they 

need only hold together for a short time—for example, fast-food 

containers. (And if a long useful life for such a product is not 

actually required, perhaps it did not need to be made of plastic, 

anyway.) Another diffi culty in recycling plastics is similar to the 

problem with different steels: A mix of plastics, when repro-

cessed, is unlikely to have quite the right properties for any of the 

applications from which the various scrap plastics were derived. 

Still, the blend may be suitable for other uses, such as plastic pip-

ing, plastic lumber, or a shredded-plastic stuffi ng for upholstery. 

    One approach to facilitating plastic recycling is to mark 

those plastics that can be more easily recycled with the triangu-

lar symbol of three arrows head-to-tail that is widely used to 

represent recycling, and identify the basic type of plastic by a 

number (1, 2, 3, etc.) within the triangle. (Look on the bottom 

of a two-liter soda bottle, gallon plastic milk jug, or other plas-

tic food container; see  fi gure 16.13  for examples and key.) A 

remaining obstacle is that there must exist an identifi able mar-

ket or demand for a particular plastic in order for its recycling 

to be economically feasible; so a given municipal waste hauler 

might be able to collect soda bottles and milk jugs for recycling, 

but not foam packing materials. Markets will vary by region. It 

should also be realized that plastic is typically not recycled into 

the same form—old soda bottle to new soda bottle, for instance. 

In this respect, plastic recycling differs from that of other mate-

rials. A recycled aluminum can is likely to come back as a new 

aluminum can, a recycled glass bottle as a refi lled or remanu-

factured bottle. A plastic’s properties tend to change during re-

cycling, however, and recycled plastic may be less strong than 

new plastic. So a soda bottle may be recycled, but it will be 

transformed into something else—such as fi ber for carpeting, 

plastic trash bags, or “plastic lumber” for park benches. 

    Recent research has explored converting plastics into 

other compounds, such as waxes, for reuse, or developing novel 

applications for chopped or shredded recycled plastic—for 

way. Partial decomposition of the organic matter by microor-

ganisms produces a crumbly, brown material rich in plant nutri-

ents. Finished compost is a very useful soil additive, improving 

soil structure and water-holding capacity, as well as adding nu-

trients. In the United States, composting is more often practiced 

by individuals. In parts of Europe and Asia, demand for fi nished 

compost has long made it economically practical to establish 

municipal composting facilities. The city of Auckland, New 

Zealand, began such a facility as early as 1960 after it became 

evident that remaining landfi ll sites were severely limited. The 

process is not without complications, however. Organic matter 

must be separated from glass, metal, and other noncomposta-

bles. Occasionally, chemical contamination of the refuse with 

weed-killers or other toxic substances makes some batches of 

compost unusable for agriculture. Still, sale of the fi nished 

compost helps to pay the cost of the composting operation in 

Auckland, and the volume of waste going to the landfi ll is re-

duced by a factor of about fi fteen in the process. 

    As landfi lls fi ll, the United States is increasingly turning 

to composting, too. By 1997, nearly half of the states had 

banned yard waste from landfi lls, and yard-waste composting 

programs had been established in nearly every state. From 1990 

to 2007, the quantity of yard trimmings collected for compost-

ing increased fi vefold, to a total of over 21 million tons.   

 Recycling 

 In chapter 13, we considered recycling metals in the context of 

mineral resources and noted that an energy saving can often be 

realized in the process. Recycling and reuse are also waste- 

reduction strategies. Glass is not made from scarce commodi-

ties, but just as quartz is a weathering-resistant mineral, 

silica-rich glass is virtually indestructible in dumps and 

 landfi lls—and along roadsides. It can be broken up, but it does 

not readily dissolve or break down. (Its lifetime in a landfi ll has 

been estimated at a million years.) Reuse of returnable glass 

bottles requires only about one-third the energy needed to make 

new bottles. Recycling all glass beverage containers would re-

duce by over 5 million tons per year the amount of glass con-

tributing to the solid-waste disposal problem. (Glasses vary in 

composition, so, like alloys, scrap glasses cannot be mixed in-

discriminately and reprocessed—but once a glass bottle is man-

ufactured, it can be reused many times, if carefully handled.) 

    Imposing deposits on beverage containers also provides a 

fi nancial incentive not to litter. In Oregon, passage of a mandatory-

deposit law for beverage containers reduced roadside litter by up to 

84%. Since Oregon pioneered the idea in 1971, nine other states 

have followed suit. (However, voter resistance to the perceived in-

convenience of having to return cans and bottles to recover depos-

its, and lobbying efforts by bottlers, have led to the defeat of “bottle 

bills” in some states, too.) Currently, the United States recycles 

about 28% of its glass; in countries such as Switzerland and the 

Netherlands, the proportion recycled approaches 75%. 

    Paper might also be recycled more extensively. In the 

United States, about 54% of the paper and paperboard we  discard 

is recycled, and an estimated 35% of paper used has some recy-
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    Recycling may confl ict in some measure with other 

waste-disposal objectives. For example, recycling combustible 

materials reduces the energy output of municipal  incinerators 

used to generate power. Paper recyclers are already encounter-

ing this problem, and as uses are found for recycled plastics, 

the same diffi culty may arise with those materials. 

    In the United States, waste recovery for recycling or com-

posting is increasing—from less than 10% of municipal wastes 

in 1985 to about 33% in 2007 ( fi gure 16.14 A). The recycling 

rates of individual materials vary considerably, in part refl ecting 

differences in economics, or technical or practical constraints 

described previously (fi gure16.14B).         

 Other Options 

 New and creative approaches to solid-waste problems are con-

tinually being developed. When Chicago’s Edens Expressway 

was rebuilt in 1979–1980, 335,000 tons of old pavement were 

crushed and reused in the new roadbed, thereby saving that 

 example, using it as fi ll for pillows, as insulation in clothing, or 

as an additive to fi berglass. There is particular interest in fi nding 

uses for the plastic-rich residue from the shredders used to chew 

up junked cars. Once the metals are extracted from the shredded 

product, most of the remaining 150 to 200 kilograms (300 to 

400 pounds) of material per car is plastic. The challenge is fi nd-

ing the uses for the material that will make the whole process 

more economically practical. 

    There are additional general obstacles to recycling, some 

of which were mentioned earlier. Where recovery of materials 

from municipal refuse is desired,    source separation    is generally 

necessary. This means that individual homeowners, businesses, 

and other trash generators must sort that trash into categories—

paper, plastic, glass, metal, and so on—prior to collection. While 

this has been successful in some communities, it is not now 

widely practiced, although where legally mandated, it can work 

well once residents adjust to the new realities. Increasingly, 

communities are focusing on ways to recycle household trash 

that do not require extensive source separation. 

Figure 16.12 
(A) Despite recycling, municipal solid waste in the United States includes large quantities of paper and, increasingly, plastics, among other 
materials. Note sharp drop in yard waste, largely due to mandatory composting. (B) The primary waste product of a large federal offi  ce  
building is paper, not all of which is recycled.

Source: U.S. Environmental Protection Agency.
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waste. The concern relates particularly to toxic elements in elec-

tronics: lead in cathode-ray tubes and circuit boards; cadmium in 

semiconductors; mercury in switches, circuit boards, lamps, and 

batteries; and more. Much international e-cycling occurs in south 

and east Asia ( fi gure 16.15 ) where environmental regulations and 

laws protecting workers may be limited or nonexistent. Efforts are 

underway to improve the conditions under which this e-cycling 

occurs so that such recycling will genuinely be “green”. 

    Whether or not source reduction in the volume of munici-

pal solid wastes has been successful (which is hard to assess), 

there has been a clear shift in the handling of municipal wastes 

collected in the United States, toward recovery (for composting 

or recycling) and away from land disposal ( fi gure 16.16 ). Still, 

some materials are too diffi cult to reuse effi ciently, for reasons 

already outlined, and these will continue to require ultimate dis-

posal. Beyond municipal wastes are toxic by-products of indus-

trial processes that are not themselves useful, or are too toxic for 

safe handling during extensive reprocessing. These require 

more-specialized and careful disposal. Also, many of the highly 

toxic industrial wastes are liquids rather than solids, which may 

require somewhat different handling from solid wastes. 
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Figure 16.14 
(A) Both the amount of municipal solid waste recycled, and the 
percentage, have risen sharply in the last two decades. (B) The 
recycling rate varies greatly by material.

Source: U.S. Environmental Protection Agency.

Figure 16.13 
Use of standard symbols facilitates separation of distinct types of 
plastics for recycling. Sometimes the same symbol with a numeral 
“7” is used for “other.” Certain products (e.g., milk jugs and soda 
bottles) are consistently made with one type of plastic; others 
(e.g., containers for detergents or dairy products) may be made 
of diff erent types depending upon the desired properties—clear 
container versus opaque, fl exible versus rigid, and so on.
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much asphalt (petroleum) and crushed stone, while reducing 

Chicago’s solid-waste disposal problem by 335,000 tons. When 

the University of North Carolina at Asheville razed and rebuilt 

its three oldest dormitories in 2001, virtually all the scrap was 

recycled—steel beams converted to bike racks, bricks salvaged 

for use as paving for campus paths, and so on. The United States 

and other countries are developing “waste exchanges,” whereby 

one industry’s discarded waste becomes another’s raw materi-

als. Ideally, this both reduces waste disposal and saves the waste 

generator money: For example, an aluminum smelting fi rm in 

Maryland that had been paying $70 a ton in landfi ll fees to dis-

pose of its leftover powdered fl uorite found a taker in Pittsburgh 

who would pay $20 a ton; one company’s waste isopropyl alco-

hol became another’s cleaning solvent. The Canadian Waste 

Materials Exchange has dealt in such diverse materials as glove-

leather scrap, oat hulls, and fi sh- processing w aste. 

    There are also international exchanges of materials for recy-

cling, though precise data are not always available. One recognized 

area of growing concern is “e-cycling”, recycling of electronics 
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Figure 16.15 
Low labor costs and limited environmental regulations drive a fl ow of electronic waste from industrialized nations —especially in Europe and 
North America—to China, India, and Pakistan for e-cycling.

Graphic by Philippe Rekacewicz, UNEP/GRID-Arendal Maps and Graphics Library. Reprinted with permission UNEP. <<http://maps.grida.no/go/

graphic/who-gets-the-trash>>
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The trend in municipal waste disposal is away from traditional “disposal.”

Source: U.S. Environmental Protection Agency.
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chapter 17), which means that the chemicals can return to 

hazardous concentrations. 

    The opposite approach is the concentrate-and-contain 

 alternative. Thoughtless disposal of concentrated wastes followed 

by inadequate containment has led to disasters like Love Canal, 

New York, or Woburn, Massachusetts (see also  fi gure 16.18 ). In 

the past, some concentrated liquid industrial wastes have been 

dumped in trenches or pits directly and buried, while other wastes 

have been placed in metal or plastic containers and consigned to 

dumps or landfi lls. The disposal sites frequently were not evalu-

ated with respect to their suitability as toxic-waste disposal sites 

and, over the longer term, the wastes were not contained. Metal 

drums rusted, plastic cracked and leaked, and wastes seeped out 

to contaminate ground water and soil. Superfund, discussed in a 

later section, was created in large part to address such issues. 

     Toxic-Waste Disposal  

 Toxic-waste problems come in many forms, often liquid ones. A 

notable example is the problem of used oil. Presently, over 1 bil-

lion gallons of used lubricants derived from petroleum are gen-

erated in the United States each year; 40% of this waste is poured 

into the ground or into storm drains, and the fate of another 20% 

is unknown. An increasing proportion of this “waste” is being 

reclaimed and recycled, but many individuals still simply dis-

card it. Another high-volume problem, but a localized one, is 

liquid animal waste from stockyards, pig farms, and other facili-

ties where large numbers of animals are concentrated. However, 

the two major types of liquid wastes are sewage, which is dis-

cussed in a subsequent section, and the more-concentrated, 

highly toxic, liquid waste by-products of industrial processes— 

acids, bases, organic solvents, and so on. This section focuses on 

disposal strategies for the hazardous industrial wastes, major 

sources of which are shown in  fi gure 16.17 . 

    Handling of toxic liquid wastes has historically tended 

to follow one of two divergent paths. The dilute-and-disperse 

approach, based on the assumption that, if toxic substances 

are suffi ciently diluted, they will be rendered harmless, has 

been the rationale behind much dumping into oceans and 

large lakes and rivers. With the increasing recognition of sub-

stances that are toxic even at levels below 1 ppb in water, in-

cluding many of the complex organic solvents, agricultural 

chemicals, and others, the basic premise has been brought 

into question. Also, certain pollutants can accumulate in or-

ganisms and become more  concentrated up a food chain (see 

Figure 16.17 
Selected industries among the 50 largest generators of hazardous 
waste (by weight) as identifi ed by the U.S. Environmental 
Protection Agency, 2001.
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Figure 16.18 
Careless toxic-waste disposal leads to pollution. (A) TNT-
contaminated water seeps to the surface during excavation at 
Weldon Springs Ordnance Works, St. Louis, Missouri. (B) Once soils 
are contaminated, cleanup usually means digging out that soil, 
then disposing of it elsewhere. Thorium-contaminated soil, Wayne, 
New Jersey.

Photographs by Bill Empson, courtesy U.S. Army Corps of Engineers.
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Case Study 16.1

Decisions, Decisions . . .
“Well, I’m not wasting a foam cup for my coff ee!” declared Bonnie fi rmly. 

“Paper makes a lot less waste. Besides, these cups are partly recycled paper. 

I get them from the same place I get my recycled-paper coff ee fi lters.”

 “But when you’ve used up that paper cup, it’s all trash,” retorted 

Rod. “You can’t recycle paper that’s dirty with food waste. I, on the other 

hand, simply rinse my plastic foam cup, and voilà—I’m ready to recycle, 

having carefully observed the ‘6–PS’ on the bottom, meaning that it’s 

polystyrene, which our garbage-disposal company does take. I checked.”

 “Of course, you’ve just used—and dirtied—some water rinsing 

out the cup, Mr. Greener-than-thou. And my paper cup will biodegrade 

in the landfi ll and make methane! Your plastic cup is just going to take 

more energy to recycle—probably to make more trash-can liners like 

the one in this wastebasket.”

 “Well, it beats just making more trash we didn’t have room for. 

And speaking of trash-can liners, your paper cup isn’t going to do 

much of anything for years and years, neatly sealed in plastic in the 

landfi ll. Don’t hold your breath waiting for that methane.”

 “Okay, but how about where the cups come from? Yours took oil 

to make; mine just took trees, and they’re renewable.”

 Bonnie and Rod had progressed to the point of arguing the 

relative energy and materials effi  ciency of paper versus polystyrene 

cups when Jason sauntered in, waving his mug.

 “I do hate to interrupt a good argument,” he commented, “but 

may I suggest a superior alternative? What we have here is the basic 

china mug—made from abundant natural material, clay, and infi nitely 

reuseable, unless I get clumsy.”

 There was a pause, and then Bonnie muttered, “It still needs 

washing, using water and detergent. So it’s not perfect. At least I hope 

you wash that thing once in a while!”

 This is a fi rst look at the kind of analysis that can go into trying 

to choose the most environmentally benign of two or more 

alternatives. A complete comparison of paper versus polystyrene cups 

would require a good deal of research on the resource demands of, 

and pollution and waste produced by, the cutting of logs and milling 

and production of the paper cup, the drilling for oil to make and the 

process for the manufacturing of the polystyrene, and so on. Such an 

analysis for a single complete place setting is shown in fi gure 2.

 Another common debate of a similar kind involves disposable 

paper versus reuseable cloth diapers. Both alternatives, in the latter 

case, use renewable raw materials, but the environmental 

consequences of their manufacture will diff er; the disposables 

commonly end up in landfi lls, while the reuseables require water, 

detergents, and energy to clean. Again, a thorough, “cradle-to-grave” 

analysis of each alternative may be a good deal more complex, and 

the choices not as straightforward as they may initially appear.

 Consider other everyday products that off er a choice of 

materials. That choice probably has waste-disposal and pollution, as 

well as resource-use, consequences. Think about what those might be 

and how you might decide which choice to make.

Figure 1
Paper, plastic, ceramic? The choice with the least negative 

environmental impact is not always obvious.

Figure 2
This resource analysis of tableware alternatives considers both energy and materials involved. One could go still further and consider greenhouse-gas 

production from the energy used, or methane that might be derived from the biodegradable set, or . . . ?

Graphic by Emmanuelle Bournay, UNEP/GRID-Arendal Maps and Graphics Library. Reprinted with permission UNEP. <<http://maps.grida.no/go/graphic/

everyday_alternatives_biodegradable_disposable_or_conventional_tableware>>
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The calculations consider all resources necessary to support the life cycle of a single table setting 

(plate, glass, knife, fork, spoon and coffee cup).

Source: Friedrich Schmidt-Bleek et al., Der ökologische rucksack, Wirtschaft für eine zukunft mit zukunft, Hirzel Editions, Stuttgart, 2004.
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are stored, has far more potential for harm. The historical 

 response to detection of leakage from one toxic-waste dump 

has been to dig up as much of the hazardous material and con-

taminated soil as possible and transfer it to a more secure land-

fi ll. There is now some question as to whether a wholly different 

disposal method might be preferable.   

 Deep-Well Disposal 

 Another alternative for disposal of liquid industrial waste is in-

jection into deep wells ( fi gure 16.20 ). This method has been 

practiced since World War II. The rock unit selected to receive 

the wastes must be relatively porous and permeable (commonly, 

sandstone or fractured limestone), and it must be isolated by 

low-permeability layers (for example, shale) above and below. 

The subsurface geology must be known in suffi cient detail that 

  Secure Landfi lls 

 For some years, waste-disposal specialists have believed that, 

in principle, it is possible to design a    secure landfi ll    site for 

toxic solid and liquid wastes. An example of a recommended 

design is shown in  fi gure 16.19 . The wastes are put in sealed 

drums before disposal. Beneath the drums are layers of plastic 

and/or compacted clay to contain any unexpected leaks. Wells 

and piping are installed so that the ground water below and 

around the site can be checked periodically for any sign of 

leakage of the waste chemicals. Excess accumulating leachate 

can be pumped out before it leaks out. Such a system provides 

multiple safeguards against accidental environmental contami-

nation, and the monitoring wells allow prompt detection of any 

leaks. The design shares many features with modern municipal 

landfi lls, but with still more provisions for waste containment 

and site monitoring. 

    Unfortunately, a growing body of evidence indicates that 

no site is truly secure, even if conscientiously designed. Care-

fully compacted clay may be very low in permeability but is 

probably never completely impermeable, especially over long 

time intervals. Chemical and biological reactions in the wastes 

and leachate can rupture or decompose plastic, and the stress 

caused by the weight of wastes and cover can fracture a clay 

liner. Even relatively innocuous municipal waste can prove 

hard to contain. When built, the “Mount Trashmore” landfi ll in 

Evanston, Illinois, was hailed for its state-of-the-art design. 

But monitoring wells later revealed detectable leakage of at 

least a dozen volatile organic compounds deemed high-priority 

toxic pollutants by the Environmental Protection Agency, in-

cluding benzene, toluene, vinyl chloride, and chloroform. 

Leakage from “secure” toxic-waste dumps, in which hundreds 

or thousands of barrels of concentrated toxic liquid chemicals 

Figure 16.19 
A secure landfi ll design for toxic-waste disposal, including 
provisions for leachate containment and for monitoring the 
chemistry of subsurface water nearby.
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Figure 16.20 
Deep-well disposal for liquid wastes. (A) Basic design: Wastes are 
placed in a deep permeable layer that is geographically and 
geologically isolated by low-permeability strata. (B) Containment of 
wastes assisted by geologic structures, much as petroleum is trapped.
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calcium nitrate and then incorporated in high-grade fertilizers. 

Spent acid used in the steel industry is rich in dissolved iron and 

can be used at geothermal power plants to control hydrogen 

sulfi de gas emissions, which react with the iron in solution to 

precipitate iron sulfi des. 

    These and other means of handling toxic liquid industrial 

wastes will continue to be developed. What these methods gen-

erally have in common is that they are designed to deal either 

with specialized types of waste or with limited quantities. Volu-

metrically, at least, a far larger liquid-waste disposal problem is 

posed by that very commonplace material, sewage.     

 Sewage Treatment  

 Problems arising from organic matter in water include oxy-

gen depletion and “algal bloom,” as described in chapter 17. 

These problems, and concern about the spread of disease 

through biological contamination of drinking-water supplies 

by pathogenic (disease-causing) organisms, provide the mo-

tivation for effective sewage disposal. Much of the approxi-

mately 40 billion gallons of water withdrawn for public water 

supplies in the United States each day winds up mixed with 

sewage. So does urban surface runoff water collected in storm 

drains, along with a portion of the water used in rural areas. 

Appropriate treatment strategy varies with population density 

and local geology.  

 Septic Systems 

 On an individual-user level, modern sewage treatment typically 

involves a septic system of some kind ( fi gure 16.21 ). Wastes are 

fi rst transferred to a settling tank in which solids settle out, to be 

broken down slowly through bacterial action. The remaining 

liquid carries a load of dissolved organic matter and of 

 microorganisms—some pathogenic—whose metabolism re-

quires little or no oxygen. The dissolved organic matter repre-

sents food for those microorganisms. The liquid is allowed to 

seep out through porous pipes into the soil of the    leaching fi eld 

   or    adsorption fi eld   . There, oxygen is available, in the pore 

spaces, and aerobic soil microorganisms that can use that oxy-

gen in metabolizing the organic matter compete for the nutri-

ents with the microorganisms in the sewage, breaking down the 

organic matter and destroying some pathogens. Passage through 

the soil, especially if it is fi ne-grained, also fi lters the liquid, 

removing remaining fi ne suspended solids and even the larger 

pathogenic organisms. Inorganic reactions in the soil can also 

break down undesirable compounds in the sewage. Ideally, by 

the time any of the liquid reaches either the surface or ground-

water supplies, it has been purifi ed of biological and many 

chemical contaminants. Some compounds do remain in solu-

tion, however; nitrate is ordinarily the most signifi cant potential 

pollutant among them. (Should the settling tank require pump-

ing out, disposal of the septage can be a further problem, for 

few sites will accept it, and municipal sewage-treatment facili-

ties are reluctant to take on the added load.) 

there is reasonable confi dence that the disposal stratum remains 

isolated for some distance from the well site in all directions. 

Information about that geology may be derived from many 

sources: direct drilling to obtain core samples that provide a 

vertical section of the rock units present; geophysical studies 

that provide data on depths to and thicknesses of different rock 

layers, and on the distribution of ground water; geologic map-

ping on the basis of cores, surface outcrops, and geophysical 

data to interpolate between points sampled directly. 

    These disposal wells are hundreds to thousands of meters 

deep, far removed from the surface, and below the regional 

water table. The pore water in the disposal stratum should be 

brackish or saline water not suitable for a water supply. Where 

the well intersects any shallower aquifers that are or might be 

used for water supply, it must be snugly lined (cased) to prevent 

leakage of the wastes into those aquifers. Local well water is 

monitored to detect any accidental leaks promptly. 

    Movement of deep ground water is generally slow, and 

the assumption is that by the time the toxic chemicals have mi-

grated far enough laterally to reach a usable aquifer or another 

body of water, they will have become suffi ciently diluted not to 

pose a threat. This presumes knowledge of the toxicity of the 

chemicals in low concentrations. When the wastes are more or 

less dense than the ground water they displace and not miscible 

with it, folds or other geologic structures may help to contain 

them and slow their spread, as oil traps contain petroleum 

(fi gure16.20B). The behavior of chemicals that dissolve in the 

pore water is much less well understood. They can diffuse 

through the water more rapidly than the water itself moves, so 

that even if deep groundwater transport is slow, contaminant 

migration may not be. 

    Costs for deep-well disposal are comparable to or some-

what less than those associated with “secure” landfi ll sites. The 

rate of waste disposal in a deep well is limited by the permeabil-

ity of the rocks of the disposal stratum, while landfi lls have no 

equivalent limitation. The region’s geology must be such that 

suitable strata exist for disposal by injection, while landfi lls can 

be constructed in a much greater variety of settings. Like land-

fi lls, deep injection wells may leak. Finally, as noted in chapter 

4, deep-well waste injection may trigger earthquakes in faulted 

rocks. The various geologic constraints on possible deep-well 

disposal sites are thus more restrictive than those for landfi ll 

sites, and deep-well disposal is correspondingly less common.   

 Other Strategies 

 There are now furnaces designed to incinerate fi ne streams of 

liquid at very high temperatures. This permits the destruction of 

toxic liquid organic chemicals, often with no worse by-product 

than carbon dioxide, and may ultimately prove the best way to 

deal with them. Some liquid wastes can be neutralized or bro-

ken down by chemical treatment, which may avoid the neces-

sity for ultrasecure disposal altogether. As with solid wastes, it 

may even be possible to use certain liquid “wastes” via waste 

exchanges. The nitric acid used in quantity by the electronics 

industry to etch silicon wafers can be neutralized to produce 
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the sizes of leaching fields to be accommodated. The re-

quired size of each leaching field is controlled, in turn, by 

soil permeability  ( table 16.2 ) and the number of persons to 

be served. Considerations such as these and assessments of 

the potential impact of the nitrate released from these sys-

tems lead local authorities to stipulate minimum lot sizes 

where septic tanks are to be used. Typical lot sizes might be 

one-half acre to one acre per dwelling, but again, appropri-

ate limits are controlled largely by local geology.  

    There are several geologic requirements for a properly 

functioning septic system. The soil must be suffi ciently per-

meable that the fl uids will fl ow through it rather than merely 

backing up in the septic tank, but not so permeable that the 

fl ow into water supplies or out at the surface occurs before 

the wastes have been suffi ciently purifi ed. Ordinarily, the wa-

ter table should be well below the level of the septic system: 

fi rst, to avoid immediate groundwater contamination by raw 

sewage; second, because oxygen levels in saturated soil are 

often too low to permit rapid aerobic breakdown of the or-

ganic matter. There must be suffi cient soil depth so that the 

wastewater will be adequately fi ltered by the time it reaches 

either surface or bedrock; this fi ltration usually requires at 

least 60 centimeters of soil above the pipes and 150 centime-

ters below. The leaching fi eld should not extend to within 

about 15 meters of any body of surface water, for similar 

reasons. (The exact dimensions required are controlled by 

soil characteristics.) 

    If a well is used to obtain drinking water on the same 

site, it must be far enough removed from the septic system 

that partially decomposed sewage does not reach the well, 

or else it should tap an aquifer that is isolated from the sep-

tic system by low-permeability material. Where many 

houses in a single area rely on septic systems, they must be 

spaced far enough apart so that they do not collectively sat-

urate the soil with raw sewage and overwhelm the natural 

capacity of the soil and the microorganisms within it to han-

dle the waste. The necessary spacing depends, in part, on 

Septic tank
   Larger solids settle to the bottom
   and are periodically pumped out

Manhole
(for cleanout)

Distribution box (optional)

Perforated pipe

Vent pipe

Soil adsorption field
   Microorganisms and particles
   are filtered out as water
   percolates through the soil

Gravel or crushed stone

Scum

Gas

Liquid

Solids

Figure 16.21 
Basics of septic tank system: A settling tank for solids and the slow release of liquids into the soil of the leaching fi eld for natural decomposition.

Table 16.2
Relationship between Soil Character 
and Required Extent of Leaching 
Field

 Adsorption Area Needed 

Soil Type* (square meters per bedroom) 

gravel or coarse sand 6.5

fi ne sand 8.3

sandy loam 10.6

clay loam 13.9

sandy clay 16.2

clay with minor sand or gravel 23.1

heavy clay unsuitable

*Arranged broadly in order of decreasing permeability from top to bottom of table.

Source: Data from Water in Environmental Planning, by T. Dunne and L. B. Leopold, p. 187. Copyright 

© 1978 W. H. Freeman and Company.
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     As is evident from the foregoing discussion, the sewage 

treatment associated with a septic system is entirely natural, 

and its thoroughness thus highly variable from site to site. One 

can enhance the suitability of the site—for example, by embed-

ding the plumbing of the leaching fi eld in “imported” sand if 

the soil is naturally too clay-rich to be suitable—but the natural 

soil chemistry, biology, and physical properties largely control 

the effectiveness of the system. Also, if toxic household wastes 

are dumped in the system, many will be untouched by the 

chemical processes and microbial activity that attack and de-

compose the organic wastes (and some might even kill those 

helpful microorganisms). 

    Just as natural wetlands can serve a water-cleaning role, 

so artifi cial wetlands and ponds can enhance a septic system 

and increase its capacity, with the aid of plants. The conven-

tional subsurface leaching fi eld can be replaced by one or 

more gravel-fi lled basins planted with wetland plants. While 

the effl uent stays below the surface, the plants’ roots reach 

down into the wet gravel. The plants consume some of the 

nutrients in the water, and their roots host quantities of the 

bacteria that decompose the sewage. The cleaned water may 

then be channeled into a pond supporting additional plant life 

and waterfowl. Most such schemes at present are small, ex-

perimental operations, but their aesthetic appeal can make 

them an attractive option where the wastewater load is not 

too great.   

 Municipal Sewage Treatment 

 In urbanized areas, population density is far too high to permit 

effective sewage treatment by septic systems. More than 75% 

of the U.S. population is now served instead by sewer systems. 

In fewer than 5% of the cases is completely untreated sewage 

released from such systems, but the completeness of municipal 

sewage treatment does vary. The basic steps involved are sum-

marized in  fi gure 16.22 A. 

    Primary treatment is usually physical processing only, 

involving removal of solids, including inorganic trash, fi ne sed-

iment, and so on, that has been picked up by the wastewater. 

The screens remove large objects like fl oating trash. Sand and 

gravel then settle in the grit chamber. The fl ow is slowed, and 

suspended organic and inorganic matter settles into the bottom 

of the sedimentation tank. Oil or grease may have to be skimmed 

off the surface. Where industrial wastes are also present, some 

chemical treatment, such as neutralizing excess acidity or alka-

linity, may be necessary. 

    Secondary treatment of the remaining liquid is mainly 

biological. The effl uent from primary treatment is aerated, and 

bacteria and fungi act on the dissolved and suspended organic 

matter to break it down. The treated sewage passes through an-

other settling tank to remove solids, which now contain the 

useful microorganisms, too. This sludge can be cycled back to 

mix with fresh input water and air to continue the breakdown 

process. Sometimes, the water is also chlorinated to disinfect it 

when biological activity is completed. Primary plus secondary 

treatment together can reduce suspended solids and oxygen 

 demand (see chapter 17) by about 90%, nitrogen by one-half, 

and phosphorus by one-third. 

    A weakness in many municipal treatment systems, 

even those that practice secondary treatment, is that large 

amounts of rain or meltwater runoff in a short time can over-

load the capacity of treatment plants. At such times, some 

raw sewage may be released untreated. Also, even secondary 

treatment has little impact on dissolved minerals and poten-

tially toxic chemicals, which remain in the water. Recently, 

the safety of chlorination has been questioned because, in 

some communities where hydrocarbon impurities were al-

ready present in the water supply, chlorination was found to 

lead to the formation of chlorinated hydrocarbons, such as 

chloroform. Some of these compounds may be carcinogenic. 

However, the chlorination procedure often can be adjusted to 

minimize the production of chlorinated hydrocarbons. The 

value of chlorination in the destruction of pathogenic organ-

isms probably far outweighs the danger from this largely 

controllable problem. 

    After secondary treatment, wastewater can also be sub-

jected to various kinds of tertiary, or advanced, treatment and 

purifi ed suffi ciently to be recycled as drinking water. Fine fi l-

tration, passage through activated charcoal, distillation, further 

chlorination, and various chemical treatments to remove dis-

solved minerals are some possible forms of tertiary treatment. 

Such thorough tertiary wastewater treatment may cost up to 

fi ve times what primary and secondary treatment together do, 

which is why tertiary treatment is uncommon. Only 2% of the 

U.S. population is served by systems undertaking tertiary sew-

age treatment. It is now practiced mainly in a few communities 

where water shortages compel water recycling. On the other 

hand, tertiary treatment of all U.S. municipal wastewater would 

cost only a few tens of dollars per person per year. As a means 

of extending dwindling drinking-water supplies, tertiary treat-

ment is likely to fi nd increasing use in the future. 

    Wastewater treatment can yield other benefi ts besides 

drinking water. The city of Arcata, California, uses sewage 

that has passed through primary treatment to supply water to 

marshes and ponds, where natural microbial action and plant 

growth purify the water further and remove nutrients from it. 

Ultimately, the water purity is such that the output water can 

be used at a fi sh hatchery. The Tapia Water Reclamation Fa-

cility in northwestern Los Angeles County takes 10 million 

gallons of sewage per day and transforms it into water of 

high enough quality to use for irrigation.     And Calpine, the 

company that currently operates The Geysers geothermal-

power complex, is transporting close to 20 million gallons a 

day by pipelines from Santa Rosa and Lake County, Califor-

nia, to recharge the  geothermal reservoir and increase power 

production. 

    A by-product of sewage treatment is quantities of 

sludge, which can present a solid-waste disposal problem. 

Chicago’s municipal sewage treatment facilities process 1.4 

billion gallons of sewage and generate approximately 600 

tons of sludge (on a dry weight basis) every day. What can be 

done with such wastes? One option, because sludge is rich in 
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Figure 16.22 
(A) Schematic diagram of primary, secondary, and tertiary stages of 
municipal sewage treatment. (B) Dallas Central Wastewater 
Treatment Plant.

(A) modifi ed after U.S. Environmental Protection Agency; 

(B) photograph by Bill Empson, U.S. Army Corps of Engineers.

B

organic matter and nutrients, is to use it as fertilizer. In the 

early 1970s, for example, Chicago developed a plan for using 

some of its sludge to fertilize 11,000 acres of formerly 

 strip-mined land during reclamation—thereby neatly solving 

several environmental problems at once. Austin, Texas, com-

posts and transforms sludge into “Dillo Dirt” with which 

parks and athletic fi elds are fertilized; it is also sold to gar-

deners. (The name comes from the city’s mascot, the arma-

dillo.) The city of Milwaukee has been selling the sludge as 

the organic fertilizer “milorganite” for decades. However, 

much urban sludge contains unacceptably high concentra-

tions of heavy metals or other toxic industrial chemicals, 

which have to be removed with the organic solids, and which 

are too dispersed through the sludge for effi cient extraction. 

This may limit the use of such sludge fertilizer to land not to 

be used for food crops or pastureland (parks, golf courses, 

and so on) and may even necessitate its disposal in landfi ll 

sites like other solid wastes. 

    In speaking of sewage treatment, it is worth keeping in 

mind the disparities between the industrialized and other na-

tions. According to the World Resources Institute, it has been 

estimated that over 90% of the sewage in developing countries 
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Case Study 16.2

The Ghost of Toxins Past: Superfund
Disposal of identifi ably toxic wastes in the United States is carefully 

controlled today. It has not always been so. In some cases, disposal 

companies hired by other fi rms to dispose of toxic wastes have done so 

illicitly and inappropriately. In other instances, the waste-generating 

companies dumped or buried their own wastes onsite. Decades later, 

when the fi rm responsible is long gone, pollutants may ooze from the 

land surface or may suddenly be detected in ground water. Sometimes, 

the waste disposer can be found but denies that that problem is 

serious and/or declines to spend the money to clean up the site. 

Sometimes, the responsible company is no longer in business.

 In response to these and other similar situations, in late 1980, 

Congress passed the Comprehensive Environmental Response, 

Compensation, and Liability Act, which, among other provisions, 

created what is popularly known as Superfund. The original 

$1.6 billion trust fund was generated primarily through taxes on 

oil and on producers of forty-two specific hazardous chemicals. 

Superfund monies are intended to pay for immediate emergency 

cleanup of abandoned toxic-waste sites and of sites whose owners 

refuse to clean them up. This represents a major step toward 

rectification of past waste-disposal abuses following recognition of 

the problem. Superfund was reauthorized several times, its trust 

fund increasing to $13.6 billion before its taxing authority expired in 

1995. Since that time, its operations have been supported by federal 

appropriations.

Figure 1
NPL sites in the 50 states, as of mid-2009. Every state has at least one, some more than a hundred. Dozens more sites are currently being evaluated for 

possible addition to the NPL. NPL sites also exist in Puerto Rico and several U.S. territories in the Pacifi c.

Source: U.S. Environmental Protection Agency.
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is discharged into surface waters with no treatment whatever; 

for example, of India’s 3100-plus cities and towns, only a few 

hundred have even partial sewage treatment. It should also be 

noted that while the focus here has been on U.S.-style sewage 

transport and treatment, which involve a great deal of water, 

treatment of human wastes does not necessarily require those 

water-intensive approaches. In this country, composting toilets 

are perhaps the most familiar example of a non-aqueous sys-

tem. Other nations, where water is in shorter supply, have made 

larger-scale use of such approaches, and they become increas-

ingly appealing as water shortages become more acute.     

 Radioactive Wastes  

 Radioactive wastes differ somewhat in character from chemical 

wastes. Thus, proposals for the disposal of solid and liquid ra-

dioactive wastes usually differ somewhat from the methods 



 Chapter Sixteen Waste Disposal 393

encourage more illicit dumping of toxic waste, ultimately compounding 

an already large problem.

 In the meantime, every bit of hazardous waste cleaned up and 

removed from one spot still has to be disposed of in another. . . . 

Thousands of non-NPL abandoned toxic-waste sites remain to be 

addressed, though work progresses on hundreds of these each year. And 

Superfund deals only with abandoned or inoperative sites in need of 

cleanup.  The EPA has also identifi ed an estimated 2500 active disposal 

sites that may require corrective action, too. Waste minimization 

becomes increasingly appealing as these problematic sites multiply.

 Curious about the location and status of NPL sites in your state? 

You can start with the interactive map at 

www.epa.gov/superfund/sites/npl/npl.htm

 Meanwhile, there has been increasing realization that the size of 

the problem is far greater than originally believed. At the time 

Superfund was created, Congress envisioned cleanup of about 400 

toxic-waste sites. By 1987, over 950 “priority” sites had been identifi ed, 

and the number continued to rise. As of this writing, 1596 sites have 

been placed on the National Priorities List (NPL) (fi gure 1), and more 

listings are pending. Many other sites posing less-acute risks have also 

been identifi ed. Since 1980, the Environmental Protection Agency has 

worked with state agencies and tribal councils to assess or clean up over 

47,000 other sites. Overall, EPA estimates that 1 in 4 Americans lives 

within 3 miles of one or more Superfund sites.

 Some Superfund NPL sites have been well publicized and 

notorious. One famous example is Love Canal, New York, where 

Hooker Chemical dumped 21,000 tons of waste chemicals from 1942 

through 1952. The wastes were subsequently covered up, and homes 

and a school built nearby. Unusually high rates of cancer and other 

health problems among residents eventually led to recognition of the 

pollution, and Love Canal was placed on the NPL in 1983. Other sites 

may be smaller or less well-known, but all NPL sites are considered to 

pose major hazards. Not all involve what might be considered typical 

toxic wastes, either; the Libby vermiculite mine described in chapter 2 

is another Superfund site.

 Cleanup of NPL sites is meticulously planned and executed. It can 

therefore be both expensive and slow. Even after construction is 

completed, it may be several more years before treatment of the site is 

suffi  cient for EPA to delete it from the NPL. About ²⁄ ₃ of NPL sites are at the 

“construction completed” stage, but only 332 have been deleted from 

NPL yet (fi gure 2). Love Canal was not deleted from the NPL until 2004.

 More problem areas continue to be identifi ed. The average cost 

of cleaning up a Superfund site is over $30 million, not counting any 

associated litigation, and some projections now put eventual total 

cleanup costs of Superfund sites at around $1 trillion. Where responsible 

parties can be identifi ed, they do contribute to the cleanup costs—over 

$24 billion through fi scal year 2005—but massive cleanup bills remain. 

It has been suggested that additional funding might be provided by a 

tax on disposers of toxic waste, rather than the generators of it. There is 

concern, however, that a tax added at the disposal end might tend to 

Figure 2
Superfund sites deleted from NPL, by state. Subtracting these numbers 

from those in fi gure 1 gives a sense of the scope of problem sites still 

being addressed. 

Data from U.S. Environmental Protection Agency.
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used for other wastes, although some radioactive materials are 

chemical toxins as well.  

 Radioactive Decay 

 Some isotopes, some of the possible combinations of protons and 

neutrons in atomic nuclei, are basically unstable. Sooner or later, 

unstable nuclei decay. In doing so, they release radiation: alpha 

particles (nuclei of helium-4, with two protons, two neutrons, and 

a 12 charge), beta particles (electrons, with a −1 charge), or 

gamma rays (electromagnetic radiation, similar to X rays or mi-

crowaves but shorter in wavelength and more penetrating). A 

given decay may emit more than one type of radiation. 

    Radioactive decay is a statistical phenomenon. It is im-

possible to predict the instant at which an atom of a radioactive 

element will decay. However, over a period of time, a fi xed 

percentage of a group of atoms of a given radioactive isotope 

(radioisotope) will decay. The idea is somewhat like fl ipping a 
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 Eff ects of Radiation 

 Alpha and beta particles and gamma rays all are types of ionizing 

radiation. That is, they can strip off electrons from atoms or split 

molecules into pieces. Depending on which particular atoms or 

molecules in an organism are affected and the intensity of the ra-

diation dose, the results could include genetic mutations, cancer, 

tissue burns—or nothing signifi cant at all. Alpha particles are more 

massive but not very energetic. They can be very damaging but can-

not travel far through matter; they can be stopped by a sheet of pa-

per. Alpha-emitting radioisotopes are thus dangerous only when 

inhaled or ingested. Beta particles are lighter and less damaging but 

travel farther; they can be stopped by wood. Gamma rays are the 

most energetic and penetrating, but can be stopped by concrete. 

    How much damage is done by a given dose of radiation? 

How small a dose is harmless? Scientists do not know precisely. 

Most controlled radiation studies have been done on animals, not 

humans. The most defi nitive data on radiation effects on people 

come from accidental exposures of scientists or technicians to siz-

able doses of radiation or from observing the after-effects of the 

explosion of atomic weapons in Japan during World War II. The 

reactor accident at Chernobyl is further expanding the database. In 

those cases, the doses received by the victims are generally very 

high and very imprecisely known, and their relevance to concerns 

about exposure to low levels of radiation is not clear in any case. 

    The effects of low doses of radiation on humans are particu-

larly hard to quantify for several reasons. One is that some of the 

consequences, such as slowly developing cancers, do not appear for 

many years after exposure. By that time, it is much harder to link 

cause and effect clearly than it is, for example, in the case of severe 

radiation burns resulting immediately from a massive dose. A re-

lated problem is that many of the results of radiation  exposure—like 

cancer or mutations—can have other causes, too. There are hosts of 

known or suspected chemical carcinogens and mutagens; how does 

one uniquely identify the cause of each particular cancer or muta-

tion, years after exposure to whatever caused it? 

    Another uncertainty arises from the question of linearity 

in cause and effect. If a population is exposed to a certain dose 

of a certain type of radiation and one hundred cases of cancer 

result, does that mean that one-tenth the exposure would induce 

ten cases of cancer, and so on? Or is there a minimum harmful 

level of radiation exposure, below which we are not at risk? 

    We are, after all, surrounded by radiation. Cosmic rays 

bombard us from space; naturally occurring radioactive ele-

ments decay in the soil beneath our feet and in the wood and 

brick and rock and concrete in our homes. (Your granite coun-

tertop is a—very minor—natural source of radiation; even your 

potassium-rich banana contains some radioactive potas-

sium-40!) Perhaps, in consequence, humans have developed a 

tolerance of radiation doses that are not signifi cantly above 

natural background levels. Nobody can avoid some natural ex-

posure to radiation ( table 16.3 ). We increase our exposure with 

every medical X ray, every jet airplane ride, every journey to a 

high mountaintop, and every time we wear a watch with a lumi-

nous dial.  Indeed, each of us is radioactive, a consequence of 

naturally  occurring carbon-14 and other radioisotopes in the 

coin: One cannot know beforehand whether a given fl ip will 

come up heads or tails, but over a great many fl ips, one can ex-

pect that half will come up heads, half tails. 

    Each different radioisotope has its own characteristic rate 

of decay, often described in terms of a parameter called    half-life. 

The half-life of a radioisotope is the length of time required for 

half the atoms of that isotope initially present in a system to de-

cay. The concept is illustrated in  fi gure 16.23 . Suppose, for ex-

ample, that the half-life of a particular radioactive isotope is ten 

years and that, initially, there are 2000 atoms of it present. After 

ten years, there will be about 1000 atoms left; after ten more 

years, 500 atoms; after ten more years, 250; and so on. After fi ve 

half-lives, only a few percent of the original amount is left; after 

ten half-lives or more, the fraction left is vanishingly small. 

    Half-lives of different radioactive elements vary from frac-

tions of a second to billions of years, but for any specifi c radioac-

tive isotope, the half-life is constant. Uranium-238 has a half-life 

of about 4.5 billion years; carbon-14, 5730 years; radon-222, 

3.82 days. The half-life of a given isotope is constant regardless of 

the physical or chemical state in which it exists, whether it is in a 

mineral or dissolved in water, in the atmosphere or deep in the 

crust at high temperature and pressure. Spontaneous radioactive 

decay cannot be accelerated or slowed down by chemical or phys-

ical means. Because this is so, naturally occurring radioisotopes 

are powerful tools for studying the earth’s history, as described in 

appendix A. Unfortunately, it also means that radioactive wastes 

will continue to be radioactive, and each isotope will decay at its 

own rate, regardless of how the wastes are handled. The wastes 

cannot be made to decay faster to get rid of the radioactive mate-

rial more quickly, and they cannot be treated to make them nonra-

dioactive. This is a key difference between radioactive wastes and 

many chemical toxins; many of the latter can, through proper 

treatment, be broken down or neutralized, which increases the 

disposal options available for dealing with them.   

Figure 16.23 
The phenomenon of radioactive decay: Each radioisotope decays 
at its own characteristic rate, defi ned by its half-life.

0

1

Isotope A: half-life 10 years
Isotope B: half-life 1 year

Quantity of
isotope A
remaining

Quantity of
isotope B
remaining

1 16

1 8

1 4

1
2

5 10 20

Time (years)

F
ra

c
ti
o
n
 o

f 
o
ri
g
in

a
l 
a
m

o
u
n
t 
re

m
a
in

in
g

30 40

/

/

/
/



 Chapter Sixteen Waste Disposal 395

elements are biologically concentrated, often in one particular 

organ, leading to the possibility of a concentrated radiation source 

in the body. Included in this category are such products as 

 iodine-131 (half-life, 8 days), which would be concentrated, like 

any iodine, in the human thyroid gland; iron-59 (45 days), which 

would be concentrated in the iron-rich hemoglobin in blood; 

 cesium-137 (30 years), which is concentrated in the nervous sys-

tem; and strontium-90 (29 years) which, like all strontium, tends 

to be concentrated with calcium—in bones, teeth, and milk. 

    Radioactive wastes are often classifi ed collectively as 

   low-level    or    high-level   . The division is an imprecise one. The 

low-level wastes are relatively low-radioactivity wastes, not 

requiring extraordinary disposal precautions. Volumetrically, 

they account for over 90% of radioactive wastes generated 

 ( fi gure 16.24 ). Some low-level wastes are believed to be harm-

less even if released directly into the environment. In this cat-

egory, for example, fall the routine small releases of radioactive 

gas from operating fi ssion reactors. Liquid low-level wastes—

from laundering of protective clothing, from decontamination 

processes, from fl oor drains—are often released also, diluted 

as necessary so that the concentration of radioactivity is suit-

ably low. Solid low-level wastes, such as fi lters, protective 

clothing, and laboratory materials from medical and research 

laboratories, are commonly disposed of in landfi lls. Some solid 

low-level wastes from commercial reactor operations are held 

onsite until their radioactivity has decreased essentially to 

background levels, at which point they are treated like ordinary 

trash. Other low-level wastes are collected onsite until enough 

has accumulated to warrant shipment for disposal. 

    Federal legislation required states to take the responsibility 

for their own low-level wastes in the early 1990s (though they 

body.  Therefore, any additional exposure from radioactive 

waste (or uranium in mine tailings, or other nonroutine sources) 

is just that, an incremental increase over our inevitable, constant 

exposure to radiation. Does such a small exposure to low-level 

radiation represent a signifi cantly increased risk? How small is 

small? Frustratingly, perhaps, there are no simple, direct an-

swers to questions such as these. In part because individuals’ 

background exposure to radiation is universal, yet quite vari-

able, it is virtually impossible to construct a defi nitive dose-re-

sponse curve for low radiation doses. That uncertainty, together 

with a lack of public understanding of natural radiation expo-

sure, contributes to the controversy concerning radioactive-

waste dis posal.  

    Nature of Radioactive Wastes 

 As noted in chapter 15, nuclear fi ssion reactor wastes include 

many radioisotopes. The isotopes of most concern from the 

standpoint of radiation hazards are not those of very short half-

life (if an isotope has a half-life of 10 seconds, it is virtually all 

gone in a few minutes) or very long half-life (if an isotope’s 

half-life is 10 billion years, very little of it will be decaying over 

a human lifetime). It is the elements with half-lives of the order 

of years to hundreds of years that pose the greatest problems: 

They are radioactive enough to be signifi cant hazards, yet will 

persist in the environment for some time. 

    Some of the waste radioactive isotopes are also toxic 

chemical poisons, so they are dangerous independently of their 

radioactivity, even if their half-lives are long. Plutonium-239, 

with a half-life of 24,000 years, is one example of such an  isotope. 

Other isotopes pose special hazards because the  corresponding 

*Radiation dosages are expressed in units of rems or, for very small doses, millirems (mrem). A rem (“radiation equivalent man”) is a unit that takes into account the type of radiation involved, the energy of 

that radiation, the amount of it to which one has been exposed, and the eff ect of that type of radiation on the body. The U.S. average annual dosage is 360 mrem.

Source: U.S. Department of Energy.

Table 16.3 Typical Natural Radiation Exposure

Source Dosage, mrem/yr*

radon 200

external (cosmic rays, rocks, soil, masonry building materials) 55

medical (mainly X rays) 53

internal (in the body)—includes doses from food, water, air 39

consumer products 10

other, including normal operation of nuclear power plants 3

Where and how you live can aff ect your exposure 

worldwide radioactive fallout 4 mrem/yr

chest X ray 10–39 mrem

lower-gastrointestinal-tract X ray 500 mrem

jet travel—for each 2500 miles, add 1 mrem

TV viewing, 3 hours/day 1 mrem/yr

cooking with natural gas, add 6 mrem/yr
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other nuclear facilities—awaiting “permanent” disposal ( fi gure 

16.25 ). The basic disposal problem with the chemically varied 

high-level wastes is how to isolate them from the biosphere with 

some confi dence that they will stay isolated for thousands of 

years or longer. In 1985, the Environmental Protection Agency 

specifi ed that high-level wastes be isolated in such a way as to 

cause fewer than 1000 deaths in 10,000 years (the expected fatal-

ity rate associated with unmined uranium ore). The sections that 

follow survey some of the many strategies proposed for dealing 

with these high-level and other concentrated radioactive wastes. 

   Historical Suggestions: Space, 

Ice, and Plate Tectonics 

 Some of the more exotic schemes proposed in the past for dis-

posal of high-level radioactive wastes involved putting wastes 

in space, perhaps rocketing them into the sun. Certainly, that 

would get rid of the wastes permanently—if the rocket launch 

were successful. However, many launches are not successful (as 

the shuttle Challenger explosion dramatically demonstrated) or 

are aborted, and the payloads return to earth, sometimes in an 

uncontrolled fashion. Furthermore, since many spacecraft 

would be required, the costs would be extremely high, even if 

successful launches could somehow be guaranteed. 

    Others have proposed putting encapsulated wastes under 

thick ice sheets, with Antarctica a suggested site. High-level 

radioactive wastes generate heat. They could melt their way 

down through the ice sheet, to be well isolated eventually by the 

overlying blanket of ice, which would refreeze above. But gla-

cier ice fl ows, and it fl ows at different rates at the top and bot-

tom of a glacier. How would one keep track of waste movement 

through time? What if future climatic changes were to melt the 

ice sheet? For various reasons, disposal of radioactive wastes in 

Antarctica is presently prohibited by international treaty, and no 

other, thinner ice sheets are seriously under consideration. 

    Subduction zones also have been considered as possible 

repositories for high-level wastes. The seafl oor trenches above 

subduction zones are often sites of fairly rapid accumulation of 

sediments eroded from a continent. In theory, these sediments 

would cover the wastes initially, and the wastes would, in time, 

be carried down with the subducting plate into the mantle, well 

out of the way of surface-dwelling life. However, subduction is a 

slow process; the wastes would sit on the sea fl oor for some time 

before disappearing into the mantle. Even at sedimentation rates 

of several tens of centimeters per year, large waste containers 

would take years to cover. Seawater, especially seawater warmed 

by decaying wastes, is highly corrosive. Might the wastes not 

begin to leak out into the ocean before burial or subduction was 

complete? How would the wastes be attached to the down-going 

plate to ensure that they would actually be subducted? Currently, 

the behavior of sediments in subduction zones is not fully under-

stood. Geologic evidence suggests that some sediments are in-

deed subducted with down-going oceanic lithosphere, but some, 

on the other hand, are “scraped off” by the overriding plate and 

not subducted. The uncertainties and weaknesses certainly  appear 

to be too great for this scheme to be satisfactory.   

may enter into multi-state compacts, and several of these exist). 

States that benefi t most from nuclear power and research and other 

facilities using nuclear materials thus bear more of the burden of 

the disposal of the corresponding low-level wastes. There is often 

concern over local disposal of low-level wastes (the NIMBY phe-

nomenon again). As a result, no states have yet developed the 

mandated disposal sites to the point of actual disposal, and in 

some cases, planning is not far advanced. However, there are three 

sites currently licensed by the Nuclear Regulatory Commission to 

receive low-level wastes for disposal, one each in South Carolina, 

Utah, and Washington state, and states may contract with these 

facilities for disposal of their low-level nuclear wastes. 

    Spent reactor fuel rods and by-products from their fabrica-

tion and reprocessing are examples of high-level wastes. Given 

that they represent much more concentrated and intense sources 

of radiation, there is correspondingly greater concern about their 

proper disposal. Over the years, various more-or-less elaborate 

disposal schemes have been proposed. Currently, these materials 

sit in temporary storage—often onsite at nuclear reactors and 

Figure 16.24 
By volume, high-level waste is a small fraction of the radioactive-
waste-disposal problem—but it accounts for nearly 100% of the 
radioactivity, and thus the radiation hazard.

Data from U.S. Department of Energy report DOE/RW-0006.
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would be greatly diluted, and many of the shorter-half-life iso-

topes would have decayed. The long-term geologic stability of 

the deep-sea fl oor is appealing, especially to nations having ra-

dioactive wastes to dispose of but not located in particularly 

stable areas of the continents, or having such high population 

densities that they lack remote areas for disposal sites. An inter-

national Seabed Working Group currently has this option under 

active study. It has already concluded that seabed disposal is 

technically feasible but that more research on the long-term 

safety of the method is still needed.   

 Bedrock Caverns for Liquid Waste 

 Some high-level radioactive wastes, such as by-products of fuel 

reprocessing, are presently held in liquid form rather than solid, 

in part to keep the heat-producing radioactive elements dilute 

enough that they do not begin to melt their storage containers. 

These liquid wastes are currently stored in cooled underground 

 Seabed Disposal 

 The deep-sea fl oor is a relatively isolated place, one with which 

humans are unlikely to make accidental contact. Much of this 

area is covered by layers of clay-rich sediment that may reach 

hundreds of meters in thickness, and studies have shown that 

the clays have remained stable for millions of years. Interest is 

growing in radioactive-waste disposal schemes that involve 

sinking waste canisters into these deep, stable clays (in areas 

well removed from both active plate boundaries and any seafl oor 

resources, notably manganese nodules). The low permeability 

of clays means restricted water circulation in the sediments. 

Many of the elements in the wastes, even if they did escape 

from the containers, would be readily adsorbed by the fi ne clay 

particles. Any dissolved elements escaping into the ocean would 

be entering the dense, cold (1 to 48 C, or 34 to 398 F), saline, 

deep waters that mix only very slowly with near-surface water. 

By the time any leaked material reached inhabited waters, it 

Figure 16.25 
Locations (approximate) of spent nuclear fuel elements and high-level radioactive wastes in the United States awaiting disposal.

Source: From U.S. Department of Energy, Offi  ce of Civilian Radioactive Waste Management.
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would allow solutions to permeate and wastes, perhaps, to 

escape. One might expect that, below a depth of about 1 kilo-

meter, the pressures would close any fractures. However, fi eld 

measurements suggest that this is not necessarily the case. 

Half a dozen nations worldwide are investigating granite as a 

potential host rock for radioactive-waste disposal. The United 

States and Sweden have a joint testing program in progress on 

granite at Stripa, Sweden. 

    Thick basalts, such as the Columbia River plateau basalts 

described in chapter 5, are another option. Fresh, unfractured 

basalt is a strong rock. Basalt consists of high-temperature min-

erals and sometimes glass, so it can withstand the elevated tem-

peratures of high-level wastes, and it has fairly high thermal 

conductivity, to allow that heat to be dispersed. However, ba-

salts commonly contain porous zones of gas bubbles; they may 

also weather easily. Both phenomena contribute to zones of 

weakness. Fractures in the basalt and even the planes between 

successive fl ows may provide water conduits. 

    Massive deposits of tuff, pyroclastic materials deposited 

during past large-scale explosive volcanic eruptions, are an-

other possible host rock for solid high-level wastes. Welded 

tuffs are those that were so hot at the time of deposition that they 

fused; these deposits are not unlike basalts in many of their 

physical properties. But they are very brittle and easily frac-

tured, which raises questions about their integrity with respect 

to water fl ow. Other tuffs have been extensively altered, produc-

ing abundant zeolites. These hydrous silicate minerals—the 

same group used in water softeners—are potentially valuable in 

a waste-disposal site for their ion-exchange capacity. They 

should tend to capture and hold wastes that might begin to mi-

grate from a repository. However, zeolitic tuffs are physically 

weaker, more porous, and more permeable than welded tuffs; 

furthermore, zeolites begin to break down and dehydrate at 

relatively low temperatures (100 to 2008C, or about 200 to 

4008F), which reduces their ion-exchange potential and also 

releases water that might facilitate waste migration. 

    Shale and other clay-rich sedimentary rocks are another 

option. As noted earlier in the seabed-disposal discussion, 

clays may adsorb migrating elements, providing a measure of 

containment for the waste. Shale is also low in permeability, 

and somewhat plastic under stress, though less so than salt 

(see below). On the other hand, shaly rocks are weak, fracture 

readily, and may be interlayered with much more permeable 

sedimentary units. At elevated temperatures, clays, like zeo-

lites, may decompose and dehydrate. Some clays are stable to 

higher temperatures than are most zeolites, but those that 

would most actively adsorb waste components tend to lose 

their adsorptive effi ciency at those higher temperatures. So, 

overall, clays may not have clear advantages over zeolites in 

disposal sites. Belgium and Italy have investigated shaly 

rocks as disposal units. 

    In the United States and Germany, much consideration 

has been given to high-level waste disposal in thickly bedded 

salt deposits or salt domes. Salt has several special properties 

that may make it a particularly suitable repository. It has a 

high melting point, higher in fact than those of most rocks. 

tanks, holding up to 1 million gallons apiece, which from time to 

time have leaked spectacularly: At the federal radioactive-waste 

repository in Hanford, Washington, more than 300,000 gallons 

of high-level liquid wastes leaked from their huge storage tanks 

in the late twentieth century. (Currently, remediation efforts are 

in process, including bioremediation through which microorgan-

isms break down organic compounds and convert toxic metals to 

less-mobile compounds; but these methods can do nothing to 

reduce the radioactivity. Secure initial disposal is clearly prefer-

able to later remediation.) 

    Caverns hollowed out of low-permeability, unfractured 

rocks—igneous rocks such as basalt or granite, for example— 

have been suggested as more secure, permanent disposal sites for 

high-level liquid wastes. The rocks’ physical properties would 

have to be thoroughly investigated beforehand to ensure that the 

caverns could indeed contain the liquid effectively. The wells 

leading down to the caverns, through which wastes would be 

pumped, would have to be tightly cased to prevent shallower 

leaks. The long-term concern, however, is the geologic stability of 

the bedrock unit chosen. Faulting or fracturing of the rocks would 

create conduits through which the highly radioactive liquid could 

escape rapidly, perhaps to the surface or into nearby aquifers. 

While it is possible to identify with a high degree of probability 

the areas that are likely to remain stable for thousands or millions 

of years, stability cannot be absolutely guaranteed, and liquid 

wastes clearly are potentially very mobile. 

    Serious consideration has been given to solidifying liquid 

high-level wastes prior to disposal because of the much lower 

mobility of solids. Certain minerals, ceramics, and glasses have 

proven to be relatively resistant to leaching over centuries or 

even millennia in the natural environment. Conversion of the 

wastes into a relatively stable solid form would be a fi rst step in 

many high-level waste disposal schemes. The waste would then 

be sealed in canisters and the canisters placed in some kind of 

bedrock cavern, old mine, or similar space. Solidifi cation would 

not eliminate the uncertainty regarding bedrock stability, but it 

would render the wastes less susceptible to rapid escape if frac-

turing breached the storage volume.   

 Bedrock Disposal of Solid High-Level Wastes 

 A variety of bedrock types are being investigated worldwide as host 

rocks for solid high-level-waste disposal. The general design with 

any bedrock disposal site or repository would involve the    multiple 

barrier    (or multibarrier)    concept   : surrounding solid waste with 

several different types of materials to create multiple obstructions 

to waste leakage or invasion by ground water. A major variable is 

the nature of the host rock. Each of the rock types highlighted be-

low has some particular characteristics that make it promising as a 

potential host rock, as well as some potential drawbacks. 

    Granite is a plentiful constituent of the continental crust. 

Granites are strong and very stable structurally following ex-

cavation. They have low porosity; the common minerals of 

granite (quartz, feldspars) are quite insoluble in a temperate 

climate. A concern with respect to granite is the possible pres-

ence of fractures (natural or created during excavation) that 
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 Waste Isolation Pilot Plant (WIPP): A Model? 

 While commercial high-level wastes await permanent disposal, 

the U.S. government has inaugurated a disposal site in south-

eastern New Mexico for some of its own high-level wastes, 

   transuranic wastes    (wastes containing radioactive elements 

heavier than uranium—including plutonium) created during the 

production of nuclear weapons. The Waste Isolation Pilot Plant, 

or WIPP, offi cially became the fi rst U.S. underground repository 

for such wastes on 26 March 1999, when it received its fi rst 

waste shipment. This event was the culmination of twenty years 

of site evaluation, planning, and construction following congres-

sional authorization of the site in 1979. 

    The disposal unit at WIPP is bedded salt, underlain by 

more evaporites and overlain by mudstones. The disposal layer 

is 2150 feet below the surface. The region is now dry, so the 

water table is low, and examination of the geology indicates that 

it has been stable for over 200 million years, offering reassur-

ance with respect to future stability and waste containment. The 

facility is shown in  fi gure 16.26  . 

Consequently, salt can withstand considerable heating by the 

radioactive wastes without melting. Although soluble under 

wet conditions, salt typically has low porosity and permeabil-

ity. Under dry conditions, then, it can provide very “tight” 

storage with minimal leakage potential. Salt’s low porosity 

and permeability result, in part, from its ability to fl ow plasti-

cally under pressure while remaining solid. It is therefore 

somewhat self-sealing. If it were fractured by seismic activity 

or by accumulated stress in the rocks, fl ow in the salt could 

seal the cracks. Most other rock types are more brittle under 

crustal conditions and do not so readily self-seal. Finally, 

evaporites are not particularly scarce resources. Using an old 

salt mine for radioactive-waste disposal would not be a hard-

ship in that context.   
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Figure 16.26 
Waste Isolation Pilot Plant (WIPP) in New Mexico. (A) Plan of storage 
facility. (B) Waste canisters are emplaced, by remotely controlled 
machinery, into holes bored into salt walls.

Sources: (A) After Offi  ce of Environmental Restoration and Waste 

Management, Environmental Restoration and Waste Management: 
An Introduction, U.S. Department of Energy. (B) Photograph courtesy 

of U.S. Department of Energy.
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    In its fi rst ten years of operation, WIPP received more 

than 2 million cubic feet of transuranic wastes (about 1⁄3 of its 

total capacity), from 14 sites around the country. To address 

public concerns about the transport of these highly radioac-

tive materials, they are shipped in extremely sturdy contain-

ers ( fi gure 16.27 ), and all the WIPP trucks are tracked by 

satellite. Collectively they have traveled over 16 million miles 

to and from WIPP collecting the wastes for disposal, without 

incident. 

    WIPP is ultimately expected to receive transuranic 

wastes from some two dozen sites across the nation. How-

ever, WIPP’s authorization extends only to defense-related 

transuranic waste, not to commercial or other high-level 

 radioactive wastes. For these, site analysis and development 

are still in progress.   

 The Long Road to Yucca Mountain 

 Much of the delay in the selection of a site for disposal of high-

level radioactive waste from commercial nuclear reactors has 

resulted from the need for thorough investigation of the geol-

ogy of any proposed site. However, in the United States at 

least, there is also a political component to the delay. Simply 

put, nobody wants to host a high-level-waste disposal site. 

(Many in New Mexico were unenthusiastic about WIPP  before 

it was built, too.) 

    The Nuclear Waste Policy Act of 1982 provided for the 

establishment of two high-level-waste disposal sites for 

 commercial reactor waste, one in the western United States, 

one in the East, both to be identifi ed by the Department of 

Energy (DOE). The same Act created the Offi ce of Civilian 

Radioactive Waste Management and established the Nuclear 

Waste Fund (NWF), supported by spent-fuel fee charges on 

waste generators and a fee of 0.1 cent per kilowatt-hour on 

nuclear electricity. This sounds small, but to date, over $31 

billion has been paid into NWF. The NWF was to fi nance 

disposal-site selection and investigation; nearly $10 billion 

has been spent so far. 

    In 1986, DOE announced three candidates for the west-

ern site: Hanford, Washington (where disposal would be in 

basalt); Yucca Mountain, Nevada (ash-fl ow tuff); and Deaf 

Smith County, Texas (salt). All three states protested. So did 

Tennessee, where—at Oak Ridge—the waste-packaging site 

was to be built to prepare the wastes for disposal. Original 

plans would next have called for a billion-dollar testing 

 program to be undertaken at each of the three proposed 

 disposal sites, to be followed by selection of one to be the 

western site. Congress subsequently called a year-long halt 

to further action. 

    Then, in late 1987, Congress suddenly moved decisively 

to end the uncertainties—at least those of choice of site. It was 

decided that the Yucca Mountain site ( fi gure 16.28 ) would be 

Figure 16.27 
Wastes destined for WIPP are contained in specially designed vessels such as this even before transport to the site. Similar vessels would be 
used for waste headed for Yucca Mountain.

Source: U.S. Department of Energy.
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Figure 16.28 
(A) View to the south of Yucca Mountain; coring activities are visible along the ridge. The desert site is 90 miles from Las Vegas, the closest 
sizeable population center. (B) Cross section of proposed waste-disposal site at Yucca Mountain, Nevada. Generalized east-west section, 
showing potential water and water-vapor fl ow paths; the “welded” and “unwelded” units are tuff s. Repository level highlighted (yellow).

(A) Photograph courtesy Offi  ce of Civilian Radioactive Waste Management/DOE (B) After Site Characterization Plan Overview, U.S. Department of 

Energy, 1988.
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the known faults. The most recent volcanism in the region is a 

cinder cone that may be as young as 20,000 years old, and 

basaltic volcanism is possible within the next 10,000 years or 

so. There are also questions about how likely the region is to 

stay as dry as it currently is, particularly in light of anticipated 

global climate change, so the rocks’ response to increased 

water is relevant. 

 However positive the geologic factors, waste contain-

ment would not rely solely on geology (fi gure 16.29). In addi-

tion to the natural barriers are such engineered barriers as a 

stable waste form, durable container, drip shield over the 

waste to defl ect downward-percolating water, steel-plate liner 

for the tunnels, and more. This illustrates the multibarrier con-

cept previously mentioned. 

    Site-investigation activities have included very detailed 

structural, hydrologic, and geochemical studies, and more de-

tailed analysis of geologic-stability issues (fi gure 16.30). The 

evaluation has been comprehensive, with laboratory studies sup-

plementing research in the fi eld. The site characterization plan 

was a nine-volume, 6000 1 -page document, the draft and fi nal 

environmental impact statements much longer. Meanwhile, the 

high-level wastes remain on hold, in temporary storage, as the 

developed, and investigation of the other sites halted, at a cost 

savings estimated at $4 billion. The state of Nevada would 

 receive $20 million per year and “special consideration” of cer-

tain research grants by way of compensation. 

    Properties of the site that contribute to its attractiveness 

include (1) the tuff host rock; (2) generally arid climate, with no 

perennial streams and limited subsurface water percolation in 

the area; (3) low population density; (4) low regional water ta-

ble, so the repository would be 200 to 400 meters above the 

water table; and (5) apparent geologic stability. There are no 

known useful mineral or energy resources in the vicinity. The 

site is also located on lands already owned by the federal gov-

ernment, and overlaps the Nevada Test Site previously used for 

nuclear-weapons testing. 

    There are several geologic issues to be considered. Seis-

micity is an obvious concern: there are a number of faults in 

the area, some related to the collapse of ancient volcanic cal-

deras, some related to the formation of the mountains, some 

related to plate motions. However, current seismicity is low, 

and evidence suggests limited local fault displacement for the 

last 10 million years. Still, repository design would provide for 

earthquakes up to magnitude 6.8 or so, the largest plausible on 

Figure 16.29 
Both natural and engineered barriers contribute to secure containment of wastes in the Yucca Mountain design.

Diagram courtesy Offi  ce of Civilian Radioactive Waste Management/DOE
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Yucca Mountain timetable slips. Site characterization began in 

1986. At one time, the projection was for the start of construction 

in 1998 and fi rst waste disposal in 2003. In fact, the fi nal site 

analysis was not completed until late in fi scal year 2001, the fi nal 

environmental impact statement was issued by the Department of 

Energy (DOE) in February 2002, and the site was offi cially des-

ignated by Congress and the president for a high-level waste re-

pository in July 2003. (Objections are still being raised by the 

state of Nevada and others as this is written.) Nuclear Regulatory 

Commission review of DOE’s 2008 license application is ex-

pected to take three to four years; currently, offi cials hope for 

construction to begin in time for waste disposal to start in 2017, 

their estimate of the “best achievable” timetable.    However, in 

2009, President Obama suspended all funding for the Yucca 

Mountain project, making its future highly uncertain.

 No High-Level Radioactive 

Waste  Disposal Yet 

 At least two dozen nations are making plans to dispose of high-

level nuclear wastes; but so far, no high-level radioactive wastes 

from power-reactor operation have been consigned to permanent 

disposal sites elsewhere in the world by any nation. All this waste—

some solid, some liquid—is in temporary storage awaiting selec-

tion and construction of disposal sites. Geologists can identify sites 

that have a very high probability of remaining geologically quiet 

and secure for many generations to come, but absolute guarantees 

are not possible. Uncertainties about the long-term integrity and 

geologic stability of any given site, coupled with increasing public 

resistance in regions with sites under consideration, have held up 

the disposal efforts. Sweden has narrowed its choice of a geologi-

cal disposal site to two possibilities, but as with Yucca Mountain, 

an actual repository remains unbuilt. Finland had begun construc-

tion on a bedrock disposal site (in granite), but actual waste dis-

posal is years away even if the Finnish government ultimately 

approves. WIPP is the only geological repository in operation. 

    Radioactive-waste disposal thus remains an issue even if 

the expanded nuclear-fi ssion power option is not pursued. Cur-

rently, France, Russia, Japan, India, and China reprocess most 

spent reactor fuel elements, which reduces the volume of high-

level waste but does not eliminate the problem. Like the U.S., 

Canada, Finland, and Sweden do not reprocess, but plan simple 

disposal of spent fuel. Worldwide, spent fuel is accumulating at 

over 10,000 metric tons a year. In half a century of nuclear-

power generation, close to 300,000 metric tons of spent fuel 

have been produced, about a third of which have been repro-

cessed. A growing number of nations have accumulated high-

level wastes, not only from past power generation, but also from 

nuclear weapons production and radiochemical research, in-

cluding medical applications. All of that waste must ultimately 

be put somewhere in permanent disposal. (The only alternative 

is to keep the wastes at the surface, closely monitored and 

guarded to protect against accident or sabotage, assuming that 

long-term political stability is more likely than geologic 

 stability—a debatable assumption, surely.) But it remains an 

open question where the wastes will be put, and how soon.       
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C

Figure 16.30 
Tunnels have been bored into Yucca Mountain using alpine mining 
equipment (A) to provide access to study the rocks in place, including 
their response to heat (B) and their hydrologic properties (C). 

Photographs courtesy Offi  ce of Civilian Radioactive Waste 

Management/DOE
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 Summary 
 Methods of solid-waste disposal include open dumping (being 
phased out for health reasons), use of landfills, incineration 
on land or at sea, and disposal in the oceans. Incineration 
contributes to air pollution but can also provide energy. 
Landfills require a commitment of space, although the land may 
be used for other purposes when filled. “Secure” landfills for 
toxic solid or liquid industrial wastes should isolate the 
hazardous wastes with low-permeability materials and include 
provisions for monitoring groundwater chemistry to detect any 
waste leakage. Increasing evidence suggests that construction 
of wholly secure landfill sites is not possible. Deep-well disposal 
and incineration are alternative methods for handling toxic 
liquid wastes. 
  The principal liquid-waste problem in terms of volume is 
sewage. Low-population areas can rely on the natural sewage 
treatment associated with septic tanks, provided that soil and 
site characteristics are suitable. Municipal sewage treatment 

plants in densely populated areas can be constructed to purify 
water so well that it can even be recycled as drinking water, 
although most municipalities do not go to such expensive 
lengths. 
  A complicating feature of radioactive wastes is that they 
cannot be made nonradioactive; each radioisotope decays at its 
own characteristic rate regardless of how the waste is handled. 
Given the long half-lives of many isotopes in high-level wastes and 
the fact that some are chemical poisons as well as radiation 
hazards, long-term waste isolation is required. Disposal in bedrock, 
tuff , salt deposits, or on the deep-sea fl oor are among the methods 
under particularly serious consideration worldwide. In the United 
States, the Waste Isolation Pilot Plant has begun to receive the 
government’s transuranic waste; Yucca Mountain, Nevada, had 
been designated for development of a permanent disposal site for 
commercial high-level wastes, but actual disposal is still years away 
even if a decision to proceed here is ultimately made.   

 Key Terms and Concepts  
  adsorption fi eld   388   
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  transuranic wastes   399      

 Exercises  
 Questions for Review  

   1.   What two kinds of activities generate the most solid wastes?  

   2.   What advantages does a sanitary landfi ll have over an open 
dump? Describe three pathways through which pollutants 
may escape from an improperly designed landfi ll site.  

   3.   Describe any three features of a modern municipal landfi ll 
that reduce the risk of pollution, and explain their function.  

   4.   Landfi lls and incinerators have in common the fact that both 
can serve as energy sources. Explain.  

   5.   Use of in-sink garbage disposal units in the home is 
sometimes described as “on-site disposal.” Is this phrase 
accurate? Why or why not?  

   6.   Compare the relative ease of recycling of (a) glass bottles, (b) 
paper, (c) plastics, (d) copper, and (e) steel, noting what factors 
make the practice more or less feasible in each case.  

   7.   Compare the dilute-and-disperse and concentrate-and-contain 
philosophies of liquid-waste disposal.  

   8.   Outline the relative merits and drawbacks of deep-well 
disposal and of incineration as disposal strategies for toxic 
liquid wastes.  

   9.   What kinds of limitations restrict the use of septic tanks?  

   10.   Municipal sewage treatment produces large volumes of 
sludge as a by-product. Suggest possible uses for this 
material, and note any factors that might restrict its use.  

   11.   Describe two reasons that it is diffi  cult to assess the hazards of 
low-level exposure to radiation.  

   12.   Evaluate the advantages, disadvantages, and possible 
concerns relating to disposal of high-level radioactive wastes 
in (a) subduction zones, (b) sediments on the deep-sea fl oor, 
(c) tuff , and (d) bedded salt.  

   13.   What characteristics of the Yucca Mountain site make it 
attractive as a possible disposal site for high-level wastes? 
Outline three geologic concerns relative to the long-term 
security of waste containment.     

 Exploring Further  

   1.   Where does your garbage go? How is it disposed of? Is any 
portion of it utilized in some useful way? If your community 
has a recycling program, fi nd out what is recycled, in what 
quantities, and what changes have occurred over the last fi ve 
or ten years in materials recycled and levels of participation.  
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storm-sewer system connect with the sewage-treatment 
system?  

   4.   Choose a single Superfund NPL site, or several sites within a 
state or region, and check the history and current status of 
cleanup activities there. A website including all the NPL 
(National Priorities List) sites by region, which would be a 
place to start, is at http://www.epa.gov/superfund/sites/

npl/npl.htm  

   5.   Check on the current status of the Yucca Mountain project, at 
 www.ymp.gov .                   

   2.   For a period of one or several weeks, weigh all the trash you 
discard. If every one of the 300 million people in the United 
States or the 30 million in Canada discarded the same amount 
of trash, how much would be generated in a year? Suppose 
that each of the more than 6 billion people on earth did the 
same. How much garbage would that make? Is this likely to be 
a realistic estimate of actual world trash generation? Why or 
why not?  

   3.   Investigate your community’s sewage treatment. What level 
is it? What is the quality of the outfl ow? How does the 
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Water Pol lution  

  The “Berkeley Pit” is part of the largest toxic-mine-waste site on the NPL. The 140-acre Pit (bottom center) is now fi lled hundreds of feet deep 

with acidic water containing copper, arsenic, zinc, lead, and other potentially toxic metals. To prevent contamination of local surface and 

ground water, continual pumping and treatment of water in the Pit is required, so cleanup at this site may never be truly completed. The site 

adjoins the city of Butte, Montana (visible at lower right). Aqua water at left is a tailings pond; tailings (grey) gradually wash into it. Another 

open-pit mine appears at upper right of photograph.   

Image courtesy of Earth Sciences and Image Analysis Laboratory, NASA Johnson Space Center 

  As noted in chapter 11,  the more-or-less fresh ground water 

and sur face water on the c ontinents constitutes less than 

1% of the water in the hydrosphere. Pollution has tainted much of 

the most accessible of this r eserve: lakes, streams, water in shal-

low aquifers near major population centers. The number and va-

riety of potentially harmful water pollutants are staggering. 

  In this chapt er, w e r eview some impor tant cat egories of 

pollutants and the nature of the problems each presents. We 

also look at some possible solutions t o existing water-pollution 

problems. While it is true that substantial quantities of sur face 

water and g round wat er ar e unpollut ed b y human ac tivities, 

much of this water is far removed from population centers that 

require it, and the qualit y of much of the most ac cessible water 

has indeed been degraded.    

 C H A P T E R  C H A P T E R

 17

1 the more-or-less fresh ground water also look at some possible solutions to existing water-pollution
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is leached directly into the oceans by the warmed seawater or 

other hydrothermal fl uids interacting with the fresh seafl oor ba-

salts at spreading ridges; after precipitation, it may be reintro-

duced into the mantle without cycling through the crust. Some 

dissolved weathering products are carried into continental 

 waters—such as lakes—from which they may be directly rede-

posited in continental sediments, and so on. 

   Residence Time 

 Within the calcium cycle outlined, there are several important 

calcium reservoirs, including the mantle, continental crustal 

rocks, submarine limestone deposits, and the ocean, in which 

large quantities of calcium are dissolved. A measure of how 

rapidly the calcium cycles through each of these reservoirs is a 

parameter known as    residence time.    This can be defi ned in a 

variety of ways. For a substance that is at saturation level in a 

reservoir, so that the reservoir can hold no more of it, residence 

time is given by the relationship: 

Residence time

(of a substance

in a reservoir))

Capacity (of the reservoir to

hold that s
⫽

uubstance)

Rate of influx (of the substance

innto the reservoir)

    This can be illustrated by a nongeologic example. Con-

sider a hotel with 100 single rooms. Some lodgers stay only one 

night, others stay for weeks. On the average, though, ten people 

check out each day, so (assuming this is a popular hotel that can 

 General Principles  

 Any natural water—rainwater, surface water, or ground water—

contains dissolved chemicals. Some of the substances that fi nd 

their way naturally into water are unhealthy to us or to other life 

forms, as, unfortunately, are some of the materials produced by 

modern industry, agriculture, and just people themselves.  

 Geochemical Cycles 

 All of the chemicals in the environment participate in geochem-

ical cycles of some kind, similar to the rock cycle. Not all envi-

ronmental cycles are equally well understood. 

    For example, a very simplifi ed natural cycle for calcium 

is shown in  fi gure 17.1 . Calcium is a major constituent of most 

common rock types. When weathered out of rocks, usually by 

solution of calcium carbonate minerals or by the breakdown of 

calcium-bearing silicates, calcium goes into solution in surface 

water or ground water. From there it may be carried into the 

oceans. Some is taken up in the calcite of marine organisms’ 

shells, in which form it may later be deposited on the sea fl oor 

after the organisms die. Some is precipitated directly out of so-

lution into limestone deposits, especially in warm, shallow wa-

ter; other calcium-bearing sediments may also be deposited. In 

time, the sediments are lithifi ed, then metamorphosed, or sub-

ducted and mixed with magma from the mantle, or otherwise 

reincorporated into the continental crust as the cycle continues. 

Subcycles also exist. For example, some mantle-derived  calcium 

  Figure 17.1    
 Simplifi ed calcium cycle: Calcium weathered out of rocks is washed into bodies of water. Some remains in solution, some is taken up by 

organisms, and some is deposited in sediments. The deposited calcium is, in time, reworked through the rock cycle into new rock.  

Calcium (derived from weathering of rocks)
dissolved in runoff from continent

Subduction and reworking
return calcium to crust

Calcium present in bones,
shells, and dissolved in water

Calcium leached from
fresh sea floor at ridge

Calcium-bearing 
seafloor sediments
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sodium is removed is taken up by clay-rich sediments.) The 

residence time of sodium in the oceans, then, is longer than that 

of calcium: 100 million years. By contrast, iron compounds, as 

noted earlier, are not very soluble in the modern ocean. The 

residence time of iron in the ocean is only 200 years; iron pre-

cipitates out rather quickly once it is introduced into the sea. 

Residence times will differ for any given element in different 

reservoirs with different capacities and rates of infl ux.   

    Human activities may alter the natural fi gures somewhat, 

chiefl y by altering the rate of infl ux. In the case of calcium, for 

instance, extensive mining of limestone for use in agriculture 

(to neutralize acid soil) and construction (for building stone and 

the manufacture of cement) increases the amount of calcium-

rich material exposed to weathering; calcium salts are also used 

for salting roads, and these salts gradually dissolve away into 

runoff water. These additions are probably insuffi cient to alter 

appreciably the residence times of materials in very large reser-

voirs like the ocean. Locally, however, as in the case of a single 

lake or stream, they may change the rate of cycling and/or in-

crease a given material’s concentration throughout a cycle.   

 Residence Time and Pollution 

 In principle, one can speak of residence times of more complex 

chemicals, too, including synthetic ones, in natural systems. 

Here, there is the added complication that not enough is really 

known about the behavior of many synthetic chemicals in the 

environment. There is no long natural history to use for refer-

ence when estimating the capacities of different reservoirs for 

recently created compounds. Some compounds’ residence times 

always fi ll its rooms) ten new people check in each day. The 

residence time of lodgers in the hotel, then, is     

Residence time
100 persons

10 persons/day
⫽ ⫽ 10  da ys

   In other words, people stay an average of ten days each at this 

hotel. 

    There are many other situations in which the quantity of 

a substance in a reservoir stays approximately constant (a 

 steady-state  situation) though the reservoir is not at capacity. In 

such a case, residence time could be defi ned as

Amount of the substance in the reservoir

Ratee of input (or outflow) of the substance

    To pursue our hotel analogy, consider a competing hotel in the 

next block that has similar turnover of clientele, but a much 

lower occupancy rate—only 50 of its 100 rooms are  typically 

occupied. Then if 10 people check in and out each day, the 

residence time of patrons in the second hotel is only (50 per-

sons)/(10 persons/day) 5 5 days; each patron stays only half as 

long, on average, in the second hotel. Or, assuming for the mo-

ment that world population is a constant 6 billion, then if 80 

million people are born each year and 80 million die (the num-

bers would have to be equal in order for the population to stay 

constant), the residence time of people on earth would be (6 

billion) 4 (80 million) 5 75 years. That would not mean that 

everyone would live on earth for 75 years, but that would be 

the  average  life span. 

    Which brings us to a more qualitative way of viewing 

residence time: as the average length of time a substance re-

mains in a system (or reservoir). This may be a more useful 

working defi nition for substances whose capacity is not lim-

ited in a given reservoir (the continental crust, for instance) 

or for substances that do not achieve saturation but are re-

moved from the reservoir by decomposition after a time, as is 

the case with many synthetic chemicals that cycle through 

water or air. 

    Of various reservoirs in fi gure 17.1, the one in which the 

residence time of calcium can be calculated most directly is the 

ocean. The capacity of the ocean to hold calcium is basically 

controlled by the solubility of calcite. (If too much calcium and 

carbonate have gone into solution, some calcite is removed by 

precipitation.) The rate of infl ux can be estimated by measuring 

the amount of dissolved calcium in all major rivers draining 

into the ocean. The resulting calculated residence time of cal-

cium in the oceans works out to about 1 million years. In other 

words, the average calcium atom normally fl oats around in the 

ocean for 1 million years from the time it is fl ushed or leached 

into the ocean until it is removed by precipitation in sediments 

or in shells. 

    Oceanic residence times for different elements vary 

widely (see  table 17.1 ). Sodium, for instance, is put into the 

oceans less rapidly (in smaller quantity) than calcium, and the 

capacity of the ocean for sodium is much larger. (Sodium chlo-

ride, the main dissolved salt in the ocean, is very soluble; what 

Table 17.1

Residence Times of Selected Major 
and Minor Elements in Seawater with 
Respect to Modern Infl ux through 
Surface Runoff

Element

Concentration

(ppm)

Residence 

Time (years)

chlorine      1 8,980 (1.9%) 68,000,000

sodium      1 0,540 (1.0%) 100,000,000

magnesium         1270 12,000,000

calcium          400 1,000,000

potassium         380 7,000,000

bromine          60 100,000,000

silicon             3.0 18,000

phosphorus             0.07 180,000

aluminum             0.01 100

iron             0.01 200

cadmium             0.00011 500,000

mercury             0.00003 80,000

lead             0.00003 400

  Source:  Data from J. E. Fergusson,  Inorganic Chemistry and the Earth.  Copyright © 1982 Pergamon 

Press, Oxford, England. 
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 involved. Different pollutant sources—municipal sewage, a fac-

tory’s wastewater, a farmer’s particular type of fertilizer—are 

characterized by a specifi c mix of compounds, which may, in 

some cases, be identifi ed in similar proportions in polluted water.     

 Organic Matter  

 Organic matter in general (as distinguished from the smaller 

subset of toxic organic compounds, discussed in the next sec-

tion) is the substance of living and dead organisms and their 

by-products. It includes a variety of materials, ranging from 

dead leaves settling in a stream to algae on a pond. Its most 

abundant and problematic form in the context of water pollution 

is human and animal wastes. Feedlots and other animal- 

husbandry activities create large concentrations of animal 

wastes ( fi gure 17.3 ), and the trend in U.S. agriculture is toward 

ever-denser concentrations of cattle, or pigs, or poultry in such 

operations. Food-processing plants are other sources of large 

quantities of organic matter discharged in wastewater. 

are limited by rapid breakdown into other chemicals, but break-

down rates for many are slow or unknown. So, too, is the ulti-

mate fate of many synthetic chemicals. Uncertainties of this 

sort make evaluation of the seriousness of industrial pollution 

very diffi cult. 

    Where residence times of pollutants are known in particu-

lar systems, they indicate the length of time over which those 

pollutants will remain a problem in those reservoirs, and thus 

the rapidity with which the pollutants will be removed from that 

system. Suppose, for example, that a factory has been discharg-

ing a particular toxic compound into a lake. Some of the com-

pound is drained out of the lake by an outfl owing stream. The 

residence time of the water, and thus of the toxic chemical in 

the lake, has been determined to be 20 years. If that is the aver-

age length of time the water and synthetic chemical remain in 

the lake, and if input of the toxin ceases but fl ushing of water 

through the lake continues, then after one residence time 

 (20 years), half of the chemical should have been removed from 

the lake; after a second 20 years, another half; and so on. Math-

ematically, the decrease in concentration follows the same pat-

tern as radioactive decay, illustrated in the last chapter. One can 

then project, for instance, how long it would take for a safely 

low concentration in the water to be reached. The calculations 

are more complex if additional processes are involved (if, for 

instance, some of the toxin decomposes, and some is removed 

into lake-bottom sediment), but the principles remain the same. 

However, substances removed from one system, unless broken 

down, will only be moved into another, where they may con-

tinue to pose a threat. If our hypothetical toxic chemical is at 

saturation concentration in a lake and is removed only by pre-

cipitation into the lake-bottom sediments, then if the rate of in-

put into the lake doubles, so will the rate of output, and the 

concentration in the sediments will be twice as high.   

 Point and Nonpoint Pollution Sources 

 Sources of pollution may be subdivided into point sources and 

nonpoint sources ( fi gure 17.2 ).    Point sources,    as their name 

suggests, are sources from which pollutants are released at one 

readily identifi able spot: a sewer outlet, a steel mill, a septic 

tank, and so forth.    Nonpoint sources    are more diffuse; exam-

ples would include fertilizer runoff from farmland, acid drain-

age from an abandoned strip mine, or runoff of sodium or 

calcium chloride from road salts, either directly off roadways or 

via storm drains. The point sources are often easier to identify 

as potential pollution problems. They are also easier to monitor 

systematically. It is a comparatively straightforward task to 

evaluate the quality of water from a single sewer outfall or in-

dustrial waste pipe. Sampling runoff from a fi eld in a represen-

tative way is more diffi cult. Largely for this reason, the EPA’s 

National Pollutant Discharge Elimination System has focused 

on controlling point sources of water pollution. 

    The reverse problem—identifying the sources of water pol-

lutants once a problem is recognized—can likewise be diffi cult. 

Sometimes, the source can be identifi ed by the overall chemical 

“fi ngerprint” of the pollution, for rarely is a single substance 

  Figure 17.2    
 Point sources (such as industrial plants and storm-sewer outfl ow) 

and nonpoint sources (for example, fi elds and dispersed litter) of 

water pollution in a stream. Downward infi ltration of contaminant-

laden water from the nonpoint sources eventually also pollutes 

ground water. 

  Source: After USDA Soil Conservation Service.   
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    Aside from its potential for spreading disease, organic 

matter creates another kind of water-pollution problem. In time, 

organic matter is broken down by microorganisms, especially 

bacteria. If there is ample oxygen in the water,    aerobic decom-

position    occurs, consuming oxygen, facilitated by aerobic or-

ganisms. This depletes the dissolved oxygen supply in the water. 

Eventually, so much of the oxygen may be used up that further 

breakdown must proceed by    anaerobic decomposition    (with-

out oxygen). Anaerobic decay produces a variety of noxious 

gases, including hydrogen sulfi de (H 2 S), the toxic gas that smells 

like rotten eggs, and methane (CH 4 ), which is unhealthy and 

certainly of no practical use in a body of water. More impor-

tantly, anaerobic decay signals oxygen depletion. Animal life, 

including fi sh, requires oxygen to survive—no dissolved oxy-

gen, no fi sh. When the dissolved oxygen is used up, the water is 

sometimes described as “dead,” though anaerobic bacteria and 

some plant life may continue to live and even to thrive.  

 Biochemical Oxygen Demand 

 The organic-matter load in a body of water is described by a 

parameter known as    biochemical oxygen demand,    or    BOD    for 

short. The BOD of a system is a measure of the amount of oxy-

gen required to break down the organic matter aerobically; the 

more organic matter, the higher the BOD. The BOD may equal 

or exceed the actual amount of dissolved oxygen in the water. 

As oxygen is depleted, more tends to dissolve in the water to 

restore chemical equilibrium, but, initially, this gradual reoxy-

genation lags behind oxygen consumption. Measurements of 

water chemistry along a stream below a sizable source of or-

ganic waste matter characteristically defi ne an    oxygen sag 

curve    ( fi gure 17.4 ), a graph of dissolved-oxygen content as a 

function of distance from the waste source that shows sharp 

    Sewage becomes mixed with a large quantity of wastewater 

not originally contaminated with it: Domestic wastewater is typi-

cally all channeled into one outlet, and in municipalities, domestic 

wastes, industrial wastes, and frequently even storm runoff col-

lected in street drains all ultimately come together in the municipal 

sewer system. Moreover, sewage-treatment plants are commonly 

located beside a body of surface water, into which their treated 

water is discharged. To the extent that the wastewater is incom-

pletely treated, the pollution of the surface water is increased. 

  Figure 17.3    
 Uncontrolled runoff  from this livestock yard may be a major 

contributor of organic waste to local streams or shallow ground 

water. 

  Photo by Tim McCabe, courtesy USDA Natural Resources Conservation 

Service.   

  Figure 17.4    
 Typical oxygen sag curve downstream from an organic-matter input, and its eff ect on both dissolved oxygen and the fauna in the stream. The 

dissolved-oxygen content of this stream is normally 8 ppm; it drops to 2 ppm below the sewer outfall where BOD spikes abruptly.  

Clean Zone

Plentiful game fish

Decomposition Zone

Trash fish; leeches

Septic Zone

No fish; sludge worms;
insect larvae

Recovery Zone

Trash fish; leeches

Clean Zone

Trout, perch, bass, 
and other fish

Dissolved oxygen

Biochemical
oxygen demand

Oxygen sag

2 ppm

Sewer outfall

 8 ppm

Direction of flow



 Chapter Seventeen Water Pollution 411

eutrophication has also been called “algal bloom” and may 

appear as slimy green scum on the water ( fi gure 17.6 ). Once 

such a condition develops, it acts to continue to worsen the 

water quality ( fi gure 17.7 ). Algal growth proceeds vigorously 

in the photic (well-lighted) zone near the water surface until 

the plants are killed by cold or crowded out by other plants. 

The dead plants sink to the bottom, where they, in turn, be-

come part of the organic-matter load on the water, increasing 

the BOD and, as they decay, re-releasing nutrients into the 

water. Again, the consequences are most acute in very still 

water, where bottom waters do not readily circulate to the 

surface to take up oxygen. It should be noted that eutrophica-

tion can be a normal process in the development of a natural 

lake. Pollution, however, may accelerate or enhance it to the 

point that it becomes problematic. Aside from the aesthetic 

impact of algal bloom, oxygen depletion in eutrophic waters 

can kill aquatic organisms such as fi sh that require oxygen to 

survive.       
    Thorough waste treatment, as described in chapter 16, 

reduces the impact of organic matter, at least in terms of oxy-

gen demand. However, as already noted, breakdown of the 

depletion near the source, recovering downstream. Persistent 

oxygen depletion is more likely to occur in a body of standing 

water, such as a lake or reservoir, than in a fast-fl owing stream. 

Flowing water is better mixed and circulated, and more of it is 

regularly brought into contact with the air, from which it can 

take up more oxygen. Climate also plays a role ( fi gure 17.5 ). 

Removal of organic matter to reduce BOD is a key function of 

municipal sewage-treatment plants. 

   Eutrophication 

 The breakdown of excess organic matter not only consumes 

oxygen, but it also releases a variety of compounds into the 

water, among them nitrates, phosphates, and sulfates. The ni-

trates and phosphates, in particular, are critical plant nutrients, 

and an abundance of them in the water strongly encourages 

the growth of plants, including algae. Excess fertilizer runoff 

from farmland can also put excessive nutrients into water. 

This development is known as    eutrophication    of the water; 

the water body itself is then described as  eutrophic.  The exu-

berant algal growth that often accompanies or results from 

  Figure 17.5   
 Dissolved-oxygen concentrations in U.S. surface waters in the 1980s. Low oxygen levels (small and/or dark circles) can be due to nutrient 

loading/eutrophication. Also, oxygen dissolves more readily in cold water than in warm, accounting for depressed oxygen concentrations in 

the southeastern United States. 

  Source: After U.S. Geological Survey Water Supply Paper 2400.   

EXPLANATION

Average concentration,
in milligrams per liter

Percentage of 
concentrations
(frequency of occurrence)
less than 6.5 milligrams<8.0

8.0–9.0

9.0–10.0

>10.0 >20

<5

5–20



412 Section Five Waste Disposal, Pollution, and Health

A

B

 Figure 17.6    
 (A) Typical algal bloom on a pond in summer. In this case, the source of the nutrients is waterfowl. The seemingly benign action of feeding 

fl ocks of ducks and geese around a suburban pond like this one (B) not only alters the birds’ behavior and teaches them to depend on 

handouts; it also leads to an increased pollutant load of organic fertilizer in the pond, and resultant degradation in water quality. 

(B) Photograph © J. A. Kraulis/Masterfi le.

complex organic molecules releases into the water simpler 

compounds that may serve as nutrients. Human or animal 

wastes are not the only agents in sewage that contribute to 

eutrophication, either. Fertilizer runoff from farmland is a fac-

tor, as noted later in the chapter. Phosphates from detergents 

are potential nutrients, too. The phosphates are added to deter-

gents to enhance their cleaning ability, in part by softening the 

water. Realization of the harmful environmental effects of 

phosphates in sewage has led to restrictions on the amounts 

used in commercial detergents, but some phosphate compo-

nent is still allowed in most places. And most sewage treat-

ment does not remove all of the dissolved nutrient (nitrate and 

phosphate) load.     

 Industrial Pollution  

 Hundreds of new chemicals are created by industrial scien-

tists each year. The rate at which new chemicals are devel-

oped makes it impossible to demonstrate the safety of the 

new chemicals as fast as they are invented. To “prove” a 

chemical safe, it would be necessary to test a wide range of 

doses on every major category of organism—including 

 people—at several stages in the life cycle. That simply is not 

possible, in terms of time, money, or laboratory space (not to 

mention the ethics of testing potential toxins on humans). 

Tests are therefore usually made on a few representative pop-

ulations of laboratory animals to which the chemical is 

 believed most likely to be harmful, or perhaps on tissue cul-

tures. Whether other organisms will turn out to be unexpect-

edly sensitive to the chemical will not be known until after 

they have been exposed to it in the environment. The com-

pletely safe alternative would be to stop developing new 

chemicals, of course, but that would deprive society of many 

important medicinal drugs, as well as materials to make life 

safer, more comfortable, or more pleasant. The magnitude of 

the mystery about the safety of industrial chemicals is em-

phasized by a National Research Council report. A commit-

tee compiled a list of nearly 66,000 drugs, pesticides, and 

other industrial chemicals and discovered that  no  toxicity 

data at all were available for 70% of them; a complete health 

hazard evaluation was possible for  only 2%.  In 1990, the 

American Chemical Society recorded the  ten millionth  entry 

in its registry of new chemicals created or identifi ed since 

1957. Complete toxicity assessment for that many substances 

would obviously be a formidable task.  

 Inorganic Pollutants—Metals 

 Many of the inorganic industrial pollutants of particular con-

cern are potentially toxic metals. Manufacturing, mining, 

and mineral-processing activities can all increase the in-

fl uxes of these naturally occurring substances into the envi-

ronment and locally increase concentrations from harmless 

to toxic levels. Examples of metal pollutants commonly 
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from which it is quickly removed with precipitation. Mercury in 

water may be taken up by plants and animals; eventually it is 

removed into sediments. Its residence time in the oceans is 

about 80,000 years. 

    Mercury is one of the    heavy metals,    a group that 

 includes lead, cadmium, plutonium, and others. A feature 

 released in wastewaters from various industries are shown in 

 table 17.2 .  

     The element mercury is a case in point. In nature, the 

small amounts of mercury (1 to 2 ppb) found in rocks and soil 

are weathered out into waters (where mercury is typically found 

in concentrations of a few ppb) or into the air (less than 1 ppb), 

  Figure 17.7    
 (A) In extreme cases, algal bloom may blanket the surface of a lake, as here in southern Wisconsin. (B) Schematic diagram showing eff ects of 

algal bloom on water quality: (top) Abundant growth of algae in sunlit shallow water when nutrients are abundant. (middle) In colder 

weather, algae die and sink to the lake bottom. (bottom) The next growing season, more algae thrive at the surface while older material 

decays at the lake bottom, increasing BOD and releasing more nutrients to fuel new growth. (C) Nutrients supplied to the Gulf of Mexico by 

the Mississippi River support abundant growth of plankton (microscopic plants) near the water surface. When they die and settle toward the 

bottom, they increase BOD, deplete oxygen, and create a “dead zone” covering thousands of square miles. 

(C)   Map courtesy U.S. Environmental Protection Agency Gulf of Mexico program.   
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 concentrations of these metals are low in waters and soils to 

begin with. The problems develop when human activities lo-

cally upset the natural cycle. Mining and processing heavy met-

als in particular can increase the rate at which the heavy metals 

weather out of rock into the environment, and these industries 

have also discharged concentrated doses of heavy metals into 

some bodies of water. 

    Methylmercury acts on the central nervous system and 

the brain in particular. It can cause loss of sight, feeling, and 

hearing, as well as nervousness, shakiness, and death. By the 

time the symptoms become apparent, the damage is irrevers-

ible. The effects of mercury poisoning may, in fact, have been 

recognized long before their cause. In earlier times, one com-

mon use of mercury was in the making of felt. Some scholars 

have suggested that the idiosyncrasies of the Mad Hatter of 

 Alice in Wonderland  may actually have been typical of hat 

makers of the period, whose frequent handling of felt led to 

chronic mercury poisoning, commonly known as “hatter’s 

shakes.” Mercury has also been used as a fungicide. In Iraq, 

in 1971–1972, severe famine drove peasants to eat mercury-

treated seed grain instead of saving it to plant. Five hundred 

died, and an estimated 7000 people were affected. See also 

Case Study 17.1. 

    Mercury is not the only toxic heavy metal. Cadmium poi-

soning was most dramatically demonstrated in Japan when 

cadmium-rich mine wastes were dumped into the upper Zintsu 

River. The people used the water for irrigation of the rice fi elds 

and for domestic use. Many developed  itai-itai  (literally, “ouch-

ouch”) disease, cadmium poisoning characterized by abdomi-

nal pain, vomiting, and other unpleasant symptoms. Fear of the 

toxic-metal effects of plutonium is one concern of those wor-

ried about radioactive-waste disposal. 

    For some industrial applications, substitutes for toxic 

metals can be found. Mercury is no longer used in the manufac-

ture of felt, for instance. However, high concentrations of toxic 

metals may exist in natural geological materials. A volatile 

metal, mercury may be emitted during explosive volcanic erup-

tions, but these are short-lived, and the metal is quickly re-

moved from the atmosphere by rain or snow. Human activities 

such as ore processing and manufacturing have had a more last-

ing impact ( fi gure 17.9 ). Coal can contain up to several parts 

per million of mercury; the burning of coal is now the source of 

more than 85% of mercury pollution in the United States, 

 according to the EPA. 

    Likewise, potentially toxic metals can occur naturally in 

lakes, streams, and ground water at concentrations above U.S. 

drinking-water standards. Arsenic is an example. 

    The toxic effects of large doses of arsenic are well 

documented. It can cause skin, bladder, and other cancers; 

in large doses, it is lethal. The effects of low doses are much 

less clear. In some cultures, arsenic is deliberately con-

sumed (in moderation) to promote a clear complexion and 

glossy hair. It is accumulative in the body, and over time, 

some tolerance to its toxicity may be developed. Arsenic is 

not known to be an essential nutrient—there is no recom-

mended minimum daily dose, as there is for iron, or zinc, or 

that the heavy metals have in common is that they tend to 

accumulate in the bodies of organisms that ingest them. 

Therefore, their concentrations increase up a food chain ( fi g-

ure 17.8 ), a phenomenon known as    biomagnifi cation.    Some 

marine algae may contain heavy metals at concentrations of 

up to 100 times that of the water in which they are living, 

though concentrations 4 to 6 times that of the host water are 

more typical. Small fi sh eating the algae develop higher con-

centrations of heavy metals in their fl esh; larger fi sh who eat 

the smaller fi sh concentrate the metals still further. The fl esh 

of predator fi sh high up a multistage food chain may show 

mercury concentrations 100,000 to 1 million times that of 

the water in which they swim. Birds and mammals (includ-

ing people) who eat those fi sh may concentrate it further, 

though the diversity of most people’s diets is greater than 

that of most animals and will moderate the effects of con-

suming mercury-rich fi sh. 

    For those who are aware of the mercury in the silver fi ll-

ings in teeth, a word of reassurance may fi rst be in order. The 

“silver” that dentists put in teeth is really an amalgam of mer-

cury and silver, but elemental mercury is not the highly toxic 

form, for it is not readily absorbed by the body; silver fi llings 

pose no known health threat. The severely toxic form is  methyl-

mercury,  an organic compound of mercury produced by micro-

organisms in water and taken up by plants and small organisms 

at the bottom of the food chain. It is as methylmercury that 

mercury accumulates up the food chain. 

    Even so, in most natural settings, heavy-metal accumula-

tions in organisms are not very serious because the natural 

 Table 17.2  
Principal Trace Metals in Industrial 
Wastewaters       

   Industry     Metals   

    mining and ore processing    arsenic, beryllium, cadmium, lead, 

mercury, manganese, uranium, zinc  

  metallurgy, alloys    arsenic, beryllium, bismuth, cadmium, 

chromium, copper, lead, mercury, 

nickel, vanadium, zinc  

  chemical industry    arsenic, barium, cadmium, chromium, 

copper, lead, mercury, tin, uranium, 

vanadium, zinc  

  glass    arsenic, barium, lead, nickel  

  pulp and paper mills   chromium, copper, lead, mercury, nickel  

  textiles    arsenic, barium, cadmium, copper, lead, 

mercury, nickel  

  fertilizers    arsenic, cadmium, chromium, copper, 

lead, mercury, manganese, nickel, zinc  

  petroleum refi ning    arsenic, cadmium, chromium, copper, 

lead, nickel, vanadium, zinc  

    Source:  Data from J. E. Fergusson,  Inorganic Chemistry and the Earth.  Copyright © 1982 Pergamon 

Press, Oxford, England. 
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    For many years, the drinking-water standard for arsenic 

was set at 50 ppb (or, 50 micrograms per liter of water; a micro-

gram is one millionth of a gram, or about 1/30,000th of an 

ounce, and a liter is just over a quart). More-recent research led 

the National Research Council, in 1999, to call for a new, lower 

limit for arsenic in drinking water. In January 2001, the EPA 

published a new limit of 10 ppb, to take effect in January 2006 

(to give municipalities time to adjust their processing of water 

accordingly). Objections were immediately raised, in part be-

cause natural arsenic levels in ground water in much of the 

copper, or several other metals—but whether it is harmful 

even in the smallest quantities is not known. Drinking-water 

limits for such elements are established by extrapolation 

from high doses known to be toxic to a dose low enough to 

correspond to a perceived acceptable level of risk (e.g., one 

death per million persons, or serious illness per 100,000, or 

whatever) coupled with statistical studies of the incidence 

of toxic effects in populations naturally exposed to various 

doses of the substance, often with an additional safety mar-

gin thrown in. 

Deposition

Dissolved
mercury ions

Methyl
mercury

Biomagnification

Methylation

M
ethylation

Sedimentation

  Figure 17.8   
 Simplifi ed outline of mercury behavior in a body of water: Mercury deposited in the water may be converted to methylmercury, in which form 

it is concentrated by biomagnifi cation. Microorganisms containing methylmercury are consumed by small fi sh, the larger fi sh eat the smaller 

fi sh, and so on up to birds and mammals higher up the chain. Accumulative toxins like the heavy metals may become very highly 

concentrated in creatures at the top of the chain. From a few parts per billion in the water, mercury concentrations can easily reach several 

parts per million in fi sh, and this is enough to pose a health threat. 

  Modifi ed after USGS Fact Sheet 063–00.   
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   Other Inorganic Pollutants 

 Some nonmetallic elements commonly used in industry are also 

potentially toxic to aquatic life, if not to humans. For example, 

chlorine is widely used to kill bacteria in municipal water and 

country already exceed that level ( fi gure 17.10 ), and in part 

because the evidence justifying the lower standard was not de-

fi nitive. In March 2001, the administration withdrew the new 

standard, but it was later reimposed, and did indeed become ef-

fective in January 2006. 

  Case Study 17.1 

 Lessons from Minamata 

 In the early twentieth century, Minamata was a small coastal town in 

western Kyushu, Japan, with a long history as a village of farmers and 

fi shermen. Industrial development was in its early stages. At the time, 

release of industrial wastewater into the ocean was common in many 

places worldwide, and so it was here. The major local industrial fi rm, 

Chisso Corporation, paid the local fi shermen to compensate them for 

any possible damage to their livelihood as a result. 

  In 1932, Chisso began to manufacture acetaldehyde, a chemical 

used in the production of plastics. At that time, the production of 

acetaldehyde, in turn, required mercury. In the early 1950s, after the 

end of World War II, demand for plastics—and thus acetaldehyde—

soared, as did production at Minamata. 

  It was the cats who soon provided the fi rst clue to the 

developing tragedy, although its signifi cance initially went 

unrecognized. The cats of Minamata began to behave oddly, “dancing,” 

falling into the ocean and drowning. Then, strange symptoms 

appeared in people. They began to stumble, to slur their speech, to 

suff er convulsions and fi ts of trembling. Babies were born deformed. 

Some victims became paralyzed. Some died. The collection of 

symptoms was dubbed “Minamata disease,” and researchers 

scrambled to identify its cause. 

  We know now that it was mercury poisoning. Mercury in Chisso’s 

wastewater was fl ushed into Minamata Bay, the water of which only slowly 

mixes with the open ocean. As methylmercury, it was taken up in algae, 

then fi sh and shellfi sh, then the cats and the people who ate the fi sh, its 

concentration biomagnifi ed along the way. Among the human population, 

the fi shermen, who typically ate the most fi sh, were most acutely aff ected. 

  Fishing has long been prohibited in Minamata Bay, where even 

now the sediments are laden with mercury. A memorial garden has 

been planted to honor and commemorate the victims. The total 

number of victims may never be known precisely; milder cases of 

mercury poisoning have symptoms that cannot be tied uniquely to 

mercury. The toll of those acutely poisoned is grim enough: more than 

1400 have died so far, and thousands more suff er lingering eff ects. A 

2001 study suggested that tens of thousands of persons may have 

been aff ected altogether, including many living outside Minamata Bay. 

  As the toxicity and the accumulative quality of methylmercury 

were realized, testing of fi sh for mercury was initiated in many nations. 

Figure 1
  Number of river miles (A) and lake acres (B) under fi sh consumption advisories for various pollutants, 1993–2004. Note that the only fast-growing 

problem over this period is mercury. Note also the sharp rises since 1999, especially in the river miles under advisory, and compare with the ice-core 

data of Figure 17.9; recent expansion of coal-fi red power plants may be reversing the drop shown in that fi gure. 

  Graphs after U.S. Environmental Protection Agency.   

A B
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their release were imposed. Acid mine drainage, however, 

remains a serious source of surface- and groundwater pollu-

tion, especially in coal- and sulfi de-mining areas. The acids, 

in turn, may leach additional toxic metals from rocks, tail-

ings, or soil. 

 sewage treatment plants and to destroy various microorganisms 

that might otherwise foul the plumbing in power stations. Released 

in wastewater, it can also kill algae and harm fi sh populations. 

    Acids from industrial operations used to be a consider-

ably greater pollution problem before stringent controls on 

concentration of mercury in the atmosphere, correspondingly 

increasing that deposition. What begins as a potential air-pollution 

issue becomes a water-pollution problem. (In fact, because mercury in 

air is typically elemental mercury, it becomes a health threat only after it 

enters water bodies where it can be methylated.) 

  The increasing use of coal for energy, together with expanded 

sampling, have led to sharply increasing numbers of mercury-related 

fi sh consumption advisories on lakes and rivers ( fi gure 1 ). By 2004, 

some 21 states had 100% of their lakes and rivers under advisory for 

various pollutants, mercury chief among them ( fi gure 2 ). The EPA has 

estimated that in some watersheds, the airborne mercury load to lakes 

and streams would have to be reduced by more than 75% to bring 

methylmercury concentrations in fi sh down to acceptable levels.  

The results were suffi  ciently alarming that during the 1960s and 1970s, 

people were advised to limit their intake of tuna and certain other fi sh 

with particularly high mercury contents. (Over 95% of the mercury in 

fi sh is in the form of methylmercury.) After some years of enhanced 

pollution control, particularly of point sources such as industrial 

wastewater, the mercury levels, and the concerns, abated. 

  However, that is far from the end of the story, for it turns out that 

wastewater is not the only contributor to mercury pollution problems. 

  Mercury is a very volatile (easily vaporized) metal. When mercury 

vapor is put into the atmosphere—whether by coal burning, waste 

incineration, smelting of mercury-bearing ores, battery manufacturing, 

or whatever—it disperses widely before being deposited on land and 

water. In recent decades, human activity has more than doubled the 

  Figur   
 Percentage of lake acres/river miles under fi sh consumption advisories as of December 2004, by state. Note that lack of an advisory may refl ect lack of 

sampling, not absence of problems. 

  After U.S. Environmental Protection Agency.   
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waters for twenty years or more. The full impact of this sus-

tained exposure is still being assessed. While the potential risk 

from inhalation is best documented, it is worth noting that in-

gestion of asbestos minerals has been implicated as a cause of 

cancer, at least in some cases: In Japan, many prefer rice coated 

with powder, and the powder is mainly pulverized talc that oc-

curs geologically in association with some types of asbestos. It 

has been suggested that this may account for higher incidence 

of stomach cancer. 

    Unfortunately, the harmful effects of such inorganic pol-

lutants are often slow to develop, which means that decades of 

testing might be required to reveal the dangers of such materi-

als. The costs of such long-term testing are extremely high, 

generally prohibiti vely s o.   

 Organic Compounds 

 The majority of new chemical compounds created each year are 

organic (carbon-containing) compounds. Many thousands of 

these compounds, naturally occurring and synthetic, are widely 

used as herbicides and pesticides, as well as being used in a 

variety of industrial processes. Examples include DDT and di-

oxin. Their negative effects in organisms vary with the particu-

lar type of compound: Some are carcinogenic, some are directly 

toxic to humans or other organisms, and others make water 

unpalatable. Some also accumulate in organisms as the heavy 

metals do. 

    Oil spills are another kind of organic-compound pollu-

tion. At least as much additional oil pollution occurs each year 

from the careless disposal of used crankcase oil, dumping of 

bilge from ships, and the runoff of oil from city streets during 

rainstorms. Underground tanks and pipelines may also leak, 

and drilling muds and waste brines (saline pore fl uids) discarded 

in oil fi elds may be contaminated with petroleum. Oil spills into 

U.S. waters average over 10 million gallons per year. 

    Another type of organic-compound pollution is the result 

of the U.S. plastics industry’s demand for production of nearly 

7 billion pounds of vinyl chloride each year. Vinyl chloride va-

pors are carcinogenic, and it is not known how harmful traces of 

vinyl chloride in water may be. 

    Polychlorinated biphenyls (PCBs) were used for nearly 

twenty years as insulating fl uid in electrical equipment and as 

plasticizers (compounds that help preserve fl exibility in plas-

tics). Laboratory tests revealed that PCBs in animals cause im-

paired reproduction, stomach and liver ailments, and other 

problems. PCB production in the United States was banned in 

1977, but approximately 900 million pounds of PCBs had al-

ready been produced and some portion of that quantity released 

into the environment, where it remains. 

    A concern that arose in the 1990s is MTBE (methyl tert-

butyl ether), a petroleum derivative added to gasoline. MTBE is 

used to promote more-complete burning of gasoline, to reduce 

carbon monoxide pollution in urban areas. However, MTBE 

has begun to appear in analyses of ground water in areas where 

it is widely used. Its health effects are not known precisely but 

it is regarded by the U.S. EPA as a potential carcinogen; it also 

    The toxic effects of certain asbestos minerals were not 

manifested or well defi ned until long after their initial release 

into the environment by human activities. Asbestos minerals 

have been prized for decades for their fi re-retardant properties 

and have been used in ceiling tiles and other building materials 

for years. Wastes from asbestos mining and processing were 

dumped into many bodies of water, including the Great Lakes—

they were, after all, believed to be just inert, harmless mineral 

materials. By the time the carcinogenic effects of some asbes-

tos minerals were realized, asbestos workers had been exposed 

and segments of the public had been drinking asbestos-bearing 
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  Figure 17.9    
A USGS study of nearly 100 ice cores from a Wyoming alpine glacier 

shows clear evidence of both natural and human infl uence on 

mercury. There has clearly been a recent decline from peak mercury 

levels, likely due to pollution-control regulations, but mercury 

emissions from coal-fi red power plants are not yet regulated.

(ppt 5 parts per trillion)

After USGS Fact Sheet 051-02.
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and the costs escalate rapidly as “pure” water is approached. 

At what point is it no longer cost-effective to keep cleaning 

up? That depends on the toxicity of the pollutant and on the 

importance (fi nancial or otherwise) of the process of which it 

is the product. Furthermore, the toxins retained as a result of 

the cleaning process do not just disappear. They become part 

of the growing mass of industrial toxic waste requiring care-

ful disposal. 

    The very nature of the ways in which hazardous com-

pounds are used is an obvious problem. Herbicides and pesti-

cides are commonly spread over broad areas, where it is 

typically impossible to confi ne them. The result, not surpris-

ingly, is that they become nearly ubiquitous in the environment 

( fi gure 17.11 ). 

    Even when the threat posed by a toxic agent is recognized 

and its production actually ceases, it may prove long-lived in 

the environment. Once released and dispersed, it may be impos-

sible to clean up. The only course is to wait for its natural 

has an objectionable taste and odor. A national study to assess 

the incidence of MTBE contamination in ground water is now 

in progre ss.   

 Problems of Control 

 Cost and effi ciency are factors in pollution control. Those 

substances not to be released with effl uent water (or air) must 

be retained. This becomes progressively more diffi cult as 

complete cleaning of the effl uent is approached. First, there is 

no wholly effective way to remove pollutants from wastewa-

ter before discharge. No chemical process is 100% effi cient. 

Second, as cleaner and cleaner output is approached, costs 

skyrocket. If it costs $1 million to remove 90% of some pol-

lutant from industrial wastewater, then removal of the next 

9% (90% of the remaining 10% of the pollutant) costs an ad-

ditional million dollars. To get the water 99.9% clean costs a 

total of $3 million, and so on. Some toxin always remains, 

Counties with arsenic concentrations exceeding 10 ∝g/L in 10% or more of samples.

Counties with arsenic concentrations exceeding 5 ∝g/L in 10% or more of samples.

Counties with arsenic concentrations exceeding 3 ∝g/L in 10 % or more of samples.

Counties with fewer than 10% of samples exceeding 3 ∝g/L, representing areas of lowest concentration.

Counties with insufficient data in the USGS database to make estimates.

  Figure 17.10    
 Arsenic in ground water in many parts of the United States naturally exceeds the EPA drinking-water standard of a maximum of 

10 micrograms per liter (µg/L), and new data suggest signifi cant toxicity at still lower concentrations. 

  After USGS Fact Sheet 063–00.   



420 Section Five Waste Disposal, Pollution, and Health

however, are dieldrin (half-life about 10 years), chlordane (over 

30 years), and DDT (15 to over 120 years depending on the ex-

act compound; see  fi gure 17.12 ). 

   Thermal Pollution 

 Thermal pollution, the release of excess or waste heat, is a by-

product of the generation of power. The waste heat from auto-

mobile exhaust or heating systems contributes to thermal 

pollution of the atmosphere, but its magnitude is generally be-

lieved to be insignifi cant. Potentially more serious is the local 

thermal pollution of water by electric generating plants and 

other industries using cooling water. 

 destruction, which may take unexpectedly long. DDT is a case 

in point; see Case Study 17.2. 

    DDT was undoubtedly a uniquely powerful tool for fi ght-

ing insect pests transmitting serious diseases. It was neither the 

fi rst nor the last new compound to be found—long after it came 

into general use—to have signifi cantly toxic effects. This may 

be inevitable given the rate of synthesis of new compounds and 

the complexity of testing their safety, but one unfortunate result 

has been the long-term persistence of toxins in water, sedi-

ments, and organisms.

 It should be noted that not all of the synthetic organic 

chemicals last long in the environment. Some (e.g., vinyl chlo-

ride) evaporate rapidly, even if released into water; some (e.g., 

benzene) evaporate or break down in a matter of days. Even 

among the pesticides, behavior varies widely. One can speak of 

the “half-life” of such a compound in the environment, as a mea-

sure of rate of breakdown for those that decompose in soil or 

water. While some, such as the insecticide malathion, have half-

lives of a few days, the majority of common pesticides have 

half-lives on the order of a year. Among the longest-lasting, 
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  Figure 17.11    
 Herbicides and insecticides are everywhere in our water and, 

perhaps contrary to expectations, as common in urban as 

agricultural areas. Pesticides were detectable in nearly all stream 

samples in a national study. 

  Source: USGS Circular 1291, as revised online 2007.   
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  Figure 17.12    
 A national study published in 2005 showed continued presence of 

pesticides in sediments and fi sh, even decades after the pesticides’ 

last use: dieldrin was banned in 1974, while chlordane use continued 

into the late 1980s. Darker portion of each bar represents higher 

detection levels, above 5 ppb for fi sh tissue and 2 ppb in dry 

sediment. 

  Source: U.S. Geological Survey Circular 1291, as revised online 2007.   
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  Case Study 17.2 

 The Long Shadow of DDT 

 The compound DDT (dichlorodiphenyl trichloroethane) was discovered 

to act as an insecticide during the 1930s. Its fi rst wide use during 

World War II, killing lice, ticks, and malaria-bearing mosquitoes, 

unquestionably prevented a great deal of suff ering and many deaths. 

In fact, the scientist who fi rst recognized DDT’s insecticidal eff ects, Paul 

Muller, was subsequently awarded the Nobel Prize in medicine for his 

work. Farmers undertook wholesale sprayings with DDT to control 

pests in food crops. The chemical was regarded as a panacea for insect 

problems; cheery advertisements in the popular press promoted its 

use in the home. 

  Then the complications arose. One was that whole insect 

populations began to develop some resistance to DDT. Each time DDT 

was used, those individual insects with more natural resistance to its 

eff ects would survive in greater proportions than the population as a 

whole. The next generation would contain a higher proportion of 

insects with some inherited resistance, who would, in turn, survive the 

next spraying in greater numbers, and so on. This development of 

resistance resulted in the need for stronger and stronger applications 

of DDT, which ultimately favored the development of ever-tougher 

insect populations that could withstand these higher doses. Insects’ 

short breeding cycles made it possible for all of this to occur within a 

very few years. 

  Early on, DDT was also found to be quite toxic to tropical fi sh, 

which was not considered a big problem. Moreover, it was believed 

that DDT would break down fairly quickly in the environment. In fact, it 

did not. It is a persistent chemical in the natural environment. Also, like 

the heavy metals, DDT is an accumulative chemical. It is fat-soluble and 

builds up in the fatty tissues of humans and animals. Fish not killed by 

DDT nevertheless accumulated concentrated doses of it, which were 

passed on to fi sh-eating birds (fi gure 1). Then another deadly eff ect of 

DDT was realized: It impairs calcium metabolism. In birds, this eff ect 

was manifested in the laying of eggs with very thin and fragile shells. 

Whole colonies of birds were wiped out, not because the adult birds 

died, but because not a single egg survived long enough to hatch. 

Robins picked up the toxin from DDT-bearing worms. Whole species 

were put at risk. All of this prompted Rachel Carson to write  Silent 

Spring  in 1962, warning of the insecticide’s long-term threat. 

  Finally, the volume of data demonstrating the toxicity of DDT to 

fi sh, birds, and valuable insects such as bees became so large that, in 

1972, the U.S. Environmental Protection Agency banned its use, except 

on a few minor crops and in medical emergencies (to fi ght infestations 

of disease-carrying insects). So persistent is it in the environment that 

twenty years later, fi sh often had detectable (though much lower) 

levels of DDT in their tissues. Encouragingly, many wildlife populations 

have recovered since DDT use in the United States was sharply 

curtailed. Still, DDT continues to be applied extensively in other 

countries, with correspondingly continued unfortunate side eff ects.  

Figure 1
Biomagnifi cation can increase DDT concentration a million times or more 

from water to predators high up the food chain.
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    Only part of the heat absorbed by cooling water can be 

extracted effectively and used constructively. The still-warm 

cooling water is returned to its source—most commonly a 

stream—and replaced by a fresh supply of cooler water. The 

resulting temperature increase usually exceeds normal seasonal 

fl uctuations in the stream and results in a consistently higher 

temperature regime near the effl uent source. 

    Fish and other cold-blooded organisms, including a vari-

ety of microorganisms, can survive only within certain temper-

ature ranges. Excessively high temperatures may result in the 
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be supplied by the periodic planting of legumes (a plant group 

that includes peas, beans, and clovers), on the roots of which 

grow bacteria that fi x nitrogen in the soil. This practice reduces 

the need to apply soluble synthetic fertilizers. 

    Unfortunately, the use of other natural fertilizers, like 

animal manures, fails to eliminate the water-quality problems 

associated with fertilizer runoff. Manures are, after all, organic 

wastes. Thus, they contribute to the BOD of runoff waters in 

addition to adding nutrients that lead to eutrophication. 

    Likewise, runoff of wastes from domestic animals, espe-

cially from commercial feedlots, is a potential problem. One 

concern that arises in connection with some such operations is 

not unlike the problem of municipal sewage-treatment plants 

overwhelmed by the added volume of runoff water from major 

storms. It is increasingly common for the wastes to be diverted 

into shallow basins where they may be partially decomposed 

and/or dried and concentrated for use as fertilizer. If poorly 

designed, the surrounding walls (often made of earth) may fail, 

releasing the contents. Even if the structure holds, in an intense 

storm, the added water volume may cause overfl owing of the 

wastes. One approach that has shown promise is to build broad 

channels downslope of the waste source, planted with grass or 

other vegetation, to act as fi lter strips for the runoff. The fi lter 

strip catches suspended solids and slows fl uid runoff, allowing 

time for decomposition of some dissolved constituents, and 

nutrient uptake by the vegetation (depending on season), plus 

wholesale destruction of organisms. More-moderate increases 

can change the balance of organisms present. For example, 

green algae grow best at 30 to 35° C (86 to 95° F); blue-green 

algae, at 35 to 40° C (95 to 104° F). Higher temperatures thus 

favor the blue-green algae, which are a poorer food source for 

fi sh and may be toxic to some. Many fi sh spawn in waters some-

what cooler than they can live in; a temperature rise of a few 

degrees might have no effect on existing adult fi sh populations 

but could seriously impair breeding and thus decrease future 

numbers. Furthermore, changes in water temperature change 

the rates of chemical reactions and critical chemical properties 

of the water, such as concentrations of dissolved gases, includ-

ing the oxygen that is vital to fi sh. 

    Thermal pollution can be greatly reduced by holding wa-

ter in cooling towers before release. (In practice, however, even 

where cooling towers are used, the released water is still at a 

somewhat elevated temperature.) The extent of thermal pollu-

tion is also restricted in both space and time. It adds no sub-

stances to the water that persist for long periods or that can be 

transported over long distances, and reduction in the output of 

excess waste heat results in an immediate reduction in the mag-

nitude of the continuing pollution problems.     

 Agricultural Pollution  

 The same kinds of water-pollution problems that result from 

agricultural activities can certainly occur in urban and subur-

ban areas, too. Fertilizers, herbicides, and insecticides are ap-

plied to parks and gardens just as they are to farmland, and 

their residues correspondingly appear in water; recall fig-

ure 17.11. Indeed, just as we noted that soil erosion during 

urbanization can be much more intense than erosion during 

cultivation of crops, so pesticide accumulations may be more 

notable in urban areas, as seen in fi gure 17.12. However, also 

as with soil erosion, agriculture warrants special focus in the 

context of water pollution because the much greater land area 

involved means much larger quantities of potential pollutants 

applied ( fi gure 17.13 ) and greater impact of agricultural activi-

ties on pollution extent overall. 

  Fertilizers and Organic Waste 

 The three principal constituents of commercial fertilizers are 

nitrates, phosphates, and potash. When applied to or incorpo-

rated in the soil, they are not immediately taken up by plants. 

The compounds must be soluble in order for plants to use them, 

but that means that they can also dissolve in surface-water and 

groundwater bodies. These plant foods then contribute to eutro-

phication problems. There is typically a clear correlation with 

applications of fertilizer ( fi gure 17.14 ), and thus the concerns 

are greatest in such areas. 

    Reduction in fertilizer applications to the minimum 

needed, perhaps coupled with the use of slow-release fertilizers, 

would minimize the harmful effects. Nitrates could alternatively 
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  Figure 17.13     
The quantities of pesticides used in agriculture dwarf the quantities 

used primarily in urban areas.

Source: U.S. Geological Survey Circular 1291, as revised online 2007.
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    Sediment pollution not only causes water to be murky 

and unpleasant to look at, swim in, or drink, it reduces the light 

available to underwater plants and blankets food supplies and 

the nests of fi sh, thus reducing fi sh and shellfi sh populations. 

increased infi ltration to reduce the volume of runoff leaving 

the site. Studies have shown reductions of up to 80% in dis-

solved phosphorous, nitrogen, and other constituents in the 

surface runoff water leaving the fi lter strip, so the practice 

clearly helps to protect surface-water quality. The primary po-

tential disadvantage is that, by increasing infi ltration, the fi lter 

strip may increase the dissolved-nutrient load in ground water 

below the site. 

    An alternative, productive solution to the excess-manure 

problem would be more extensive use of these wastes for the 

production of methane for fuel. This has already been found to 

be economically practical where large numbers of animals are 

concentrated in one place ( fi gure 17 .15 ). 

   Sediment Pollution 

 Some cases of high suspended-sediment load in water occur 

naturally ( fi gure 17.16 ). However, these are commonly local-

ized situations, and may be temporary as well. In many agricul-

tural areas, sediment pollution of lakes and streams is the most 

serious water-quality problem and is ongoing. Farmland and 

forest land together are believed to account for about 75% of 

the 3 billion tons of sediment supplied annually to U.S. water-

ways. Of this total, the bulk of sediment is derived from farm-

land; sediment yields from forest land are typically low. 
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  Figure 17.14    
 (A) Study in the Willamette Basin shows typical strong correlation of nitrate in 

spring stream runoff  with proportion of drainage basin in agricultural use. (B) 

Potential nonpoint-source pollution from nitrogen in commercial fertilizer 

application, 1997. 

  Sources: (A) Data from U.S. Geological Survey Circular 1225, (B) From USGS Scientifi c 

Investigations Report 2006-5012.   

  Figure 17.15    
 Anaerobic digester for pig manure generates biogas while 

containing waste. 

  Photograph courtesy California Polytechnic State University and 

National Renewable Energy Lab.   
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are synthetic organic compounds. The use of insecticides in 

agriculture doubled, and the use of herbicides more than qua-

drupled, from 1965 to 1980, though the use of both has leveled 

off since then. 

    The agricultural chemicals themselves are not the sole 

problem, either. Many of the chemicals used in producing the 

end-use products are themselves toxic and persistent (dioxin, for 

instance); so are some of the early products of herbicide and pes-

ticide decomposition, when and if they do begin to break down. 

    Commonly, spring applications of agricultural chemi-

cals are followed by concentration spikes in runoff water 

( fi gure 17.18 ); clearly, a great deal of what is applied is 

wasted. The potential risks could be reduced by eliminating 

routine applications of such chemicals as a sort of preventive 

Channels and reservoirs may be fi lled in, as noted in earlier 

chapters. The sediment also clogs water fi lters and damages 

power-generating equipment. Some sediment transport is a per-

fectly natural consequence of stream erosion, but agricultural 

development typically increases erosion rates by four to nine 

times unless agricultural practices are chosen carefully. 

    Chapter 12 examined some strategies for limiting soil 

loss from farmland. From a water-quality standpoint, an addi-

tional approach would be to use settling ponds below fi elds 

subject to serious erosion by surface runoff ( fi gure 17.17 ). 

These ponds do not stop the erosion from the fi elds, but by 

impounding the water, they cause the suspended soil to be 

dropped before the water is released to a lake or stream. Set-

tling ponds can also be helpful below large construction proj-

ects, logging operations, or anywhere ground disturbance is 

accelerating erosion. 

   Pesticides 

 Herbicides (chemical weed-killers) and insecticides (chemicals 

used to kill insect pests) are a signifi cant source of pollution in 

agriculture. Most such compounds now in use are complex or-

ganic compounds of the kinds described in the “Industrial Pol-

lution” section earlier in the chapter and are in some measure 

toxic to humans or other life-forms. U.S. farmers use more than 

a billion pounds of pesticides each year, of which about 90% 

  Figure 17.16    
 Sediment clouds stream waters. The stream at right is murky with 

suspended sediment, probably because of bank collapse. Note the 

contrast with the clear tributary at left, and the fact that the waters 

of the two streams do not immediately mix where they join. 

Junction of Soda Butte Creek and the Lamar River, Yellowstone 

National Park.  

  Figure 17.17    
 (A) Settling ponds enhance water quality and reduce soil loss, 

reducing sediment pollution and thereby also trapping pollutants 

adsorbed onto the sediment particles. Removal of sediment from 

the water, however, may increase erosion below the settling pond. 

(B) Heavy surface runoff  may contribute to both fl ooding and soil 

erosion, muddying fl oodwaters with sediment pollution. This 

“watershed dam” in eastern lowa traps the sediment-laden waters, 

reducing fl ooding downstream and containing the sediment, 

which will settle out of the basin’s still water. 

  (B) Photograph by Lynn Betts, courtesy USDA Natural Resources 

Conservation Service.   

Surface runoff carries
a suspended sediment load.

Sediment is dropped
in still water of settling pond.

Outflow water is clear
of suspended sediment.
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ticular insect pest by irradiation and then releasing the sterilized 

insects into the fi elds. Assuming the usual number of matings, 

the next generation of pests should be smaller in number be-

cause some of the matings will have involved infertile insects. 

Other growers bait simple insect traps with scents carefully 

synthesized to simulate female insects, thereby luring the males 

to their doom. Procedures such as these offer promise for reduc-

ing the need for synthetic chemicals of uncertain or damaging 

environmental impact. 

    In the 1990s, breakthroughs in genetic engineering cre-

ated new possibilities—for example, corn plants modifi ed to 

produce their own insecticidal defense against corn borers. 

However, several factors constrain the implementation of such 

approaches. One is concern for possible unintended negative 

consequences (in this example, apparent toxicity of the corn’s 

pollen to monarch-butterfl y larvae that eat milkweed leaves on 

which stray wind-borne pollen has fallen). Another is 

 regulatory-agency concern about the safety of genetically mod-

ifi ed crops for human consumption. Another is public resistance 

to the general concept of genetically engineered foods, inde-

pendent of any specifi c he alth o r s afety c oncerns.     

 Reversing the Damage—
Surface Water  

 All of the foregoing pollutants together have signifi cantly af-

fected surface waters over broad areas of the United States ( fi g-

ure 17.19 ). Reduction in pollutant input is one strategy for 

addressing such problems, but it requires time to succeed, espe-

cially with relatively stagnant waters such as lakes. A variety 

of more-aggressive treatment methods are available where 

 indicated. 

    Many water pollutants, including phosphates, toxic or-

ganics, and heavy metals, can become attached to the surfaces 

of fi ne sediment particles on a lake bottom. After a long period 

of pollutant accumulation, the bottom sediments may contain a 

large reserve of undesirable or toxic chemicals, which could, in 

principle, continue to be re-released into the water long after 

input of new pollutants ceased. Wholesale removal of the con-

taminated sediments by dredging takes the pollutants perma-

nently out of the system. However, they still remain to be 

disposed of, commonly in landfi lls. 

    Dredging operations must be done carefully to minimize 

the amount of very fi ne material churned back into suspension 

in the water. Fine resuspended sediment, with its high surface-

to-volume ratio, tends to contain the highest concentrations of 

pollutants adsorbed onto grain surfaces. Also, if fi ne resus-

pended sediments remain suspended for some time, the in-

creased water turbidity may be harmful to life in the lake. The 

process, moreover, can be expensive. 

    Dredging projects in the United States so far have tended to 

be small, usually involving less than 1 million cubic meters of 

sediment, and most are suffi ciently recent that the long-term im-

pacts are not known. However, the dredging of nutrient-laden 

medicine. Applying a remedy only when a problem is dem-

onstrated to exist may initially reduce synthetic chemical use 

at the cost of crop yield. However, over the longer term, the 

results may be more economical, in part because the bugs or 

weeds will not as readily develop resistance to the substance 

being used. 

    A growing variety of nonchemical insect-reduction strate-

gies are also fi nding increasing acceptance. Some are specifi c to 

a single pest. For instance, the larvae of a small wasp that is 

harmless to people and animals prey parasitically on tomato 

hornworms and kill them. A particular bacterium ( Bacillus thur-

ingiensis ) attacks and destroys several types of borer insects but 

again produces no known ill effects in humans, mammals, birds, 

or fi sh, and leaves no persistent chemical residues on food. 

    Other remedies may be more broadly applicable. An ex-

ample is the practice of sterilizing a large population of a par-

  Figure 17.18    
 A study in the central Nebraska corn belt showed a sharp rise in 

pesticide runoff  (here illustrated by atrazine) following early-spring 

application to fi elds. Spring and summer rains continued to wash 

off  signifi cant, though declining, amounts. While the average 

annual concentration in runoff  did not exceed drinking-water 

standards, peak concentrations were up to ten times that standard. 

  Source: After USGS Circular 1225.   
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 algae. However, careless overtreatment may prove toxic to fi sh, 

and, in any event, the treatment must be repeated every two to 

three years. An alternative, biological means of addressing eu-

trophication in ponds and lakes that has been developed re-

cently involves introducing algae-eating (nonnative) fi sh that 

have been sterilized to prevent their overwhelming native spe-

cies. (It can also be noted that algal blooms may not, in fact, be 

uniformly undesirable: Recent studies of a large, severely pol-

luted lake in China have indicated that algae may be scavenging 

mercury and arsenic from the water, suggesting that heavy-

metal concentrations might be reduced by encouraging algal 

blooms, then collecting and disposing of the algae!) 

    Active decontamination is most often used in response to 

toxic-waste spills. The specifi c treatment methods depend on 

the toxin involved. In 1974, a toxic organic-chemical herbicide 

washed into Clarksburg Pond in New Jersey from an adjacent 

parking lot. Many fi sh were killed, and local wildlife dependent 

on the pond for water were endangered. The contamination also 

threatened to spread to ground water by infi ltration and to the 

Delaware River to which the pond water fl ows overland. The 

EPA set up an emergency water-cleaning operation. The herbi-

cide was removed principally by activated charcoal through 

which the water was fi ltered. Subsequent tests showed the 

ground water to be uncontaminated, and within two years, fi sh 

were again plentiful in the pond. 

    Artifi cial aeration addresses oxygen depletion in a lake. 

There are several possible procedures, including bubbling air or 

sediments from Lake Trummen in Sweden during the early 1970s 

has been notably successful in reducing eutrophication by virtu-

ally eliminating nutrient recycling out of the sediments. In the 

near term, dredging may be used most in the United States for 

emergency cleanup of toxic wastes. When 250 gallons of PCBs 

spilled into the Dunwamish Waterway near Seattle in 1974, the 

EPA chose to dredge nearly 4 meters’ thickness of contaminated 

sediment from the waterway and thereby succeeded in recover-

ing 220 to 240 gallons of the spilled chemicals. 

    Another way to reduce the escape of contaminants from 

bottom sediments is to leave the sediments in place but to iso-

late them wholly or partially with a physical barrier. Over lim-

ited areas, like lagoons and small reservoirs, impermeable 

plastic liners have been placed on top of the sediments and held 

in place by an overlying layer of sand. The permanence of the 

treatment is questionable, and it has not been used on a large 

scale. Compacted clay layers of low permeability might, in 

principle, serve a similar purpose, but this treatment, to date, is 

a theoretical possibility only. 

    The addition of salts of aluminum, calcium, and iron to 

sediment changes the sediment chemistry, fi xing phosphorus in 

the sediment and thereby reducing eutrophication. The tech-

nique has been used in small lakes in Wisconsin, Ohio, Minne-

sota, Washington, Oregon, and elsewhere. While not always 

successful, the method has often reduced phosphate levels in 

the water and corresponding algal growth. The cost compares 

favorably with the use of synthetic algicides to destroy the 
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sources is occurring
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PVC (polyvinyl chloride), and related industrial chemicals

Heavy metals (e.g., mercury, zinc, copper, cadmium, lead)
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Heat from manufacturing and power generation
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  Figure 17.19    
 Surface-water pollution in the United States. (A) Point-source pollution. (B) Nonpoint-source pollution. In all cases, shaded areas represent 

sites of signifi cant problems; symbols identify locations of particularly high concentration of the particular pollutants indicated. 

  Source: Modifi ed from U.S. Water Resources Council, The Nation’s Water Resources 1975–2000, vol. 1, pp. 61–63.   
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swiftly. The “out of sight, out of mind” aspect of ground water 

contributes to the problem; so does imperfect understanding of 

the interrelationships between surface and ground water. 

  The Surface–Ground Water Connection Explored 

 Given the nature of groundwater recharge, the process can read-

ily introduce soluble pollutants along with recharge water. For 

example, agricultural pesticides are applied at the surface. But 

those pesticides neither used up nor broken down may remain 

dissolved in infi ltrating water as well as runoff, resulting in pes-

ticide contamination of ground water, as previously described. 

Acid mine drainage, storm-sewer runoff, and other surface- water 

pollutants are likewise potential groundwater pollutants. The 

susceptibility of the ground water to pollution from such sources 

is a function of both inputs and local geology ( fi gure 17.21 ). 

    Acid rain (discussed in chapter 18) can be a particular 

problem because many toxic metals and other substances are 

more soluble in more acidic water. How severely groundwater 

chemistry is affected is related, in part, to the residence time of 

the ground water in its aquifer before it is extracted through a 

well or spring. That is, if water residence time is short, as with the 

shallow aquifers in  fi gure 17.22 , there is less opportunity for 

chemical reactions in the aquifer to buffer or moderate the im-

pacts of acid rain. Longer residence times may allow more mod-

eration of the chemistry of the acid waters. This is well illustrated 

by German studies of impacts of acid rain, which is locally a 

signifi cant problem due to heavy reliance on the abundant Ger-

man coal resources. Especially after major snowmelt events, 

there is rapid infl ux of acidifi ed precipitation into groundwater 

systems. Springs fed by ground waters with short water residence 

times show not only high levels of sulfate and nitrate from sulfu-

ric and nitric acid, but also elevated concentrations of a number 

of metals, due to solution in the acidic waters. Over time, the 

acidic waters can react, especially with aquifers containing dis-

solved carbonate; the acidity is reduced, along with the concen-

trations of many other dissolved constituents, while dissolved 

carbonate increases. The chemical impact on springs fed by 

ground waters with intermediate (months) or long (years) water 

residence times in the aquifers is correspondingly much less. 

    Altogether, substantial groundwater-quality problems ex-

ist in the United States ( fi gure 17.23 )—some natural (for ex-

ample, high dissolved mineral content), some due to human 

activities (pollution). The nature of the problems and their 

causes can vary greatly from place to place. Not surprisingly, 

pesticides (or their breakdown products) are common in ground 

water beneath agricultural areas. Nitrate concentrations, too, 

tend to be higher in ground water below agricultural areas than 

in ground water under undeveloped areas. On the other hand, as 

noted, fertilizers, insecticides, and herbicides are not unique to 

agricultural regions; they may be used abundantly in urban/ 

 residential areas, too. And where improvements in municipal 

sewage treatment have been made to reduce ammonia concen-

trations, this has often been accomplished by converting the 

nitrogen in the ammonia to nitrate—thereby increasing nitrate 

concentrations in the water system. In virtually all cases involving 

oxygen up through the waters, thereby providing more oxygen 

to oxygen-starved deep waters, or simply circulating the water 

mechanically, cycling up deep waters to the surface where they 

can dissolve oxygen directly from the atmosphere. Many small 

artifi cial ponds are now designed with fountains whose function 

is not purely decorative: spraying water into the air enhances 

aeration through the droplets’ considerable surface area. When 

successful, aeration can transform water from an anaerobic to 

an aerobic condition, to the great benefi t of fi sh populations (a 

common reason for the action). However, when air rather than 

pure oxygen is bubbled through the water under pressure at 

depth, an excess of dissolved nitrogen may develop in the wa-

ter, which is toxic to some fi sh.    

 Groundwater Pollution  

 Groundwater pollution, whether from point or nonpoint sources, 

is especially insidious because it is not visible and often goes 

undetected for some time. Municipalities using well water must 

routinely test its quality. Homeowners relying on wells may be 

less anxious to go to the trouble or expense of testing, particu-

larly if they are unaware of any potential danger. Yet a recent 

comprehensive analysis of water quality in domestic wells has 

suggested potential health concerns in a signifi cant fraction of 

cases ( fi gure 17.20 ). Also, in most instances, the passage of pol-

lutants from their source into an aquifer used for drinking water 

is slow because that passage occurs by percolation of water 

through rock and soil, not by overland fl ow. There may therefore 

be a signifi cant time lapse between the introduction of a pollut-

ant into the system in one spot and its appearance in ground or 

surface water elsewhere. Conversely, groundwater pollution in 

karst areas, with their rapid drainage, may spread unexpectedly 

  Figure 17.20     
Sampling of nearly 1400 wells in 45 states revealed at least one 

contaminant presenting a health concern in 23% of cases. (Shaded 

areas in diff erent colors indicate diff erent major aquifer systems.)

From USGS Circular 1332.
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large an area may have been contaminated that cleanup is im-

practical and/or prohibitively expensive. This is a problem with 

many old, abandoned toxic-waste dump sites such as Superfund 

sites. Groundwater pollution from nonpoint sources, like farm-

land, may also be so widespread that cleanup is not feasible. 

    Some strategies for addressing groundwater contamination 

are explored later in the chapter. With ground water, however, it may 

human activity, a groundwater-pollution problem has evolved 

from surface-water pollution. 

    Groundwater pollution has sometimes appeared decades 

after the industry or activity responsible for it has ceased to 

operate and has disappeared from sight and memory. Chemicals 

dumped or spilled into the soil long ago might not reach an 

aquifer for years. Even after the source has been realized, so 
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  Figure 17.21    
 (A) Susceptibility of ground water to nitrate pollution is related not only to nitrogen applied in fertilizer (as shown in fi gure 17.14B) but to 

speed of drainage; “well-drained” soils are permeable soils through which water infi ltrates readily. (B) In a national study of major aquifers, 

nitrate concentrations in ground water decreased as depth to aquifer increased; most samples exceeding the drinking-water standard of 

10 milligrams per liter were from shallow aquifers. This may refl ect more mixing of contaminated surface water with uncontaminated water in 

deep aquifers, or protection of deeper aquifers by thicker cover of low-permeability material. 

  Source: U.S. Geological Survey National Water Quality Assessment Program.   

  Figure 17.22    
 Groundwater fl ow rates may vary widely; in deep aquifers beneath multiple aquitards, centuries or more may elapse between infi ltration in 

the recharge area and appearance in surface water, depending upon the rate of passage through aquitards.  
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cleaners or painters or furniture refi nishers, oil that was de-

posited on roads by traffi c fl ushed off and running into storm 

sewers in a heavy rain, even chemicals from a college science 

laboratory thoughtlessly fl ushed down a laboratory drain—all 

these, many simply refl ecting individual carelessness, may 

pollute ground water.   

 Tracing Pollution’s Path 

 Groundwater pollutants migrate from a point source in two 

ways. As ground water fl ows, it carries pollutants along. Dis-

solved constituents can also diffuse through the water, even 

when it is not moving, from water in which their concentrations 

are high toward areas of lower concentration. (If you drop a 

drop of dye or food coloring into a glass of water, the color will 

slowly disperse throughout the glass.) Depending on the nature 

of the pollutants, they may gradually break down as they move 

be  especially important to avoid or limit pollution initially, because 

it is typically more diffi cult to clean up afterward than is polluted 

surface water. So, for example, there is pressure to replace under-

ground fuel storage tanks of metal (which may corrode, and leak) 

with tanks of more corrosion-resistant materials, such as plastic or 

fi berglass (which, however, sometimes crack and leak themselves). 

Pollution avoided is pollution that does not have to be treated. 

    Bearing in mind the potential of groundwater pollution 

from surface-water infi ltration, one can also assess the vulner-

ability of a groundwater system to such pollution in terms of 

how well protected it is. Such an assessment may, in turn, sug-

gest how closely the groundwater system should be moni-

tored. For the sources of surface-water pollution are many. In 

addition to those already cited, there are a variety of casual 

pollution sources related to improper disposal: crankcase oil 

dumped into a storm sewer by a home mechanic, solvents and 

cleaning fl uids poured down the drain by homeowners or dry 

  Figure 17.23    
 Groundwater pollution problems. As in fi gure 17.19, symbols indicate sites of particularly acute pollution of the indicated type. 

  Source: Modifi ed from U.S. Water Resources Council, The Nation’s Water Resources 1975–2000, vol. 1, pp. 61–63.   
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  Figure 17.24    
 Groundwater contaminant plumes. (A) Schematic view, in cross 

section (top) and map view (bottom). Note that the plume tends to 

spread as it fl ows. When it reaches a well or body of surface water, 

serious pollution may appear very suddenly. (B) A groundwater 

contaminant plume from the Norman (Oklahoma) Landfi ll 

Environmental Research Site. Note that concentration distributions 

diff er for diff erent substances. (mg/L 5 milligrams per liter, 

approximately equal to ppm) 

  (B) After U.S. Geological Survey Fact Sheet 040-03.   

away from their source, as by reaction with aquifer rocks or 

through the action of microorganisms. 

    Where pollutant migration is primarily by groundwater 

fl ow, a    contaminant plume    develops down-gradient from the 

point source. This is a tongue of polluted ground water that may 

extend for hundreds of meters from the source ( fi gure 17.24 ). 

Leachate plumes seep from leaky landfi lls, ill-designed toxic-

waste sites, and other pollutant sources. 

    Their direction will be constrained by the prevailing di-

rection of groundwater fl ow, but the extent of each plume and 

concentration of each contaminant must be determined by sam-

pling via wells. Some pollutants fl oat or sink if they are less or 

more dense than water and do not mix with it; some dissolve 

and diffuse very rapidly. Understanding the behavior of the 

plumes and the fate of the various pollutants is important to 

containing and cleaning up the contaminants; studies are under-

way at a number of current and former waste sites, such as the 

Norman Landfi ll from which the data of fi gure 17.24B  c ome.     
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     Activated charcoal  (activated carbon), used in a variety of 

fi lters, adsorbs organic compounds dissolved in ground water. 

Again, the compounds themselves remain intact and require 

 disposal. 

    In short, treatment methods available  after  ground water 

is extracted are many and span the same broad range as meth-

ods of treating surface-water pollution or purifying a municipal 

water supply. But as long as the polluted ground water remains 

in the ground, unless it is contained (which is not common, be-

cause of costs), the contaminants can go right on spreading, 

carried with the water fl ow or diffusing through the fl uid.   

  In Situ  Decontamination 

 Treatment of contaminated ground water in place is possible 

only when the extent and nature of the pollution are well de-

fi ned; the methods used are very site- and pollutant-specifi c. 

For inorganic pollutants, such as heavy metals, immobilization 

is one strategy. Injection wells placed within the contaminated 

zone are used to add chemicals that cause the toxic substances 

to precipitate and thus to become stationary. The uncontami-

nated water can then be extracted for use. 

    Biological decomposition ( bioremediation ) is effective on 

a broad range of organic compounds, many of which can be bro-

ken down by microorganisms. Organisms that will “eat” certain 

types of contaminants are injected into the contaminated ground 

water. The process can be stimulated, in individual cases, by the 

addition of oxygen or nutrients to accelerate growth of the micro-

organisms; additional microorganisms (indigenous or foreign) 

can be introduced to attack the particular compound(s). Not all 

organics can be eliminated in this way, and occasionally, objec-

tionable residues affect water taste and odor. However, most of 

the twenty-four “priority organic pollutants” identifi ed by the 

Environmental Protection Agency can be successfully attacked 

by biological means. Genetic engineering may also allow the 

development of strains of microorganisms targeted to specifi c 

pollutants, increasing the effi ciency of bioremediation efforts. 

    With petroleum products that do not mix well with water, 

but tend to fl oat on it (as with natural oil and gas deposits), wells 

that reach barely to water-table level may selectively pump out 

contaminant-rich fl uid, leaving much purer water behind. 

    A more recently developed approach is the  permeable 

 reactive barrier,  in which  pollutants are broken down as the 

ground water fl ows through the barrier. Such an approach has suc-

cessfully dealt with toxic organic compounds that previously es-

caped from the site of the Denver Federal Center ( fi gure 17.25 ). 

   Damage Control by Containment—The Rocky 
Mountain Arsenal 

 One human activity can have multiple environmental impacts. 

We noted in chapter 4 that deep-well disposal of liquid waste at 

the Rocky Mountain Arsenal, near Denver, Colorado, was iden-

tifi ed as the cause of a series of small earthquakes in the area. 

Careless surface disposal of toxic wastes at the same site also 

resulted in contamination of local ground water. Beginning in 

 Reversing the Damage—
Ground Water  

 Earlier sections of this chapter noted various means of reducing 

the fl ow of pollutants into water. The approach of reducing or 

stopping the input of further pollutants, then waiting for natural 

processes to remove or destroy the pollutants already in the 

system, is often the  only  approach technically or economically 

possible in the case of contaminated ground water, which is 

relatively inaccessible. Systematic monitoring of ground water 

can be diffi cult without an extensive (and usually expensive) 

network of wells because, by the time the pollution problems 

are recognized, the contaminants have typically spread widely 

in the aquifer system. Even after the original source of the pol-

lutants is removed or contained, further groundwater contami-

nation may occur intermittently for some time, too: If pollutants 

have adsorbed onto soil in the unsaturated zone, some may be 

dissolved or dislodged each time precipitation percolates 

through that soil, adding a new pulse of pollution to the ground-

water system. The slow migration and limited mixing of most 

ground waters complicates  in situ  treatment of the problems; 

bear in mind the way ground water occurs, in cracks and pores 

dispersed throughout a large volume of rock. Most commonly, 

then, polluted ground water is only treated after it is extracted 

for us e.  

 Decontamination after Extraction 

 This approach may be called the    pump-and-treat    method. It is 

most often used to limit the spread of contamination, as de-

scribed in the Rocky Mountain Arsenal situation later in this 

chapter, but may also be employed when impure ground water 

must be used for some purpose such as a municipal water sup-

ply. The type of treatment depends on the intended water use 

and the particular pollutants involved. 

    Inorganic compounds can be removed from extracted 

ground water by adjusting its acidity (pH). Addition of alkalies 

may result in the precipitation of many heavy or toxic metals as 

hydroxides. Many of the same metals may be precipitated as 

sulfi des, which are relatively insoluble, or as carbonates. All of 

these strategies yield a solid sludge (the precipitate) that con-

tains the toxic metals and must still be disposed of. 

    Just as microorganisms can be used to decompose or-

ganic matter in sewage, microbial activity can break down a 

variety of organic compounds in ground water after it is ex-

tracted. The organisms can be mixed in bulk with the water; 

after treatment, the biomass must then be settled or fi ltered out. 

Alternatively, the organisms can be fi xed on a solid substrate, 

and the contaminated water passed over them. 

     Air stripping  encompasses a set of methods by which vola-

tile organic pollutants are transferred from water into air and thus 

removed from the water. The mechanical details of the process 

vary, but each case involves some form of aeration of the water, 

followed by separation of the gas. The pollutants are still present 

in the gas phase and must be removed for alternate disposal. 
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water and soil on the arsenal property; some of these compounds 

were present, though in much lower concentrations, in water 

drawn from municipal supply wells off the site. The Department 

of Health ordered a cessation of the waste discharges and cleanup 

of the existing pollution, with provision to prevent further dis-

charge of pollutants from the arsenal property. 

    Because groundwater contamination was already so wide-

spread, the only feasible approach to containing the further 

spread of pollutants was to halt them at the arsenal boundaries. 

This effort was combined with cleanup activity ( fi gure 17.26 ). A 

physical barrier of clay-rich material was placed along the arse-

nal side of the boundary at several locations on the north and 

west sides, where the natural groundwater fl ow was outward 

from the arsenal. On the arsenal side of the barrier, wells extract 

the contaminated ground water. It is treated by a variety of pro-

cesses, including fi ltration, chemical oxidation, air stripping, 

and passage through activated charcoal. The cleaned water is 

then reintroduced into the aquifer on the outward side of the bar-

rier. The net groundwater fl ow regime outside of the arsenal has 

been only minimally disrupted, and pollutants in nearby water 

supplies have been greatly reduced. This, then, is a version of 

pump-and-treat remediation: the water is not immediately used 

after treatment, but is returned, cleaned, to the aquifer system. 

    The efforts have not been inexpensive. Over $25 million 

has been spent on the control and decontamination activities, 

and the boundary barrier system will have to continue in opera-

tion indefi nitely as the slowly migrating contaminants in the 

ground water continue to move toward the limits of the site. 

These activities illustrate both the decontamination and control 

1943, wastewater containing a variety of organic and inorganic 

chemicals was discharged into unlined surface ponds. The prin-

cipal contaminants were the organics diisomethylphosphonate 

and dichloropentadiene. 

    The water table in the shallow aquifer in the area is locally 

only 2 to 5 meters below the ground surface. Water from this 

aquifer is widely used for irrigation and for watering livestock. 

Incidents of severe crop damage were reported in the early 1950s. 

To limit further contamination, an asphalt-lined disposal pond 

was constructed in 1956, but, in time, the liner leaked. Contami-

nants already in the groundwater system continued to spread. 

When new complaints of damage to crops and livestock were 

made in the early 1970s, the Colorado Department of Health in-

vestigated. They detected a variety of toxic organic compounds in 

  Figure 17.25    
 (A) Ground water fl ows through gravel into permeable barrier 

containing metallic iron, which reacts with and destroys the 

organic solvents, leaving clean water to fl ow on through the 

aquifer (B). 

  After U.S. Geological Survey, 2003.   
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  Figure 17.26    
 Sketch of boundary control system for contaminated ground water 

at Rocky Mountain Arsenal.  
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The hazard is obvious where polluted surface drainage is visi-

ble. Where it is not, however, visual inspection does not help 

much in assessing degrees of risk from acid drainage. Recently, 

the use of high-resolution airborne spectrometers has provided 

a powerful tool for assessing such sites. 

    Investigators selected a single tailings pile and made an 

aerial traverse across it ( fi gure 17.28 A). Comparing spectral 

data to analysis of surface samples, they could identify zones of 

different mineralogy across the pile by the distinctive spectro-

graphic signatures of the minerals: different minerals refl ect 

different wavelengths of radiation, just as they refl ect different 

success that can be achieved in selected cases and the value 

(practical and economic) of appropriate planning to prevent 

contamination in the fi rst pla ce.     

 New Technology Meets Problems 
from the Past: California Gulch 
Superfund Site, Leadville, Colorado  

 Mining near Leadville began in 1859; the sulfi de-rich ores were 

mined for gold, silver, lead, and zinc. In the process, tailings 

piles were scattered over about 30 square kilometers (about 12 

square miles) in and around Leadville. Sulfi de-mineral residues 

in the tailings weather to produce sulfuric-acid-rich drainage. 

The acid drainage, in turn, leaches a number of metals, some of 

them toxic, including lead, cadmium, and arsenic ( fi gure 17.27 ). 

  Figure 17.28    
 (A) Traverse track across a tailings pile at California Gulch. Red dots 

are sampling sites. (B) Diff erent minerals found across the tailings 

pile correspond to diff erent acidity (pH) of leachate; goethite is an 

iron hydroxide, jarosite a hydrous iron sulfate formed by 

weathering of sulfi des in acid conditions. Many toxic metals at this 

site are much more leachable in acid waters. 

  Source: U.S. Geological Survey Spectroscopy Lab.   

  Figure 17.27    
 Obviously polluted runoff  water from mine dump, Leadville, Colorado. 

  Photograph © David Hiser/Stone/Getty Images.   
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dissolved toxic metals over a broad area than does surface sam-

pling and conventional chemical analysis ( fi gure 17.29 ). 

    There are close to 50,000 sites in the United States alone, 

now inactive, where metals were once mined. Each of these 

represents a potential acid-drainage hazard. Having effi cient 

ways to identify quickly those sites, or parts of sites, posing the 

greatest risk allows prioritization of cleanup efforts.     

wavelengths of visible light, resulting in different colors. These 

mineral zones corresponded to varying degrees of acidity of 

drainage (fi gure 17.28B). In general, increasing acidity (lower 

pH) correlated with higher solubility/leachability of metals. 

In short, the mineralogy—which could be determined by 

 overfl ight—was an indicator of drainage geochemistry. This of-

fers a much quicker way to map relative degrees of hazard from 

 Summary 
 A variety of substances, some naturally occurring and some added by 

human activities, cycles through the hydrosphere. How long each 

substance spends in a particular reservoir is described by the 

residence time of that substance in the reservoir. The materials of 

greatest concern in the context of pollution are usually toxic ones with 

long residence times in the environment. Little is known about many 

synthetic chemicals—their movements, longevity in natural systems, 

method of breakdown, and often even the extent of their toxicity. 

  In addition to adding many new and sometimes-toxic 

chemicals to the environment, industrial activities can unbalance 

the natural cycles of other harmful substances, such as the heavy 

metals. These elements share with some other chemicals the 

tendency to accumulate in organisms and increase in 

concentration up the food chain, becoming a greater hazard 

higher up in the chain. Power plants may present a thermal, 

rather than a chemical, pollution threat. 

  Figure 17.29    
 Airborne-spectroscopic scan shows distribution of minerals, which correspond to varying degrees of acidity of water and thus of leachability 

of metals; combined with drainage information, the image helps target areas of greatest water-pollution danger. 

  Source: U.S. Geological Survey Spectroscopy Lab.   
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controlled or confi ned than are pollutants from nonpoint sources. 

More-aggressive physical and/or chemical treatments are 

sometimes used in water-quality restoration eff orts, particularly in 

the case of small, still water bodies, or to combat toxic-chemical 

spills. However, even if harmful materials are contained rather than 

released into the environment or are removed from water or 

underlying sediment, they still pose a waste-disposal problem. 

Groundwater pollution is a particular challenge, not only because 

it is often less readily detected, but because the nature of ground 

water makes it harder to treat  in situ.  Bioremediation and the use of 

permeable reactive barriers are among techniques that can 

successfully address groundwater pollution without disrupting 

fl ow patterns. New technological tools can assist in focusing 

eff orts to remediate water-pollution problems on areas of most 

acute need.   

  Sediment pollution is a problem particularly in agricultural 

areas, where better erosion control could greatly reduce it. Organic 

matter, whether contributed by domestic sewage, agriculture, or 

industry, increases the biochemical oxygen demand (BOD) of the 

water, making it inhospitable to oxygen-breathing organisms. 

Where the water is rich in plant nutrients from organic wastes, 

fertilizer runoff , or other sources, such as phosphate from 

detergents, a eutrophic condition develops that encourages 

undesirably vigorous growth of algae and other plant life. The 

toxic organic compounds in herbicides and insecticides are widely 

used in both agricultural and urban areas, and their residues are 

often persistent in both ground and surface waters. 

  Reduction in pollutant release into aqueous systems is the 

most common strategy for reducing pollution problems. As a 

general rule, pollutants from point sources are more easily 

 Key Terms and Concepts  
  aerobic decomposition  410   

  anaerobic decomposition  410   

  biochemical oxygen 

demand (BOD)  410   

  biomagnifi cation  414   

  contaminant plume  430   

  eutrophication  411   

  heavy metals  413   

  nonpoint source  409   

  oxygen sag curve  410   

  point source  409   

  pump-and-treat  431   

  residence time  407     

 Exercises  
 Questions for Review  

   1.   Explain the concept of residence time; illustrate it with respect 

to some dissolved constituent in seawater or another water 

reservoir.  

   2.   In what way do human activities most commonly alter the 

cycles of naturally occurring elements?  

   3.   What is biomagnifi cation, and why is it a particular concern of 

humans? Give an example of a chemical that is subject to 

biomagnifi cation.  

   4.   Why do potentially harmful health eff ects of organic 

compounds constitute a major area of concern?  

   5.   What is BOD? How is it related to the oxygen sag curve often 

noted in streams below sources of organic-waste matter?  

   6.   What is thermal pollution? From what activity does it 

principally originate? In what sense is it a less-worrisome kind 

of pollution than most types of chemical pollution?  

   7.   Cite at least three possible sources of the nutrients that 

contribute to eutrophication of water; explain the concept. Why 

are eutrophic conditions generally considered undesirable?  

   8.   What kinds of pollution can be reduced by the use of settling 

ponds? Explain.  

   9.   Briefl y describe two after-the-fact approaches to reducing 

water pollution, and note their limitations.    

 Exploring  Further

   1.   As the largest freshwater lakes in the United States, the Great 

Lakes receive considerable attention and study. Find out the 

current status of pollution in Lake Erie, and compare it with 

any of the other Great Lakes.  

   2.   Investigate what becomes of a local industry’s wastewater. 

How is it treated before release? Where is it released? What 

pollutants remain and in what quantities?  

  3.  Investigate your own water quality. Ask your local water 

department for information—or, if your water comes from a 

private source such as a well, contact the health department 

for information on how to have your water quality tested. If 

you use a municipal water supply, look into its water quality at 

 www.epa.gov/safewater/dwinfo.htm                                      
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 Sunset view looking southwest across upstate New York clearly shows a layer of smog trapped below clouds by a thermal inversion. (Finger 
Lakes are elongated features at lower left of image.) 

 Image courtesy of Earth Sciences and Image Analysis Laboratory, NASA Johnson Space Center  

  Donora, Pennsylvania, 1948:  “The fog closed o ver Donora 
on the morning of Tuesday, October 26th. . . . By Thursday, 

it had stiff ened . . . int o a motionless clo t of smo ke. That af ter-
noon, it was just possible to see across the street . . . the air began 
to have a sickening smell, almost a taste . . .” (Roueché, 1953 “The 
Fog,” Eleven Blue Men,  Berk ley Publishing Corp., NY., p. 175). By 
Friday, residents with asthma and other lung disorders began to 
fi nd it diffi  cult to breathe. Then more of the  residents took sick, 
becoming nauseous , c oughing and chok ing, suff ering from 
headaches and abdominal pains. The fog  persisted for fi ve days. 
Altogether, nearly 6000 people w ere stricken b y the pollut ed 
fog; twenty of them died. 
  Donora was a mill town with a steel plant, a wire plant, and 
a zinc and sulfuric acid plant among its industries . The litany of 
toxic chemicals in its air identifi ed during later investigations in-
cluded fl uoride, chloride , h ydrogen sulfi de, sulfur dio xide, and 

cadmium oxide, along with soot and ash. These materials were 
all r outinely r eleased int o the air , but not generally with such 
devastating eff ects. 
  The events of late October 1948 in Donora might be called 
an acute air-pollution episode —sudden, obvious, and dramatic . 
Other still more serious single episodes are known. For four days 
in early Dec ember 1952, w eather conditions trapped high c on-
centrations of smoke and sulfur gases from coal burning in homes 
and factories over London, England; an estimat ed 3500 t o 4000 
people died in consequence, with many more made ill. Acute pol-
lution events of this kind are, fortunately, rare. The health impact 
of moderately elevated levels of pollutants found widely over the 
earth, especially near urban areas, is more diffi  cult to assess.     
  Air pollution is costly, and not only in terms of health. The 
Council on Environmental Quality has estimated direct costs at 
$16 billion per y ear in the Unit ed States alone, including o ver 
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of air-pollution lev els by 50% in major urban ar eas would save 
more than $2 billion per year in health costs. Implicit in the de-
creased health c osts is an incr ease in longevit y, decrease in ill-
ness, and improvement in quality of life among those now 
adversely aff ected b y air pollution. The fi nancial and human  
considerations t ogether ar e po werful inc entives f or tr ying t o 
limit air pollution.    

$1 billion just f or cleaning soiled it ems and $500 million in  
damage to crops and livestock. Worldwide, estimated costs of 
forest-product h arvest r eduction d ue t o a ir p ollution ex ceed 
$40 billion per year. 
  In addition, ther e are the sizable c osts in illness , medical 
expenses, absenteeism, and loss of production, which are some-
what harder to quantify. One estimate suggests that reduction 

 Atmospheric Chemistry—
Cycles and Residence Times  

 The atmosphere consists of three principal elements. On aver-

age, nitrogen comprises nearly 77% of the total by weight; oxy-

gen, about 23%; the inert gas argon, close to 1%. Locally, water 

vapor can be signifi cant, up to 3% of the total. Everything else 

in the atmosphere together makes up much less than 1% of it. 

    Materials cycle through the atmosphere as they do through 

other natural reservoirs. One can speak of the residence times of 

gases or particles in the atmosphere just as one can discuss 

residence times of chemicals in the ocean ( table 18.1 ). As with 

dissolved substances, residence times of gases are infl uenced 

by the amounts present in a given reservoir such as the atmo-

sphere, and the rates of addition and removal. Oxygen, for 

 example, is added to the atmosphere during photosynthesis by 

plants; it is removed by oxygen-breathing organisms, by 

 solution in the oceans, by reaction with rocks during weather-

ing, and by combustion. Its residence time in the atmosphere is 

estimated at 7 million years.   

    Carbon dioxide (CO2) has an even more complex cycle 

( fi gure 18.1 ). It is added to the atmosphere by volcanic erup-

tions and as a product of respiration and combustion, and it is 

removed during photosynthesis and by solution in the oceans. It 

is further removed from the oceans by precipitation in carbon-

ate sediments. The concentration of carbon dioxide in the atmo-

sphere is about 385 ppm, far less than that of oxygen, and 

carbon dioxide has a correspondingly much shorter residence 

time, estimated at as little as four years. Some of the conse-

quences of increased CO2 content in the atmosphere were ex-

plored in chapter 10. One of the factors complicating projections 

of the greenhouse effect relates to imprecise knowledge of the 

carbon fl uxes between pairs of reservoirs shown in fi gure 18.1. 

For example, consider the diffi culty of estimating precisely the 

amount of CO2 consumed by plants worldwide during 

Table 18.1 Abundances and Residence Times of Some Elements and Gases in the Atmosphere

 Substance  Average Concentration (by weight)  Estimated Residence Time

nitrogen

 molecular (N2) 76.6% 44 million years

 ammonia (NH3) 6 ppb 3–4 months

 nitrous oxide (N2O) 320 ppb 114 years

 nitrogen dioxide (NO2) 2 ppb 1–2 months

 nitric acid (HNO3) unknown; low 2–3 weeks

oxygen (as O2) 23.1% 7 million years

carbon

 methane (CH4) 1.8 ppm 12 years

 carbon dioxide (CO2) 385 ppm years to decades

 carbon monoxide (CO) 0.1 ppm 1–2 months

sulfur

 sulfur dioxide (SO2) 0.2 ppb hours or days

 hydrogen sulfi de (H2S) 0.2 ppb hours

 sulfuric acid (H2SO4) 1 ppb several days

mercury 0.001 ppb 60 days

lead 0.003 ppb 2 weeks

CFCs (chlorofl uorocarbons) 0.2–0.5 ppb decades to centuries

Sources: Data from R. M. Garrels, F. T. Mackenzie, and C. Hunt, Chemical Cycles and the Global Environment, copyright © 1975 William Kaufmann Inc., Los Altos, CA, U.S. Environmental Protection Agency, and Carbon 

Dioxide Information Analysis Center.
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 Types and Sources of Air Pollution  

 Most air pollutants are either gases or particulates (fi ne, solid 

particles). The principal gaseous pollutants are oxides of carbon, 

nitrogen, and sulfur. They share some common sources but cre-

ate distinctly different kinds of problems. The principal sources 

for each of the major pollutants are indicated in  fi gure 18.2 . 

  Particulates 

 The    particulates    include soot, smoke, and ash from fuel (mainly 

coal) combustion, dust released during industrial processes, and 

other solids from accidental and deliberate burning of vegeta-

tion. In other words, particulate air pollutants generated by hu-

man activity are largely derived from point sources. Estimates 

of the magnitude of global anthropogenic contributions vary 

widely, from about 35 million tons/year (two-thirds from com-

bustion) to 180 million tons/year (mostly industrial). Additional 

particulates are added by many natural processes, including 

volcanic eruptions, natural forest fi res, erosion of dust by wind, 

and blowing salt spray off the sea surface. 

 photosynthesis. What might seem a far simpler problem, esti-

mating net CO2 fl ux between atmosphere and oceans, is not so 

simple after all, for the extent to which CO2 dissolves in the 

oceans varies with temperature, and air and water temperatures, 

in turn, vary both regionally and seasonally. Still, the broad 

outline of the global carbon cycle, in terms of reservoirs and 

processes, is reasonably well understood, as shown. (However, 

as noted, CO2 is not the only greenhouse gas, and climate feed-

backs can be many and varied.) 

    The chemically inert gases, including argon and trace 

amounts of helium and neon, have virtually infi nite residence 

times: they do not, by defi nition, react chemically with other 

substances, so they are not readily removed by natural pro-

cesses. The geochemical cycle of nitrogen is so complex that its 

overall residence time in the atmosphere is not known, although 

residence times of individual compounds have been estimated 

(see table 18.1). As with many synthetic water pollutants, the 

fate and residence times of anthropogenic air pollutants, those 

added by human activity, often are also poorly known. The 

chlorofl uorocarbon compounds, discussed later in this chapter, 

are just one case in point.    

  Figure 18.1   
 Reservoirs and fl uxes in the global carbon cycle. Reservoirs are indicated in capital letters, fl uxes from one reservoir to another by arrows. 
Numbers are billions of tons of carbon. While fl ux changes due to human activities seem relatively small, they can have a perceptible eff ect on 
atmospheric CO2 concentrations. 

  Source: Intergovernmental Panel on Climate Change (IPCC), 2002.   
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  Figure 18.2   
 Principal sources of U.S. air pollutants. “Other” may include natural sources; particulates total excludes natural dust. 

  Source: Proportions from U.S. Environmental Protection Agency (EPA) National Emissions Trends 1990–1998; totals, 2007 data from EPA.   

    Typically neither natural nor anthropogenic particulates 

have long residence times in the atmosphere. Generally, they 

are quickly removed by precipitation, usually within days or 

weeks. In rare cases, such as fi ne volcanic ash shot high into the 

atmosphere by violent eruptions, the fi nest, lightest material 

may stay in the air for as long as several years. Traditionally, 

particulate pollution has been considered a local problem, most 

severe close to its source and for a short time only. 

    The nature of the problem(s) posed by particulate pollution 

depends somewhat on the nature of the particulates. Certainly, 

dense smoke is unsightly, whatever its makeup. In areas show-

ered with ash from a power station or industrial plant, cleaning 

expenses increase. Fine rock and mineral dust of many kinds has 

been shown to be carcinogenic when inhaled, and growing evi-

dence suggests that the fi nest particulates may be especially un-

healthy. Many particulates are also chemically toxic. Coal ash 

may contain both heavy metals and uranium stuck to the parti-

cles, for example. The dust was a signifi cant concern after the 

2001 destruction of the World Trade Center. This dust was a com-

plex mixture of materials, including glass fi bers, concrete frag-

ments, gypsum wallboard, (chrysotile) asbestos insulation, paper, 

and metal-rich particles. Care had to be taken during cleanup 

because some of this dust could be harmful if inhaled. Particu-

lates may also have different health and environmental effects 
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depending on their size, so beginning in 1999, the EPA began 

tracking emissions of both particulates with particle diameters 

less than 10 microns (about 0.0004 inches) and “fi ne particu-

lates,” defi ned as those less than 2.5 microns across. 

  Figure 18.3    
 U.S. particulate emissions were among the fi rst to be controlled, 
declining even before the various gases were addressed, but 
declining more sharply after the Clean Air Acts and establishment 
of the EPA to monitor compliance. 

  Source: U.S. Environmental Protection Agency Latest Findings on 
National Air Quality 2002 Status and Trends.   

  Figure 18.4    
Aerosols include both particulates and fi ne liquid droplets in the air. Aerosol optical depth is a measure of how much sunlight is blocked by the 
aerosols; here, brighter colors indicate more aerosols. In general, natural aerosols (sea salt, desert dust) are coarser (note greens around deserts of 
Africa and Asia and in the southwestern U.S.); human activities such as biomass and fossil-fuel burning and factories produce fi ner aerosols.

Image by Reto Stockli, courtesy NASA.
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    In the United States, particulate emissions from many in-

dustrial and commercial sources have been sharply reduced in 

recent decades ( fi gure 18.3 ); dust raised by such activities as 

agriculture, construction, and driving on unpaved roads, all re-

maining signifi cant sources, is harder to control. Globally, the 

control of particulate pollution can be a matter of health, aesthet-

ics, and even of climate. Satellites are increasingly being used to 

track particulates and other pollutants, and even to distinguish 

between pollutants from natural processes and those resulting 

from human activities ( fi gure 18.4 ). Worldwide, particulate pol-

lution in the form of soot is most intense in the air above China, 

which burns a great deal of coal, and central Africa, where fi res 

are commonly used in agriculture (as in slash-and-burn farm-

ing). But that soot drifts widely through the atmosphere, much 

of it reaching the Arctic ( fi gure 18.5 ). There, as it settles out of 

the air to darken the surface, it can affect temperatures and 

weather patterns, and accelerate melting of Arctic ice. 

   Carbon Gases 

 The principal anthropogenic carbon gases are carbon monoxide 

and carbon dioxide. Carbon dioxide is not generally regarded as 

a pollutant per se. Some is naturally present in the atmosphere. 

It is essential to the life cycles of plants, and it is not unhealthful 

to humans, especially in the moderate concentrations in which 

it occurs. It is a natural end product of the complete combustion 

of carbon-bearing fuels: 

C

carbon

O

oxygen

CO

carbon dioxide

2 2
⫹ ⫽

   As such, carbon dioxide is continually added to the atmosphere 

through fossil-fuel burning, as well as by natural processes, in-

cluding respiration by all oxygen-breathing organisms. 

    At one time, it was believed that natural geochemical pro-

cesses would keep the atmospheric carbon dioxide level constant, 

that the oceans would serve as a “sink” in which any temporary 
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 accidental deaths from carbon monoxide poisoning in inade-

quately ventilated spaces. 

    Carbon monoxide does not remain in the blood indefi -

nitely. If someone in the early stages of carbon monoxide poi-

soning is removed to fresh air or, if possible, given concentrated 

medical oxygen, the carbon monoxide is gradually released 

(though some irrevocable brain damage may have occurred). 

The problem is to recognize in time what is taking place. Car-

bon monoxide can build up to dangerous levels wherever com-

bustion is concentrated and air circulation is poor. 

    The single largest anthropogenic source of carbon monox-

ide in the atmosphere, by far, is the automobile (recall fig-

ure 18.2). Nonfatal cases of carbon monoxide poisoning have 

been widely reported in congested urban areas with high traffi c 

density. (Traffi c police offi cers in Tokyo have had to take peri-

odic “oxygen breaks” to counteract the accumulation of carbon 

monoxide in their blood.) This is one argument in favor of clean-

ing up auto emissions and making engines burn fuel as effi ciently 

as possible. Another is simply that, if an engine is producing 

carbon monoxide, it is wasting energy. Burning carbon com-

pletely to make carbon dioxide releases three times the energy 

that is produced from incomplete combustion to carbon monox-

ide. When fuel is in fi nite supply, we should try to extract as 

much energy as possible from our fuels. Some progress in reduc-

ing CO emissions has been made ( fi gure 18.6 ). Even if anthropo-

genic production of carbon monoxide could be eliminated, 

however, the problems associated with carbon dioxide remain.   

 Sulfur Gases 

 The principal sulfur gas produced through human activities is 

sulfur dioxide, SO2. More than 50 million tons are emitted world-

wide each year. About two-thirds of this amount is released from 

coal combustion in factories, power-generating plants, and, in 

some places, home heating units. Most of the rest is released 

excess would dissolve to make, ultimately, more carbonate sedi-

ments. It is now apparent that this is not true. As noted in chapter 

10, atmospheric carbon dioxide levels have increased about 40% 

in the last century and a half because of heavy fossil-fuel use, and 

concentrations continue to climb, spurring concerns about resul-

tant climate change. An estimated 31 billion tons of anthropo-

genic carbon dioxide are added to the atmosphere each year. 

    Carbon monoxide (CO), while volumetrically far less im-

portant than carbon dioxide, is more immediately deadly. It is 

produced during the incomplete combustion of carbon-bearing 

materials, when less oxygen is available: 

2 2C

carbon

O

oxygen

CO

carbon monoxide

2
⫹ ⫽

   Anthropogenic carbon monoxide, nearly all of it from fossil-

fuel burning, does not persist in the atmosphere for very long. 

Within a few months, carbon monoxide reacts with oxygen in 

the air to create more excess carbon dioxide. Actually, human 

activities add far less carbon monoxide to the atmosphere than 

do natural sources on a global basis. Nevertheless, it may con-

stitute a serious local health hazard. 

    Carbon monoxide is an invisible, odorless, colorless, 

tasteless gas. Its toxicity to animals arises from the fact that it 

replaces oxygen in the hemoglobin in blood. The vital function 

of hemoglobin is to transport oxygen through the bloodstream. 

Carbon monoxide molecules can attach themselves to the he-

moglobin molecule in the site that oxygen would normally oc-

cupy; moreover, carbon monoxide bonds there more strongly. 

The oxygen-carrying capacity of the blood is thereby reduced. 

As carbon monoxide builds up in the bloodstream, cells (espe-

cially brain cells) begin to die from the lack of oxygen, and, 

eventually, enough cells may fail to cause the death of the whole 

organism. The diffi culty of detecting carbon monoxide, together 

with the sleepiness that is an early consequence of a reduced 

supply of oxygen to the brain, may explain the number of 

  Figure 18.5   
 Distribution of black carbon (soot) in the atmosphere. “Tau” is a parameter measuring the fraction of incoming sunlight blocked from 
reaching the surface; the higher the tau value, the thicker the soot. 

  Image courtesy Dorothy Koch and James Hansen, NASA GISS.   
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dioxide (NO2). Nitrogen dioxide reacts with water vapor in air to 

make nitric acid (HNO3), which is both an irritant and corrosive: 

2 1
2NO

nitrogen dioxide

H O

water vapor

O

ox

2 2 2
⫹ ⫹ ⫽

yygen

HNO

nitric acid

3
2

    Combustion of various kinds adds approximately 50 million 

tons of nitrogen dioxide to the air each year, which is less than 10% 

of the nitrogen dioxide estimated to be produced by natural bio-

logical action. However, most anthropogenic nitrogen dioxide pro-

duction is strongly concentrated in urban and industrialized areas 

and may create serious problems in those areas. Indeed, as engines 

and furnaces are made more effi cient to reduce emission of CO and 

unburned hydrocarbons,  nitrogen-oxide emissions may increase. 

    The most damaging effect of nitrogen dioxide is its role in 

the production of photochemical smog, sometimes also called 

Los Angeles smog, after one city where it is common. Key  factors 

in the formation of photochemical smog are high concentrations 

of nitrogen oxides and strong sunlight. Dozens of chemical reac-

tions may be involved, but the critical one involving sunlight is 

the breakup of nitrogen dioxide (NO2) to produce nitrogen mon-

oxide (NO) and a free oxygen atom, which reacts with the com-

mon oxygen molecule (O2) to make ozone (O3), a somewhat 

unusual molecule made up of three oxygen atoms bonded to-

gether. Ozone is a strong irritant to lungs, especially dangerous to 

 during the refi ning and burning of petroleum. Within a few days 

of its release into the atmosphere, sulfur dioxide reacts with water 

vapor and oxygen in the atmosphere to form sulfuric acid 

(H2SO4), which is a strong and highly corrosive acid: 
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   Much of this is scavenged out of the atmosphere in the form of 

acid rain (discussed later in the chapter) to contribute to acid 

runoff. This, then, is another example of an air-pollution prob-

lem that becomes a water-pollution problem. As long as it 

 remains in the air, sulfuric acid is severely irritating to lungs and 

eyes. Controls on power-plant emissions are the major factor in 

reducing SO2 emissions ( fi gure 18.7 ).   

 Nitrogen Gases and “Smog Ozone” 

 The geochemistry of nitrogen oxides in the atmosphere is complex. 

Since nitrogen and oxygen are by far the most abundant elements in 

air, it is not surprising that, at the high temperatures found in en-

gines and furnaces, they react to form nitrogen oxide compounds 

(principally NO and NO2). Nitrogen monoxide (NO) can act some-

what like carbon monoxide in the bloodstream, though it rarely 

reaches toxic levels. In time, it reacts with oxygen to make nitrogen 
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  Figure 18.6   
 Emissions of carbon monoxide are due primarily to vehicle emissions. 
Regulation of auto emissions has reduced CO somewhat; apparent 
jump in the late 1990s is due to a change in EPA’s reporting methods.

   Source: U.S. Environmental Protection Agency National Emissions 
Trends 1990–1998 and Latest Findings on National Air Quality 2002 
Status and Trends.   

Figure 18.7
Sulfur dioxide emissions have been reduced, primarily by 
regulation of coal-fi red power plants.

  Source: U.S. Environmental Protection Agency National Emissions 
Trends 1990–1998 and Latest Findings on National Air Quality 2002 
Status and Trends.  
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those with lung ailments or those who are exercising and breath-

ing hard in the polluted air. Signifi cant adverse medical effects 

can result from ozone concentrations below 1 ppm. Ozone also 

inhibits photosynthesis in plants. The dual requirement of nitro-

gen dioxide plus sunlight to produce ozone at ground level ex-

plains why “ozone alerts” are more often broadcast in cities with 

heavy traffi c, and during the summertime, when sunshine is 

abundant and strong. Areas  described as “substandard” in air 

quality with respect to ozone are, for the most part, urbanized 

areas ( fi gure 18.8A, B ). Globally, most of this near-ground ozone 

is concentrated in the northern hemisphere (fi gure 18.8C). 

   The Ozone Layer and 
Chlorofl uorocarbons (CFCs) 

 If ozone is so harmful, why has so much concern been expressed 

over the possible destruction of the “ozone layer”? The answer is 

that ozone at ground level, where it can interact with animals and 

plants, is a good example of the chemical-out-of-place defi nition of 

a pollutant. In the stratosphere, more than about 15 kilometers above 

the surface, ultraviolet rays from the sun interact with ordinary oxy-

gen to produce ozone, creating a region enriched in ozone, the so-

called    ozone layer    ( fi gure 18.9 ). That ozone can absorb further 

  Figure 18.8    
 (A) Areas identifi ed by the EPA as having “substandard” air quality in 
2002. There is an evident correlation with urbanization, except for 
lead, no longer present in automotive gasoline. (B) Severity of extent 
to which one-hour ozone levels were exceeded on September 30, 
2001. (C) The higher concentration of cities and industry in the 
Northern Hemisphere means higher near-surface ozone levels there; 
once generated, the ozone is swept around the globe by westerly 
winds. This image is based on satellite data from 1979–2000. 

  (A) and (B) after U.S. Environmental Protection Agency; (C) image 

courtesy NASA.   
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  Figure 18.9    
 About 10% of atmospheric ozone is in the troposphere (the region 
that accounts for most weather). The other 90% is in the ozone-
enriched region of the stratosphere known as the “ozone layer.” Even 
there, ozone concentration is less than half a part per million, at most. 

  After National Oceanic and Atmospheric Administration.   
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ultraviolet radiation, shielding the earth’s surface from it.    Ultravio-

let    (UV)    radiation    can cause skin cancer (it is what makes exces-

sive tanning and sun exposure unhealthy). The presence of the 

ozone layer decreases that risk. Ultraviolet radiation spans a range 

of wavelengths shorter than those of visible light ( fi gure 18.10A ). 

UVA, the longest-wavelength UV, is the least damaging. UVC, the 

shortest, would be highly damaging, but it is largely absorbed by 

oxygen and water vapor in the atmosphere. It is the intermediate-

wavelength UVB, also potentially damaging, that is particularly 

absorbed by ozone. Measurements worldwide document that the 

amount of damaging UV reaching the surface increases as the ozone 

in the ozone layer decreases (fi gure 18.10B). Scientists of the U.N. 

Environment Programme estimate that each 1% reduction in strato-

spheric ozone could result in a 3% increase in nonmelanoma skin 

cancers in light-skinned people, in addition to increased occurrence 

of melanoma, blindness related to development of cataracts, gene 

mutations, and immune-system damage. 

    Normally, oxygen (O2) molecules in the stratosphere ab-

sorb UVC radiation, which splits them into two oxygen atoms, 

each of which can attach to another O2 molecule to make O3. 

  Figure 18.10    
 (A) Ultraviolet radiation is to the shorter-wavelength, higher-energy 
side of the visible-light spectrum. 1 nm (nanometer) = 10 − 9 meters = 
one-billionth of a meter = 10 Å (Ångstroms) (B) As ozone above 
thins, more damaging UV radiation reaches the surface. 

  (B) After World Meteorological Organization, UNEP, and NOAA.   

Total ozone, 15 March 2000

1 July 2000

Dobson Units

100
125
150
175
200
225
250
275
300
325
350
375
400
425
450
475
500

15 October 2000

  Figure 18.11    
 Typical seasonal variations in global ozone distribution as 
measured by NASA’s Total Ozone Mapping Spectrometer. 1 Dobson 
unit = 0.001 cm thickness of ozone (at standard temperature and 
pressure) distributed over the whole vertical column of 
atmosphere. White areas indicate lack of data. 

  Images courtesy NASA.   
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  Figure 18.12   
 Map of ozone measurements over the Southern Hemisphere made by satellite each October from 1979 to 1994 revealed pronounced and 
deepening ozone “hole” over Antarctica—really a shift to lower concentrations of the ozone above the south polar region, analogous to 
thinning of fog as it dissipates. 

  Data from NASA Goddard Space Flight Center.   

  Figure 18.13   
 Higher levels of ClO correspond to lower O3 in measurements made by satellite in the early 1990s. The probable primary source of the ClO is 
decomposition of anthropogenic CFCs and other chlorine compounds. Units “ppbv” and “ppmv” are parts per billion by volume and parts per 
million by volume, respectively. 

  Images courtesy UARS MLS Science Team, NASA.   

    It has been recognized for decades that the concentration of 

ozone over Antarctica decreases in the Antarctic winter. However, 

in the 1980s, it became apparent that the extent of the depletion 

was becoming more pronounced each year ( fi gure 18.12 ). This 

extreme thinning of the protective shield of stratospheric ozone 

came to be described (somewhat misleadingly) as an    ozone hole   . 

    Measurements showed unexpectedly high concentrations 

of reactive chlorine compounds in the air of that region, com-

pounds that could have been derived from anthropogenic chlo-

rofl uorocarbons (CFCs). A clear negative correlation was found 

between atmospheric concentrations of ClO and of ozone (O3) in 

the Arctic ( fi gure 18.13 ). While correlation does not demonstrate 

The O3 molecule, in turn, absorbs UVB radiation, which splits it 

into O2 plus a free oxygen atom, and the latter, colliding with an-

other O3, causes regrouping back into two O2 molecules. Over 

time, a balance between ozone creation and destruction develops. 

    The concentration of ozone in the ozone layer varies sea-

sonally and with latitude ( fi gure 18.11 ). Ozone production 

rates are most rapid near the equator, as a consequence of the 

strong sunlight there, but generally, the total ozone in a vertical 

column of air increases with latitude (that is, increases toward 

the poles) as a result of the balance between natural ozone 

production and destruction rates, and atmospheric circulation 

patterns. 
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cause-and-effect, it was highly suggestive, and no more con-

vincing explanation was forthcoming. Further studies clarifi ed 

the role of the CFCs. 

    The chemistry of ozone destruction is complex. It appears 

that CFCs remain in the atmosphere for about a century, slowly 

migrating upward and breaking down over time. Chlorine atoms 

are freed by this CFC decomposition, which seems to occur es-

pecially readily in polar clouds during the winter, when ice crys-

tals provide a surface on which the key chemical reactions can 

take place. The chlorine reacts with ozone to form chlorine 

 monoxide (ClO). Moreover, a single chlorine atom can destroy 

many ozone molecules, as seen in  fi gure 18.14 . 

    Reduction in ozone has also been detected over the north-

ern hemisphere ( fi gure18.15 ), though the cause may not be 

identical in both hemispheres. Fine ice crystals in the strato-

sphere may play a role, as they do over Antarctica. However, 

other atmospheric components—including sulfate aerosols, as 

from Mount Pinatubo’s eruption—and other human inputs such 

as exhaust from high-altitude aircraft like the Concorde can 

also destroy ozone. They may be more-signifi cant factors in the 

Northern Hemisphere, though their residence times are much 

shorter than those of the CFCs, and their effects likely of much 

lesser magnitude. 

    Recognizing the evident threat of ozone destruction by 

CFCs, the global community has banded together to support 

the Montreal Protocol on Substances that Deplete the Ozone 

Layer. First adopted in 1987, strengthened in 1990, and 

signed by 175 nations, the Montreal Protocol stipulated 

phaseout of production of CFCs and other ozone-depleting 

compounds by the year 2000. One remaining concern is that 

some populous developing countries have been reluctant to 

sign, so the long-term effectiveness of the Montreal Protocol 

remains to be seen. Another concern is that even in developed 

nations, there has been some delay in the CFC phaseout; and 

the compounds being substituted for CFCs themselves can 

contribute to ozone depletion, though not as strongly. Also, 

the residence times of CFCs and their breakdown products 

are years to decades, so their effect on the atmosphere contin-

ues long after their production ceases. And old air condition-

ers and refrigerators continue to leak CFCs. The “ozone hole” 

of September 2006 was the deepest ever measured ( fig-

ure 18.16 ). Recent projections suggest that the ozone layer 

may not recover fully until about 2065 in the mid-latitudes, 

later in Antarctica. 

   Lead 

 One air pollutant that has been greatly reduced is lead. Most of 

the lead once released into the atmosphere was emitted by auto-

mobile exhaust systems. While lead is not naturally a signifi -

cant component of petroleum, one particular lead compound, 

tetraethyl lead, had been a gasoline additive since the 1940s as 

an antiknock agent to improve engine performance. 

    Lead is one of the heavy metals that accumulate in the 

body. It has a variety of harmful effects, including brain damage 

in high concentrations. Mild lead poisoning in the nervous sys-

tem can cause depression, nervousness, apathy, and other psy-

chological disorders, as well as learning diffi culties. Acute lead 

poisoning from exhaust fumes alone has not been documented. 

However, children in urban areas who breathed lead-laden air 

and also consumed chips of old lead-based paint indeed could 

develop high and harmful lead levels in their blood. It has been 

estimated that 5 to 10% of inner-city children may have  suffered 

from lead poisoning. 

    Lead levels allowed in most paints have been greatly 

reduced, and lead can be left out of gasoline. Equally good 
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  Figure 18.14   
 Schematic of the role CFCs are believed to play in ozone 
destruction. This would involve destruction of ozone beyond what 
normally occurs by interaction with ultraviolet light. 

  Images courtesy NASA.   
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engine performance can be obtained from higher-octane gas-

olines at the cost of a few more cents a gallon. (In the long 

run, in fact, leaded gasoline could be the more costly because 

some lead compounds produced when leaded gasoline is 

burned coat engine parts and decrease their useful life.) Also, 

illegal use of leaded gasoline in cars equipped with catalytic 

converters  destroys the converters’ effectiveness and results 

in the emission of more unburned hydrocarbons, carbon mon-

oxide, and other pollutants. Beginning in the early 1970s, the 

Environmental Protection Agency began to mandate reduc-

tions in the lead content of gasoline, with lead phased out al-

most completely from automotive fuel by 1987. Lead 

consumed in gasoline dropped 70% from 1975 to 1982. Con-

centrations of atmospheric lead decreased correspondingly, 

by about 65% over the same period, and this, in turn, was re-

fl ected in greatly reduced lead levels in blood ( fi gure 18.17A ). 

For a time, a limited quantity of leaded fuel remained avail-

able, primarily for the benefi t of old engines in farm  equipment 

that for technical reasons need some lead to protect their 

valves. By 1996, a complete ban on leaded gasoline took ef-

fect, and lead emissions have been virtually eliminated (fi g-

ure 18.17B). 

    Unfortunately, this is not yet quite the end of the lead-

pollution story. Studies have shown that lead from gasoline 

emitted in vehicle exhaust was commonly deposited in and on 

soils adjacent to highways, reaching concentrations of hundreds 

Figure 18.15 
While the link with CFCs is more fi rmly established for the Antarctic “ozone hole,” there is demonstrable ozone depletion over the Northern 
Hemisphere as well.

Data from NASA Goddard Space Flight Center.

Figure 18.16 
The ozone hole over Antarctica in September 2006 was the “deepest” 
ever, meaning that the thinning of the ozone over the polar region 
was the most severe measured, and also covered the largest areal 
extent. This is partly a function of climate (stratospheric temperatures 
there were unusually cold at the time, providing for more ice 
crystals), and partly a function of CFC persistence in the stratosphere.

Image courtesy GSFC Ozone Processing Team/NASA.
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    Other air pollutants are of more localized signifi cance. 

Heavy metals other than lead, for example, can be a severe 

problem close to mineral-smelting operations. Such elements 

as mercury, lead, cadmium, zinc, and arsenic may be emitted 

either as vapors or attached to particulate emissions from smelt-

ers. While they are quickly removed from the atmosphere by 

precipitation, the metals may then accumulate in local soils, 

from which they are concentrated in organic matter, including 

growing plants. They can constitute a serious health hazard if 

accumulated in food or forage crops. 

    Finally, there are air pollutants of particular concern only 

indoors; s ee C ase Study 18     .

 Acid Rain  

 Acidity is reported on the    pH scale   . The pH of a solution is in-

versely proportional to the hydrogen-ion (H 1 ) concentration in 

the solution; the pH scale, like the Richter magnitude scale, is a 

logarithmic one ( fi gure 18.18 ). Neutral liquids, such as pure 

 water, have a pH of 7. Acid substances have pH values less than 7; 
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Figure 18.17 
(A) Declines in lead used in gasoline were directly refl ected in lower lead levels in blood. (B) By now, lead emissions are negligible.

(A) After L. Whiteman, “Trends to Remember: The Lead Phase Down,” EPA Journal, May/June 1992, p. 38. (B) From U.S. Environmental Protection 

Agency National Emissions Trends 1990–1998.

of parts per million along busy urban streets. From there it may 

be leached into surface or ground water, transported with the 

soil in runoff, or simply stirred up with fi ne dust, to be redis-

tributed or even inhaled. Even now, signifi cant numbers of 

 urban children still develop unhealthy levels of lead in their 

blood, with values higher in summer when they are more 

 exposed to soil outdoors. So lead may no longer be a notable 

air pollutant, but clearly, it will be some years yet before the 

residue of the tetraethyl lead from gasoline ceases to be a pol-

lution concern.   

 Other Pollutants 

 Volatile, easily vaporized organic compounds are a major 

component of air pollution. Their principal sources are 

(1) transportation, especially automobiles emitting unburned 

gasoline, and (2) industrial processes, which release a variety 

of organics including unburned hydrocarbons and volatile or-

ganic solvents. Unburned hydrocarbons are not themselves 

highly toxic, but they play a role in the formation of photo-

chemical smog and may react to form other compounds that 

irritate eyes and lungs. 
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the lower the number, the more acidic the solution. Typical pH 

values of common household acids like vinegar and lemon juice 

are in the range of pH 2 to 3. Alkaline solutions, like solutions of 

ammonia, have pH values greater than 7. All natural precipita-

tion is actually somewhat acidic as a result of the solution of 

gases (for instance, CO2) that make acids (such as carbonic acid, 

H2CO3). However, carbonic acid is what is termed a weak acid, 

meaning that a relatively small proportion of H2CO3 molecules 

dissociate to release the H 1  ions that contribute to acidity.    Acid 

rain    is rain that is more acidic than normal. While many gases in 

the air contribute to the acidity of rain, discussions of acid rain 

focus on the sulfur gases that react to form atmospheric sulfuric 

acid, a strong acid that dissociates extensively. 

    As noted in chapter 14, acid rain can contaminate water 

supplies. It can damage structures through its corrosive effects 

( fi gure 18.19 ). Plants may suffer defoliation, or their growth 

may be stunted as changes in soil-water chemistry reduce their 

ability to take up key nutrients such as calcium. Fish may be 

killed in acidifi ed streams; or, the adult fi sh may survive but their 

eggs may not hatch in the acidifi ed waters. Acidic water more 

readily leaches potentially toxic metals from soils, transferring 

them to surface- or groundwater supplies, and reduces the ca-

pacity of soils to neutralize further additions of acid. Acid water 

leaching nutrients from lake-bottom sediments may contribute 

to algal bloom. Impacts of acid rain on ground water were also 

explored in chapter 17. Studies have found a correlation between 

rainfall acidity and potentially toxic levels of mercury in lakes in 

northern North America. Other metals that may be linked to acid 

rain include lead, zinc, selenium, copper, and aluminum; recall 

that acid mine drainage is correlated with a higher concentration 

of leached metals. The accumulative properties of the heavy 

metals, in turn, raise concerns about toxic levels in fi sh and con-

sequent risks to humans and other fi sh-eaters. 
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Figure 18.18 
The pH scale is a logarithmic one; small diff erences in pH value 
translate into large diff erences in acidity. Range of acid 
precipitation is compared with typical pH values of common 
household substances.

Figure 18.19 
(A) Closeup of a  grotesque decorating a bell tower shows erosion 
and pitting of the limestone. (Neck of fi gure has also been patched.)
(B) Detail of church doorway in Bordeaux, France, shows extreme 
acid-rain damage to limestone (left and center); column at right has 
been restored/replaced, but it is impossible to recover all the detail 
of the original, given the extent of damage. 
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Case Study 18

Indoor Air Pollution?

  Figure 1    
 Sources of indoor air pollution are many. Sources 

of radon in the home include the soil, walls, and 

water. 

  Source: After U.S. Environmental Protection Agency, 

EPA Journal, Sept./Oct. 1990.   
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spaces from the soil. It can emanate from masonry walls. Radon seeps 

into ground water from aquifer rocks and thus can enter the house via 

the plumbing. The potential radon input from rock and soil depends 

on local geology; certain granites and shales are relatively rich in 

uranium and therefore produce relatively plentiful radon.

 In late 2008, there was even a fl urry of concern raised in the 

media about granite countertops as a radiation hazard and radon 

source. But the radioactivity in granite is very low, as is the amount of 

radon it produces. Furthermore, granite is not very permeable, and 

granite used in countertops is typically sealed, too, so radon could not 

readily escape from it. Considering all the environmental sources of 

radiation noted in chapter 16, a granite countertop would be a 

negligible addition.

 The risks from elevated radon levels in homes are disputed. As 

radon is a chemically inert gas, it will not remain in the lungs; one 

breathes it in, then out. If an atom of radon happens to decay while in 

the lungs, it decays to radioactive isotopes of lead, bismuth, and other 

metals that might lodge in the lungs and later decay there, posing a 

cancer risk. However, so far no correlation has been found between 

radon concentrations in homes and the incidence of lung cancer.

 Nevertheless, given all the air pollutants that can accumulate 

inside the home, many experts recommend that snugly insulated 

homes being built or remodeled with emphasis on insulation for 

energy effi  ciency also include an air exchanger designed to provide 

adequate ventilation without loss of appreciable heat.

 Many potential air-pollution hazards have been created or 

intensifi ed by our search for energy effi  ciency in response to dwindling 

fuel supplies and rising costs. For example, it was learned after the fact 

that blown-in foam insulation releases dangerous quantities of the 

volatile gas formaldehyde as it cures. (Formaldehyde is the pungent 

liquid in which creatures are commonly preserved for dissection by 

biology classes.) Many homes in which this insulation had been 

installed had to be torn apart later to remove it. The very act of 

insulating tightly has meant that quantities of toxic gases that might 

once have escaped harmlessly through cracks and small air leaks are 

now being sealed in, and their concentrations are building up. Among 

them are smoke and carbon monoxide (from furnaces, heaters, gas 

appliances, and cigarettes), various volatile organic compounds (such 

as paint and solvent fumes), and radon (fi gure 1).

 Radon is a colorless, odorless, tasteless gas that also happens to 

be radioactive. It is produced in small quantities in nature by the decay 

of the natural trace elements uranium and thorium. When radon is free 

to escape into the open atmosphere, its concentration remains low. 

When it is confi ned inside a building, the radioactivity level increases 

(fi gure 2). Tightly sealed homes may have radon levels above the levels 

found inside uranium mines.

 How does all this radon get in? Uranium and thorium occur in 

most rocks and soils and in building materials made from them, like 

concrete or brick. Being a gas, radon can diff use into the house 

through unsealed foundation walls or directly into unfi nished crawl 

  Figure 2    
 Ranges of radioactivity due to radon in natural settings—ground water, air in soil pores, outdoor air—and in the home. Note that the radioactivity scale 

is exponential, so radiation levels in high-radon homes may be hundreds of times what is typical in outdoor air.  
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much more signifi cant problem in and near urban areas. The 

focus on sulfuric acid in rain partially refl ects the fact that sulfur 

gas pollution from stationary sources is more readily control-

lable and partially recognizes the more long-range and global 

impact of anthropogenic sulfuric acid, including the political 

aspects of the issue (see below). 

    The nature of the local geology on which acid rain falls 

can strongly infl uence the severity of the acid’s impact. Chemi-

cal reactions between rain and rock are complex. Farmers and 

gardeners have known for years that certain kinds of rock and 

soil react to form acidic pore waters, while others yield alkaline 

water. For instance, because limestone reacts to make water 

more alkaline, it serves, to some extent, to neutralize acid wa-

ters. The effects of acid rain falling on carbonate-rich rocks and 

soils are therefore moderated. Conversely, granitic rocks and the 

soils derived from them are commonly more acidic in character. 

They cannot buffer or moderate the effects of acid rain; the acid 

rain just makes the surface and subsurface waters more acidic in 

such regions. Some operators of coal-fi red plants in the Midwest 

have argued that the predominantly granitic soils of the North-

east are principally at fault for the existence of very acid lakes 

and streams in the latter region. Certainly, the geology does not 

 reduce  the problem. However, the rainfall in the Northeast, with 

an average pH around 4.5, is clearly acidifi ed ( fi gure 18.20 ). 

    Nor is the northeastern United States the only area concerned 

about sulfuric acid generated in this country. The Canadian 

 government has expressed great concern over the effects of acid 

rain caused by pollutants generated in the United States—especially 

  Regional Variations in Rainfall 
Acidity and Impacts 

 Rainfall is demonstrably more acidic in regions downwind from 

industrial areas releasing signifi cant amounts of sulfur among 

their emissions. These observations form the basis for decisions 

to control sulfur pollution. What is less clear is the precise role 

that anthropogenic sulfur plays in the sulfur cycle. 

    For one thing, there is little information about natural back-

ground levels of sulfur dioxide (SO2) and related sulfur species. 

Historically, pure rainwater has been assumed to have a pH of 

about 5.6 in areas away from industrial sulfur sources. This is the 

pH to be expected as a consequence of the formation of carbonic 

acid due to natural carbon dioxide in the air. Recent research sug-

gests that natural background pH may be somewhat lower as a 

result of other chemical reactions in the atmosphere and may 

vary from place to place as a consequence of localized condi-

tions. Natural rainfall acidity may correspond to a pH as low as 5. 

However, air over all the globe is now polluted to some extent by 

human activities. Therefore, the chemistry of precipitation in 

wholly unpolluted air cannot be determined precisely enough to 

assess anthropogenic impacts fully. It does appear that, overall, 

more sulfate is added to the air by sea spray containing dissolved 

sulfate minerals than by human activities. Perhaps anthropogenic 

sulfate only locally aggravates an existing situation. 

    It may, in fact, be the case that an increase in rainfall acid-

ity due to the formation of nitric acid (another strong acid) from 

nitrogen oxides formed in internal-combustion engines is a 

  Figure 18.20    
 Rainfall is acidic everywhere, but in the United States, it is especially so in the northeast (2008 data; pH as measured in the lab). 

  Map from National Atmospheric Deposition Program (NRSP-3) (2009). NADP Program Offi  ce, Illinois State Water Survey, 2204 Griffi  th 

Dr., Champaign, IL 61820.   
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has been reduced, some recovery of water quality in lakes and 

streams has occurred. Better control of sulfur emissions is plainly 

desirable. Some strategies are discussed later in this chapter.     

 Air Pollution and Weather   

 Thermal Inversion 

 Air-pollution problems are naturally more severe when air is 

stagnant and pollutants are confi ned. Particular atmospheric 

conditions can contribute to acute air-pollution episodes of the 

kinds mentioned at the beginning of this chapter. A frequent 

culprit is the condition known as a    thermal inversion    ( fig-

ure 18.21 ). Within the lower atmosphere, air temperature nor-

mally decreases as altitude increases. This is why mountaintops 

are cold places, even though direct sunshine is stronger there. In 

a thermal inversion, there is a zone of relatively warmer air at 

some distance above the ground. That is, going upward from 

the earth’s surface, temperatures decrease for a time, then 

the industrialized upper Midwest and Northeast—that subsequently 

drift northeast over eastern Canada. Much of that area, too, is un-

derlain by rocks and soils highly sensitive to acid precipitation and 

is already subject to acid precipitation associated with Canadian 

sulfate sources. In Europe, acid rain produced by industrial activity 

in central Europe and the United Kingdom falls on Scandinavia. 

Acid rain, then, has become an international political concern. 

    More information is needed about natural water chemis-

try in various (unpolluted) geologic settings before the role of 

acid rain can be evaluated fully. The science of pinpointing 

sulfur sources is also becoming more sophisticated as means 

are developed to “fi ngerprint” those sources by the assemblage 

of gases present and their composition. This will allow cause-

and-effect relationships to be determined more accurately. 

    Negative impacts of acid rain are certainly well docu-

mented. Increasingly, damage from related phenomena—acid 

snow and even acid fog—are being recognized. In snowy re-

gions with acid precipitation, rapid spring runoff of acid snow-

melt can create an “acid shock” to surface waters and their 

associated communities of organisms. Where sulfur gas release 
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  Figure 18.21    
 Eff ect of thermal inversion in trapping air pollution. (A) Normal conditions permit warm pollutants to rise and disperse through cooler air 
above. (B) Inversion traps warm pollutant gases under or in a stable warm-air layer.  
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such a spot. Cool air blowing across the Pacifi c Ocean moves 

over the land and is trapped by the mountains to the east be-

neath a layer of warmed air over the continent. Donora, Penn-

sylvania, lies in a valley. When a warm front moves across the 

hilly terrain, some pockets of cold air may remain in the val-

leys, establishing a thermal inversion. Germany’s coal-rich 

Ruhr Valley suffered so from pollution trapped by a prolonged 

inversion during the winter of 1984–1985 that schools and 

 increase in the warmer layer (inversion of the normal pattern), 

then ultimately continue to decrease at still higher altitudes. 

Inversions may become established in a variety of ways. Warmer 

air moving in over an area at high altitude may move over colder 

air close to the ground, thus creating an inversion. Rapid cool-

ing of near-surface air on a clear, calm night may also lead to a 

thermal inversion. 

    Most air pollutants, as they are released, are warmer than 

the surrounding air—exhaust fumes from automobiles, indus-

trial smokestack gases, and so on. Warm air is less dense than 

colder air, so ordinarily, warm pollutant gases rise and keep ris-

ing and dispersing through progressively cooler air above. 

When a thermal inversion exists, a warm-air layer becomes 

settled over a cooler layer. The warm pollutant gases rise only 

until they reach the warm-air layer. At that point, the pollutants 

are no longer less dense than the air above, so they stop rising. 

They are effectively trapped close to the ground and simply 

build up in the near-surface air ( fi gure 18.22 ). Sometimes, the 

cold/warm air boundary is so sharp that it is visible as a planar 

surface above the polluted zone, as seen in the chapter-opening 

photo. The Donora, Pennsylvania, episode mentioned at the be-

ginning of the chapter was triggered by an inversion. Its effect 

on a freight train’s smoke was described by physician R. W. 

Koehler: “They were fi ring up for the grade and the smoke was 

belching out, but it didn’t rise…. It just spilled out over the lip 

of the stack like a black liquid, like ink or oil, and rolled down 

to the ground and lay there” (Roueché, 1953, p. 175). 

    Every one of the half-dozen major acute air-pollution 

episodes of the twentieth century has been associated with a 

thermal inversion, as have many milder ones. Certainly, air 

pollution can be a health hazard in the absence of a thermal 

inversion. The inversion, however, concentrates the pollutants 

more strongly. Moreover, inversions can persist for a week or 

longer, once established, because the denser, cooler air near 

the ground does not tend to rise through the lighter, warmer air 

above. 

    Certain geographic or topographic settings are particu-

larly prone to the formation of thermal inversions ( fig-

ure 18.23 ). Los Angeles has the misfortune to be located in 

  Figure 18.22     
Los Angeles smog at sunset, pollutants trapped close to the 
ground by a thermal inversion. 

  Photo by Gene Daniels, courtesy EPA Documerica archives.  

  Figure 18.23    
 Infl uence of topography on establishing and maintaining thermal inversions. (A) Cool sea breezes blow over Los Angeles and are trapped by 
the mountains to the east. (B) Cold air, once settled into a valley, may be hard to dislodge.  
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lite photograph was taken, waste gases from the mills were 

being blown northeast across the lake (note faint smoke 

plumes at bottom end of lake, just left of center). At fi rst, they 

remained almost invisible, but as water vapor condensed, 

clouds appeared and, in this scene, snow crystals eventually 

formed. A large area of snow in Michigan is on a direct line 

with the pollution plumes from the southwest. The particulate 

pollutants in the exhaust gases facilitate the condensation and 

precipitation. 

    Recent studies have suggested that the role of aerosols in 

weather is complex, and their effects can vary depending on their 

type and size. Dark particulates can absorb sunlight and warm an 

area, while light-colored particulates and droplets may promote 

cooling by refl ecting sunlight back into space. These temperature 

effects can infl uence air-circulation patterns, water evaporation, 

and cloud formation, and thus precipitation patterns. Studies in 

China have implicated sooty particulate pollution in more- 

frequent fl ooding in south China and droughts in north China. 

NASA researchers have also proposed that dust from Saharan 

dust storms, carried across the Atlantic, was partly responsible 

for a relatively quiet hurricane season in 2006: The dust may have 

reduced the warming of surface water that supplies energy to 

storm systems, and suppressed convection of water vapor upward 

in the atmosphere to precipitate as rain. So, in some circum-

stances, particulate pollution can be a good thing.     

 Toward Air-Pollution Control   

 Air-Quality Standards 

 Growing dissatisfaction with air quality in the United States 

led, in 1970, to the Clean Air Act Amendments, which empow-

ered the Environmental Protection Agency to establish and en-

force air-quality standards (see also chapter 19). The standards 

developed are designed to protect human health, clear the visi-

ble pollution from the air, and prevent crop and structural dam-

age and other adverse effects. When meteorologists and others 

report on local air quality, they are referring to the Air Quality 

Index, developed by EPA to translate pollutant concentrations 

into descriptors that the general public can readily understand. 

The AQI is illustrated in  fi gure 18.25 . On any given day, the 

AQI may be different for different pollutants. Overall air qual-

ity is assigned the descriptors and color applicable to the pollut-

ant with the highest AQI that day. 

   Control Methods 

 Air-pollutant emissions can be reduced either by trapping the 

pollutants at the source or by converting dangerous compounds 

to less harmful ones prior to effl uent release. A variety of tech-

nologies for cleaning air exist. 

    Where particulates are the major concern, fi lters can be 

used to clear the air, with the fi neness of the fi lters adjusted to 

many factories had to be closed and the use of private auto-

mobiles banned until the air cleared. As with most weather 

conditions, nothing can be done about a thermal inversion 

except wait it out. 

   Impact on Weather 

 While weather conditions such as thermal inversions can affect the 

degree of air pollution, air pollution, in turn, can affect the weather 

in ways other than reducing visibility, modifying air temperature, 

and making rain more acidic. This is particularly true when par-

ticulates are part of the pollution. Water vapor in the air condenses 

most readily when it has something to condense on. This is the 

principle behind cloud seeding: Fine, solid crystals are spread 

through wet air, and water droplets form on and around these seed 

crystals. Particulate pollutants can perform a similar function. 

    This is illustrated in  fi gure 18.24 . Southwest of Lake 

Michigan lies the industrialized area of Chicago, Illinois, and 

Gary and Hammond, Indiana. The Gary/Hammond area, es-

pecially, is a major steel milling region. At the time this satel-

  Figure 18.24    
 Air-pollution plumes from the Chicago, Illinois, and Gary/Hammond, 
Indiana, area bring clouds and snow to the area to the northeast. 
Black area is Lake Michigan; arrow points to source of pollution and 
initial trend. 

  Photograph courtesy NASA.   
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Air Quality Index
(AQI) Value

0–50 Good Air quality is satisfactory and air pollution poses little or no risk.

Air quality is acceptable, but a few persons unusually sensitive to
the pollutant may experience negative health effects.

51–100 Moderate

Unhealthy for
sensitive groups

While the general public is not likely to be affected, members of sensitive
groups are more likely to experience health effects. (For example, ozone
at this level may be problematic for those with lung disease; those with
lung or heart disease are at risk from particulates.)

Unhealthy The population at large may experience negative health effects,
and impact on sensitive groups will be more severe.

Very Unhealthy Everyone may experience more-serious health effects.

This AQI level triggers health warnings of emergency conditions.
The whole population is more likely to be affected.

Hazardous

101–150

151–200

201–300

> 300

Descriptor Meaning

  Figure 18.25    
 For each of fi ve major air pollutants regulated by the Clean Air Act Amendments (ground-level ozone, particulates, carbon monoxide, sulfur 
dioxide, and nitrogen dioxide), an air-quality standard (concentration or exposure limit) has been set. An AQI = 100 corresponds to the 
standard level for the particular pollutant. Various ranges of AQI are assigned diff erent descriptors based on likely health eff ects, and color 
codes that allow the general public to understand easily the corresponding degree of health risk. 

  Adapted from U.S. Environmental Protection Agency.   

the size range of particles being produced. Filters may be 99.9% 

effi cient or better, but they are commonly made of paper, fi ber, 

or other combustible material. These cannot be used with very 

high-temperature gases. 

    An alternate means of removing particulates is electro-

static precipitators or “scrubbers.” In these, high voltages charge 

the particulates, which are then attracted to and caught on 

charged plates. Effi ciencies are usually between 98 and 99.5%. 

These systems are suffi ciently costly that they are practical only 

for larger operations. They are widely used at present in coal-

fi red electricity-generating plants. 

    Wet scrubbers are another possibility. In these scrubbers, the 

gas is passed through a stream or mist of clean water, which re-

moves particulates and also dissolves out some gases. Wet chemi-

cal scrubbing, in which the gas is passed through a water/chemical 

slurry rather than pure water, is used particularly to clean sulfur 

gases out of coal-fi red plant emissions. Currently, the most widely 

used designs use a slurry of either lime (calcium oxide, CaO) or 

limestone (CaCO3), which reacts with and thus removes the sulfur 

gases. Wet scrubbing produces contaminated fl uids, which present 

equipment-cleaning and/or waste-disposal problems. 

    Both carbon monoxide and the nitrogen oxides are best con-

trolled by modifying the combustion process. Lower combustion 

temperatures, for example, minimize the production of nitrogen 

oxides and moderate the production of carbon monoxide. The use 

of afterburners to complete combustion is another way to reduce 

carbon monoxide emission, by converting it to carbon dioxide. 

    Combustion is an effective way to destroy organic com-

pounds, including hydrocarbons, producing carbon dioxide 

and water. More-complex scrubbing or collection procedures 

for organics also exist but are not discussed in detail here. 

Such measures are necessary for low-temperature municipal 

incinerators burning materials that might include toxic or-

ganic chemicals that can only be thoroughly decomposed in 

the high-temperature incinerators designed for toxic-waste 

disposal. 

    Altogether, the United States spends over $100 billion a 

year on air-pollution abatement. We have already seen some 

of the results in reduced emissions. Improvements have been 

seen in deposition as well. Phase I of the 1990 reauthorization 

of the Clean Air Act Amendments targeted a number of sources 

of sulfur pollution, with a view to reducing acid rain. Sulfate 

and acidity (hydrogen ion concentration) both showed sub-

stantial reductions downwind of Phase I targets. Reductions in 

acid precipitation, in turn, have resulted in reduced acidity of 

surface waters in the northeastern United States. While con-

centrations of both nitrate and sulfate in precipitation remain 

elevated in the region, both have shown notable declines ( fi g-

ure 18.26 ). 

   Automobile Emissions 

 As part of the efforts to reduce air pollution, the Environmen-

tal Protection Agency has imposed limits on permissible  levels 

of carbon monoxide and hydrocarbon emissions from auto-

mobiles. Many car manufacturers use catalytic converters to 

meet the standard. In a catalytic converter, a catalyst 

 (commonly platinum or another platinum-group metal) en-

hances the oxidation, or combustion, of the hydrocarbons and 

carbon monoxide to water and carbon dioxide. In this process, 
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A

B

 Figure 18.26  
 (A) Nitrate (NO3 2 ) concentration in precipitation (mg/L) refl ects particularly 
nitrogen-oxide emissions from urban and industrial areas upwind;   (B) sulfate 
(SO4

2 2 ) forms from sulfur-dioxide emissions. Large maps show 2008 data; inset 
maps, 1994.

  Maps from National Atmospheric Deposition Program (NRSP-3) (2009). NADP Program 

Offi  ce, Illinois State Water Survey, 2204 Griffi  th Dr., Champaign, IL 61820.  
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Remaining uncertainties include the potential impacts on 

broader ocean ecosystems, and the long-term fate of the carbon 

submerged with the algae. 

    To address the voluminous CO 2  output of industrial pro-

cesses, a variety of physical methods are being considered for 

carbon dioxide capture and storage. Carbon dioxide could be 

pumped into the oceans, to dissolve in the water (at depths 

 below about 1 km), or deposited by pipeline on the sea fl oor 

(below 3 km), where it would be expected to form a denser-

than-water “lake” of liquid CO 2 . Either approach raises ques-

tions about the long-term stability of the CO 2  storage, and in 

the case of dissolved CO 2 , the effect on seawater chemistry.     A 

number of geological reservoirs have also been considered 

( fi gure 18.28A ). One might pump CO2 into coal seams too thin 

or  low-quality to mine, perhaps  extracting useable coal-bed 

methane in the process. The CO2 could be pumped into de-

pleted petroleum reservoirs (perhaps to enhance oil recovery), 

or into ground water too salty, too high in dissolved minerals, 

to be of interest as a water source. Experiments and theoretical 

calculations have been done on more-exotic possibilities, such 

as reacting CO2 with suitable minerals to produce carbonate 

minerals that would be geologically stable and thus keep the 

carbon “locked up” for a very long time. 

    Some commercial carbon-sequestration facilities are 

 already in operation (fi gure 18.28B). For example, natural gas 

catalytic converters are quite effective. Unfortunately, they 

also promote the production of sulfuric acid from the small 

quantities of sulfur in gasoline, as well as the formation of 

nitrogen oxides. Emissions of these compounds may be 

 increased by the use of catalytic converters. While the in-

creased sulfuric acid emission by vehicles using catalytic con-

verters is minor compared to the output from coal-fi red power 

plants, it nevertheless makes automobile exhaust more irritat-

ing to breathe where exhaust fumes are confi ned. The environ-

mental impacts of the nitrogen oxides may be more negative 

than previously assumed, which may dictate a need to control 

these more carefully as well. 

    Improvements in fuel economy reduce all emissions si-

multaneously, of course, as less fuel is burned for a given dis-

tance traveled. The EPA-mandated fuel economy standards 

have been increasing year by year since 1978. New-car fuel 

economy has actually averaged somewhat higher than the stan-

dards on occasion; however, the average mileage of all cars on 

the road in the same year is invariably lower. Since 1990, the 

passenger-car standard has been 27.5 mpg, but the average 

mileage for all cars in that year was only 20.2 mpg, rising to 

22.4 mpg by 2006. Furthermore, the depressed fuel prices of the 

mid-1980s contributed to a rebound in popularity of larger, less-

fuel-effi cient cars, and some auto manufacturers began to have 

corresponding diffi culty in meeting average new-car fuel econ-

omy standards. In addition, many of the popular vans and sport-

utility vehicles are classifi ed as light trucks rather than 

automobiles, so they are not currently subject to the mileage 

requirements of passenger cars (in 2006, these vehicles aver-

aged 18.0 mpg). Worldwide, as noted earlier, fuel cost and fuel 

consumption are inversely correlated, and the United States has 

historically enjoyed by far the least expensive gasoline among 

industrialized nations, with correspondingly high consumption. 

Still, the stricter fuel-economy requirements are slowly improv-

ing overall average automobile mileage, and additional limits 

on emissions (independent of mileage ratings) for both cars and 

trucks have helped bring total air pollutant emissions down.   

 Carbon Sequestration 

 Historically, CO2 has not been a pollutant monitored by EPA for 

public-health reasons (though recent legal decisions may change 

this in future). Clearly, however, it is a concern from a climato-

logical point of view. Recently, there has been increased interest 

in various methods of    carbon sequestration   , storing carbon in 

some reservoir to remove it from atmospheric circulation, using 

physical or biological means. 

    Enhancement of natural carbon sinks is one approach. 

Reforestation is one example; a lush rain forest’s vegetation 

contains much more carbon than a typical grassland or fi eld of 

cultivated crops. A more novel strategy is ocean fertilization to 

promote growth of algae, the idea being that as the algae die 

and sink deep into the ocean, they will take their carbon with 

them. Small experiments have shown that indeed, fertilizing 

sea surface water with iron, a key algal nutrient often in short 

supply, can promote the desired algal bloom ( fi gure 18.27 ). 

  Figure 18.27     
In this NASA satellite image of part of the Gulf of Alaska, brighter 
colors indicate higher chlorophyll levels, in turn refl ecting abundance 
of phytoplankton (algae). Small bright patch at bottom center is 
algal bloom resulting from a 2002 iron-fertilization experiment.

Image courtesy Jim Gower, Bill Crawford, and Frank Whitney of Institute 

of Ocean Sciences, Sidney BC; the IOS SERIES team; and NASA.
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  Figure 18.28    
 (A) Examples of geological methods of carbon sequestration. 
(B) Natural-gas extraction and carbon sequestration occur together 
at the Sleipner fi eld off  the coast of Norway. 

  (A) After USGS Fact Sheet FS-026–03; (B) Photograph © Øyvind 

Hagen/Statoil   

from the Sleipner fi eld offshore from Norway is high in associ-

ated CO2. But Norway has a high carbon-emission tax. So it is 

economically advantageous for Statoil, the company operating 

the fi eld, to separate the CO2 and inject it back into saline pore 

fl uid in a permeable sandstone below the sea fl oor, rather than 

releasing it into the atmosphere. Such sequestration activities 

will become more common if the economics are right.       

 Summary 
 The principal air pollutants produced by human activities are 
particulates, gaseous oxides of carbon, sulfur, or nitrogen, and 
organic compounds. The largest source of this pollution is 
combustion, and especially transportation. For some pollutants, 
anthropogenic contributions are far less than natural ones overall, 
but human inputs tend to be spatially concentrated. Control of air 
pollutants is complicated because so many of them are gaseous 
substances generated in immense volumes that are diffi  cult to 

contain; once released, they may disperse widely and rapidly in 
three dimensions in the atmosphere, thwarting eff orts to recover or 
remove them. Climatic conditions can infl uence the severity of air 
pollution: Strong sunlight in urban areas produces photochemical 
smog, and temperature inversions in the atmosphere trap and 
concentrate pollutants. Air pollutants, in turn, may infl uence 
weather conditions by contributing to acid rain, by providing 
particles on which water or ice can condense, and by blocking or 
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absorbing solar radiation. Ozone in photochemical smog can be a 
serious health threat, especially to those with respiratory problems. 
Yet in the “ozone layer” in the stratosphere, it provides important 
protection against damaging UV radiation. Imposition of air-quality 
and emissions standards by the Environmental Protection Agency 
for pollutants with potential health consequences has led to 
measurable improvements in air quality over the last four decades, 
particularly with respect to pollutants for which anthropogenic 
sources are relatively important, such as lead. However, even when 

pollutants are controlled, the environment may be slow to recover. 
For example, despite international agreements curtailing the release 
of the chlorofl uorocarbons that contribute to the destruction of 
stratospheric ozone, CFC levels remain high as a consequence of the 
compounds’ decades-long residence times, so ozone concentrations 
have not yet recovered proportionately. A relatively new approach 
to air-pollution abatement, carbon sequestration, may help to 
reduce CO2 pollution, which, while not directly a health issue, is 
certainly an ongoing environmental concern.   

 Key Terms and Concepts  
  acid rain      449
  carbon sequestration     458   

  ozone hole     445   
  ozone layer    443    

  particulates     438   
  pH scale     448   

  thermal inversion  453   
  ultraviolet radiation 444       

 Exercises  
 Questions for Review  

   1.   Describe the principal sources and sinks for atmospheric 
carbon dioxide.  

   2.   Carbon monoxide is a pollutant of local, rather than global, 
concern. Explain.  

   3.   What is the origin of the various nitrogen oxides that 
contribute to photochemical smog?  

   4.   What is photochemical smog, and under what circumstances 
is this problem most severe?  

   5.   Ozone is an excellent example of the chemical-out-of-place 
defi nition of a pollutant. Explain, contrasting the eff ects of 
ozone in the ozone layer with ozone at ground level.  

   6.   What evidence links CFC production with ozone-layer 
destruction? What is the role of UV radiation in forming and 
destroying ozone, thus protecting us from UV rays from the 
sun?  

   7.   Lead additives in gasoline were eff ectively eliminated 
decades ago in the United States. So why is lead from vehicle 
exhaust still a pollution concern in urban areas?  

   8.   What radiation hazard is associated with indoor air 
pollution, and why has it only recently become a subject of 
concern?  

   9.   What pollutant species is believed to be primarily responsible 
for acid rain? What is the principal source of this pollutant?  

   10.   Explain briefl y why the seriousness of the problems posed by 
acid rain may vary with local geology.  

   11.   Describe the phenomenon of a thermal inversion. Give an 
example of a geographic setting that might be especially 
conducive to the development of an inversion. Outline the 
role of thermal inversion in intensifying air-pollution episodes.  

   12.   Federal emissions-control regulations for automobiles have 
led to improvements in air quality with respect to some but 
not all pollutants in auto exhaust systems. Explain briefl y.  

   13.   What is “carbon sequestration”? Describe two geological 
approaches and one biological approach to carbon sequestration.     

 Exploring Further  

   1.   EPA monitors air quality and issues air-pollution hazard 
warnings. The daily air quality forecast for your area may be 
available on  www.weather.com . If so, keep track, over a 
period of weeks, of the weather conditions on days when 
warnings are issued, and see what patterns emerge.  

   2.   Examine air-quality trends for your local area at  www.epa.

gov/air/airtrends/where.html . What pollutants have declined, 
and by how much? Have any increased? If so, consider why.  

   3.   Check the latest information on stratospheric ozone 
depletion. A good place to start is at NASA’s Global Change 
Master Directory, specifi cally gcmd.gsfc.nasa.gov/Resources/

FAQs/ozone.html. Investigate the validity of claims, made by 
those opposing CFC restrictions, that natural chlorine sources 
(sea spray, volcanic gases) can account for ozone depletion. 
(See NetNotes for information sources.)  

   4.   Much of the recent discussion about prospects for “clean coal” 
assumes implementation of carbon sequestration. Investigate 
some of the proposed technologies, their feasibility and 
economics; see the online “Suggested Readings/References” 
or NetNotes for sources.                                            
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such laws transcend national boundaries , as nations r ealize the 

global impact of geolog ic processes and the need f or coopera-

tion in minimizing the negativ e eff ects of human ac tivities on 

those processes.  Chapter 20 is concerned with the related areas 

of land-use plan ning and eng ineering geology. Sound land-use 

planning takes geology int o account in tr ying to make the best  

use of each par cel of land . S ensible eng ineering of buildings , 

dams, bridges , and other struc tures likewise generally r equires 

consideration of the constraints imposed by a variety of geologic 

phenomena and processes.     ■

 In this sec tion, we move fur ther afi eld from the mor e tradi-

tional areas of geology , and also addr ess some t opics that  

integrate material from many of the mor e specifi c chapters 

in earlier sec tions of the book . The subjec ts of this sec tion 

 emphasize the close r elationships bet ween geology and  

 human aff airs.     

  Volumes could be, and have been, written about environ-

mental law. I n chapter 19, w e will v ery briefl y examine sev eral 

types of laws closely related to geologic subjects dealt with ear-

lier: r esources, pollution, and geolog ic hazar ds. I ncreasingly, 

 Other Related Topics    
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   VI 

Medieval walled cities like St. Emilion, France, may have sprung up and grown to fi ll their available space without much obvious land-use 

planning, but even here, some effi  ciencies of land use are evident: Limestone for building was quarried from beneath the city; the resultant 

caves have been used for a church, wine storage, and most recently, a museum.



The Yucca Mountain Repository’s license application to the Nuclear Regulatory Commission from the U.S. Department of Energy, submitted 

June 3, 2008. A comprehensive Environmental Impact Statement was part of the application, and in fact, nearly a month later, six additional 

volumes of the “Supplemental Final EIS” were submitted to the NRC.

Photo courtesy Offi  ce of Civilian Radioactive Waste Management, U.S. Department of Energy.
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 particular environmental goals, which may infl uence the actions 

of individuals , or ganizations, and go vernments. Through time , 

the philosophy of appropriate approaches to resource develop-

ment, pollution control, and land use has changed, and the focus 

of en vironmental la ws and policies has shif ted in r esponse. A 

comprehensive tr eatment of en vironmental leg islation is w ell 

beyond the scope of this book, but in this chapter, we will look at 

common themes of and pr oblems with some en vironmental 

laws related to geologic matters.    

  Environmental la ws of one sor t or another   ha ve a long  

 history. M any c enturies ago , English k ings r estricted the  

burning of coal in London because the air pollution had become 

choking, and the penalty for violators could be execution! Penal-

ties for breaking environmental laws in the Unit ed States today 

are more often fi nancial than physical. The number of such laws 

and the areas they regulate continue to increase. In addition to 

environmental laws, which are regulations enforceable through 

the judicial sy stem, ther e ar e policies desig ned t o achiev e 

C H A P T E RC H A P T E R

   19 
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failure to use the water for a period of time causes one to lose 

water rights under the appropriation doctrine, it may uninten-

tionally lead to waste of water, to water use simply for the sake 

of preserving those rights rather than out of genuine need—not, 

perhaps, a wise arrangement in regions where water supplies 

are inadequate. 

    What constitutes “benefi cial use” of water also varies 

 regionally. Domestic water use is commonly accepted as benefi -

cial. So is hydropower generation, which, in any event, does not 

appreciably consume water. Irrigation that is critical to agricul-

ture may be regarded as a legitimate “benefi cial use,” but water-

ing one’s lawn might not be. Industrial water use is often a 

low-priority use. In some areas, a hierarchy of benefi cial uses has 

been established. A typical sequence, from highest to lowest pri-

ority, might be domestic water use, municipal supply, irrigation, 

watering livestock, diversion of water for power generation, use 

for mining or drilling for oil or gas, navigation, and recreation. 

    One measure of the degree of benefi t that could be used 

in balancing competing industrial and agricultural interests 

would be the dollar value of the return expected on the pro-

posed water investment. The resulting priority rankings would 

then depend on the specifi c industrial activity, crops, and so 

forth being compared. 

    Such prioritizing of usage complicates water-rights ques-

tions. An additional complication is that several states, usually 

those with both water-rich and water-poor areas, have tried to 

combine both the riparian and prior-appropriation principles (see 

 fi gure 19.1 ). The result is generally described as the  “California 

Doctrine,” although each state’s particular scheme is different. 

Some states—for example, California—have extended the prin-

ciple of appropriation to give the state the right to  appropriate 

 Resource Law: Water  

 Given the importance of water as a resource and the increasing 

scarcity of high-quality water, it is not surprising that laws spec-

ifying water rights are necessary. What is perhaps unexpected is 

that the basic principles governing water rights vary not only 

from nation to nation, but also from place to place within a 

single country. Also, quite different principles may be applied 

to surface-water rights and groundwater rights, even though 

surface and subsurface waters are inevitably linked through the 

hydrologic cycle.  

 Surface-Water Law 

 Navigable streams are treated as community property, accessible 

to all, things that cannot be “appropriated” or assigned to indi-

viduals. To the extent that they can be viewed as “owned,” owner-

ship lies with the state, on behalf of the public. However, while one 

cannot own the stream, one may have rights to use its water. 

    The two principal approaches to surface-water rights in 

the United States are the  Riparian Doctrine and the Doctrine of 

Prior Appropriation . The term riparian is derived from the 

Latin word for “bank,” as in riverbank, and sums up the essence 

of the    Riparian Doctrine   . Whoever owns land adjacent to a 

body of surface water (lake, stream) has a right to use that wa-

ter, and all those bordering on a given body of water have an 

equal right to that water. Provision is also generally made to the 

effect that the water must be used for “natural purposes” or 

“benefi cial uses” and returned to the body of water from which 

it came in essentially the same amount and quality as when it 

was removed. The Riparian Doctrine, long the basis for English 

surface-water law, likewise became the basis for assigning 

 surface-water rights in the eastern United States, where mois-

ture is generally ample. Often implicit or explicit in surface-

water laws based on the Riparian Doctrine is the concept that no 

one user’s water use should substantially interfere with others’ 

use—but where water is relatively plentiful, this is typically not 

a problem. On the other hand, strictly speaking,  only  landown-

ers bordering the water body have any rights to its water. 

    In the western United States, where surface water is in 

shorter supply, the prevailing doctrine is that of    Prior Appro-

priation   . Under this scheme, whoever is fi rst, historically, to 

use water from a given surface-water source has top-priority 

rights to that water. Users who begin to draw on the same water 

source later have subordinate rights, in the order in which they 

begin to use the water. One need not own any land at all to have 

water rights under this scheme. One’s water rights under this 

doctrine are established and maintained by continuing to divert 

the water for “benefi cial use.” Future use is to be proportional to 

the quantity used when the rights were established. An advan-

tage of this system is that it makes clearer who is entitled to 

what in times of shortage. Ideally, it ought also to discourage 

excessive settlement or development in arid regions, because 

latecomers have no guarantee of surface-water rights if and 

when demand exceeds supply. In practice, however, it does not 

appear to have served as such a deterrent. Moreover, because 

Figure 19.1
Distribution of underlying principles of surface-water law applied 

in the United States.

Source: Data from New Mexico Bureau of Mines Circular 95, 1968.
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    Some states, notably California, have specifi cally ad-

dressed the problem of several landowners whose properties 

overlie the same body of ground water (aquifer system), speci-

fying that each is entitled to a share of the water that is propor-

tional to his or her share of the overlying land ( correlative 

rights ). Many other states have introduced a prior-appropriation 

principle into the determination of groundwater rights, as indi-

cated in fi gure 19.2. 

    One factor that complicates the allocation of ground wa-

ter is its comparative invisibility. The water in a lake or stream 

can be seen and measured. The extent, distribution, movement, 

and quantity of water in a given aquifer system may be so im-

perfectly known that it is diffi cult to recognize at what level one 

individual’s water use may deprive others who draw on the 

same water source. 

    As an aside, note that similar problems arise with other 

reservoirs of fl uids underground—specifi cally, oil and gas. 

Rights to petroleum from an oil fi eld underlying the Iraq-Kuwait 

border were a point of contention between those nations prior to 

the 1990 invasion of Kuwait by Iraq.     

 Resource Law: Minerals and Fuels   

 Mineral Rights 

 For more than a century, U.S. federal laws have included provi-

sions for the development of mineral and fuel resources. The 

fundamental underlying legislation, even today, is still the 1872 

Mining Law. Its intent was to encourage exploitation of mineral 

resources by granting mineral rights and often land title to any-

one who located a mineral deposit on federal land and invested 

some time and money in developing that deposit. Federal land 

could be converted to private ownership for $2.50 to $5 an 

acre—and as those prices were set in the legislation, they would 

remain in effect for any minerals still subject to the 1872 law, 

even decades later when infl ation had raised land values. The 

individual (or company) did not necessarily even have to notify 

the government of the exact location of the deposit, nor was the 

developer required to pay royalties on the materials mined. The 

style of mining was not regulated, and there was no provision 

for reclamation or restoration of the land when mining opera-

tions were completed. What this amounted to was a colossal 

giveaway of minerals on public lands (and land too) in the inter-

est of resource development. 

    Subsequent laws, particularly the Mineral Leasing Act of 

1920 and the Mineral Leasing Act for Acquired Lands of 1947, 

began to restrict this giveaway. Certain materials, such as oil, 

gas, coal, potash, and phosphate deposits, were singled out for 

different treatment. Identifi cation of such deposits on federally 

controlled land would not carry with it unlimited rights of ex-

ploitation. Instead, the extraction rights would be leased from 

the government for a fi nite period, and royalties had to be paid, 

compensating the public in some measure for the mineral or 

fuel wealth extracted from the public lands. Still, no require-

ments concerning the mining or any land reclamation were 

surface water and to transfer it from one region to another or 

otherwise redistribute it to maximize its benefi cial use. 

   Groundwater Law 

 Groundwater law can be an even more confusing problem, in 

part because groundwater law was, to a great extent, developed 

before there was general appreciation of the hydrologic cycle, 

the movement of ground water, or its relationship to surface 

water. As with surface-water rights, too, different principles may 

govern groundwater rights in different jurisdictions, producing a 

similar patchwork distribution of water-rights laws across the 

country ( fi gure 19.2 ). In most states, one of two distinctly differ-

ent principles has been applied. The so-called English Rule, or 

“Rule of Capture,” gives property owners the right to all the 

ground water they can extract from under their own land. This is 

sometimes considered analogous to riparian surface-water rights. 

However, it ignores the reality of lateral movement of ground 

water. Ground water does not recognize property lines, of course, 

so heavy use by one landowner may deprive adjacent property 

owners of water, as ground water fl ows toward well sites. The 

American Rule, or “Rule of Reasonable Use,” limits a property 

owner’s groundwater use to benefi cial use in connection with the 

land above, and it includes the idea that one person’s water use 

should not be so great that it deprives neighboring property own-

ers of water. Unfortunately, as with surface-water laws, there is 

no consistent defi nition of what constitutes “benefi cial use.” 

These rules have then been variously combined with appropria-

tion or riparian philosophies of water rights. 

Figure 19.2
Distribution of principles of groundwater law applied in the United 

States. “Riparian” here refers to the English Rule or Rule of Capture 

described in the text, water rights being related to owning land 

overlying an aquifer rather than bordering a stream or lake.

Source: Data from New Mexico Bureau of Mines Circular 95, 1968.
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fuel deposits; and Superfund helps deal with “grandfathered” 

unreclaimed sites that present acute pollution problems. 

    Many states impose laws similar to or stricter than the 

federal resource and/or environmental laws on lands under state 

control. However, the impact of the federal laws alone should 

not be underestimated. Nearly one-third of the land in the United 

States, most of it in the west, is under federal control ( fig-

ure 19.3 ). Indeed, part of the pressure for reforming the 1872 

Mining Law comes from state land-management agents in the 

western states, where the great disparities between mineral-rights 

and mineral-development laws on federal and on state land cre-

ate some tensions. For example, it may be economically advanta-

geous under current laws for a company to seek mineral rights 

on, and mine, federal rather than adjacent state-controlled lands; 

but the states (like the federal government) receive no returns 

from mineral extraction on federal lands within their borders, 

while they do have to deal with problems such as air and water 

pollution associated with the mining and mineral processing.     

 International Resource Disputes  

 As noted in chapter 13, additional legal problems develop 

when it is unclear in whose jurisdiction valuable resources fall. 

International disputes over marine mineral rights have intensi-

fi ed as land-based reserves have been depleted and as improved 

 imposed, and the so-called hard-rock minerals (including iron, 

copper, gold, silver, and others) were exempted. The Outer 

Continental Shelf Lands Act of 1953 extended similar leasing 

provisions to offshore regions under U.S. jurisdiction. 

    Sparked by a 1989 General Accounting Offi ce report rec-

ommending reform of some provisions of the 1872 Mining Law, 

intense debate has been taking place in Congress about possible 

reform of that law. Under reform proposals in a 1995 bill passed 

by the House of Representatives, rights to ore deposits still gov-

erned by the 1872 law would not be so freely granted, but would 

be treated more like the rights to oil, coal, and other materials 

already explicitly removed from the jurisdiction of the 1872 law. 

Fairer (nearer market) prices for land would have to be paid, as 

would royalties, and strict mine-reclamation standards would 

have to be met. Again, an obvious motive is to assure the public, 

in whose behalf federal lands are presumably held, fair value for 

mineral rights granted, a return on minerals extracted, and envi-

ronmental protection. Industry advocated lower royalty rates, 

deduction of certain mineral-extraction expenses from the amount 

on which royalties would be paid, and other differences from the 

House-passed bill, backing a less radical reform passed by the 

Senate in 1996. Both bills stalled in committee. Subsequent at-

tempts to revive the reform efforts failed. From time to time dur-

ing the late 1990s, Congress did pass moratoria on the issuing of 

new mineral rights. Until a revision is passed, however, the 1872 

Mining Law, for all its perceived fl aws, remains in effect.   

 Mine Reclamation 

 Growing dissatisfaction with the condition of many mined lands 

eventually led to the imposition of some restrictions on mining 

and post-mining activities in the form of the Surface Mining 

Control and Reclamation Act of 1977. This act applies only to 

coal, whether surface-mined or deep-mined, and attempts to 

minimize the long-term impact of coal mining on the land sur-

face. Where farmland is disturbed by mining, for example, the 

land’s productivity should be restored afterward. In principle, 

the approximate surface topography should also be restored. 

However, in practice, where a thick coal bed has been removed 

over a large area, there may be no nearby source of suffi cient fi ll 

material to make this possible, so this provision may be disputed 

in specifi c areas. (This is one of the fi ercely contested aspects of 

mountaintop-removal coal mining, discussed in chapter 14: 

Shearing off the top of a mountain and putting the tailings in a 

valley profoundly alters the topography.) Similarly, the act stipu-

lates that groundwater recharge capacity be restored, but particu-

larly if an aquifer has been removed during mining, perfect 

restoration may not be possible. Still, even when a complete re-

turn to pre-mining conditions is not possible, this legislation and 

other laws patterned after it go a long way toward preserving the 

long-term quality of public lands and preventing them from be-

coming barren wastes. Unfortunately, it does not require recla-

mation of lands mined before it was enacted, which may be 

continuing sources of acid runoff. The National Environmental 

Policy Act (discussed later in the chapter) has provided a vehicle 

for controlling mining practices for other kinds of mineral and 

Figure 19.3
Federal land ownership in the United States. Of the federal lands, 

about 40% is under the control of the Bureau of Land Management, 

30% is the national forest system, and about 15% each, the national 

park system and the national wildlife refuge system.

Source: 1997 National Resources Inventory, revised December 2000.
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to a 12-mile limit, and various navigational, fi shing, and other 

rights are defi ned.    Exclusive Economic Zones    (EEZs) extending 

up to 200 nautical miles from the shorelines of coastal nations are 

established, within which those nations have exclusive rights to 

mineral-resource exploitation. These areas are not restricted to 

continental shelves only. (Indeed, part of the idea behind the 

 200-mile limit was to help “geologically disadvantaged” nations 

lacking broad continental shelves on which to claim resource 

rights.) Some deep-sea manganese nodules fall within Mexico’s 

Exclusive Economic Zone; Saudi Arabia and the Sudan have the 

rights to the metal-rich muds on the fl oor of the Red Sea.  Included 

in the EEZ off the west coast of the United States is a part of the 

East Pacifi c Rise spreading-ridge system, the Juan de Fuca rise, 

along which sulfi de mineral deposits are actively forming. Areas 

of the ocean basins outside EEZs are under the jurisdiction of an 

International Seabed Authority. Exploitation of mineral resources 

in areas under the Authority’s control requires payment of royal-

ties to it, and the treaty includes some provision for fi nancial and 

technological assistance to developing countries wishing to share 

in these resources. 

    The United States was one of only four nations (out of 

141) to vote against the convention, at the time objecting prin-

cipally to some of the provisions concerning deep-seabed min-

ing. However, the United States has tended to abide by most of 

the treaty’s provisions. In March 1983, President Reagan unilat-

erally proclaimed a U.S. Exclusive Economic Zone that extends 

to the 200-mile limit offshore. This move expands the undersea 

territory under U.S. jurisdiction to some 3.9 billion acres, more 

than 1½ times the land area of the United States and its territo-

ries ( fi gure 19.4 ). 

technology has made it possible to contemplate developing 

underwater mineral deposits. 

    Traditionally, nations bordering the sea claimed territorial 

limits of 3 miles (5 kilometers) outward from their coastlines. 

Realization that valuable minerals might be found on the conti-

nental shelves led some individual nations to assert their rights 

to the whole extent of the continental shelf. That turns out to be 

a highly variable extent, even for individual countries. Off the 

east coast of the United States, for example, the continental 

shelf may extend beyond 150 kilometers (about 100 miles) off-

shore. The continental shelf off the west coast is less than one-

tenth as wide. Nations bordered by narrow shelves quite 

naturally found this approach unfair. Some consideration was 

then given to equalizing claims by extending territorial limits 

out to 200 miles offshore. That would generally include all of 

the continental shelves and a considerable area of sea fl oor as 

well. The biggest benefi ciaries of such a scheme would be 

countries that were well separated from other nations and had 

long expanses of coastline. Closely packed island nations, at the 

other extreme, might not realize any effective increase in juris-

diction over the old 3-mile limit. Landlocked nations, of course, 

would continue to have no seabed territorial claims at all.  

 Law of the Sea and Exclusive Economic Zones 

 In 1982, after eight years of intermittent negotiations collectively 

described as the “Third U.N. Conference on the Law of the Sea,” 

an elaborate convention on the Law of the Sea emerged that at-

tempted to bring some order out of the chaos. Resources are only 

one area addressed by the treaty. Territorial waters are extended 

Figure 19.4 
Exclusive Economic Zone of the United States.

Source: U.S. Geological Survey Annual Report 1983.
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ping and seems likely to lead to some confl icts. The 200-mile 

limit does encompass the whole width of the continental margin 

in many cases, but not all. The provision in question allows a na-

tion to claim rights beyond the 200-mile limit, extending its EEZ, 

if it can prove that the area in question represents a “natural pro-

longation” of its landmass. Approximately 30 nations, including 

Australia, Canada, India, and Mexico, may be able to extend their 

EEZs under this provision. If a nation’s continental margin ex-

tends beyond 200 miles offshore, it may claim jurisdiction over 

resources out to 350 miles offshore, or as much as 100 miles out 

from the point on the continental slope corresponding to a water 

depth of 2500 meters (the conventional base of the continental 

slope beyond the shelf), depending on the thickness of sediments 

and other criteria. Also, with global warming shrinking Arctic ice 

cover, Arctic resources become more accessible. Thus, there is 

growing interest among many nations in staking their maximum 

possible jurisdictional claims in the Arctic. While the United 

States is not party to the Convention and thus not affected by the 

latest provisions, some indication of the possible magnitude of 

    So far, exploration of this new domain has been minimal. 

However, certain kinds of mineral and fuel potential are already 

recognized. For example, off the Atlantic coast, there is potential 

for fi nding oil and gas deposits in the thick sediment deposited 

as the Atlantic Ocean formed—though there is also considerable 

concern about environmental impacts of oil and gas exploration 

on the continental shelf. “Black smoker” hydrothermal vents 

and related hydrothermal activity on the Pacifi c continental 

 margin have produced sulfi de and other metal deposits. Sulfi des 

may also be associated with the Pacifi c island margins (consider 

the islands’ volcanic origins), and on the fl anks of those islands, 

in many places, mineral crusts rich in cobalt and manganese 

have been formed. The western and northern margins of Alaska 

are, like the Atlantic coast, thickly blanketed with sediment host-

ing known and potential petroleum deposits. Altogether, quite a 

variety of resources may be recoverable from the EEZ of the 

United States ( fi gure 19.5 ). 

    A provision of the Convention on the Law of the Sea that 

has just begun to take effect is prompting a fl urry of seafl oor map-

Figure 19.5
Possible mineral and rock resources in the North American EEZ of the United States.

Source: Adapted from B. A. McGregor and T. W. Oldfi eld, The Exclusive Economic Zone: An Exciting New Frontier, U.S. Geological Survey, p. 7.
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resistance to ratifi cation was a concern that CRAMRA, by estab-

lishing guidelines for mineral-resource development, was effec-

tively opening up the continent to such development (and 

possible resultant negative environmental impacts, safeguards 

notwithstanding). In the United States, this negative reaction to 

CRAMRA led to the passage of the Antarctic Protection Act of 

1990. Briefl y, the Act prohibits Antarctic mineral prospecting 

and development by U.S. citizens and companies and urges other 

nations to join in an indefi nite ban on such activities and to con-

sider banning them permanently. The 1991 Protocol on Environ-

mental Protection to the Antarctic Treaty indeed involved an 

indefi nite prohibition on activities related to development of 

geologic resources. In 2001–2002, the U.S. EPA issued a rule on 

environmental impact statements (described in a later section) 

for other nongovernmental activities—including tourism and 

scientifi c study—to be undertaken in Antarctica. It remains to be 

seen to what extent the consultative parties will follow this lead. 

Unfortunately, there is growing pressure for resource develop-

ment just as scientists and others are realizing the importance of 

studies in Antarctica—a setting relatively undisturbed by human 

activities—to understanding global climate change.     

 Pollution and Its Control  

 At the outset of a discussion of laws regulating pollution, one 

might legitimately ask what legal basis or justifi cation exists in 

the United States for antipollution legislation. Have we, in fact, 

any legal right to a clean environment? The primary Constitu-

tional justifi cation depends on an interpretation of the Ninth 

Amendment: “The enumeration in the Constitution of certain 

rights shall not be construed to deny or disparage others retained 

by the people.” The argument made is that the right to a clean, 

healthful environment is one of those individual rights so basic as 

not to have required explicit protection under the Constitution. 

    This interpretation generally has not been upheld by the 

courts. However, those harmed or threatened by pollution have 

often sought relief through lawsuits alleging nuisance or negli-

gence on the part of the polluter. Nuisance and negligence are 

varieties of torts (literally, “wrongs” in Latin) that are violations 

of individual personal or property rights, punishable under civil 

law, and distinct from violations of basic public rights. The 

government has also exercised its authority to promote the 

 general welfare by enacting legislation to restrict the spread of 

potentially toxic or harmful substances (including pollutants).  

 Water Pollution 

 Water pollution ought not to have been a signifi cant problem in 

the United States since the start of the twentieth century, when 

the Refuse Act of 1899 prohibited dumping or discharging re-

fuse into any body of navigable water. Because most streams 

drain into larger streams, which ultimately become navigable, 

or into large lakes, this act presumably banned the pollution of 

most lakes and streams. Unfortunately, the enforcement of the 

law left much to be desired. 

such claims can be seen in fi gure 19.5: Note how far north of 

Alaska the continental slope extends in some areas, and realize 

that the Convention provisions could extend jurisdiction up to 

100 miles beyond that. 

    The Convention creates a Commission on the Limits of 

the Continental Shelf that will review such claims, which must 

be supported by detailed mapping of seafl oor topography and 

sediment thickness. The fi rst applications were due to the panel 

in 2009. As with the 200-mile limit, there is plenty of potential 

for overlapping or confl icting claims by different nations bor-

dering the same shelf. It will be interesting to see how these 

confl icts are resolved.   

 Antarctica 

 Antarctica has presented a jurisdictional problem not unlike 

that of the deep-sea fl oor. Prior to 1960, seven countries— 

 Argentina, Australia, Chile, France, New Zealand, Norway, and 

the United Kingdom—had laid claim to portions of Antarctica, 

either on the grounds of their exploration efforts there or on the 

basis of geographic proximity (see  fi gure 19.6 ). (Note the 

 British claim based in part on the location of the Falkland Islands, 

site of a brief “war” between the U.K. and Argentina.) Several of 

these claims overlapped. None was recognized by most other na-

tions, including fi ve (Belgium, Japan, South Africa, the United 

States, and the former Soviet Union) that had themselves con-

ducted considerable scientifi c research in Antarctica. 

    After a history of disagreement punctuated by occasional 

violence, these twelve nations signed a treaty in 1961 that set 

aside all territorial claims to Antarctica. Various additional 

points were agreed upon: (1) the whole continent should remain 

open; (2) military activities, weapons testing, and nuclear-waste 

disposal should be banned there; and (3) every effort should be 

made to preserve the distinctive Antarctic fl ora and fauna. Other 

nations subsequently signed also; there are now twenty nations 

that are “consultative parties” to the Antarctic treaty. 

    The treaty did not address the question of mineral re-

sources, however, in part because the extent to which minerals 

and petroleum might occur there was not realized, and in part 

because their exploitation in Antarctica was then economically 

quite impractical anyway. Not until 1972 was the question of 

minerals even raised. The issue continued to be a source of con-

tention for some years. Finally, in 1988, after six years of nego-

tiations, the consultative parties (including the United States) 

produced a convention to regulate mineral-resource develop-

ment in Antarctica: the Convention on the Regulation of 

 Antarctic Mineral Resource Activities (CRAMRA). Under this 

convention, no such activity—prospecting, exploration, or de-

velopment—could occur without prior environmental-impact 

assessment; signifi cant adverse impacts would not be permit-

ted. Actual mineral-resource development would require the 

unanimous consent of a supervisory commission composed 

mainly of representatives of the consultative parties. 

    In the years after CRAMRA’s formulation, debate has 

continued. Sixteen of the twenty consultative parties must ap-

prove the treaty in order for it to take effect. Part of the reason for 
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Figure 19.6
Confl icting land claims in Antarctica prior to the 1961 treaty. Note especially the overlapping claims.

Source: Data from C. Craddock, et al., Geological Maps of Antarctica, Antarctic Map Folio Series, Folio 12, copyright 1970 by the American 

Geographical Society; and  J. H. Zumberge, “Mineral Resources and Geopolitics in Antarctica,” American Scientist 67, p. 68–79, 1979.

    In succeeding decades, stricter and more specifi c anti-

water-pollution laws have been enacted. The Federal Water 

 Pollution Control Act of 1956 focused particularly on municipal 

sewage-treatment facilities. The much broader Water Quality 

Improvement Act of 1970 and the subsequent amendments in 

the Clean Water Act of 1977 also address oil spills and various 

chemical pollutants, from both point and nonpoint sources. One 

of the objectives was to eliminate the discharge of pollutants 

into navigable waters of the United States by 1985—something 

that was, in theory, mandated eighty-six years earlier. The Clean 

Water Act and amendments nominally required all municipal 

sewage-treatment facilities to undertake secondary treatment by 

1983, although practice lagged somewhat behind mandate; only 

about two-thirds of municipalities actually met that deadline. 
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the Nation’s waters.” To this end, the Environmental Protec-

tion Agency (EPA) is directed to establish water-quality crite-

ria for various types of water uses and to monitor compliance 

with water-quality standards ( table 19.1 ). This is an increas-

ingly complex task as the number of substances of concern 

grows.  

Another provision was that “best available technologies” to 

control pollutant releases by twenty-nine categories of indus-

tries were to be in place by July 1984. (This concept of “best 

available” treatment is discussed further later in the chapter.) 

    The fundamental underlying objective is “to restore and 

maintain the chemical, physical, and biological integrity of 

Table 19.1 EPA’s Primary Safe Drinking-Water Standards for Selected Chemical Components

Contaminants Health Eff ects MCL* (ppm) Signifi cant Sources

Inorganic Chemicals (Total of 16 regulated)

arsenic skin, circulatory-system damage; 

possible increased cancer risk

0.01 geological; pesticide runoff  from orchards; glass and 

electronics production waste

barium increased blood pressure 2 petroleum drilling waste; geological

cadmium kidney damage 0.005 corrosion of galvanized pipes; geological; mining and 

smelting

chromium allergic dermatitis 0.1 discharge from steel and pulp mills; geological

fl uoride skeletal damage 4 geological; additive to drinking water; toothpaste; 

discharge from fertilizer, aluminum processing

lead developmental delays in infants and 

children; kidney problems, high 

blood pressure in adults

0.015** leaching from lead pipes and lead-based solder pipe 

joints; geological

mercury (inorganic) kidney damage, central nervous 

system disorders

0.002 geological; discharge from refi neries; runoff  from landfi lls 

and croplands

nitrate methemoglobinemia (“blue-baby 

syndrome”)

10 fertilizer, feedlot runoff ; sewage; geological

selenium gastrointestinal eff ects, circulatory 

problems, hair or fi ngernail loss

0.05 geological; mining; petroleum refi neries

Organic Chemicals (Total of 53 regulated)

alachlor eye, liver, kidney, spleen problems; 

anemia; increased cancer risk

0.002 herbicide runoff  from row crops

benzene anemia; increased cancer risk 0.005 factory discharge; leaching from gas storage tanks and 

landfi lls

chlordane liver, nervous-system problems; 

increased cancer risk

0.002 residue of banned termiticide

2,4-D liver, kidney, or adrenal-gland problems 0.07 herbicide runoff  from row crops

dichloromethane liver problems; increased cancer risk 0.005 discharge from drug, chemical factories

dioxin reproductive diffi  culties; cancer risk 0.00000003 emission from waste incineration, combustion; discharge 

from chemical factories

diquat cataracts 0.02 herbicide runoff 

ethylbenzene liver or kidney problems 0.7 discharge from petroleum refi neries

methoxychlor reproductive diffi  culties 0.04 runoff /leaching from insecticide use on fruits, vegetables, 

alfalfa, livestock

polychlorinated 

biphenyls (PCBs)

skin changes; thymus-gland 

problems; immune defi ciencies; 

reproductive or nervous-system 

diffi  culties; increased cancer risk

0.0005 runoff  from landfi lls; discharge of waste chemicals

styrene liver, kidney, circulatory-system 

problems

0.1 discharge from rubber or plastic factories; leaching from 

landfi lls

1, 2, 4-trichlorobenzene changes in adrenal glands 0.07 discharge from textile-fi nishing factories

trichloroethylene liver problems; increased cancer risk 0.005 discharge from metal degreasing sites, factories

vinyl chloride increased cancer risk 0.002 leaching from PVC pipes; discharge from plastic factories

*MCL (Maximum Contaminant Level): Maximum concentration allowed in drinking water. These levels are set based on the public-health risks of particular contaminants (note how diff erent the values are for 

diff erent substances). They are designed to minimize the projected risks while taking into account available water-treatment methods and costs.

**Not an MCL, but an “action level” that requires municipalities to control the corrosiveness of their water; see lead sources for the reason.

Source: U.S. Environmental Protection Agency.
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has proven successful in achieving the desired emissions reduc-

tions, and could be applied to other pollutants. 

    The EPA also holds an annual “acid rain auction” of a por-

tion of the allowances. Each year, the 8.95 million allowances 

are reassigned among the various existing SO 2  generators, but 

some are held back for the auction, in part to assure that new 

electricity-generating plants can acquire the allowances neces-

sary to operate. Interestingly, however, anyone can bid on the 

allowances, and some individuals and environmental groups 

have bought allowances simply to take them off the market and 

reduce total SO 2  emissions. This has become quite affordable, as 

improvements in sulfate control technologies have reduced the 

prices utilities are willing to pay for allowances at the auction: 

The year-2009 allowances were auctioned at an average of about 

$70 each, and one may bid on a single allowance. 

    The impact of the regulations on sulfate and acid rain, and 

certain other pollutants, was noted in chapter 18. Signifi cant 

further air-quality improvements were projected to result. As 

will be seen later in the chapter, however, some air-pollutant 

emissions continue to rise, despite international agreements in 

principle to reduce them. There are also trade-offs: It was ef-

forts to meet air-quality and emissions standards that caused the 

addition to gasoline of the MTBE that has now become a water-

pollution concern.   

 Waste Disposal 

 The Solid Waste Disposal Act of 1965 was intended mainly to 

help state and local governments to dispose of municipal solid 

wastes. Gradually, the emphasis shifted as it was recognized 

that the most serious problem was hazardous or toxic wastes. 

The Resource Conservation and Recovery Act of 1976 includes 

provisions for assisting state and local governments in develop-

ing solid-waste management plans, but it also regulates waste-

disposal facilities and the handling of hazardous waste and 

establishes cooperative efforts among governments at all levels 

to recover valuable materials and energy from solid waste. 

 Hazardous wastes are defi ned and guidelines issued for their 

transportation and disposal. 

    The Environmental Protection Agency monitors compli-

ance with the act’s provisions. Development of waste-handling 

standards, issuance of permits to approved disposal facilities, 

and inspections and prosecutions for noncompliance with regu-

lations are ongoing activities. However, there are tens of thou-

sands of identifi ed producers and transporters of hazardous 

waste in the United States subject to RCRA. In part because of 

this, the Environmental Protection Agency has delegated many 

of its responsibilities under the Resource Conservation and 

 Recovery Act to the states. 

    Amendments to the Resource Conservation and Recovery 

Act in 1984 considerably expanded the scope of the original 

legislation. Approximately 100,000 fi rms generating only small 

amounts of hazardous waste (less than 1000 kilograms per 

month) are now subject to regulation under the act; originally, 

these small generators were exempt. Before 1984, a waste pro-

ducer could request “delisting” as a generator of hazardous 

     Locally, signifi cant improvements in surface-water qual-

ity resulting from improved pollution control have certainly oc-

curred, but as is evident from chapter 17, more remains to be 

done. A major limitation of water-pollution legislation gener-

ally is that it treats surface waters only, although there is grow-

ing realization of the urgency of groundwater protection as well 

as of the links between surface and ground water. Recently, in 

fact, polluters have been prosecuted successfully, if indirectly, 

for groundwater pollution by toxic wastes after the ground wa-

ter seeped into and contaminated associated surface waters. 

    The fate of water-quality legislation in the near future has 

become increasingly cloudy. Since 1991, authorization and 

funding for many programs of the Clean Water Act and its later 

reauthorizations have lapsed. Repeated efforts since 1992 to en-

act further reauthorizations have failed. Recent versions of such 

bills, introduced in 1995 and 1996, included controversial wet-

lands-protection provisions that were opposed by some private-

property owners. Reauthorization continues to be 

problematic—and enforcement of environmental-quality stan-

dards requires funding.   

 Air Pollution 

 In the United States, air pollution was not addressed at all on the 

federal level until 1955, when Congress allocated $5 million to 

study the problem. The Clean Air Act of 1963 fi rst empowered 

agencies to undertake air-pollution-control efforts. It was 

amended in 1965 to allow national regulation of motor-vehicle 

emissions. The Air Quality Act of 1965 required the establish-

ment of air-quality standards to be based on the known harmful 

effects of various air pollutants. An overriding objective of this 

act and a series of 1970 amendments was to protect and im-

prove air quality in the U.S., particularly from the perspective 

of public health. Substantial progress has been made with re-

spect to many pollutants, as noted in chapter 18. 

    The Clean Air Act was reauthorized and amended in 1990. 

Various provisions of these Clean Air Act Amendments (CAAA) 

deal with many areas of air quality. The CAAA goes beyond the 

Montreal Protocol (chapter 18) in reducing production of chlo-

rofl uorocarbons and other compounds believed harmful to the 

ozone layer: It provides for reductions in industrial emissions of 

nearly 200 airborne pollutants; requires further reduction of ve-

hicle emissions; sets standards for improved air quality with re-

spect to ozone, carbon monoxide, and particulates in urban 

areas; and provides for reduction of SO 2  emissions from power 

plants, which are to be held at 50% of 1980 levels. 

    The SO 2 /acid-rain provisions have an interesting eco-

nomic component. Beginning in 1995, electricity-generating 

utility plants have been assigned SO 2  allowances (one 

 allowance 5 1 ton SO 2  emission per year) based on power out-

put, and  allowances can be traded between plants or utility 

companies for cash. Utilities that reduce their emissions below 

their  allowed output can sell their excess SO 2  allowances, which 

is an economic incentive to reduce pollution. In some years, 

millions of allowances have been traded, at prices that have oc-

casionally exceeded $1500 each. This “cap-and-trade” approach 
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ingly being recognized, one could argue that CO 2  indeed poses a 

risk to public health. Initially, the EPA declined to take on CO 2  

regulation, claiming both lack of legal authority and lack of a 

defi nitive connection between greenhouse gases and global 

warming. The states, cities, and other concerned groups sued, 

and the issue made its way to the  Supreme Court. In a split 

 decision, the Court ruled that EPA  does  have statutory authority 

to regulate greenhouse-gas emissions such as CO2 from 

 automobiles—that given the harm these gases (and resultant 

 climate change) cause, they are clearly pollutants under the 

CAAA, and thus subject to such regulation. The ruling did not 

mean that EPA must immediately impose CO2 emissions limits, 

but the pressure to begin moving in that direction has sharply 

increased, and the agency can no longer claim that regulation of 

greenhouse gases is, in effect, not in its job description. 

    It has been suggested that the EPA set up a cap-and-trade 

scheme for CO 2  emissions, given the success of the SO 2 - 

allowance scheme. However, the number and variety of signifi -

cant sources of CO 2  emissions are far greater, making emissions 

allocations correspondingly more diffi cult. Vehicle emissions 

present an additional challenge, for while they represent, 

 collectively, a considerable volume of CO 2,  those emissions 

come in small quantities from millions of individual vehicles. It 

is not at all clear how a cap-and-trade model could be adapted 

to these circumstances.   

 Defi ning Limits of Pollution 

 Enforcement of antipollution regulations remains a major stum-

bling block, in part, because of the terms of antipollution laws 

themselves. Consider, for example, an objective of “zero pollut-

ant discharge” by a certain year. At fi rst inspection, “zero” might 

seem a well-defi ned quantity. However, from the standpoint of 

practical science, it is not. Water quality must be measured by 

instruments, and each instrument has its own detection limits for 

each chemical. No commonly used chemical-analysis techniques 

for air or water can detect the occasional atom or molecule of a 

pollutant. A given instrument might, for example, be able to de-

tect manganese down to a concentration of 1 ppm, lead down to 

500 ppb (0.5 ppm), mercury to 150 ppb. Discharges of these ele-

ments below the instrument’s detection limit will register as 

“zero” when the actual concentrations in the wastewater might be 

hundreds of parts per billion. How close one must actually come 

to zero discharge, then, depends strongly on the sensitivity of the 

particular analytical techniques and instruments used. 

    The alternative approach is to specify a (detectable) max-

imum permissible concentration for pollutants discharged in 

wastewater or exhaust gases. But pollutants vary so widely in 

toxicity that one may be harmless at a concentration that for 

another is fatal. That means a need to specify  different  permis-

sible maxima for individual chemicals, as in table 19.1. Given 

the number and variety of potentially harmful chemicals, a stag-

gering amount of research would be needed to determine scien-

tifi cally the appropriate safe upper limit for each. Thus, 

regulations are limited to a moderate number of toxins known 

to pose health risks. Even so, extensive data are needed to set 

waste by demonstrating that its wastes no longer contained 

whatever hazardous chemicals (as identifi ed by the EPA) had 

originally caused the operation to be listed; now, delisting re-

quires that the waste producer demonstrate essentially that its 

wastes contain no identifi ed hazardous chemicals at all. A whole 

new set of regulations has been imposed on landfi lls and under-

ground storage tanks containing hazardous substances, which in 

many cases require expensive retrofi tting of the disposal site to 

meet higher standards; landfi ll disposal of toxic liquid waste is 

banned. These and many other provisions clearly refl ect growing 

recognition of the seriousness of the toxic-waste problem.   

 The U.S. Environmental Protection Agency 

 In 1970, the U.S. Environmental Protection Agency was estab-

lished in conjunction with the reorganization of many federal 

agencies. Among its primary responsibilities were the estab-

lishment and enforcement of air- and water-quality standards. 

Under the Toxic Substances Control Act of 1976, the EPA was 

given the authority to require toxicity testing of all chemical 

substances entering the environment and to regulate them as 

necessary. The EPA also has a responsibility to encourage re-

search into environmental quality and to develop a body of per-

sonnel to carry out environmental monitoring and improvement. 

As the largest and best-funded of the pollution-control agen-

cies, it tends to have the most clout in the areas of regulation 

and enforcement. However, the scope of its responsibilities is 

broad, and expanding. The number and variety of situations 

with which the Environmental Protection Agency is expected to 

deal, restrictions imposed by limited budgets, and the varying 

emphases placed on different aspects of environmental quality 

by different EPA administrators are all factors that have contrib-

uted to limiting the agency’s effectiveness. Legislation in the 

late 1980s and early 1990s tended to strengthen EPA’s enforce-

ment ability by establishing clear penalties for noncompliance 

with regulations. The CAAA, for example, allows EPA to im-

pose penalties of up to $200,000 for violations and even to 

pursue criminal sanctions against serious, knowing violations 

of CAAA. It is also true that efforts of the U.S. EPA are often 

supplemented by activities of state EPAs. But enforcement also 

requires staff and budget for investigations, legal actions, and so 

on. Sharp budget cuts for EPA in the early twenty-fi rst century, 

refl ecting reduced priority in Congress for environmental- 

protection activities in general, certainly reduced the EPA’s 

ability to carry out its various mandates and monitoring and 

enforcement of activities. 

    A Supreme Court decision in early 2007 has the potential 

to expand EPA’s responsibilities under the CAAA still further. 

Since 1999, a dozen states and many cities had been urging EPA 

to add carbon dioxide to the list of air pollutants that it regulates, 

particularly in the context of automobile emissions. The EPA’s 

authority to regulate the six air pollutants discussed in chap-

ter 18 derives from a mandate to protect public health, and CO 2  

is not toxic or considered a threat to health. On the other hand, to 

the extent that CO 2  causes global warming and climate change 

and that negative health effects of global  warming are increas-
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on Climate Change. This Convention recognizes the role of at-

mospheric CO2 and other greenhouse gases in global warming 

and other possible climatic consequences. It calls for nations to 

report on their releases of greenhouse gases and efforts to  reduce 

these and to strive for sound management and conservation of 

greenhouse-gas “sinks” (plants, oceans), and it calls upon de-

veloped nations to assist developing nations in such  efforts. 

This Convention came into force, following its ratifi cation by 

over 50 nations, in March 1994. Its very existence is signifi cant, 

as is the promptness of ratifi cation. The Montreal Protocol on 

Substances that Deplete the Ozone Layer, discussed in chapter 

18, is another example of such international commitments to 

pollution control for the common good. 

    These accords refl ect a new concept in international law 

and diplomacy, the    precautionary principle   . Historically, 

 nations’ activities were not restricted or prohibited unless a di-

rect causal link to some specifi c damage had been established. 

However, there are cases in which, by the time scientifi c cer-

tainty has been achieved, serious and perhaps irreversible dam-

age may have been done. Under the precautionary principle, if 

there is reasonable likelihood that certain actions may result in 

serious harm, they may be restrained before great damage is 

demonstrated. So, given the known heat-trapping behavior of 

the greenhouse gases and documented increases in their atmo-

spheric concentrations, nations agree to limit releases of green-

house gases  before  substantial global warming or climate 

change has occurred; given the links between ozone depletion 

and increased UVB transmission, and between UV radiation 

and certain health risks such as skin cancer, they agree to stop 

releasing ozone-depleting compounds  before  signifi cant nega-

tive health impacts have been documented. 

    This can be important to minimizing harm in cases in 

which there may be a signifi cant time lag between exposure to 

a hazard and manifestation of the adverse health effects or 

those in which natural systems’ response to changes in human 

inputs are slow. The CFCs are an example of the latter. Global 

emissions have been sharply reduced under the Montreal 

“safe” exposure limits. With less comprehensive data, the Envi-

ronmental Protection Agency and other agencies may set stan-

dards that later may be found to be too liberal or unnecessarily 

conservative. For some naturally occurring toxic elements, they 

have occasionally set standards stricter than the natural ambient 

air or water quality in an area. To meet the discharge standards, 

then, a company might be required to release wastewater cleaner 

than the water it took in! For instance, suppose the EPA guide-

lines specify a mercury concentration of 10 ppb or below in 

wastewater released. In an area with abundant mercury ore de-

posits, streams might naturally contain 100 ppb of mercury dis-

solved or leached from the ores. A company using that water, 

whether it added any mercury or not, could be required to re-

move some of the natural mercury to comply with the stan-

dards. A great deal of additional information, both about natural 

air and water quality and about specifi c harmful effects of indi-

vidual chemicals, is needed before safe and realistic limits can 

be set on all pollutant discharges. 

    No treatment process is perfectly effi cient, and emissions-

control standards must necessarily recognize this fact. For in-

stance, 1982 incinerator standards established under the 

Resource Conservation and Recovery Act specify 99.99% de-

struction and/or removal effi ciency for certain specifi ed toxic 

organic compounds. While this is a high level of destruction, if 

1 million gallons of some such material is incinerated in a given 

facility in a year, the permitted 0.01% would amount to a total 

of 100 gallons of the toxic waste released. 

    Imprecision in terminology remains a concern. The 

CAAA, for example, includes such expressions as “lowest 

achievable level” (of emissions; in the context of CFC emis-

sions) and “nonessential” applications of CFCs and other con-

trolled ozone-threatening substances (use in such applications 

banned beginning in 1992; but what is an “essential” use of 

CFCs?). In some instances, the introduction of economic con-

siderations further muddies the regulatory waters, both in the 

framing of laws and regulations and in their implementation; 

see “Cost-Benefi t Analysis” later in the chapter.   

 International Initiatives 

 The latter half of the twentieth century saw a rapid rise in inter-

national treaties relating to the environment ( fi gure 19.7 ). Some 

especially notable steps were taken toward international coop-

eration and collective action to address problems of global im-

pact and concern during the 1990s. Some of these initiatives 

relate to problems that affect localized areas, widely distributed 

around the world—for example, the U.N. Convention to  Combat 

Desertifi cation, which came into force in late 1996. Others, 

however, recognize that all nations share some resources—the 

atmosphere especially—and no nation individually causes or 

can solve problems associated with pollution of such a common 

global resource (though to be fair, it is certainly true that some 

nations have historically contributed a disproportionately large 

share to that pollution). 

    One important outgrowth of the Earth Summit in Rio de 

Janeiro in 1992 was the United Nations Framework Convention 
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Figure 19.7
Increasing environmental awareness has led to increasing numbers 

of international environmental treaties.

Source: Data from U.N. Environment Programme.
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    Another principle of international environmental laws 

refl ected in the Kyoto Protocol (as well as the Montreal Proto-

col and others) is the    common but differentiated responsi-

bility of states   . (States, in U.N. usage, essentially means 

nations.) The idea is that we all share the global environment, 

and the responsibility to protect its quality, but some nations 

contribute more to pollution and other negative impacts (see, 

for example,  fi gure 19.9 ), while some have more fi nancial re-

sources to  develop less-harmful alternatives than other nations 

have. Those nations that create more of the problem and can 

better afford the costs of addressing it are expected to do more 

toward a solution. So in principle, industrialized nations that 

produce more CO2 and other greenhouse gases (or CFCs, or 

other pollutants) and can more readily pay to develop less-

polluting alternatives are expected to reduce their emissions 

more sharply, and sooner. (Indeed, developing nations such as 

India and China are not subject to emissions limits under the 

Kyoto Protocol, though their greenhouse-gas emissions have 

been rising sharply.  India’s CO 2  emissions from fossil-fuel 

burning more than doubled from 1990 to 2005, and China’s 

increased by 130%, so that China ranked # 1 and India # 4 in 

such emissions worldwide, with the United States and Rus-

sian Federation at # 2 and # 3, respectively.) Consequently, 

 Protocol, but atmospheric concentrations have only leveled off 

( fi gure 19.8 ). This means that we will continue to be exposed 

to higher UVB levels for some decades. (A recent estimate by 

NASA scientists, considering both the long residence times of 

CFCs in the atmosphere and the fact that old air conditioners, 

refrigerators, etc. will continue to leak CFCs for some time, 

suggests that the ozone layer may not recover fully until 2065.) 

Still, the longer nations waited to take action, the further into 

the future the problem would have persisted. 

    It should also be noted that agreement in principle is one 

thing, implementation another, and enforcement yet another. 

Following the Rio summit, years of negotiations on specifi c 

targets and strategies produced the Kyoto Protocol of 1997. A 

major component of the Kyoto Protocol was a commitment by 

industrialized nations to reduce their greenhouse-gas emissions 

collectively to 5.2% below 1990 levels by 2008–2012. In prac-

tice, the focus must be on CO2, overwhelmingly the principal 

greenhouse gas emitted in terms of quantity. But global CO2 

emissions, meanwhile, had been continuing to climb since Rio, 

so reductions relative to then-current CO2 emissions would 

have had to be much more than 5% in many cases. The United 

States accounts for over 20% of global CO2 emissions, and 

those emissions have been rising more rapidly than those of 

most other nations. For the United States, CO2 emissions in 

2007 were 20% above 1990 levels; to get to 5% below 1990 

levels would have meant reducing CO2 emissions by about 21% 

from 2007 levels. Concerns over the economic impact of mak-

ing such sharp reductions in CO2 emissions led to the inclusion 

of certain fl exibility provisions in the Kyoto Protocol: allowing 

nations to meet a portion of their commitment by enhancing 

CO2 sinks (such as forests) rather than actually reducing emis-

sions; permitting industrialized nations some credits for provid-

ing developing nations with low-emissions technologies; and 

providing for the trading of emissions credits so that one nation 

could acquire the right to the unused portion of the emission 

allowance of another. 

Figure 19.8
Though global CFC emissions have been sharply 

curtailed (A), atmospheric concentrations are just 

now starting to decline (B). (Dip in 1980s is due 

mainly to economic conditions.) CFC-11 and CFC-12 

are two of the more widely used CFCs, with chemical 

formulas CFCl3 and CCl2F2, respectively.

Source: (A) Data from U.S. Council on Environmental 

Quality, (B) from National Oceanic and Atmospheric 

Administration.
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nations held to their commitments in principle. It simply proved 

too diffi cult, economically and technically, to achieve the desired 

reductions fast enough in many developed nations. The United 

States opted out of Kyoto altogether, and this further limited 

achievement of reduced greenhouse-gas levels globally, though 

U.S. companies operating in countries bound by the Kyoto Pro-

tocol are affected there. The unrestrained growth in emissions in 

the developing countries is increasingly a global concern. Finally, 

it should be noted that, like many international environmental 

accords, the Kyoto Protocol does not actually include enforce-

ment provisions or penalties for failing to meet one’s obligations, 

which certainly reduces its practical effectiveness. 

    The international community has begun to look beyond 

Kyoto and its limitations to the challenge of crafting future 

those developed nations on whom the greater fi nancial and 

compliance burdens fall are not always eager to embrace what 

other nations see as their fair share of responsibility. This con-

tributes to the diffi culty of achieving consensus on the details 

of such international agreements. 

    Not until late 2004, with acceptance by the Russian 

 Federation, did the Kyoto Protocol even achieve the critical mass 

of signatories to come into force. (Some observers note that by 

then, thanks to a depressed economy, the Russian Federation’s 

greenhouse-gas emissions had already dropped below its Kyoto 

target, so not only did it have no sacrifi ces to make; it had excess 

emissions credits to sell!) By then, it was becoming increasingly 

evident that the overall Kyoto targets were unlikely to be reached 

by around 2010 as originally hoped, even if all of the signatory 
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are readily perceived, while the risks are very hard to quantify (or 

adequate alternatives have not been found). 

    In the realm of pollution control, companies frequently con-

test strict regulation of their pollutant discharges on the grounds 

that meeting the standards is economically impossible and/or un-

reasonable. Each individual, each judge, and each jury has some-

what different ideas—of what is “reasonable”; of the value of 

clean air and water; of the importance of preserving wildlife, veg-

etation, natural topography, or geology; and of what constitutes an 

acceptably low health risk (assuming that that health risk can be 

quantifi ed fairly precisely in the fi rst place; see  fi gure 19.10 ). En-

forcement thus is very uneven and inconsistent. Virtually every-

one agrees that, in principle, it is desirable to maintain a 

high-quality environment. But just what does that mean? What 

should it cost? And by whom should those costs be borne? 

   Cost-Benefi t Analysis and the Federal 
Government 

 A month after assuming offi ce in 1981, President Reagan issued 

Executive Order 12291, which decreed, in part, that a (pollution-

control) regulation may be put forth (by an agency such as EPA) 

only if the potential benefi ts to society outweigh the potential 

costs. A Regulatory Impact Analysis must be performed on any 

proposed new “major” regulation, which is, in turn, defi ned as 

one that is likely to result in either (1) an impact on the econ-

omy of $100 million or more per year; (2) a major cost in-

crease to consumers, individual industries, governmental 

agencies, or geographic regions; or (3) signifi cant adverse ef-

fects on competition, employment, investment, productivity, 

or the ability of U.S.-based corporations to compete with 

 foreign-based concerns. 

 strategies and agreements for reining in greenhouse gases over 

the longer term. For more than three decades, there have been 

international treaties limiting/prohibiting waste disposal in the 

oceans; the current agreement on the subject is the London 

 Protocol of 1996. In 2007, the London Protocol was amended 

specifi cally to allow carbon dioxide from capture and storage 

operations to be handled by sub-seabed geological  disposal in the 

ocean basins.      The U.N. Climate Conference in Copenhagen in 

late 2009 was specifi cally planned as the successor to Kyoto, 

where the crafting of a new, major international treaty on climate 

would begin. To emphasize the connection, as well as to highlight 

the impact of transportation on emissions, the U.N. Environment 

Programme, International Union of Railways, and World Wildlife 

Fund sponsored a one-time, month-long, 9000-km trip for a train 

car from Kyoto to Copenhagen. It remains to be seen what lasting 

agreements may evolve from the Copenhagen meeting.

 Cost-Benefi t Analysis   

 Problems of Quantifi cation 

 Antipollution laws that specify using the “best available (treat-

ment) technology economically achievable,” or contain some 

similar clause that introduces the idea of economic feasibility, 

result in additional confl icts and enforcement problems. As 

noted in earlier chapters, costs for exhaust or wastewater treat-

ment rise exponentially as cleaner and cleaner air and water are 

achieved. These costs can be defi ned and calculated with rea-

sonable precision for a given mine, manufacturing plant, auto-

mobile, or whatever. Balanced against these cleanup costs are 

the adverse health effects or general environmental degradation 

caused by the pollutants. The latter are far harder to quantify 

and, sometimes, even to prove. 

    For example, the harmful effects of acid rain are recog-

nized, and increased acidity of precipitation results, in part, from 

increased sulfur gas emissions. It is not possible, however, to say 

that, for each ton of sulfur dioxide released, x billion dollars worth 

of damage will be done to limestone and marble structures from 

acid rain, y trees will have their growth stunted, or z fi sh will die in 

an acidifi ed lake. Even if such precise analysis were possible, 

what is the dollar value of a tree, a fi sh, or a statue? Conversely, 

scientists cannot say exactly how much environmental benefi t 

would be derived from closing down a coal-fi red power plant re-

leasing large quantities of sulfur, and many people could suffer 

fi nancial and practical hardship from the loss of that facility. 

    Similar debates arise in many areas. Allowing development 

on a barrier island may increase tourism and expand the local tax 

base, helping schools and allowing municipal  improvements—but 

at what risk to the lives and property of those who would live on 

the vulnerable land, and cost to taxpayers providing disaster as-

sistance? The dangers of increased atmospheric CO2 are widely 

accepted, and fossil-fuel extraction may cause environmental dis-

turbances of various sorts—but our energy consumption contin-

ues to grow; clearly we tend to decide, implicitly at least, that the 

benefi ts outweigh the risks, perhaps, again, because the benefi ts 

Figure 19.10 
Components of EPA’s risk-assessment process for potential health 

hazards. “Dose-response” refers to the relationship between exposure 

to or consumption of a substance and the eff ect on humans or other 

organisms, as described at the beginning of Section V.

Source: After D. E. Pattor, “The ABCs of Risk Assessment,” EPA Journal 

19, volume 1, 1993, U.S. Environmental Protection Agency.
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the risk. While such an objective sounds benign and practical 

enough, such laws may be vigorously opposed (see especially 

chapters 4 and 6). Opposition does not come only from real- 

estate investors who wish to maximize profi ts from land devel-

opment in areas of questionable geologic safety. Individual 

homeowners also often oppose these laws designed to protect 

them, perhaps fearing the costs imposed by compliance with the 

laws. For example, engineering surveys may be required before 

construction can begin, or special building codes may have to be 

followed in places vulnerable to earthquakes or fl oods. People 

may also feel that it is their right to live where they like, accept-

ing any natural risks. And some, of course, simply do not believe 

that whatever-it-is could possibly happen to  them . 

    Occasionally, lawsuits have been fi led in opposition to 

zoning or land-use restrictions, on the grounds that such restric-

tions amount to a “taking”—depriving the property owner of 

the right to use that property freely—without compensation. 

Such action is prohibited by the Fifth Amendment to the Con-

stitution. However, the courts have generally held that such re-

strictions are, instead, simply the government’s exercise of its 

police power on behalf of the public good and that compensa-

tion is thus unwarranted.  

 Construction Controls 

 Restrictive building codes can be strikingly successful in reduc-

ing damage or loss of life. After a major earthquake near Long 

Beach, California, in 1933, the California legislature passed a 

regulation known as the Field Act, which created improved con-

struction standards for school buildings. Many of those stan-

dards are still being followed. Their effectiveness was 

demonstrated in subsequent earthquakes, notably the major one 

in San Fernando in 1971. It was noted afterward that damage to 

school buildings from the earthquake was almost wholly lim-

ited either to schools built prior to 1933 or to those later build-

ings whose engineers had been permitted to deviate from strict 

compliance with the Field Act. The 1995 Kobe earthquake fur-

ther illustrated the value of earthquake-resistant design ( fi g-

ure 19.11 ). The problem of preexisting structures remains a major 

problem rarely addressed even by “good” building codes aimed 

at hazard reduction, as was illustrated yet again in the 1989 Loma 

Prieta earthquake and the 1994 Northridge quake. There had been 

talk of “retrofi tting” some older buildings, freeways, and bridges 

to improve safety in accordance with newer design specifi ca-

tions, but due to cost and inertia, many modifi cations went un-

made, and structural failures resulted. Retrofi tting of privately 

owned buildings tends to be even rarer ( fi gure 19.12 ). 

    Perhaps because the state is subject to so many geologic 

hazards, California and its municipalities have been among 

the leaders in passage of legislation designed to minimize the 

damage from geologic hazards. One successful effort in this 

regard has been the imposition of much-more-stringent regula-

tions governing construction on potentially unstable, landslide-

prone hillsides near Los Angeles. Over a ten-year period of 

rapid development (1952–1962), increasingly strict require-

ments for slope and soil stability studies, site grading, and 

    This represented a major departure from previous policy. 

The Clean Water Act ordered the Environmental Protection 

Agency to be sensitive to costs in establishing standards, but 

it did not require cost-benefi t analysis; the Clean Air Act 

 prohibited considering costs in setting health standards. Now, 

for example, for the contaminants regulated in drinking water, 

the EPA defi nes not only the MCLs as shown in table 19.1, but 

also identifi es “MCLGs”—Maximum Contaminant Level 

Goals, concentrations below which there are no known negative 

health effects in humans. For some of these substances (e.g., 

barium, cadmium, mercury, nitrate) the MCLGs are the same as 

the MCLs. For others (e.g., arsenic, lead, benzene, dioxin, 

PCBs), the MCLG is actually zero. In such cases, to quote the 

EPA, “MCLs are set as close to MCLGs as feasible using the 

best available treatment technology and taking cost into consid-

eration.” Cost-benefi t analysis is still not the decisive factor in 

regulation, but it is at least taken into account. 

    Cost-benefi t analysis was a key part of the debate surround-

ing the “Clear Skies Act,” proposed in 2003 as part of President 

Bush’s Clear Skies initiative, which would have capped emissions 

of sulfur and nitrogen oxides and of mercury by electricity-gener-

ating plants. The EPA, asked to do the cost-benefi t analysis, pro-

jected the costs of compliance as rising to $6.3 billion per year. Set 

against those costs was an impressive array of benefi ts, including: 

reduction in acidifi cation of lakes and streams in the United States 

from acid rain; reduced mercury in the environment; over $3 bil-

lion per year worth of benefi t from improved visibility in national 

parks and wilderness areas; an estimated 30,000 fewer visits to 

hospitals and emergency rooms, and 12.5 million fewer days with 

respiratory symptoms (meaning also, fewer days of school or 

work missed) per year by 2020; and, depending on the model used 

for the calculation, from 8400 premature deaths prevented, with 

$21 billion per year in health benefi ts, to 14,000 premature deaths 

prevented, with $110 billion per year in health benefi ts. Certainly, 

in this case, the projected benefi ts far outweighed the anticipated 

costs. However, it is necessarily also true that it is far easier to 

calculate the approximate cost of specifi ed effl uent reductions 

from existing power plants using known technology than to be 

equally precise about, for  instance, the reductions in days of respi-

ratory symptoms Americans would suffer, or the reductions in 

premature deaths, or improved visibility in parks, to say nothing 

of assigning dollar values to such benefi ts. This was a signifi cant 

factor in ensuing years of congressional debate on this measure, 

which ultimately failed to get out of committee. (Since then, some 

limits of the kind envisioned in the Clear Skies Act have been 

implemented through EPA rule making.)     

 Laws Relating to Geologic Hazards  

 Laws or zoning ordinances restricting construction or establish-

ing standards for construction in areas of known geologic haz-

ards are a more modern development than antipollution 

legislation. Their typical objective is to protect persons from in-

jury or loss through geologic processes, even when the individu-

als themselves may be unaware of the existence or magnitude of 
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Figure 19.11 
Eff ects of improving building codes for earthquake resistance are 

clearly shown in the aftermath of the 1995 Kobe earthquake: 

Newer buildings suff ered far less damage than older ones.
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Figure 19.12
Hazard-mitigation legislation rarely requires privately owned 

buildings to be modifi ed for greater resistance; the results can be 

unfortunate. (A) The fi rst story of this two-story house completely 

collapsed in the Loma Prieta earthquake. (B) This apartment 

complex was severely damaged in the 1994 Northridge quake, in 

part because the carport on the ground level was not as strongly 

built as the living quarters above.

(A) Photograph by D. Schwartz, (B) photograph by E. V. Leyendecker, 

both courtesy of U.S. Geological Survey.

construction engineering were developed. The resulting re-

duction in the rate of landslide damage has been dramatic 

( table 19.2 ). Although the costs of structural damage to those 

homes actually damaged by landslides or soil failure has con-

tinued to be high (as the result of escalating property values), 

the number and percentage of individual units damaged have 

both dropped sharply, especially since 1963. Plainly, at least 

where the geologic hazards are moderate, the risk of damage 

from the hazards can be minimized by taking them into ac-

count and “designing around” them. This is a large part of 

engineering geology (see chapter 20).     

 Other Responses to Earthquake Hazards 

 Not all hazard-mitigation legislation is equally effective, as evi-

denced by a few California examples prompted by the 1971 San 

Fernando earthquake, described briefl y below. Each of these 

bills is well-intentioned and represents a positive step toward 

reducing earthquake damage. Collectively, however, they also 

illustrate a number of weaknesses that limit their effectiveness. 

    The Seismic Safety Element Bill (1971) requires that com-

munities take seismic and related hazards (ground shaking, 

 tsunamis, and so forth) into account in planning and regulating 

development. This is plainly sensible in a high-seismic-risk area. 

But the bill does not prohibit or regulate construction explicitly; 

public offi cials are left to decide what constitutes acceptable risk 

in siting and building. The qualifi cations of the person(s) evaluat-

ing the seismic risks are not stipulated either, and there is no 

penalty if the community actually ignores the bill altogether. 

    The Dam Safety Bill (1972), despite its name, has nothing 

directly to do with the engineering adequacy of dams. It requires 

dam owners to prepare maps showing the areas that would be 

fl ooded in the event of dam failure, and it requires local authorities 

to prepare evacuation procedures for those areas threatened. 

Building in the areas at risk is not prohibited, and those living 

there may not necessarily be made aware of the dangers. 

    The Alquist-Priolo Geologic Hazards Act (1972; 

amended 1975) is a more specifi c and detailed bill. Under its 

provisions, the state geologist identifi es “Special Studies 

Zones” along active faults. Proposed construction in these 

zones requires review by local authorities, who might, for 

 instance, require that buildings not be placed within a certain 

distance (25, 50, or 100 meters, perhaps) of the fault trace 
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broaden the premium base that provides funds to pay off claims 

when fl ooding does occur. 

    For a community to remain eligible for the insurance pro-

gram, it must, in turn, enact strict fl oodplain-zoning regulations. 

Initially, all proposed new construction in the fl oodplain must 

be carefully evaluated and structures designed so as to mini-

mize potential fl ood damage. Later, after the Department of 

Housing and Urban Development has provided detailed fl ood-

plain maps ( fi gure 19.13 ), still stricter provisions are enacted 

that require fl oodproofi ng or elevation above the 100-year fl ood 

level of new structures in the fl oodplain. The community may 

wish to include additional provisions, such as one requiring that 

any water-storage volume within the 100-year fl oodplain elimi-

nated or fi lled in by the emplacement of new structures be com-

pensated for by the creation of at least an equal volume of 

additional fl oodwater storage elsewhere. 

    The requisite fl ood-hazard maps can be slow in coming. As 

mentioned in chapter 6, detailed records collected over long peri-

ods, and careful analysis, are required to construct accurate maps 

indicating precisely the areas to be affected by 50-year, 100-year, 

or 200-year fl oods. In many communities, detailed maps will not 

be available for years, and, meanwhile, development goes on. 

The laws do not completely ban further building in the fl ood-

prone area, and as already noted, if more buildings—“fl oodproof” 

or not—are placed in a fl oodplain, their very presence may in 

some measure increase fl ood stages. 

    An unintended and unfortunate side effect of the avail-

ability of subsidized fl ood insurance has been to encourage 

people to rebuild, sometimes several times, in severely fl ood-

prone areas and, in a sense, the insurance has encouraged 

 continued development in such areas. The costs to the govern-

ment can then far exceed the premiums collected. In some 

 unstable coastal zones, this has happened to such an extent that 

Congress has voted to remove the most severely threatened ar-

eas from the program ( fi gure 19.14 ; see also chapter 7). Follow-

ing the devastation of Hurricane Katrina, in fact, there has been 

discussion of eliminating federal subsidies for fl ood insurance 

everywhere, though so far, this has not occurred. 

proper. The principal objective is to prevent damage through 

fault offset. (Of course, in the case of a major fault such as the 

San Andreas, which can cause substantial damage tens or hun-

dreds of kilometers from the epicenter of a large earthquake, it 

would be of little use to worry about whether one’s house was 

10 or 100 meters from the fault line, for ground shaking might 

well level the building even if it was not torn apart directly by 

the rupture of the fault zone.) Local offi cials are expected to 

consider the size of earthquakes and the extent of damage an-

ticipated along each particular fault in deciding where or 

whether to allow building. Engineering and site-evaluation 

studies can be costly, and this prompted the 1975 amendment 

that  exempted  individual single-family homes. (Housing devel-

opments, apartments, and commercial buildings are still cov-

ered.) Once again, economic considerations vie with scientifi c 

ones in selecting a course of action.   

 Flood Hazards, Flood Insurance 

 When geologic catastrophes occur, federal disaster-relief funds 

are often part of the rescue/recovery/rebuilding operations. In 

other words, all taxpayers pay for the damage suffered by those 

who, through ignorance or by choice, have been living in areas 

of high geologic risks. This has struck some as inequitable and 

was part of the motivation behind the Flood Insurance Act 

(1968) and its successor, the Federal Flood Disaster Protection 

Act (1973). These measures provide for federally subsidized 

fl ood insurance for property owners in identifi ed fl ood-hazard 

areas, whether in stream fl oodplains or in fl ood-prone coastal 

regions. Those most at risk, then, pay for insurance against their 

possible fl ood losses. The idea is that, in time, the fl ood insur-

ance will replace after-the-fact disaster assistance in fl ood-prone 

areas. To “encourage” property owners to purchase the insur-

ance, the legislation provides that it be required of those obtain-

ing federally insured mortgages or mortgages through federally 

affi liated banks and lending institutions. The objective is not 

simply to compel homeowners to protect their own property or 

to make them aware that they are buying in a fl oodplain, but to 

Table 19.2
Comparison of Landslide Damage with and without Restrictive Construction Guidelines 
in Los Angeles, California

Prior to 1952 1952–1962 1962–1967

controls pertaining to landslide 

hazards

none limited grading codes in place much stricter requirements for 

engineering and soil studies; modern 

grading procedures required

sites constructed (approx.) 10,000 27,000 11,000

sites damaged (%) 1040 (10.4%) 350 (1.3%) 17 (0.2%)

total damage to residences (approx.) $3,300,000 $2,800,000 $80,000

average damage per site built $330 $100 $7

average cost per site damaged $3200 $7900 $4700

Source: Data from J. F. Slosson, The Role of Engineering Geology in Urban Planning, Colorado Geological Survey Special Publication 1, 1969.
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 development has preceded the legislation, those affected by the 

new law in the near term may be a very small percentage of 

those at risk: In the 1993 Mississippi River basin fl oods, many 

thousands of victims were uninsured, aware of neither the need 

for nor the availability of fl ood insurance. Where new construc-

tion is banned in very-high-risk areas, older structures neverthe-

less persist. A small move toward eliminating past poor practice 

would be a regulation requiring that, if an older structure in a 

geologically high-risk area were destroyed—whether by geo-

logic processes or another means, such as fi re—it could be re-

built only if the new structure conformed to the newer laws for 

fl oodproofi ng, fault-trace setback, slope grading, and so forth. 

Even modest proposals of this kind, however, commonly meet 

with vocal citizen opposition. 

    Thus, laws designed to reduce the risk of damage from 

geologic hazards have several problems in common. The basic 

scientifi c information on which to base sensible regulations 

may be lacking. Laws may be poorly written, failing to specify 

fully what must be done and by whom, or they may be weak-

ened by exceptions or omissions that exempt many from their 

provisions. A major omission, and a very common one, is that 

existing structures in areas at risk may continue unaffected ( fi g-

ure 19.15 ; recall also fi gure 19.12). 

     The National Environmental 
Policy Act (1969)  

 The (U.S.) National Environmental Policy Act (NEPA) estab-

lished environmental protection as an important national prior-

ity and provided for the creation of the Council on 

Environmental Quality in the Executive Offi ce of the President. 

The    environmental impact statement    (EIS) is the most visible 

outgrowth of the NEPA. In this section, we will consider briefl y 

what goes into an EIS, what the point is, and how well the leg-

islation’s objectives are being met. 

   Problems with Geologic-Hazard Mitigation Laws 

 A pervasive weakness in all kinds of geologic-hazard mitigation 

laws, including all of the examples discussed in this section, is 

the fact that they typically apply only to new structures. Only 

new schools in California need conform to Field Act building 

codes; only new hillside homes need be built using modern 

slope- stabilization methods; only new federally insured mort-

gages on fl ood-prone properties mandate that the property 

owner carry fl ood insurance; and so on. Where considerable 

Figure 19.13 
Sample section of a fl ood insurance rate map. Zone A is the 

estimated 100-year fl oodplain. In zone AE, height of 100-year fl ood 

is determined by detailed analysis of records. Zone X includes a 

variety of lower-risk situations: areas where the 100-year fl ood 

depth is estimated at less than 1 foot (narrow zone adjacent to 

zone A), areas protected by levees, and areas outside the 100-year 

but in the 500-year fl oodplain. Note cut-off  meander, the result of 

earlier U.S. Army Corps of Engineers fl ood-hazard-reduction eff orts.
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Figure 19.14 
Barrier islands regularly take a beating from coastal storms; most have 

now been removed from the fl ood-insurance program. Grand Isle, LA 

after Hurricane Gustav, 2008. Note that many properties at top of 

photo are now permanently fl ooded as a result of storm erosion.

Photograph courtesy U.S. Geological Survey.
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felt that no signifi cant environmental impact was involved). 

Close to half the lawsuits involved citizen or environmental 

groups as plaintiffs. The number of environmental impact state-

ments fi led annually began to decline in the late 1970s ( fi g-

ure 19.16 ), but the number of lawsuits rose, peaking at 157 in 

1982; by the mid-1980s, the number of lawsuits began to drop 

off sharply in turn. 

    In recent years, about 550 EISs have been produced each 

year. As might be expected, the number of suits fi led against a 

particular agency is broadly proportional to the number of EISs 

that it prepares. A small number of agencies account for most of 

the EISs. In 2008, for example, 80% of EISs were fi led by just 

four agencies ( fi gure 19.17 ): the Department of Agriculture (es-

pecially in connection with forestry and range management, 

watershed protection/fl ood control, and use of pesticides and 

herbicides); Department of the Interior (especially relative to 

recreation areas, resource management, and mining and oil/gas 

drilling activities); Department of Transportation (mostly relat-

ing to road construction), and Department of Defense (espe-

cially in connection with U.S. Army Corps of Engineers and 

other projects related to navigation, dredging/fi lling, and water-

shed protection/fl ood control). By comparison, in 2007, 41 of 

88 lawsuits fi led in connection with NEPA involved the 

 Department of Agriculture as defendant; the Department of the 

Interior (20 cases) and Department of Transportation (11) ac-

counted for most of the rest. 

    The usefulness of environmental impact statements has 

been limited by a number of factors. We have already noted in 

    The NEPA actually pertains only to federal agencies and 

their actions. Whenever a federal agency proposes legislation 

or “other major Federal action” (which can include anything 

from policy changes to construction projects that are wholly 

or partially supported by federal funds) that can signifi cantly 

affect the quality of the human environment, an EIS must be 

prepared. Many states have adopted similar legislation related 

to projects involving funding or approval by state agencies, so 

the scope of the environmental impact statement process has 

been considerably broadened. The preparation of environmen-

tal impact statements should ensure that, before an agency 

acts, it considers as fully as possible the potential environ-

mental ramifi cations of its action, in order to make the best 

possible decisions. The discussion that follows is restricted to 

federally mandated EISs. 

    The NEPA specifi es that an environmental impact state-

ment should include  

   1.   A description of the proposed action, its purpose, and 

why it is needed  

   2.   A discussion of various alternatives (including the 

proposed action)  

   3.   An indication of the environment to be affected and the 

environmental consequences anticipated  

   4.   Lists of preparers of the statement and those agencies, 

organizations, or persons to whom copies of the 

statement are being sent   

   Additional supplementary material may also be included. The 

statement is expected to “rigorously explore and objectively 

evaluate all reasonable alternatives” (an analysis that presum-

ably will ultimately supply appropriate justifi cation for the 

particular course of action preferred by the agency). Possible 

environmental consequences might include not only those that 

are in some sense geologic (for example, altering natural pro-

cesses like stream fl ow or runoff, causing air or water pollu-

tion, inevitable consumption of energy or other resources), but 

also biological ones (loss of habitat, destruction of organisms) 

and social ones (affecting urban quality, employment, historic 

or cultural resources). Cost-benefi t analyses of various 

 alternatives may be included if the agency is taking them into 

account. 

    After a draft environmental impact statement is prepared, 

a variety of others, ranging from other federal agencies to the 

general public, are invited to comment. In fact, comments should 

be actively solicited from all persons or organizations that are 

particularly likely to be interested or affected. The agency pre-

paring the EIS is then expected to respond to those comments, 

which might mean modifying the proposed action or the analy-

sis in the EIS or considering additional alternatives. 

    Over the fi rst decade following passage of the NEPA, an 

average of more than 1000 environmental impact statements 

each year were prepared by federal agencies. Lawsuits were 

fi led contesting about 10% of this number of projects. In many 

such cases, it was alleged that the EIS was inadequate, incom-

plete, or inaccurate. In other cases, the charge was that an EIS 

ought to have been prepared but was not (the responsible agency 

Figure 19.15 
Landslide in Potrero Canyon, Pacifi c Palisades area, California, after 

7 inches of rain in January 1956. Later building codes made newer 

structures safer but left old ones in areas of known risk.

Photograph by J. T. McGill, U.S. Geological Survey.
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which EIS preparers predicted environmental impacts have of-

ten shown, in retrospect, rather low accuracy. 

    A major purpose of the National Environmental Policy 

Act is to allow the public to be informed about and involved in 

decision making related to the environment. To prevent envi-

ronmental impact statements from becoming prohibitively long 

and verbose, the NEPA stipulates that the length should nor-

mally be 150 pages or less, or up to 300 pages for especially 

complex projects. However, “tiering” is allowed, whereby one 

EIS may be written for each level of decision making of a large 

or multistage project. One might then have to read through sev-

eral statements of 150–300 pages each to comment intelligently 

on a particular project. Many people do not have the time to do 

that much reading, so they may not become involved at all. (For 

that matter, not all the relevant employees of the federal agen-

cies involved may do their EIS homework adequately either, for 

the same reason.) An analysis of EISs fi led in 1996 showed that 

the 243 draft EISs ranged in length from 55 to 1622 pages, with 

20% over 300 pages of text; the 270 fi nal EISs ranged from 12 

to 1638 pages, averaging 204 pages, with 24% over 300 pages 

and 6% over 500 pages of text. 

    Nor can one always project the length of the EIS from the 

size of geographic area affected or the apparent complexity of the 

project. For example, a proposal to designate a portion of the Ber-

ing Land Bridge National Preserve as a wilderness area resulted 

in a 300-page fi nal EIS. This was longer than the fi nal EIS for a 

project in Wyoming that involved building a phosphate fertilizer 

plant, phosphate slurry pipeline, railroad spur, microwave com-

munication system, and electrical power transmission system, 

and relocating a road! A project of the scale and complexity of 

the Trans-Alaska Pipeline, however, would be expected to in-

volve a lengthy EIS, and it did; see Case Study 19. 

    A major loophole of the NEPA, in the eyes of many envi-

ronmental groups, is that statements must be prepared only when 

the anticipated environmental impact of a proposed project is 

“signifi cant,” where signifi cance is evaluated by the federal agency 

involved in proposing or permitting the action in question. Clearly, 

 signifi cant  is an inexact term. For each project for which an EIS is 

fi led, many more have been deemed by the agency not to warrant 

one, and others may dispute that conclusion. In short, as with 

other kinds of environmental laws, the NEPA has some very desir-

able objectives, but practice has often fallen short of the ideal.      
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1973–2008.

Source: U.S. Council on Environmental Quality.
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Data from U.S. Council on Environmental Quality, 2009.

the context of antipollution laws the diffi culty of applying cost-

benefi t analysis to situations where not all factors have well-

defi ned costs associated with them. Another potential problem 

is the impartiality (or lack of it) of EIS preparers or proposers. 

An agency preparing an EIS for a project of its own has already 

selected a proposed course of action, and it might, consciously 

or otherwise, be inclined to present that action in an unduly fa-

vorable light. Where the proposed action is to be carried out by 

an individual or corporation—such as a company needing a 

federal permit to mine on federal lands—the EIS may, in part, 

draw on information supplied by the proposer, which could 

again be biased. There are also only general statutory require-

ments that the analysis in an EIS be thorough, which is no guar-

antee that all the appropriate kinds of specialists will be involved 

in the preparation of a given EIS. Audits of the accuracy with 



 Chapter Nineteen Environmental Law and Policy 483

Case Study 19

Impact Analysis and the Trans-Alaska Pipeline

The discovery of economically important reserves of oil along Alaska’s 

North Slope raised the immediate question of how to transport that oil 

to refi neries in the lower forty-eight states. It was proposed that a 

pipeline be constructed to carry the oil south to the port of Valdez, 

from which tankers could move the oil farther south. The planned 

route (fi gure 1A) crossed over 1000 kilometers of federal lands, which 

necessitated a permit from the government; hence the requirement of 

an environmental impact statement.

 Various possible alternatives to the proposed route included 

alternate pipeline routes across Alaska; transportation by some 

combination of pipeline, rail, and highway across both Alaska and 

Canada; and tanker transport directly from the North Slope 

(figure 1B). Transport exclusively by tanker was ultimately deemed 

impractical, for the climate of northern Alaska is harsh, and the 

harbors and surrounding seas are blocked by ice much of the year. 

Schemes involving pipelines across Alaska and subsequent tanker 

transport posed threats to both terrestrial and marine 

environments; routes involving only pipelines through Alaska and 

Canada would leave marine life intact but would disturb far more 

land. A pipeline through Canada would also necessarily be under 

the jurisdiction of a foreign government, although generally good 

U.S.-Canada relations did not suggest that this would be a likely 

source of problems.

 The possible environmental impacts were many and varied. 

Construction and operation of overland pipelines could disturb the 

ground, water, vegetation, fi sh, and wildlife. Land must be committed 

to the project, which might cost wildlife habitats or inhibit the 

migration of land animals. Warm oil in an underground pipeline could 

melt frozen ground, with possible subsidence of and damage to the 

pipeline in the resulting mud. There would be some thermal pollution 

from the heat released by the warm oil and a possibility of oil spills 

onto land or into freshwater lakes. The pipeline would cross major 

fault zones; southern Alaska, in particular, is subject to relatively 

frequent earthquakes, and as recently shown, severe earthquakes 

that might rupture a pipeline also occur on the Denali Fault. The use 

of tankers would mean possible marine oil spills also, and heavy 

tanker traffi  c could aff ect commercial fi shing operations. On the plus 

side, pipeline construction would create jobs, besides providing 

Range

A B

Figure 1
(A) Route of the Trans-Alaska pipeline. (B) Proposed alternative means for transport of the oil.

Source: After D. A. Brew, Environmental Impact Analysis: The Example of the Trans-Alaska Pipeline, U.S. Geological Survey Circular 695, 1974.

(Continued)
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access to major oil reserves. The infl ux of money and work crews and 

the impacts of a pipeline on the physical environment, however, 

would also signifi cantly aff ect the lives of Alaskan natives, perhaps 

negatively.

 On balance, the original proposed route was deemed to have 

the least overall adverse impact. Principal unavoidable impacts were 

disturbances of terrain, fi sh, wildlife, and some human environments; 

some pollution at the port of Valdez from oil discharge from treatment 

of tanker ballast water; and secondary eff ects from the infl ux of more 

people into the region. (We now know that tanker accidents can also 

be a signifi cant problem.)

 The analysis was a large and complex task, refl ected in the size 

of the fi nal environmental impact statement, which was six volumes 

long! However, such detailed analysis allowed the anticipation and 

minimization of many potential problems and the reduction or 

elimination of a variety of negative environmental eff ects, in part 

through thoughtful engineering, as explored further in chapter 20. 

The fi nished pipeline (fi gure 2) has functioned eff ectively for over 

three decades.

    In the near future, we may see a new but related EIS, for a 

natural-gas pipeline from the North Slope. Oil and gas cannot be 

transported interchangeably through a single pipeline. Thus, though 

there is considerable natural gas associated with the North Slope oil, 

the market value of that gas was insuffi  cient to justify building a 

separate, costly pipeline for it. Most was pumped back into the oil 

reservoirs, where it helps to maintain pressure and thus facilitates oil 

extraction. However, rising demand and prices for natural gas are 

prompting renewed interest in a gas pipeline. Possible routes include 

one parallel to the Trans-Alaska Pipeline, and an alternative leading to 

distribution facilities in Canada. As with the oil pipeline, the scale and 

potential impact of the project will be large, so the eventual EIS should 

make interesting reading. 

Figure 2
The size of the Trans-Alaska pipeline project, and the character of much of the land it crossed, made extensive impact analysis necessary.

© Tom and Pat Leeson/Photo Researchers, Inc.

 Summary 
 Environmental laws and policies relating to geologic matters 

include some relating to the right to exploit certain resources, 

some designed to limit pollution and other kinds of environmental 

deterioration, and some intended to force individuals and 

agencies to take geologic hazards into account in development 

and construction. They may fall short of their goals for a variety of 

reasons. Terms may be inadequately defi ned or scientifi cally 

meaningless, making consistent enforcement diffi  cult . Substantial 

economic pressure may force pursuit of a course that may be less 

desirable in purely scientifi c terms, or a rigorous cost-benefi t 

analysis may be impossible. There may be individual or 

institutional resistance or bias to combat, or a particular law may 

recognize so many exceptions that the majority of cases ultimately 

end up unregulated. These and other diffi  culties , many without 
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 Exploring Further  

   1.   Consider what restrictions, if any, you as a legislator might 

place on development in a fl oodplain, on landslide-prone 

hills, or in active fault zones. If your community is subject to 

such geologic hazards, look up existing ordinances to see 

how extensive their restrictions are, and inquire about how 

routinely variances and exceptions are granted.  

   2.   Pick an item of environmental legislation, and investigate its 

current status. You might choose the reauthorization of the 

Clean Water Act, Clean Air Act Amendments, or CERCLA, or 

revisions of the 1872 Mining Law; the review of the Canadian 

Environmental Protection Act; or the ratifi cation status of one 

of the U.N. climate conventions. See NetNotes for some 

possible sources of current data with which to start.  

   3.   Interested in bidding on SO 2  allowances? Find out more about 

EPA’s annual auction at  www.epa.gov/airmarkets/trading/

auction.html   

   4.   Seek out the environmental impact statement for a local 

project or other project of interest. Note what kinds of 

impacts are projected and how their importance is evaluated. 

Is the EIS comprehensible to you as an interested individual? 

Would you suggest any areas in which more thorough 

analysis seems to be needed? (A listing of EIS fi lings with EPA 

is found at cfpub.epa.gov/compliance/nepa/current.)  

   5.   Investigate the fi nal EIS for the Yucca Mountain repository 

( www.ocrwm.doe.gov/feis_2/index.htm ). You might be 

especially interested in the Department of Energy’s discussion 

of some of the 11,000 (!) comments received, and changes 

made in the fi nal EIS in response to those comments            .           

 Exercises  

 Key Terms and Concepts  
  common but diff erentiated 

responsibility of states   474   

  environmental impact 

statement   480   

  Exclusive Economic Zone   466   

  precautionary principle  473    

  Prior Appropriation   463   

  Riparian Doctrine  463       

 Questions for Review  

   1.   Compare and contrast the basic concepts of the Riparian and 

Appropriation Doctrines underlying much surface-water law.  

   2.   Why are groundwater rights inherently somewhat more 

diffi  cult to defi ne than surface-water rights?  

   3.   What was the principal objective behind early (nineteenth-

century) federal mineral-resource laws? How has the emphasis 

shifted over the last century?  

   4.   What are Exclusive Economic Zones? Give two examples of 

types of mineral resources they might encompass.  

   5.   Discuss some of the diffi  culties of defi ning and achieving 

“zero pollutant discharge.”  

   6.   Changes in federal policy have changed the degree of 

emphasis put on cost-benefi t analysis in setting pollution-

control standards. Explain briefl y.   

   7.   Cite two common problems with construction or zoning 

restrictions that limit their eff ectiveness, particularly in 

densely populated areas.  

   8.   Briefl y explain the precautionary principle and the concept of 

the common but diff erentiated responsibility of states and how 

they relate to the development of international 

environmental-protection agreements.  

   9.   Summarize the kinds of information included in an 

environmental impact statement.  

   10.   Cite and explain at least two features of the EIS process that 

may limit its eff ectiveness.     

straightforward solutions, will continue to complicate eff or ts to 

develop environmental legislation. The future may see increasing 

development of intergovernmental agreements on critical global 

environmental issues, but as those agreements commonly lack 

strong enforcement provisions, their eff ectiveness also may be 

limited. The National Environmental Policy Act paved the way for 

systematic analysis of the environmental consequences of various 

actions through the Environmental Impact Statement process and 

for citizen input, but not every project gives rise to an EIS, or to an 

appropriately thorough one.   



 The world’s largest dam, China’s Three Gorges, has been an engineering challenge with extensive geologic and human impacts, as explored 

later in this chapter. 

 Image courtesy of Earth Sciences and Image Analysis Laboratory, NASA Johnson Space Center 
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  The purpose of land-use planning is to mak e the best  , 

most sensible, practical, safe, effi  cient use of each par cel of 

land. Because such decisions are based, in part, on geologic con-

siderations, land-use planning and engineering geology overlap. 

In general , ho wever, land-use planning in volves a much lar ger 

body of geologic and nongeologic facts and concerns. These 

may, for instance, include pot ential economic or prac tical bene-

fi ts from a given use of the land and possible negative environ-

mental or aesthetic impac ts. Often, land-use planning takes the 

form of assessing the suitability of a particular parcel of land for a 

particular purpose, and proceeds somewhat like an environmental-

impact assessment. 

  A frequent problem in land-use planning, as in other areas 

such as cost-benefi t analysis in pollution control or evaluation of 

energy options, is that individual judg ments about the r elative 

importance or value of diff erent considerations are involved. A 

strip-mine may be beautiful t o an unemplo yed miner, an unin-

terrupted river may be more precious than a dam and hydroelec-

tric plant to a camper, and so on. This chapter does not attempt 

to make such judgments, but instead reviews briefl y some prin-

ciples and practices of land-use planning. 

  Civil engineering, in some sense , goes back t o the oldest 

human c ommunities, t o the irrigation canals of E gypt dug in 

2400  B.C. , to the pyramids, to the Great Wall of China, and t o the 

aqueducts and roads of ancient Rome. The ancestral puebloans 

at Mesa Verde built not just dw ellings, but also water reservoirs 

to collect and store that precious resource. The building of many 

ancient structures required some understanding of earth materi-

als. Mistakes resulted from gaps in that understanding. The Lean-

ing Tower of Pisa leans, not by the design of its builders and not 

486
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tion plans. The paramount concern of the modern engineering ge-

ologist is t o take a sit e’s geology fully int o account in desig ning a 

structure so that the struc ture will be saf e and stable. Increasingly, 

engineering geologists also c onsider the impac t that the building  

or structure, in turn, will have on the geologic environment. 

because of any structural fl aw within the edifi ce proper, but be-

cause it was built on unstable soils , some of which fl  owed out 

from under it; the tilt has increased over the centuries. 

  Over the last 200 years, it has become increasingly possible to 

incorporate geologic principles and c onsiderations into construc-

 Land-Use Planning—Why?  

 One motive behind land-use planning is safety: Some land is 

unstable and unsuitable for certain kinds of structures, so the ge-

ology has restricted the possible uses to which that land can safely 

be put. However, much of the motivation for land-use planning 

arises out of the reality that a large and growing population oc-

cupies a fi xed expanse of real estate. When the population was 

much less, it mattered less, in a sense, whether a particular parcel 

of land was misused. If a farm’s soil eroded away or became in-

fertile or baked hard, if a stream dried up or became polluted, one 

could move on to a new, pristine spot and begin again. 

    Centuries ago, there was ample space for all. That is be-

coming less true all the time. From 1997 to 2001, 2.2 million 

acres of rural land were converted to developed uses each year 

just in the United States. Admittedly, 2.2 million acres may not 

seem like a lot compared to the 2300 million acres of land in the 

United States. Year after year, however, it adds up  (  fi gure 20.1  ) . 

From 1982 to 2001, the area developed—34 million acres—

was altogether about the size of Illinois. Moreover, the rate of 

development is accelerating: During the period 1992–2001, the 

rate of development was more than 50% higher than that of the 

previous decade and well above rates earlier in the century. 

From 1982 to 2003, the amount of developed land in the United 

States increased by over 48%. 

    The nature of the land being developed (fi gure 20.1B) 

may have special consequences. Loss of cropland means less 

land available for producing food (whether for domestic con-

sumption or export) or biofuels. This is a particular concern in 

parts of the Midwest, where urban sprawl has been overrunning 

prime farmland developed on nutrient-rich loess. Clearing for-

est land for development means reducing a CO 2  s ink. 

    It is becoming increasingly important, too, to consider not 

only what can safely be done with a given piece of land, but the 

optimum uses to which the land can be put. Many of the consid-

erations involved are geologic ones similar to those outlined at 

the beginning of this chapter. Additional geologic constraints 

might include the resource potential of a particular piece of land 

  Figure 20.1    
 (A) Land cover/use in the United States, 2003, in millions of acres. (B) Land converted to developed land, 1997–2001, by prior land use. 

  From USDA Natural Resources Conservation Service National Resources Inventories 2001 and 2003.   
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       Multiple use   , as the name implies, means using the same 

land for two or more purposes at the same time. Two examples 

are shown in  fi gure 20.3 . At fi rst glance, the area in  fi gure 

20.3A  appears just to be a ball fi eld. However, note that it is 

or its susceptibility to pollution, erosion, or other disruption if 

certain kinds of land uses are permitted. Again, biological/ 

ecological, economic, and political factors may enter into the de-

cisions ultimately made. So may aesthetic factors. For example, as 

noted in chapter 15, Yellowstone National Park represents a tre-

mendous geothermal resource. However, it is also a great scenic 

resource and important wildlife habitat, and these considerations 

are deemed important enough to override the potential gain from 

exploiting the geothermal energy. In early oil-boom days, on the 

other hand, oil was so sought-after that considerations of whether 

or not one might want a derrick in one’s front yard were often 

overlooked  (  fi gure 20.2  ) . The Bingham Canyon copper mine in 

Utah, one of the world’s largest open-pit mines, has irrevocably 

altered some 7500 acres of undeveloped western land, but it has 

yielded, on average, over $9 million per acre in metallic minerals. 

As with pollution controls, costs and benefi ts of particular land-

use choices may be weighed in making land-use decisions.          

 Land-Use Options  

 Particularly in densely populated areas, there is growing interest 

not only in making the best use of each piece of land but, if possi-

ble, in using the same parcel of land for several different purposes. 

The strategies involved are called multiple use and sequential use. 

 Figure 20.2    
 Drilling for oil, Long Beach, California, 1901. 

Photograph by C. W. Hayes, USGS Photo Library, Denver, CO.

A

B

  Figure 20.3    
 Multiple land uses. (A) This ball fi eld doubles as a recharge basin for 

Long Island aquifers. (B) Switchgrass (for biomass fuel) can be 

grown and harvested while this wind farm in southwestern 

Minnesota generates electricity. 

  Photograph (A) courtesy of USGS Photo Library, Denver, CO, (B) by 

Warren Gretz, courtesy National Renewable Energy Laboratory.   
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able materials for landfi ll may or may not be advisable in a 

given situation.) 

    An alternative post-landfi ll use might be the extraction of 

methane gas for energy. An abandoned quarry can be fl ooded to 

make a recreational lake. Many such sequences of activities can 

be imagined; see, for examples,  fi gure 20.4 . For that matter, 

each time a Superfund site is reclaimed and converted to a pro-

ductive purpose, that, too, is sequential land use. The advantage 

all sequential-use arrangements share is land conservation. If one 

piece of land can be made to do double or triple duty, that much 

built into a basin. When it rains—when the fi eld would not be 

used as a ball fi eld anyway—the fi eld acts as a recharge basin, 

catching fresh rainwater and allowing it to infi ltrate slowly 

down to the seriously depleted aquifers under Long Island. So 

the same land serves two purposes: one recreational, the other 

directed toward conserving/ increasing groundwater resources. 

Other examples of multiple land use would be the generation 

of wind power from wind- generator arrays in fi elds used si-

multaneously for farmland or grazing land (or even residential 

areas, as is done in Denmark), or underground mining deep 

below the surface while urban development proceeds above. 

 Figure 20.3B  shows such multiple use with both uses directed, 

ultimately, to energy production. 

    The alternative approach of    sequential use    involves us-

ing land for two or more different purposes, one after another. 

Because the different land uses need not be compatible, a greater 

variety of combinations is possible. Abandoned underground 

mines, if dry and adequately ventilated, can be used for ware-

house space, manufacturing, or even offi ce space. This has been 

done, for example, in the Kansas City area, in abandoned un-

derground limestone quarries. The old quarries now include 

nearly 1 million cubic meters of frozen-food storage space 

(about one-tenth of the U.S. total), and the rock’s insulating 

properties make the practice very energy-effi cient. The great 

strength of rock fl oors makes possible the use of heavy manu-

facturing equipment; the controlled humidity underground is an 

advantage to print shops and a sailboat factory located there. 

Rock walls are, of course, fi reproof, and they also contain noise 

well. On a smaller scale, abandoned mine space at Wampum, 

Pennsylvania, has been converted to offi ce and laboratory space 

for the mining company. South Dakota is hoping to convert the 

nearly mile-deep Homestake gold mine to a major underground 

scientifi c research laboratory. 

    Not all abandoned underground mines are equally suit-

able for subsequent occupation. The rock structure must be suf-

fi ciently strong for safety and not prone to deterioration through 

slow weathering with time. Even if above the water table, the 

space must be protected by overlying impermeable rock from 

infi ltration of subsurface water from above. (The deepest 

2000 feet of the Homestake mine is currently fl ooded, since the 

mine’s owners shut off the pumps that had been keeping it dry.) 

Flat-lying rock strata facilitate conversion to occupied space. 

There must be no likelihood of quantities of dangerous gases 

present; old limestone mines would be safe in this respect, while 

old coal mines, with possible associated methane present, prob-

ably would not be. 

    Alternatively, abandoned mines could be used for waste 

disposal (recall the proposal in chapter 16 to place high-level 

radioactive wastes in abandoned salt mines). Strip mines have 

been suggested as possible landfi ll sites when mining is com-

pleted; this would follow resource extraction with waste dis-

posal, after which the land could be covered, regraded, and put 

to another use. Denver, Colorado, has carried out a scheme of 

this sort: Old gravel pits were used for sanitary landfi ll, and 

then, after they had been fi lled, the Denver Coliseum and its 

parking lots were constructed over the top. (Using such perme-

  Figure 20.4   
 (A) Limestone, marble, and dozens of useful minerals were extracted 

from this quarry in Riverside, California; then the pits were allowed 

to fi ll, making decorative lakes, and the quarry was converted to a 

golf course. (B) The limestone mined here was used to build the city 

of St. Emilion above. The space is now an underground pottery 

museum; tool marks from the quarrying are still visible on walls and 

ceiling. Elsewhere in France, similar spaces commonly serve as 

“caves”  in which wine is stored and aged.   

A

B
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ued to be a high priority until about the middle of the twentieth 

century. 

    Federal lands can be broadly divided into two types: 

those intended primarily for preservation (including national 

parks and wilderness areas) and those on which multiple and, 

one hopes, compatible land uses can be allowed (for example, 

national forests). On the latter lands, additional uses beyond 

recreation or habitat preservation might include livestock graz-

ing, mining, logging, and exploration and drilling for petro-

leum. Problems arise when the multiple uses allowed turn out 

not to be compatible after all. Livestock may outcompete wild-

life for limited food; overgrazing, careless timbering, or even 

just too many tourists passing through may accelerate soil ero-

sion and loss. Because the preservation function has sometimes 

been less successful when multiple land uses are allowed, 

many groups have tried to pressure the federal government to 

put more of its lands into the highly protected categories. 

    In 1978, President Carter did that with 107 million 

acres of Alaska. Under the Alaska Lands Act, that land— 

almost one third of the state—was designated as national 

monuments, wilderness areas, or similarly protected land. 

Partially as a result of that action, mining and petroleum 

less land must be used for or disturbed by human activities 

overall. Further, it becomes easier to avoid feeling forced to use 

the least stable or most vulnerable areas at all. 

    The Federal Government and 
Land-Use Planning  

 The federal government controls approximately a third of the 

land in the United States. The proportion, however, varies 

widely among states, from less than 1% in many states of the 

northeast and midcontinent to about 67% of Utah and Alaska, 

and 88% of Nevada  (  fi gure 20.5  ) . The impact of federal land-

use policies, like other federal resource-related laws, is  therefore 

felt in very different degrees in different states. 

    Federal land-use policies have changed through time. As 

with mineral-resource laws (chapter 19), federal emphasis was ini-

tially on resource development in preference to preservation. Early 

preservation efforts were limited. The fi rst of the national parks, 

Yellowstone, was established in 1872; the fi rst national forests 

were created two decades later. Still, resource development contin-

  Figure 20.5    
 Land ownership by state, 1997. Note that overall pie chart excludes Alaska, where a high proportion of land is federally owned. 

  From USDA Natural Resources Conservation Service 1997 National Resources Inventory, revised December 2000.   
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 Maps as a Planning Tool  

 Many kinds of information, geologic and otherwise, go into 

comprehensive land-use planning. Much of this information 

can most quickly and clearly be examined in map form. Any 

geological property or process that varies from place to place, 

including topography or steepness of slopes, bedrock geology, 

surfi cial materials or soil types, depth to water table, rates of 

cliff erosion, and so on, can be represented. Maps can also show 

locations of hazards past or present, such as fault zones, fl ood-

plains, and landslides.  Figure 20.6  illustrates some simple ex-

amples. Nongeologic factors—vegetation, population density, 

or land use, for instance—may also lend themselves to repre-

sentation in map form ( fi gure 20.7 ). 

    A land-use planner can then seek sites for particular 

land uses based on whatever set of criteria seems most appro-

priate. Maps make it possible to see quickly where several 

development now are prohibited or severely restricted on 

40% of Alaska’s total land. Some hailed the decision as a 

forward-looking move to preserve dwindling wilderness. Oil 

and mining interests were very unhappy at the reduction in 

land available for exploration and warned of possible future 

resource shortages. State residents who had hoped to benefi t 

from more jobs or from taxes on those companies’ profi ts 

from resource exploitation were likewise not pleased. The 

state, in turn, wanted more control over what was to be done 

with its lands. Recently, proposals to open parts of the Arctic 

National Wildlife Refuge to petroleum exploration have in-

tensifi ed the debate. 

    Often, controversies arising in connection with the EIS 

process refl ect signifi cantly different opinions about appropri-

ate or optimal land uses for the area in question. So, what’s a 

government to do? What does constitute managing the public 

lands in everyone’s best interests?    

  Figure 20.6    
 Map representation of several kinds of geologic considerations, each map focusing on a single issue: (A) Fault zones. (B) Landslides (shaded). 

(C) Historic coastal cliff  erosion rates. (D) Slope steepness. 

  Source: Modifi ed from B. Atwater, ”Land-Use Controls Arising from Erosion of Seacliff s, Landsliding, and Fault Movement,” in U.S. Geological Survey 

Professional Paper 950, 1979.   
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    Of course, the suitability of a particular area for a spe-

cific land use cannot always be determined in a clear-cut, 

yes-or-no fashion. A land-use planner may instead need to 

consider a number of alternative sites for a project, each of 

which is less than fully desirable in some different way. Or 

there may be degrees of suitability for some purpose, such 

as housing developments, considering a variable like slope 

 stability. In the latter case, the planner might stipulate dif-

ferent levels of intensity of the same land use in different 

areas. A higher density of homes might be permitted on 

gently sloping terrain than on steeper hillsides, for 

 instance. 

different conditions are satisfi ed. In siting a major interstate 

highway, for example, a planner might seek gently sloping 

terrain not underlain by expansive clay soils or active fault 

zones, where the present population density is low. A survey 

of an appropriate set of maps permits the planner to fi nd po-

tentially suitable sites swiftly. Conversely, maps can aid in 

long-term land-use planning even when conversion of rural 

land is not immediately contemplated. If the location of a 

stream’s 100-year fl oodplain or a major fault zone is known, 

restrictive zoning ordinances can prevent unwise development 

before it occurs, or special construction requirements for those 

areas can be imposed. 

  Figure 20.7    
 U.S. land-use classifi cations combine elements of nature of cover, urbanization, and water use. Note regional variations in dominant land use. 

  From U.S. Geological Survey Water Supply Paper 2400.   

CRITERIA FOR DETERMININING LAND USE
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different ways for different purposes by weighting various fac-

tors differently. In mapping the suitability of land for wildlife 

habitat or refuge, for example, abundant surface and near- 

surface water might be a positive factor and the presence of 

expansive clay soils irrelevant. A land-use planner looking at 

the same region with high-density housing in mind might well 

regard both factors as negative. The data-processing programs 

can be adjusted accordingly to produce summary data tailored 

to particular objectives. 

    As computers have become more powerful and their pro-

gramming more sophisticated, they have increasingly been used 

for    geographic information systems    (GIS). A GIS is any 

 computer-based system for storing and manipulating mappable 

    In recent decades, computers have played an increasingly 

important role in the land-use planning process because of their 

capacity to manipulate large volumes of quantitative informa-

tion. A map can be broken down into a grid of numbers, each 

data point representing a particular property (slope, soil type, 

and so forth) over some area (1 square kilometer, 10 square ki-

lometers, or whatever)  (  fi gure 20.8  ) . The computer can then 

combine as many kinds of information as desired, each repre-

sented on a separate array, and produce a composite measure 

for each point of the grid to indicate the overall suitability of 

that area for the land use under consideration, which is most 

often urbanization/housing development  (  fi gure 20.9  ) . The 

same basic geologic or nongeologic data can be combined in 

  Figure 20.8    
 Digitized maps can represent data in a form that both human planners and computers can use. In this simplifi ed example, for each parameter 

(clay soil, water drainage, steep slopes), each point (area) has one of two values: Either the area is underlain by clay or it is not; either the 

slopes are steeper than a certain grade or they are not; and so on. In a more complex scheme, there might be several possible values for each 

parameter. 

  Source: A. J. Froelich  et al.,  ”Planning a New Community in an Urban Setting: Lehigh,” U.S. Geological Survey Professional Paper 950, pp. 69–89, 1979.   
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    Sometimes, the diffi culty is that the information itself is 

available on only a gross scale. Maybe the only maps of vege-

tation or surfi cial geology were made from satellite images, for 

instance. Sometimes, the data are simply unavailable. Produc-

ing many kinds of topographic, geologic, or other earth-science 

maps means compiling many observations or measurements, 

which takes time, personnel, and funds. Even in the United 

States, which is rather thoroughly mapped by world standards, 

not all types of information have been obtained for all areas. In 

these cases, land-use decisions may have to be based on in-

complete data, perhaps supplemented by broad, reconnais-

data—in other words, data that can be associated with, or plot-

ted on, points on a map. The data are often stored and displayed 

in so-called layers, where each layer is a distinct type of infor-

mation ( fi gure 20.10 ). The results can be examined visually 

and/or analyzed by computer, which can combine data from 

multiple layers. 

    Maps as tools have limitations, too. One is the matter of 

scale: The information presented must be given in suffi cient 

detail that features of interest will, in fact, show up in the data. 

On a map on which 1 centimeter represents 1 kilometer of dis-

tance on the earth’s surface (1:100,000 scale), all kinds of rela-

tively small features—cliffs, sinkholes, small streams, and so 

on—might not appear at all; yet these features could be of great 

concern to a prospective home owner. (The astronauts had the 

same problem with early lunar landings. Images of the moon 

made from earth, covering very large expanses of the moon’s 

surface, were used to direct them to “fairly fl at” areas. But when 

those proposed landing areas could be seen close up on a fi ner 

scale, many were found to be strewn with boulders several me-

ters across, which defi nitely presented a hazard to smooth and 

safe landings!) At the same time, superimposing too much de-

tail can obscure information ( fi gure 20.11 ). 

  Figure 20.9    
 The computer can rapidly combine digitized data into a composite 

map for land-use planning, showing more- and less-suitable areas 

for development or any other intended purpose. 

  Source: A. J. Froelich  et al.,  ”Planning a New Community in an Urban 

Setting: Lehigh,” U.S. Geological Survey Professional Paper 950, 

pp. 69–89, 1979.   
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  Figure 20.10    
 Sample GIS representations from USGS National Map Viewer. A 

roadmap-style map of this region near Denver (A) shows only 

major rivers, interstate highways, and cities. Adding the topography 

layer (B) or land cover (C) adds much more information. 

  Images generated by ArcIMS Viewer, courtesy U.S. Geological Survey.   
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  Figure 20.11    
 When topography and land cover are mapped on a fi ner scale, more information can be displayed; compare (A) with fi gure 20.10C. But 

adding the highways layer (B) obliterates some detail. 

  Images generated by ArcIMS Viewer, courtesy U.S. Geological Survey.   
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  Figure 20.12    
 Annual rate of development, 1982–1997. Many areas of rapid urbanization/development in the United States are areas of high population 

density and/or geologic hazards (e.g., coastal areas) or limitations (e.g., of water supply). 

  Map from USDA Natural Resources Conservation Service 1997 National Resources Inventory, revised December 2000.   
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sance-type surveys of the area under study. Sometimes, too, 

the problem is not so much lack of data as confl ict among com-

peting options. The pressure to develop areas where risks are 

high or incompletely assessed is particularly acute where de-

velopment is rapid, especially if population density is already 

high so land available for new development is scarce (compare 

 fi gure 20.12  with fi gure 20.7). 

    Satellite imagery can both assist with and supplement 

conventional mapping, and supply key data for GIS analysis. 

As we have seen in the context of resource exploration, satel-

lites can effi ciently survey broad areas with specialized sensors 

to distinguish different types of rocks, vegetation, etc., and 

resolution is improving all the time. The information on topog-

raphy and geology that they provide is often directly relevant 
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fertilizer and protected by herbicides and insecticides. The water use 

was especially criticized in deserts and other dry settings where a golf 

course can consume a million gallons of water in a day; chemical runoff  

could pose pollution problems. However, things are changing for the 

better as a result of increased environmental sensitivity, reinforced by 

laws requiring environmental impact assessment of new construction. 

  Intensive research is producing turf grasses that require 

minimal use of pesticides and other chemical additives and need less 

water. Course designers are reducing the amount of area planted to 

short turf, leaving cactus-studded “waste areas” in desert courses in 

places the golfers shouldn’t be hitting anyway, or letting much of the 

deep rough become very deep indeed ( fi gure 3 ), perhaps even 

engaging in prairie restoration. Preservation of wetland or wooded 

  Case Study 20.1 

 How Green Is My—Golf Course? 

 Jan, Henri, Ravi, and Judd stood on the fi rst tee and squinted toward 

the green far below. Then Henri glanced past the green. “What the 

heck is that?” he asked. “Looks like a construction site.” 

  “Not exactly; it’s a landfi ll,” said Jan. “In fact, you’re standing on 

landfi ll right now.” (See  fi gure 1 .) 

  “I’m what? Golfi ng on garbage?” 

  “Sure. It’s a way to reuse the part of the landfi ll they’ve fi nished 

and bring in some revenue for the city, too. Don’t worry,” she added, as he 

wrinkled his nose. “It doesn’t get smelly when the day warms up, if that’s 

what you’re expecting. Modern landfi lls are a lot cleaner than you think.” 

  The day worked out much better than the dubious Henri had 

expected. Except for a little muffl  ed truck clatter when the wind blew 

from the active part of the operation and they were on that side of the 

course, and a cautionary sign or two about not fi shing in the water 

hazards, he’d never have noticed the landfi ll, really. So he didn’t even 

wince when Ravi said, at the end of the round, “Okay, next week let’s 

go play in a fl oodplain!” (See  fi gure 2 .) 

  Historically, golf courses (of which the United States has more 

than 15,000) have often been roundly criticized as environmentally 

unfriendly land uses. By nature, they sprawl over a good deal of real 

estate (and as equipment has improved and even amateurs hit the ball 

farther, designers of new courses have tended to build them ever 

longer); a typical new golf course occupies about 150 acres. Natural 

habitat has often been cleared to make way for vast expanses of tidy 

close-mown grass, kept lush by lavish applications of water and 

  Figure 1   
 Golf course west of Chicago, Illinois, is built on fi nished section of landfi ll; ongoing landfi ll operation continues on adjacent land (in distance and at right).  

  Figure 2    
 This course is unusable when the river fl oods, but there is 

minimal damage cost—eff ective use of fl oodplain land. River 

Heights golf course, DeKalb, IL.  

FiFigugurere 2 2   
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habitat around the course can actually provide sanctuary for wildlife 

in an area otherwise being overrun by urban sprawl, while enhancing 

the course visually. 

  As our golfi ng friends discovered, building courses on landfi lls 

is increasingly common practice. The fi rst such proposal was, in fact, 

put forth in 1930 in New York; now there are several dozen examples 

nationwide, a third of them in California, and more under 

development. The newest twist on this sequential-use concept is a 

true ugly-duckling transformation, beginning with a Superfund site 

near Butte, Montana, site of accumulated toxic wastes from an old 

copper-smelting operation in the town of Anaconda. The hazardous 

material has been carefully covered up, sealed with clay and plastic, 

and—with the help of Jack Nicklaus as designer, more than $40 

million from ARCO (the site’s last owner when the smelting ceased, 

faced with even higher potential costs with conventional site 

cleanup), and the collaboration and blessing of the EPA—the site 

has been transformed into the Old Works, an attractive, wildflower-

decked golf course (figure 4). Once completed, it was deeded to 

the local residents, so the operation not only eliminated a hazard, 

but now offers a new source of revenue to the region, which 

suffered economically from the cessation of mining and smelting 

activities.  

  Figure 3    
 It adds to the challenge to have long expanses of unmanicured land on each hole, but is generally kinder to the environment.  

  Figure 4    
The Old Works golf course in Anaconda, MT, was a Superfund project founded on a sprawling abandoned smelting operation. To preserve some of the 

historic fl avor of the site, designer Jack Nicklaus kept rows of brick smelters along one side of the course, and fi lled the bunkers with crushed black slag 

rather than sand.
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to land-use planning. Satellite images made during fl ood events 

facilitate accurate fl ood-hazard mapping. Current land-use pat-

terns can be identifi ed, urbanization monitored, and land-use 

changes tracked ( fi gure 20.13 ). Satellite data are becoming in-

creasingly important to both local and global land-use discus-

sions, as the impact of land-use decisions, in turn, is recognized 

in new contexts, notably that of global climate change. 

    Engineering Geology—
Some Considerations  

 Many of the geologic factors that go into site evaluation have 

been noted in earlier chapters. Obviously, not every geologic 

factor or process is equally important to every project, but a 

major construction project—for example, a housing develop-

ment—might require consideration of a very broad range of 

geologic matters. Some are outlined below. 

    What rock types are present? Are they strong enough to 

support the proposed structure(s)? Do they fracture easily? Are 

there structural features within the rocks—folds, faults, bed-

ding planes—that make the rocks’ properties nonuniform and 

that should be taken into account? How porous and permeable 

are the rocks? Over the longer term, are they unusually prone to 

erosion or weathering? 

    Many of the same questions about porosity, permeability, 

strength, and stability might be asked about the soils. Are any 

slopes likely to give way to landslides? Does the construction 

itself have the potential to trigger slides? How cohesive is the 

soil? How compressible and prone to settling? How elastic? Do 

the soils tend to expand and contract as moisture content varies? 
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  Figure 20.13     
(A) In this image, the extent of agricultural development supported by water from the Salton Sea is evident; the U.S./Mexico border stands 

out sharply, as agricultural land use is much less developed on the drier Mexican side. (B) The vulnerability of the densely urbanized island 

city of Venice, Italy, to rising sea level is strikingly evident in this photograph. Satellites can monitor incursions of water into St. Mark’s Square 

and other landmarks. (C) Land-use change in progress: Deforestation in eastern Bolivia reduces a carbon sink, as agricultural development 

radiates outward from small communities established by resettlement for the purpose of growing soybeans.

  Images courtesy of Earth Sciences and Image Analysis Laboratory, NASA Johnson Space Center.  
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is the Yukon River. All of those streams freeze in winter, and 

some thaw partially in summer, complicating the engineer-

ing. A number of faults crisscross the area, and the southern 

end of the pipeline, the city of Valdez, is close to the epicen-

ter of the 1964 Alaskan earthquake. The pipeline, therefore, 

was designed to take the stress not only of thermal expansion 

and contraction, but also of earthquakes and ground displace-

ment  (  fi gure 20.15  );  near the Valdez end and along the Denali 

Fault, it was built to withstand earthquakes up to Richter 

magnitude 7.5. 

    A further construction headache peculiar to very cold 

climates is permafrost, described in Chapter 10. As long as 

the permafrost stays frozen, it makes a fairly solid base for 

structures. If it is disturbed and warmed, as by construction, 

some of the ice melts. The deeper soil is still frozen, how-

ever, so depending on the topography, the water may drain 

slowly or not at all. The result is a mucky, sodden mass of 

saturated soil that is diffi cult to work in or with and that is 

structurally weak  (  fi gure 20.16  ).  The work crews on the 

Trans-Alaska Pipeline were faced with trying to install, un-

der very unstable conditions, structural members that would 

be quite adequately, solidly supported after construction was 

done and the melted permafrost had refrozen. Even the oil in 

the pipeline posed a problem. The oil is warm (about 60°C, 

or 140°F) as it comes up from deep in the earth, and its tem-

perature stays well above freezing as it fl ows through the 

Are they subject to hydrocompaction? This problem of expan-

sive clay soils as a construction hazard is not a trivial one  (  fi g-

ure 20.14  ) . Their failures take few, if any, lives, by contrast with 

more obvious hazards like fl oods and earthquakes, but the total 

structural damage to homes, commercial buildings, pavements, 

and utilities in the United States each year amounts to over 

$2.2 billion, approximately equalling the total costs of all other 

geologic hazards combined. 

    What about water? What quality and quantity of surface 

water or ground water is available? What are the surface runoff 

patterns? Does part of the site now serve as a recharge area for 

an aquifer system? If septic tanks are planned, are soil proper-

ties and topography appropriate for them? 

    Then there are the possible catastrophic hazards. Earth-

quakes and volcanoes are signifi cant hazards in relatively few 

places, but where they are, they need to be taken into account in 

building siting and/or design. Landslides and fl oods potentially 

affect many more areas. Do sinkholes occur in the area? Has 

there ever been underground mining in the area? 

    Long as this list of geologic concerns is, it does not 

exhaust the possibilities. Consider the case of the Trans-

Alaska Pipeline, discussed in chapter 19. At 1300 kilometers 

long, it spans a variety of geologic settings and potential 

problems. Much of the terrain it crosses is rugged, including 

two major mountain ranges (the Brooks Range and the Alaska 

Range). It also crosses about 800 streams, the largest of which 

A

B

Figure 20.14 
Natural hazards take lives and destroy property. (A) Failure of masonry structure on unstable soil. (B) Relative magnitudes of loss of life and 

property damage in the United States each year from various geologic hazards. Note that expansive soils cause nearly as much property 

damage as all other listed hazards combined.

(A) Photograph courtesy of USDA Soil Conservation Service. (B) Source: U.S. Geological Survey Professional Paper 950, 1979.
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warming seems to be particularly pronounced in the Arctic, 

and this includes much of Alaska. One consequence is exten-

sive melting of permafrost—including permafrost in which 

pipeline supports had been anchored. A recent study has sug-

gested that up to one-third of these supports may be becoming 

unstable as a result, jeopardizing the integrity of the pipeline. 

Replacing these supports, some of which extend as much as 70 

feet below the surface, could cost an estimated $85,000 each. 

The changing climatic conditions and their impact on engi-

neering issues will also need to be taken into account if and 

when a natural-gas pipeline is constructed to tap North Slope 

gas resources. 

pipeline. The warm oil could thaw a zone within the perma-

frost immediately around the pipeline, and the sagging of the 

pipeline in the resultant mud could lead to pipeline rupture. 

Ultimately, buried sections of the Trans-Alaska Pipeline 

were actually refrigerated in places to keep the permafrost 

frozen! Elsewhere, cooling systems were installed to cool 

the supports of aboveground sections of pipeline, to keep 

them fi rmly in place ( fi gure 20.17 ). 

    Of course, the pipeline was engineered for the conditions 

at the time it was built. We have already noted (chapter 10) that 

Figure 20.16 
Permafrost aff ects construction work and transportation systems. 

(A) Melted permafrost produces a sodden mass of waterlogged soil 

like that surrounding this tractor. (B) Diff erential subsidence of 

railroad tracks due to partial thawing of permafrost, Copper River 

region, Alaska. This track had to be abandoned in 1938.

Photograph (A) by T. L. Péwé, (B) by L. A. Yehle, both courtesy of O. J. 

Ferrians, USGS Photo Library, Denver, CO.
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B

Figure 20.15 
Trans-Alaska pipeline design takes into account the need to allow 

for both thermal expansion and contraction as temperatures rise 

and fall, and possible displacement resulting from earthquakes. 

(A) ”Kinks” in the pipeline, and loose coupling to supports (see also 

fi gure 20.16), help accomplish this. (B) The result is that in places, 

the pipeline zigzags across the land; here, it also dives under the 

river in the foreground.

(A) photograph courtesy U.S. Geological Survey.

A

B
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 The Role of Testing and Scale 
Modeling  

 Relatively modern additions to the arsenal of tools available to 

the geological engineer are the use of scale models of natural 

systems, and testing—actual or theoretical—of the behavior of 

natural and construction materials. 

    Many scale-model experiments take place in the labora-

tory. Nowadays, indeed, much “testing” is done using sophisti-

cated computer models rather than by building physical models 

or working with actual samples of materials. However, it is of-

ten still useful to conduct physical experiments and observe the 

results. 

    The photographs in  fi gure 20.18  show a 1:500-scale 

model of the Swift Dam and Reservoir on the south fl ank of 

Mount St. Helens. The model was built by Western Canada 

Hydraulic Laboratories for the dam’s owners, Pacifi c Power 

and Light Company of Portland, Oregon. 

     High-density muds like those used in drilling oil wells 

simulated volcanic mudfl ows entering the reservoir from the 

creeks that feed it. Figures 20.18B and 20.18C show the prog-

ress of one such fl ow, from the model Swift Creek, into the 

reservoir. With each test, maximum wave height at the model 

dam and overall reservoir response to mudfl ow input were 

closely observed. At the request of the State of Washington, 

maximum mudfl ow volumes corresponding to about half the 

reservoir volume were tested. Under these conditions, waves 

from single fl ows, and the fi nal reservoir height, nearly reached 

the dam crest. 

    After the 1994 Northridge earthquake, engineers were 

rudely surprised to discover the response—and failure—of 

some structures believed adequately designed. The Federal 

Emergency Management Agency and California Offi ce of 

Emergency Services committed $2.3 million to studies to ad-

dress some of the problems  (  fi gure 20.19  ).  After examining a 

number of failures, the engineers considered various modifi ca-

tions, investigated computer simulations of behavior of differ-

ent designs, and conducted stress tests on full-size models of 

steel beams and joints. Following these studies, the engineers 

proposed interim guidelines for the design of new buildings and 

repair/strengthening of existing structures. 

    Experiments such as these can play a key role in engi-

neering safer structures in high-risk areas.    

 Case Histories, Old and New  

 This section briefl y outlines several case histories, in partial 

 illustration of the range of problems encountered in engineering 

geology and some approaches to their solution.  

 The Leaning Tower of Pisa 

 The Leaning Tower of Pisa was built in several phases between 

a.d. 1173 and 1370. It began to tilt even before it was  completed. 

Figure 20.17 
Close-up of pipeline support system shows how pipeline can shift 

from side to side between ”bumpers” on support posts. Fins 

on tops of posts are part of a system designed to cool the 

underground sections of the posts. Coolant fl uid circulates 

vertically, and the fi ns expose maximum surface area to the cool 

air—working much as fi ns in a radiator do—to counteract the 

warming eff ects of oil or of sunlight heating the ground.

    Even where some permafrost remains at depth, warmer 

temperatures mean later freezing at the surface in the fall, and 

earlier melting in the spring. But the heavy equipment used in 

oil exploration and drilling cannot navigate the soft muck of 

the melted permafrost; that equipment can only be used in 

permafrost areas while the ground is solidly frozen. In areas 

of the Alaskan tundra, the number of days that this equipment 

can be deployed has shrunk dramatically over the past three 

decades, from 200 or more per year to only about 100. To the 

extent that the dwindling of the permafrost is related to warm-

ing caused by CO2 from the burning of fossil fuels, some see 

real irony here.    



Figure 20.18 
Completed model reservoir being fi lled with water to normal depth 

prior to test runs (A). Mudfl ow scaled to correspond to 44,000 acre-feet 

is released from model Swift Creek into reservoir (B); as fl ow progresses 

into reservoir (C), water height increases and waves lap at the dam.

Photographs by J. E. Peterson, USGS Photo Library, Denver, CO.
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Figure 20.19 
After examination revealed damage from the Northridge 

earthquake, engineers considered design alternatives (A), computed 

theoretical responses (B), and tested the modifi ed designs (C).

Photographs courtesy Federal Emergency Management Agency and 

the SAC Joint Venture. Reprinted by permission.
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fever, which caused many deaths among the workers. After 

seven frustrating years, the French company was bankrupt. 

A five-year lull in excavation was followed by renewed ef-

forts by a second French firm, but it, too, later abandoned 

the attempt. 

    The United States acquired the rights to take over the 

project in 1903. At that point, the whole project design was 

reconsidered, and instead of a sea-level canal, a more complex 

design was chosen. A river was dammed to create a lake in 

mid-isthmus, and locks were to be built on either side to carry 

ships, in several stages, from sea level up to lake level and back 

down to sea level on the other side. One technical advantage of 

the lock design was that it would reduce the total volume of 

excavation required. An ecological benefi t was that the lock 

design would better separate the Atlantic and Pacifi c oceans; a 

concern with a sea-level canal and associated free fl ow of wa-

ter and organisms between oceans was the possible impact on 

various ecosystems. 

The tilt has been self-reinforcing—that is, as the structure be-

gan to lean, more and more pressure was concentrated on the 

lower side, causing more fl ow of the unstable clay layers and 

more tilt. The 55-meter-high tower now leans more than 6 me-

ters out of plumb. Over the fi rst half of the twentieth century, 

the tilt increased about 0.15%, corresponding to an average 

rate of 165 millimeters (6.5 inches) per century. More disturb-

ing were the early 1970s measurements that suggested that the 

tilt rate had increased to nearly twice that amount. 

    A nearby cathedral had also settled in the soft clays and 

had suffered enough structural damage that it had to be torn 

down and rebuilt. Because the Leaning Tower itself is still in-

tact, there was hope that it could be saved if ways could be 

found to halt (or better, reduce) the leaning. Suggestions in-

cluded physical methods, such as boring and selectively re-

moving some material from the north (high) side of the 

foundation to reduce the tilt, and chemical methods, such as 

treating the clays to stiffen them and prevent further sinking of 

the settled south side. 

    In 1993, 900 tons of lead were placed on the high side of 

the Tower’s base to anchor and counterweight it. In 1999, a 

careful plan of selective soil extraction was implemented to 

 reduce the tilt a bit and stabilize the tower. By early 2001, the 

Leaning Tower, though still leaning, was pronounced stabilized, 

and was opened to visitors again.   

 The Panama Canal 

 The idea of a canal across the Isthmus of Panama was sug-

gested as early as 1528 by one of Cortez’s men, but it was not 

until 1880 that a French company began excavation. The initial 

design, patterned after the Suez Canal, was for a sea-level cut 

from Atlantic to Pacifi c, with no locks—this being the prefer-

ence not of the engineers, but of those fi nancing and directing 

the project. The Suez Canal, however, was excavated mainly 

through sand and soil, not rock, and in a climate with much 

less rainfall to promote sliding. Also, because of the higher el-

evation of the Isthmus of Panama, a much larger volume of 

material would have had to be excavated for a sea-level canal 

across Panama. 

    Little or no investigation of the geology of the Panama 

Canal site was made before excavation began. Such investiga-

tion would have revealed layers of young volcanic rocks, lava 

fl ows, and pyroclastic deposits, interbedded with some shale 

and sandstone. Because the rocks dip in many places toward the 

canal, excavation removed the support from some of these rock 

layers, which then tended to slide ( fi gure 20.20A ). Sliding was 

facilitated by very high rainfall, which averages 215 centime-

ters (85 inches) a year. Elsewhere, as the canal was dug, the 

weight of the rocks on the side caused fl ow and buckling of 

the rocks at the bottom of the excavation, which might rise 

10 meters or more, requiring redigging to open the canal and 

removal of material from the sides to relieve some of the pres-

sure (fi gure 20.20B). 

    Added to the geologic obstacles were heat, humidity, 

and rampant diseases, such as the mosquito-spread yellow 

Figure 20.20 
Geologic factors complicated construction of the Panama Canal. 

(A) Dipping beds sliding into a canal reduce the canal’s capacity, 

requiring more excavation. (B) Removing the weight of the rocks in 

the canal may allow buckling of rocks below, which are under 

pressure from the rocks on the canal’s sides.

Bedding planes are possible zones
of weakness, sliding.

A

B
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lenge, as seen in fi gure 20.21B; better understanding of it, 

coupled with better equipment, makes modern excavation 

more manageable.   

 Boston’s “Big Dig” 

 Like many cities, Boston experienced increasing traffi c conges-

tion over the last half of the twentieth century. The traffi c load on 

the six-lane, elevated Central Artery nearly tripled from 1959 to 

the end of the century, creating estimated costs of half a billion 

dollars a year in wasted fuel in idling gridlocked cars, late delivery 

charges, and elevated accident rates. In a bold move, the city em-

barked on a massive transportation overhaul. The two major com-

ponents of this Central Artery/Tunnel Project (quickly christened 

the “Big Dig”) were an eight-to-ten-lane underground expressway 

to replace the Central Artery, and an extension of the Massachu-

setts Turnpike across Boston Harbor to Logan Airport via a 

    Even so, fi nishing the canal wasn’t easy ( fi gure 20.21 ). A 

geologist was not invited to examine the excavation and associ-

ated landslides until 1910, by which time many large slides 

were already beyond control. Sliding and excavation, in fact, 

continued long past the time of the canal’s nominal completion 

and substantially increased its costs. Early consideration of the 

geology of the canal zone might not have eliminated the sliding 

problems, especially considering the lesser understanding of 

rock mechanics at the time of construction. However, some of 

the instability problems could have been anticipated and re-

duced, and the costs could certainly have been projected more 

accurately. As it was, the canal was not completed until 1914, 

more than thirty years after it was begun. 

    At that, it has continued to evolve. Parts were widened 

in the mid-1900s, and a new phase of widening was begun in 

1992. A new set of locks is now under construction, sched-

uled for completion in 2015. The geology remains a chal-

Figure 20.21 
(A) Excavation of the Panama Canal, 1907. (B) Landslides 

remain a threat today.

(A) Courtesy Panama Canal Commission; photograph (B) from 

USGS Open-File Report OFR 01-0276.
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 reinforcing beams can be sunk into place and concrete poured 

in—displacing the slurry—to form the permanent wall. In 

other places, the ground was purposely frozen to keep it fi rm 

during construction (just as is often done in permafrost areas). 

    A different approach was taken for the tunnel under 

 Boston Harbor. Tunnel segments were completed on land, 

towed to their intended positions, sunk into place, joined, and 

then pumped dry. (A similar technique was used for the con-

struction of the Rotterdam Subway in Holland in 1964; there, 

the problem was a very shallow water table that made conven-

tional tunnel construction in place problematic.) 

    The Big Dig hasn’t been cheap. The size and complexity of 

the project have resulted in a cost of over $14 billion. But the objec-

tives were achieved, with minimal disruption of the city’s operation 

along the way, and the project, begun in 1991, was essentially com-

plete in spring 2006, with all roads and tunnels open. (In July of 

that same year, some bolts holding up tunnel ceiling panels unex-

pectedly failed, and a motorist was killed. However, investigation 

indicated that the failure was not geology-related.)     

 Dams, Failures, and Consequences  

 When a building cracks and crumbles due to settling or subsid-

ence, the repairs may be costly, but the toll rarely includes lives. 

Even when a bridge or tunnel collapses, only those few persons 

on or in it at the time are affected. A catastrophic dam failure, on 

the other hand, can destroy whole towns and take thousands of 

lives in a matter of minutes; one dam can impound a tremendous 

volume of water ( fi gure 20.23 ). The motivation for intelligent and 

careful design and siting of dams is thus particularly strong. Un-

fortunately, past practice has frequently fallen short of the ideal. 

In chapter 8, we examined the Vaiont Reservoir disaster. In this 

section, we will look briefl y at another well-documented dam 

disaster. Neither need have occurred; careful geologic investiga-

tion beforehand would have shown that neither site was suitable. 

  The St. Francis Dam 

 The St. Francis Dam was built in California, about 70 kilome-

ters north of Los Angeles. The reservoir it impounded was prin-

cipally intended for a water supply. The dam, 60 meters high 

and over 150 meters wide, was completed in 1926. The valley 

walls on one side of the dam were made of coarse sandstones 

and other sedimentary rocks. On the other side, the rocks were 

schists, mica-rich metamorphic rocks that tended to break along 

parallel planes that sloped toward the dam and reservoir. The 

contact between the two rock types, over which the dam was 

built, was a fault. The presence of that fault was known—and 

even mapped—before the dam was built. 

    On 12 March 1928, the dam abruptly failed. Several hun-

dred people were drowned; about $10 million in damage was also 

done. Possible reasons for the failure became clear from subse-

quent laboratory tests, and the fault zone did not actually appear to 

have been a signifi cant factor. The rocks of the valley walls had 

seemed to be suffi ciently strong when dry. But the sedimentary 

 four-lane tunnel under the harbor. The Central Artery, slated for 

demolition once the new expressway opened, had to be kept open 

throughout construction, and various underground structures pass 

beneath trains and subways that had to remain operational. Logis-

tics aside, the local geology was a challenge. The city is underlain 

by a complex assortment of glacial sediments and weakly meta-

morphosed mudstone; strong bedrock is over 120 feet deep in 

places. It is also densely built, with many historic buildings whose 

foundations could be destabilized by careless construction. 

    To keep the excavation walls stable while digging down 

to bedrock, the project relied on extensive use of slurry walls 

( fi gure 20.22 ). As trenches were dug, a clay-water slurry was 

poured in to replace the earth removed. The slurry is dense and 

stable enough to hold up the excavation walls until steel 

Figure 20.22 
Boston’s “Big Dig” has posed some major geological-engineering 

challenges. Slurry walls kept excavations from collapsing and 

nearby building foundations from failing.

Photograph courtesy Massachusetts Turnpike Authority.
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schists. Recent studies and modeling now suggest that the fi lling 

of the reservoir reactivated the slide—somewhat as at Vaiont, 

 Italy—which put pressure on the dam, uplifted its base, and pro-

moted water seepage underneath. Apparently, the side of the dam 

destabilized and damaged by the sliding (which added great pres-

sure on the structure, too) failed fi rst, and a rapid, muddy washout 

began. This reduced the support for the rest of the system. As the 

water began to pour out, it further eroded the base of the dam. The 

other side of the dam then collapsed. Somewhat astonishingly, the 

central section of the dam remained standing ( fi gure 20.24 ). 

    As with the Vaiont Dam case, a little more careful investiga-

tion in advance could have averted disaster. In the case of the St. 

Francis Dam, it seems that testing the reaction of the wall rocks to 

immersion in water and looking hard enough at the slopes to rec-

ognize the old landslide complex should have told the engineers 

everything they needed to know about site suitability!   

 Other Examples and Construction Issues 

 These two dam disasters are not, alas, the only ones ever to have 

occurred. Between 1864 and 1876, some 100 dams in the United 

States failed because reservoir waters undermined their founda-

tions. In 1900, the Austin, Texas, dam failed when water seep-

ing through cracks in the foundation rocks lubricated clays and 

shales, and a 150-meter length of dam broke loose and slid 

20 meters downstream. A Spanish dam failed in 1959 because of 

differential settling of supporting buttresses. In the same year, a 

French dam collapsed when the foundations slipped due to frac-

tures in the gneissic rocks below. The list could go on and on. 

    Dams, more dramatically than most other structures, thus 

underscore the need for careful application of the principles of 

engineering geology before and during construction. They may 

Figure 20.23 
Some 21 million acre-feet of water are impounded in Lake Mead 

behind Hoover Dam. (A) Close-up of the dam. (B) Regional 

overview gives a better appreciation of the volume of water 

impounded in the reservoir. Dam is at lower left (arrow); reservoir 

includes all the water visible above it and at right in photograph.

Photograph (A) © Corbis R.F.

A

B

Figure 20.24 
Failure of the St. Francis Dam in California: The dam after its 

collapse. Note the waterline on the surrounding hills, marking the 

water level in the reservoir before failure.

Photograph by H. T. Stearns, USGS Photo Library, Denver, CO.

rocks on one side of the dam were rich in gypsum, which is very 

soluble. When a fi st-sized sample of one of the sedimentary rocks 

was placed in water, it bubbled out air, soaked up water, and disin-

tegrated, in less than an hour, into a heap of sand and clay. This 

was hardly an appropriate rock type with which to contain a large 

reservoir of water! Reinvestigation of the site later also revealed a 

huge old landslide complex, a mile and a half long, within the 
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have occurred, too, from dam washout as the sides or face of the 

spillway were scoured away by fl oodwaters. In 1981, the U.S. 

Army Corps of Engineers surveyed dams in this country. They 

identifi ed 8639 of these dams as ones whose failure would cause 

serious property damage or loss of life. Of that number, one-third 

(2884) were identifi ed as unsafe, and in over 80% of these cases, 

the problem was an inadequate or poorly designed spillway. 

    Thus, dam construction becomes increasingly complex 

and sophisticated ( fi gure 20.26 ), aided by computers, labora-

tory tests, fi eld studies, and scale-model experiments. 

    Global concern now is focusing increasingly on the rapid 

proliferation of dams in some developing countries. In 2000, 

the World Commission on Dams issued a comprehensive re-

view of large dams worldwide. For this purpose, “large dams” 

were defi ned as those over 15 meters high and those 5 to 15 

meters high with reservoirs over 3 million cubic meters. Alto-

gether, there are more than 45,000 such dams. Nearly half of 

these (22,000) are in China, and most of China’s large dams 

Figure 20.25 
Sag ponds and reservoirs abound along the San Andreas Fault; 

here, San Andreas and Crystal Springs reservoir.

Photograph by R. E. Wallace, USGS Photo Library, Denver, CO.

Figure 20.26 
Awoonga High Dam in Australia reveals modern construction 

methods. (A) View of dam and reservoir; spillway in foreground. 

(B) Nearby billboard illustrates dam structure and presents some 

pertinent data.
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B

also underscore the limits of our understanding. The Baldwin 

Hills reservoir was built near Los Angeles, California, between 

1947 and 1951. The geologic setting was thoroughly studied and 

(so it was believed) adequately taken into account. The reservoir 

was underlain by an active fault zone; the design incorporated a 

seismic safety factor double that used by engineers in other 

 earthquake-prone areas. Drainage was provided to prevent satura-

tion of the foundations. The design was conservative, and provi-

sion was made for monitoring after construction. Nevertheless, on 

14 December 1963, a differential slip of more than 10 centimeters 

occurred along a fault, water began to scour its way out, and two 

hours later, the dam was abruptly breached. Clearly, the designers 

did not understand the geology as well as they thought. 

    Geology and geography may, in fact, lead to the building 

of dams on faults. The zone of weakness created by a major 

fault zone may become a topographic low along which streams 

fl ow and lakes accumulate. This is a natural site, then, for a dam 

and reservoir, but damming such a stream necessarily involves 

placing a dam on or very close to the fault. The San Andreas is 

only one of many faults marked, in part, by the presence of 

natural sag ponds and artifi cial reservoirs ( fi gure 20.25 ). 

    The majority of the approximately 50,000 dams built in the 

United States over the last hundred years were not built on faults, 

but they may nevertheless suffer from inadequate design. All 

dams are designed to survive any imaginable fl ood load, typically 

through the provision of a spillway that allows water to fl ow over 

or around the dam unimpeded when the water level in the reser-

voir becomes too high. The worst-case scenario for which a spill-

way is constructed is commonly a 1000-year fl ood. Still, as noted 

in chapter 6, it may be diffi cult to project just what volume of 

water that (or any other) large, infrequent fl ood involves, and 

changing land-use patterns may be altering the fl ood-frequency 

curves also. The 1993 fl ooding produced some unpleasant sur-

prises in this regard in the Mississippi River basin. Dam failures 
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  Case Study 20.2 

 Three Gorges Dam (It’s Not Only about Safety) 

 High-population developing nations such as China have large energy 

needs. Historically, China has relied on fossil fuels—especially 

coal—and the implications for greenhouse-gas emissions if per-capita 

energy consumption rises sharply in this nation of a billion-plus are 

sobering. Even now, particulate pollution from coal burning is a serious 

local health problem. Before energy became an issue, fl ooding was a 

major concern on the Yangtze River, the world’s third largest. It has 

been estimated that in the twentieth century alone, half a million 

people died in fl oods of the Yangtze. 

  As long ago as 1919, damming the Yangtze was proposed as a 

means to control the fl ooding and enhance navigation. Structurally, a 

logical place was the Three Gorges area, a section of the river edged 

with soaring cliff s up to 1500 meters (about a mile) high and 

surrounded by high mountains. In 1953, Mao Zedong advocated 

construction of a large dam in the Three Gorges area, with a view also 

to development of a major hydropower facility. Finally, in 1992, the 

Chinese government announced a commitment to proceed, and 

construction began in 1993, on a site within the Three Gorges area that 

off ers solid granite bedrock for miles around. 

  The Three Gorges Dam ( fi gure 1 ) is the largest in the world, 

185 meters tall, and nearly 2.3 kilometers (about a mile and a half) long. 

With 26 hydropower generators installed as of 2009, the complex has a 

collective generating capacity of about 18,000 megawatts, making it 

also the world’s largest hydropower project—and six more generating 

units are planned for installation in one of the banks beside the dam. 

(For comparison, a typical large nuclear-power plant has a capacity of 

about 1000 megawatts.) The complex could generate over 10% of 

China’s total energy, and reduce its burning of coal by an estimated 

50 million tons per year. Damage and loss of life from fl ooding should 

be greatly reduced. Impoundment of water upriver will make the 

Yangtze navigable by much larger ships farther upstream than before, 

and a system of locks to get the ships past the dam is part of the project. 

  As with all large projects of this kind, however, there are 

negative consequences, and there has been vocal opposition to the 

  Figure 1   
  Three Gorges Dam site. (A) With the dam only partly complete, the sediment-laden Yangtze (gray) still fl ows past the site (left to right in this image); clear 

channel is probably an independent lock system for boats. (B) The dam was completed in May 2006. Most of the sediment is now trapped far upstream 

where the river enters the still-growing reservoir. 

  Images by Jesse Allen, Earth Observatory, using ASTER data made available by NASA/GSFC/MITI/ERSDAC/JAROS, and U.S./Japan ASTER Science Team.    

A B
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  The planned annual fl uctuation in reservoir level may have 

further consequences. The land exposed when the level is lowered will 

be attractive as farmland. However, when the level is raised and the 

land again submerged in the winter, fertilizers, herbicides, and 

insecticides will be dissolved and washed into the reservoir, polluting 

the water. Experts are now debating whether farming should, in fact, 

be allowed in this reservoir border zone. 

  Preliminary studies indicate additional early environmental 

impacts of the Three Gorges Dam project. The Yangtze River Basin is 

the largest in South Asia, and thousands of dams within it had 

already considerably reduced the sediment load reaching the East 

China Sea. Within two years after the Three Gorges Dam fi rst began 

impounding water (2003), that sediment load was cut again by 

almost half. It is now not much over 100 million tons per year, 

compared to nearly 500 million tons per year in the mid-twentieth 

century. Observed results include increased channel erosion and 

erosion of the Yangtze delta. Future coastal erosion may threaten 

such important areas as Shanghai. Further, the large and growing 

reservoir behind the dam, with its broad surface subject to 

evaporation, is aff ecting local weather—the evaporation process 

cooling the air and altering circulation/wind patterns, with 

demonstrable changes in the distribution of rainfall not just locally 

but regionally. Monitoring the longer-term impacts should prove 

interesting.  

Three Gorges Dam since long before construction began. The 

reservoir behind the dam will ultimately stretch 662 km (about 414 

miles) long, farther than the distance between Denver, CO and Salt 

Lake City, UT. It will submerge approximately 125,000 acres of prime 

farmland, covering 1000 square kilometers (440 square miles) overall. 

Cities along the banks in the area the reservoir occupies have to be 

abandoned and their residents moved elsewhere; an estimated 1.3 to 

1.9 million people are ultimately being thus displaced. Cultural and 

archaeological features and sites that cannot be moved—1300 

excavated sites, and an estimated 8000 unexcavated sites—are being 

lost. The scenic qualities of the Three Gorges area will be signifi cantly 

and permanently altered. Ecologists fear the impact of habitat loss, 

especially on rare or endangered species that live in the Yangtze—for 

example, the Chinese river dolphin and Chinese paddlefi sh, which 

may already have vanished; the Yangtze soft-shell turtle, Chinese 

sturgeon, Siberian crane, and others. 

  Basic safety concerns are natural with a project of this scale. 

Beyond the structural integrity of the construction, one can wonder 

about the eff ect of sedimentation as the muddy Yangtze is impounded: 

in 1975, the sedimentation-related failure of the Banqiao Dam, which 

triggered 61 other dam failures, led to 26,000 deaths. Reservoir-induced 

seismicity has already been observed, whether due to reactivation of old 

faults or to collapse of karst caves in limestone wallrocks of the reservoir, 

with quakes up to magnitude 3.4 having been noted since the reservoir 

began to fi ll in 2003. A larger concern is the possible eff ect on two major 

fault zones in the region, which historically have experienced quakes 

over magnitude 6, and the dam’s ability to withstand such quakes: It is 

built to withstand earthquakes as large as magnitude 7, but China has 

certainly experienced larger quakes than that. 

  Landslides are a major issue. Historic slides in weak, dipping 

sedimentary rocks are common along the Yangtze. Even the 

relocation of villages has triggered some new sliding. Within a month 

of the 2003 start of reservoir fi lling, old landslides at Shuping and 

Qianjiangping were reactivated. Many known old slides are being 

monitored, which enabled scientists to warn residents as slip of the 

Qianjiangping slide began, but even so, 14 lives were lost, with 

10 people missing, and 4 factories and over 100 homes were destroyed 

by the huge, 24-million-cubic-meter slide. In 2007, reactivation of the 

Xemaomian slide forced evacuation of a village. Monitoring and 

bank-strengthening eff orts (fi gure 2) continue. The fi lling of the 

reservoir is not the only potential trigger, either. For fl ood-control 

purposes, the level of the reservoir, fi lled to 175 meters above sea level 

during the winter, will be lowered to 145 meters during the rainy 

spring/summer season. Geoscientists are concerned that such an 

annual wetting/drying cycle will further destabilize slopes in the 

aff ected zone. 

 Figure 2   
Reinforcing slide-prone slopes along the Yangtze is one strategy for 

reducing landslide risks.

Photograph by Lynn Highland, U.S. Geological Survey

 F Figigurure e 2 2   
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In addition to such issues as displacement of people and fl ood-

ing of habitat and cultural resources ( fi gure 20.27 ), the World 

Commission noted serious safety concerns that have emerged 

as so many large dams have been built so quickly. 

Figure 20.27 
Benefi ts and issues involved in dam construction are many. Safety is an additional, very basic one, which can arise even with new dams, 

especially if design and construction are hurried.

After World Commission on Dams report, 2000.
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have been built since 1950, which means an average of about 

one large dam per day built since that time. The reasons his-

torically have been primarily fl ood control and irrigation, with 

increased hydropower-generating capacity a growing motive. 

       Summary 
 Engineering geology is concerned with making structures as safe 

and stable as possible, given various kinds of geologic hazards 

and potential problems. Land-use planning encompasses the 

same concerns as engineering geology, combined with additional 

geologic and nongeologic considerations. The aim of the 

land-use planner is to make the best possible use of limited land, 

taking all these factors into account. Using the same land for 

several purposes, either simultaneously or sequentially, is one 

approach to conserving the land resource. The success of both 

geological-engineering and land-use-planning eff orts is heavily 

dependent on the accuracy and completeness of the data 

available to the individuals carrying out these tasks. As with 

pollution control, relative costs and benefi ts may have to be 

weighed in deciding how or whether to undertake a particular 

construction project.   

 Key Terms and Concepts  
  geographic information 

system   493   

  multiple use   488     sequential use   489      
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 Exercises  
 Questions for Review  

   1.   Describe the concepts of multiple use and sequential use, and 

give two examples of each.  

   2.   Maps of geologic or other factors are useful tools in land-use 

planning, but their usefulness can be limited by practical 

problems. Describe two such possible limitations.  

   3.   How can the computer’s ability to process large volumes of 

data assist in the planning process? How can programs be 

adjusted for diff erent planning objectives?  

   4.   Cite at least ten geologic considerations that might be 

important in siting an apartment building. How many of the 

same considerations would be relevant to siting its parking 

lot?  

   5.   What is permafrost, and why is construction made more 

diffi  cult by its presence?  

   6.   How is climate change aff ecting recovery of oil from Alaska’s 

North Slope?  

   7.   How can engineers often minimize problems posed by 

unstable clays in near-surface rock and soil layers?  

   8.   Dams are not infrequently built over faults. Why?  

   9.   Identify and explain any fi ve concerns or negative 

consequences associated with large dam projects, such as 

Three Gorges.     

 Exploring Further  

   1.   Most city or county planning offi  ces have long-range plans for 

development in undeveloped areas. Seek out such plans for 

your area, if available, and investigate what kinds of 

considerations (geologic or otherwise) went into those plans.  

   2.   Make a walking tour of your neighborhood or of another area 

to look for signs of careless or thoughtless engineering 

practice—buildings showing severe cracking or other 

structural damage from ground failure beneath, serious 

erosion of steep slopes, large puddles accumulated after rain 

because roads or buildings dam surface runoff , and so on. Is 

any particular problem especially common?  

   3.   Go to NASA’s Earthobservatory “Image of the Day” site (see 

NetNotes). What image is featured, and how was it acquired? Were 

any special remote-sensing techniques involved? Explore other 

images from the archive to see how satellites with specialized 

detectors help scientists investigate and monitor the Earth.  

   4.   Explore the Internet for an example of geographic 

representation of geologic, cultural, or other data relevant to 

land-use decisions, and examine data at diff erent scales, if 

available. See NetNotes for some places you might start.  

   5.   Check the history/progress/current status of a major project 

such as the Big Dig or Three Gorges Dam via the Internet. Or, 

explore a particular aspect of Three Gorges impacts, such as 

the history of landslides or seismicity since reservoir fi lling 

began in 2003.                                          
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   Appendix A  G E O L O G I C  T I M E ,  G E O L O G I C 

P R O C E S S  R AT E S 

   Introduction  

 Much of the understanding of geologic processes, including the 

rates at which they occur, and therefore the kinds of impacts 

they may have on human activities, is made possible through 

the development of various means of “telling time” in geologic 

systems. In this appendix, we will explore several of these 

methods. A fi nal section examines some applications of geo-

logic age determinations to the study of process rates.    

 Relative Dating   

 Arranging Events in Order 

 Before any ways of establishing numerical ages of rocks or 

geologic events were known, it was sometimes at least possi-

ble to place a sequence of events in the proper order. Among 

the earliest recognized efforts in this direction were those of 

Nicolaus Steno. In 1669, he set forth two very basic principles 

that could be applied to sedimentary rocks. The fi rst, the    Prin-

ciple of Superposition    ( fi gure A.1 ), pointed out that, in an 

undisturbed pile of sediments or sedimentary rocks, those on 

the bottom were deposited fi rst, followed in succession by the 

layers above them, ending with the youngest on top. (Today, 

this idea may seem so obvious as not to be worth stating, but 

at the time it represented a real step forward in thinking logi-

cally about rocks.) The second, the    Principle of Original 

Horizontality   , was based on the observation that sediments 

are deposited in approximately horizontal, fl at-lying layers. 

Therefore, if one comes upon sedimentary rocks in which the 

layers are folded or dipping steeply, they must have been dis-

placed or deformed after deposition and solidifi cation into 

rock ( fi gure A.2 ). 

  Figure A.2    
(A)  Tilted shales and conglomerates in Death Valley National Park, 

California.    (B)  These folded marbles and slates in Kings Canyon National 

Park, California, were originally fl at-lying beds of limestone and shale.  

Bottom
(oldest)

Top
(youngest)

Limestone

Shale

Sandstone

  Figure A.1   
 The Principle of Superposition: The rocks on the bottom of a 

sequence of undisturbed sedimentary rocks were deposited fi rst, 

and the depositional ages become younger higher in the sequence.  

A

B
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lain by a completely unmetamorphosed one, for instance, the 

metamorphism must have occurred after the fi rst sedimentary 

rock formed but before the second. Quite complex sequences of 

geologic events can be unraveled by taking into account such 

principle. See  fi gure A.5  for examples.   

 Correlation 

 Fossils play a role in the determination of relative ages, too. The 

concept that fossils could be the remains of older life-forms 

dates back at least to the ancient Greeks, but for some time it 

fell out of favor. The idea was seriously revived in the 1700s, 

and around the year 1800, William Smith put forth the    Law of 

Faunal Succession   . The basic principle involved is that, through 

time, life-forms change ( fi gure A.6 ); old ones disappear from 

and new ones appear in the fossil record, but the same form is 

never exactly duplicated at two different times in history. (The 

same concept could be applied to other contexts, such as car 

styles in a junkyard with layer upon layer of debris: Car models 

come and go, and while stylistic features from an earlier era 

may be revived in later models, each model, as a whole, corre-

sponds to a unique period of manufacture.) This principle, in 

turn, implies that when one fi nds exactly the same type of fossil 

preserved in two rocks, even if the rocks are quite different 

compositionally and geographically widely separated, they 

should be the same age. Smith’s law thus allowed age correla-

tion between rock units exposed in different places ( fi gure A.7 ). 

A limitation on its usefulness is that it can be applied only to 

rocks in which fossils are preserved, which are almost exclu-

sively sedimentary rocks. 

    In later centuries, these ideas were extended to work ig-

neous rocks into such sequences ( fi gure A.3 ). If an igneous 

rock cuts across layers of sedimentary rocks, the sedimentary 

rocks must have been there fi rst, the igneous rock introduced 

later. This is sometimes called the Principle (or  Law )  of Cross-

cutting Relationships , and in fact it applies whether the rocks 

that are crosscut are sedimentary or not, though the relation-

ships may be easier to recognize if they are. Often, there is a 

further clue to the correct sequence: The hotter igneous rock 

may have “baked,” or metamorphosed, preexisting rocks im-

mediately adjacent to it, so again the igneous rock must have 

come second. If an igneous rock contains pieces of other rock 

types ( fi gure A.4 ), those pieces must have been picked up as 

solid chunks by the invading magma, so the rocks making up the 

inclusions must predate the host rock ( Principle of Inclusion ). 

    Such geologic common sense can be applied in many 

ways. If a strongly metamorphosed sedimentary rock is over-

Rocks adjacent to intruding magma may
also be metamorphosed by its heat.

Granite

A

  Figure A.3 
(A)  An igneous rock crosscutting a sedimentary sequence or other 

rock must postdate the rocks it cuts across.   (B)   Here, veins of quartz 

and feldspar cut through an older granite.  

B

  Figure A.4   
 The darker rock is a schist that was invaded by the magma that 

formed the (lighter-colored) granite, which picked up pieces of schist. 

The schist is thus older than the granite.  
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  Figure A.5 
(A)  The Principle of Superposition and Principle of Original 

Horizontality together indicate that the sequence of events shown 

here in sedimentary rocks of the Grand Canyon was: deposition of the 

lower layers (dark red and gray); tilting and erosion; deposition of the 

still-fl at-lying upper layers (green, cream, and light red).    

(B)  The coarse gray granite is younger than the darker 

metasedimentary rocks (Principle of Inclusion) but older than the light 

quartz/feldspar vein (Crosscutting Relationships).      (C) Sorting out 

relative ages of rock in an outcrop: Of the sedimentary rocks, the 

limestones must be the oldest (Principle of Superposition), followed by 

the shales. The granite intrusion and basalt must both be younger than 

the limestone they crosscut; the granite has also metamorphosed the 

surrounding limestone. It is not possible to tell whether the igneous 

rocks predate or postdate the shales (because they are not crosscut or 

metamorphosed by the igneous rocks), or to determine whether the 

sedimentary rocks were tilted before or after the igneous rocks were 

emplaced. After the limestones and shales were tilted and the basalt 

injected, they were eroded, and then the sandstones were deposited 

on top. Finally, the lava fl ow covered the entire sequence.  

(A)   © The McGraw-Hill Companies, Inc./Doug Sherman, photographer.  
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    The foregoing ideas were all useful in clarifying age rela-

tionships among rock units. They did not, however, help answer 

questions like: How old is this granite? How long did it take to 

deposit this limestone? How recently, and over how long a pe-

riod, did this apparently extinct volcano erupt? Has this fault 

been active in modern times?   

 Uniformitarianism 

 Geologic processes were the focus of another early worker—

the physician, farmer, and part-time geologist James Hutton. 

Hutton is widely credited with developing and popularizing the 

concept of    uniformitarianism   . Uniformitarianism is some-

times described briefl y by the phrase “the present is the key to 

the past.” What Hutton meant by this is that because the same 

physical laws have operated throughout the earth’s history, by 

studying present, active geologic processes and their products, 

geologists can infer much about how rocks were formed and 

changed in the past. Today, a volcanic eruption and the harden-

ing of fl owing magma into basaltic rock suggest the source of 

an ancient basalt fl ow even if geologists cannot now fi nd the 

volcano from which it erupted. A broad, white sandy beach or a 

windswept desert might offer some useful insights about the 

origins of sandstones. Retreating ice sheets in Greenland and 

Antarctica leave moraines behind, which help geologists to un-

derstand the source and signifi cance of the moraines found in 

the midwestern United States and in Canada. 

    Uniformitarianism has sometimes been misunderstood to 

mean that the rates of geologic processes have been the same 
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  Figure A.6   
 Ammonites are a now-extinct group of organisms related to such 

modern marine creatures as the chambered nautilus, squid, and 

octopus. This display at the Smithsonian Institution shows some of 

the variety of their fossil forms; inset is a cutaway view of one species.  

OUTCROP 1

OUTCROP 2

(The two outcrops may be 
separated by long distances
with no exposed rocks 
in between.)

This limestone
and this shale
can be correlated
by the fossil they 
contain;
so can
this shale
and this sandstone.

  Figure A.7   
 Similarity of fossils suggests similarity of ages even in diff erent and quite widely separated rocks.  

through time as well, that by observing processes like erosion, 

sedimentation, and seafl oor spreading as they now occur, one 

can know the rate at which they occurred in the past. Unfortu-

nately, this is not true, and was not really part of uniformitarian-

ism as originally conceived. Volcanism may have involved the 

same types of physical and chemical processes throughout geo-

logic history, but it might have been much more active early in 

the earth’s history, before the earth cooled appreciably, than it is 

now; rates of chemical sedimentation, as well as the proportions 

of different minerals in the sediments, could have been very dif-

ferent in the past, when the temperature and chemistry of the 

oceans were also different; and so on. In short, even uniformi-

tarianism does not allow numerical answers to questions about 

geologic process rates in the past.    

  How Old Is the Earth?  

 Geologists and nongeologists alike have been fascinated for 

centuries with the very basic question of the earth’s age. Many 

have attempted to answer it, but with little success until the 

twentieth c entury.  

 Early Eff or ts 

 One of the earliest widely publicized determinations of the age 

of the earth was the seventeenth-century work of Archbishop 

Ussher of Ireland. He painstakingly and literally counted up the 

generations in the Bible and arrived at a date of 4004  b.c . for the 

formation of the earth. This very young age was impossible for 

most geologists to accept; the complex geology of the modern 

earth seemed to require far longer to develop. 

    Even less satisfactory from that point of view was the 

estimate of the philosopher Immanuel Kant. He tried to fi nd a 

maximum possible age for the earth, assuming that the sun had 

always shone down on earth and that the sun’s tremendous en-

ergy output was due to the burning of some sort of conventional 

fuel. But a mass of fuel the size of the sun would burn up in only 

1000 years, given the rate at which the energy is released, 

plainly an impossible result in view of several millennia of re-

corded human history. Kant, of course, knew nothing of the 

nuclear fusion that actually powers the sun.   
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room (phosphoresce). He had put a vial of uranium salts away 

in a drawer on top of some photographic plates well wrapped in 

black paper. When he next examined the photographic plates, 

they were fogged with a faint image of the vial, as if they had 

somehow been exposed to light right through the paper. The 

uranium was emitting something that could pass through light-

opaque materials. We now know that uranium is one of several 

substances that are naturally radioactive, that undergo sponta-

neous decay. Once the phenomenon of radioactive decay was 

reasonably well understood, physicists and geoscientists began 

to realize that it could be a very useful tool for investigating 

earth’s his tory.  

 Radioactive Decay and Dating 

 As noted in chapter 16, one key property of any particular radio-

isotope is that it decays at a constant, characteristic rate, with a 

distinct half-life, which can be determined in the laboratory. One 

can then, in principle, use the relative amounts of a decaying 

isotope (parent) and the product isotope into which it decays 

(daughter) to fi nd the age of the sample.  Figure A.8   illustrates 

the fundamental idea. Suppose that parent isotope A decays to 

daughter B with a half-life of 1 million years. In a rock that con-

tained some A and no B when it formed, A will gradually decay 

and B will accumulate. After 1 million years (one half-life of A), 

half of the atoms of A initially present will have decayed to yield 

an equal number of atoms of B. After another half-life, half of 

the remaining half will have decayed, so three-fourths of the 

initial number of atoms of A will have been converted to B and 

one-fourth will remain; the ratio of B to A will be 3:1. After an-

other million years, there will be seven atoms of B for every 

atom of A, and so on. This is    exponential decay   , decreasing 

abundance over time in a pattern that is just the opposite of the 

exponential growth of populations discussed in chapter 1. If a 

sample contains 24,000 atoms of B and 8000 atoms of A, then, 

assuming no B was present when the rock formed and noting the 

3:1 ratio of B to A, we would conclude that the sample was two 

half-lives of A (in this case, 2 million years) old. 

    The foregoing is, of course, an oversimplifi cation of the 

dating of natural geologic samples. Many samples contain some 

of the daughter isotope as well as the parent at the time of forma-

tion, and correction for this must be made. Many other samples 

have not remained chemically closed throughout their histories; 

they have gained or lost atoms of the parent or daughter isotope 

of interest, which would make the apparent date incorrect. In the 

case of samples with a complex history—an igneous rock that 

has been metamorphosed once or twice and also weathered, for 

example—it can be diffi cult both to obtain a date and to decide 

which event, if any, is being dated! Fortunately, there are ways to 

recognize, and in many cases correct for, disturbances in isoto-

pic systems. For a somewhat more thorough discussion of the 

complexities of dating of geologic systems, refer to pertinent 

texts in the online reference list.   

 Choice of an Isotopic System 

 Several conditions must be satisfi ed by an isotopic system to be 

used for dating geologic materials. The parent isotope chosen 

 Nineteenth-Century Views 

 About 1800, Georges L.L. de Buffon attacked the problem from 

another angle. He assumed that the earth was initially molten, 

modeled it as a ball of iron, and calculated how long it would 

take this quantity of iron to cool to present surface tempera-

tures: 75,000 years. To most geologists, this still was not nearly 

long enough. 

    Around 1850, physicist Hermann L.F. von Helmholtz 

took the approach of supposing that the sun’s luminosity was 

due to infall of particles into its center, converting gravitational 

potential energy to heat and light. This gave a maximum age for 

the sun (and presumably earth) of 20 to 40 million years. Again, 

his assumptions were wrong, so his answer was also. 

    In the late 1800s, Lord William T. Kelvin reworked Buf-

fon’s calculations, modeling the earth more realistically in terms 

of rock properties rather than those of metallic iron. Interestingly, 

he, too, arrived at an age of 20 to 40 million years for the earth. 

What he did not take into account, because natural radioactivity 

was then unknown, was that some heat is continually being  added  

to the earth’s interior through radioactive decay, so it has taken 

longer to cool down to its present temperature regime. 

    The calculations went on, and something was wrong with 

each. In 1893, U.S. Geological Survey geologist Charles D. 

 Walcott tried to compute the total thickness of the sedimentary 

rock record throughout geologic history and, dividing by typical 

modern sedimentation rates, to estimate how long such a pile of 

sediments would have taken to accumulate. His answer was 75 mil-

lion years. Walcott was hampered in his efforts by several factors, 

including the gaps in many sedimentary rock sequences (periods 

during which no sedimentation occurred or some sediments were 

eroded away), and the reality that there is no one spot on earth 

where sediments have always been accumulating. He also had no 

good idea of the total thickness of sediments deposited in the time 

before organisms capable of preservation as fossils became wide-

spread, which turns out to be most of earth’s history. 

    In 1899, physicist John Joly published calculations based 

on the salinity of the oceans. Taking the total dissolved load of 

salts delivered to the seas by rivers, and assuming that the ocean 

was initially pure water, he determined that it would take about 

100 million years for the present concentrations of salts to be 

reached. Aside from Joly’s assumption that rates of weathering 

and salt input into the oceans throughout earth’s history were 

constant, he did not consider that the buildup of salts is slowed 

by the removal of some of the dissolved material—for example, 

as chemical sediments. 

    So the debate continued, imaginative and frequently heated, 

until the discovery of radioactivity provided a much more power-

ful and accurate tool with which to undertake a solution.     

 Radiometric Dating  

 Henri Becquerel did not set out to solve any geologic problems 

nor even to discover radioactivity. He was interested in a curi-

ous property of some uranium salts: If exposed to light, the salts 

continued to emit light for a while afterward even in a dark 
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    Radiometric dating has proven an extremely powerful 

tool for studying the earth’s history. Because the earth is geo-

logically still very active, no rocks have been preserved un-

changed since its formation. However, the dating of meteorites 

and moon rocks, coupled with geochemical evidence that the 

whole solar system formed at the same time, has led to the de-

termination of an age of about 4.5 billion years for the earth. 

The oldest samples from the continents are close to 4 billion 

years old. Sea fl oor is much more readily destroyed/recycled by 

plate tectonics; the oldest seafl oor samples recovered are only 

about 200 million ye ars old.     

 The Geologic Time Scale  

 Particularly in the days before radiometric dating, it was necessary 

to establish some subdivisions of earth history by which particular 

intervals of time could be indicated. This initially was done using 

those rocks with abundant fossil remains. The resultant time scale 

was subsequently refi ned with the aid of radiometric dates. 

    The Law of Faunal Succession and the appearance and 

disappearance of particular fossils in the sedimentary rock re-

cord were fi rst used to mark the boundaries of the time units. 

The principal divisions were the  eras —   Paleozoic, Mesozoic,  

and  Cenozoic   , meaning, respectively, “ancient life,” “interme-

diate life,” and “recent life.” The eras were subdivided into 

  periods  and the periods into  epochs . The names of these smaller 

time units were assigned in various ways. Often, they were 

named for the location of the  type section , the place where rocks 

of that age were well exposed and that time unit was fi rst de-

fi ned. For example, the Jurassic period is named for the Jura 

Mountains of France. Other periods are named on the basis of 

some characteristic of the type rocks. The Cretaceous period 

derives its name from the Latin  creta  (“chalk”), for the chalky 

strata of that age in southern England and northern Europe; 

rocks of Carboniferous age commonly include coal beds. All of 

must be abundant enough in the sample for its quantity to be 

measurable. Either the daughter isotope must not normally be 

incorporated into the sample initially, or there must be a means 

of correcting for the amount initially present. The half-life of 

the parent must be appropriate to the age of the event being 

dated: long enough that some parent atoms are still present but 

short enough that some appreciable decay and accumulation of 

daughter atoms have occurred. A radioisotope with a half-life of 

ten days would be of no use in dating a million-year-old rock; 

the parent isotope would have decayed away completely long 

ago, and there would be no way to tell how long ago. Con-

versely, a radioisotope with a half-life of 10 billion years would 

be useless for dating a fresh lava fl ow because the atoms of the 

daughter isotope that would have accumulated in the rock would 

be too few to be measurable. Only about half a dozen isotopes 

are widely used in dating geologic samples. They include both 

uranium-235 and uranium-238 (with half-lives of 700 million 

years and 4.5 billion years, respectively), potassium-40 (1.3 bil-

lion years), rubidium-87 (49 billion years), and carbon-14 (5730 

years, meaning that carbon-14 is useful only for quite young 

samples, such as remains from prehistoric civilizations).   

 Radiometric and Relative 
Ages Combined 

 Radiometric dates (dates determined using radioisotopic meth-

ods) are sometimes imprecisely called “absolute” ages to dis-

tinguish them from the relative ages determined as described 

earlier. For various reasons, accurate radiometric dates cannot 

be determined for many rocks and fossils, so “absolute” and 

relative dating methods are often used in conjunction ( fi gure 

A.9 ). Undateable sedimentary rocks crosscut by an igneous in-

trusion must at least be older than the igneous rock, which may 

be dateable; a fossil found in a rock sandwiched between two 

dateable lava fl ows has its age bracketed by the ages of the 

fl ows; and so on. 

atomic

atomic

  Figure A.8   
 Decay of radioactive parent A proceeds with complementary accumulation of daughter B. All ratios represent relative numbers of atoms.  
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age of a sample of sea fl oor into its present distance from the 

ridge. If a 10-million-year-old seafl oor sample is now 400 kilo-

meters from the ridge, then, on average, it has been moved away 

from the ridge at a rate of

 400 km 
3

 1000 m 
3

 100 cm 
5

 4 c m

 10,000,000 yr  1 km  1 m  yr

    The minimum rate of uplift of rocks in a mountain range might 

be estimated from the age of marine sedimentary rocks in the 

mountains, once deposited under water, now high above sea 

level. Such uplift rates are typically 1 centimeter per year or 

less, often much less. Beaches formed on Scandinavian coast-

lines during the last Ice Age have been rising since the ice sheets 

melted and their mass was removed from the land. From the 

beach deposits’ ages and present elevation, uplift rates can be 

approximated. Typical rates of this postglacial rebound are on 

the order of 1 centimeter per year. Radiometric dating has 

shown that a small volcano may stay active for over 100,000 

years, a major volcanic center for 1 to 10  million years. To build 

a large mountain range may take 100 million years. 

    Rates of continental erosion due to weathering can be 

deduced from the loads of major rivers draining the conti-

nents, dividing the volume of rock those loads represent by 

the surface area of the corresponding drainage basin(s). The 

North American continent is being leveled by erosion at an 

average rate of 0.03 millimeters per year, or about a tenth of 

an inch per century. The larger the area over which such 

 measurements are made, however, the greater the potential for 

the relatively unfossiliferous rocks that seemed to be older 

(lower in the sequence) than the Cambrian period were lumped 

together as pre-Cambrian, later formally named    Precambrian   . 

    With the advent of radiometric dating, numbers could be 

attached to the units and boundaries of the time scale. It became 

apparent that, indeed, geologic history spanned long periods of 

time and that the most detailed part of the scale, the    Phanero-

zoic    (Cambrian and later), was by far the shortest, comprising 

less than 15% of earth history. The approximate time frame-

work of the Phanerozoic is shown in  table A.1 .  

     The Precambrian has continued to pose something of a 

problem. A unit that spans 4 billion years of time seems to 

 demand subdivision—but, in the virtual absence of fossils, on 

what basis? The principal division that has been made splits 

the Precambrian into two nearly equal halves—the  Archean  

(“ancient”) and  Proterozoic  (“pre-life”). The Archean spans 

the time from the earth’s formation to 2500 million years ago, 

the Proterozoic from 2500 million years ago to the start of the 

Cambrian (570 million years ago). Universal agreement has 

not yet been reached on how to subdivide these 2-billion-year 

blocks of time further.    

 Geologic Process Rates  

 The rates at which geologic processes occur can be estimated in 

a variety of ways, many of which rely on radiometric dating 

techniques. For example, the rate of seafl oor spreading away 

from a particular spreading ridge can be found by dividing the 

T
h
e
s
e
 s

a
n
d
s
to

n
e
s
 m

u
s
t 

b
e
 b

e
tw

e
e
n
 1

0
 

a
n
d
 2

7
0
 m

.y
. 
o
ld

.
T

h
e
s
e
 r

o
c
k
s
 m

u
s
t 
a
ll 

b
e
 o

ld
e
r

th
a
n
 t
h
e
 l
o
w

e
r 

la
v
a
, 
2
7
0
 m

.y
.

  Figure A.9   
 “Absolute” and relative dating together can put constraints on ages of units not dateable directly.  
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idiotic, can see that in the Old Oolitic Silurian Period just a 

million years ago next November, the Lower Mississippi River 

was upwards of one million three hundred thousand miles 

long, and stuck out over the Gulf of Mexico like a fi shing rod. 

And by the same token any person can see that seven hundred 

and forty-two years from now the Lower Mississippi will be 

only a mile and three-quarters long, and Cairo and New 

Orleans will have joined their streets together, and be plodding 

along comfortably under a single mayor and a mutual board of 

aldermen. There is something fascinating about science. One 

gets such wholesale returns of conjecture out of such a trifl ing 

investment of  f act.   

large local deviations from the average due to special local 

soil or weather conditions. 

    Finally, one must also be somewhat cautious about ex-

trapolating present process rates too far into the past or future. 

This point is admirably illustrated by the following passage 

from Mark Twain’s  Life on the Mississippi , in which he specu-

lates on the implications of the shortening of the Mississippi 

River by the cutoff of meanders: 

   In the space of one hundred and seventy-six years the lower 

Mississippi has shortened itself two hundred and forty-two 

miles. This is an average of a trifl e over one mile and a third 

per year. Therefore, any calm person, who is not blind or 

Table A.1 The Phanerozoic Time Scale

Era Period Epoch Start of Interval* Distinctive Life-Forms

Holocene 0.1 modern humans

Quaternary Pleistocene 2 Stone-Age humans

Pliocene 5

Miocene 24 fl owering plants common

Oligocene 37 ancestral pigs, apes

Eocene 58 ancestral horses, cattle

Cenozoic Tertiary Paleocene 66

Cretaceous 144 dinosaurs become extinct; fl owering plants appear

Jurassic 208 birds, mammals appear

Mesozoic Triassic 245 dinosaurs, fi rst modern corals appear

Permian 286 rise of reptiles, amphibians

Carboniferous 360 coal forests; fi rst reptiles, winged insects

Devonian 408 fi rst amphibians, trees

Silurian 438 fi rst land plants, coral reefs

Ordovician 505 fi rst fi shlike vertebrates

Paleozoic Cambrian 570 fi rst widespread fossils

*Dates, in millions of years before the present, from compilation by the Geological Society of America for the Decade of North American Geology.

    Summary 
 Before the discovery of natural radioactivity, only relative age 

determinations for rocks and geologic events were possible. Field 

relationships and fossil correlations were the principal methods 

used for this purpose. Radiometric dating has made possible 

quantitative age measurements of many geologic materials and 

events, assignment of dates to the units of the geologic time scale, 

and determination of the age of the earth. Radiometric dates have 

also been used to explore the rates at which diff erent kinds of 

geologic processes occur and have considerably advanced 

understanding of earth’s development. However, while 

observations of present geologic processes can be used to 

understand past geologic history, it cannot be assumed that all of 

those processes have proceeded at rates comparable to those 

presently observed.   

 Key Terms and Concepts   
 Cenozoic A-6   

 exponential decay   A-5 

 Law of Faunal Succession   A-2 

 Mesozoic   A-6 

 Paleozoic   A-6 

 Phanerozoic   A-7 

 Precambrian   A-7 

 Principle of Original 

Horizontality   A-1 

 Principle of Superposition   A-1 

 uniformitarianism                 A-3



B-1

 Appendix B   M I N E R A L  A N D  R O C K 

I D E N T I F I C AT I O N 

  Mineral Identifi cation  

  Table B.1  lists many of the more common minerals. Represen-

tative chemical formulas are provided for reference. Some ap-

pear complex because of opportunities for solid solution; some 

have been simplifi ed by limiting the range of compositions 

represented, although additional elemental substitutions are 

possible.  

     A few general identifi cation guidelines and comments: 

Hardness  is an approximate measure of how readily a 

mineral scratches, or is scratched by, other minerals. Values of 

hardness range from 1 (softest) to 10 (hardest) and are mea-

sured against the ten reference minerals of the Mohs hardness 

scale, shown in table 2.1. For example, a mineral that scratches 

quartz and is scratched by topaz would have a hardness of 7½. 

Luster  describes the surface sheen of a mineral sample, 

and the terms (such as metallic, pearly, earthy) are self- 

explanatory.  Cleavage  is a mineral’s tendency to break preferen-

tially along certain planes of weakness in the crystal structure. 

    Minerals showing metallic luster are usually sulfi des (or 

native metals, but these are much rarer). Native metals have been 

omitted from table B.1. Those few that are likely to be encoun-

tered, such as native copper or silver, may be identifi ed by their 

resemblance to household examples of the same metals. 

    Of the nonmetals, the silicates are generally systemati-

cally harder than the nonsilicates. Hardnesses of silicates are 

typically over 5, with exceptions principally among the sheet 

silicates; many of the nonsilicates, such as sulfates and carbon-

ates, are much softer. 

    Distinctive luster, cleavage, or other identifying proper-

ties are listed under the column “Other Characteristics.” In a 

few cases, this column notes restrictions on the occurrence of 

certain minerals as a possible clue to identifi cation; for exam-

ple, “found only in metamorphic rocks,” or “often found in peg-

matites.”  

 A Note on Mineral Formulas 

 Each chemical element is denoted by a one- or two-letter sym-

bol. Many of these symbols make sense in terms of the English 

name for the element—O for oxygen, He for helium, Si for sili-

con, and so on. Other symbols refl ect the fact that, in earlier 

centuries, scientists were generally versed in Latin or Greek: 

The symbols Fe for iron and Pb for lead, for example, are de-

rived from  ferrum  and  plumbum,  respectively, the Latin names 

for these elements. 

    The chemical symbols for the elements can express the 

compositions of substances very precisely. Subscripts after a 

symbol indicate the number of atoms/ions of one element pres-

ent in proportion to the other elements in the formula. For ex-

ample, the formula Fe 3 Al 2 Si 3 O 12  represents a compound in 

which, for every twelve oxygen atoms, there are three iron at-

oms, two aluminum atoms, and three silicon atoms. (This hap-

pens to be a variety of the mineral garnet.) The chemical formula 

is much briefer than describing the composition in words. It is 

also more exact than the mineral name “garnet,” for there are 

several compositions of garnets with the same basic kind of 

formula and crystal structure: Other examples include a 

 calcium-aluminum garnet with the formula Ca 3 Al 2 Si 3 O 12  and a 

calcium-chromium garnet, Ca 3 Cr 2 Si 3 O 12 . Moreover, chemical 

formulas are understood by all scientists, while mineral names 

are known primarily to geologists. 

    Formulas can become very complex, especially when 

different elements can substitute for each other in the same 

site in the crystal structure ( fi gure B.1 ). Iron and magnesium 

often do this in silicates. Biotite, a common, dark-colored 

mica, may be rich in iron and have a formula of 

KFe 3 AlSi 4 O 10 (OH) 2 , or it may be rich in magnesium and have 

a formula of KMg 3 AlSi 4 O 10 (OH) 2 , or, more commonly, it may 

contain some iron and some magnesium, which together total 

three atoms per formula. The generalized formula is then 

K(Fe,Mg) 3 AlSi 4 O 10 (OH) 2 , as it appears in table B.1.    

 Rock Identifi cation 

 One approach to rock identifi cation is to decide whether the 

sample is igneous, sedimentary, or metamorphic and then look 

at the detailed descriptions in the corresponding chapter. How 

does one identify the basic rock type? Here are some general 

guidelines:  

   1.   Glassy rocks or rocks containing bubbles are volcanic.  

   2.   Coarse-grained rocks with tightly interlocking crystals 

are likely to be plutonic, especially if they lack foliation.  

   3.   Coarse-grained sedimentary rocks differ from plutonic 

rocks in that the grains in the sedimentary rocks tend to 

be more rounded and to interlock less closely. A breccia 

does have angular fragments, but the fragments in a 

breccia are typically rock fragments, not individual 

mineral crystals.  

   4.   Rocks that are not very cohesive, that crumble apart 

easily into individual grains, are generally clastic 

sedimentary rocks. One other possibility would be a 

poorly consolidated volcanic ash, but this should be 

recognizable by the nature of the grains, many of which 

will be glassy shards. (Note, however, that extensive 

weathering can make even a granite crumble.)  
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Table B.1 A Brief Mineral Identifi cation Key

Mineral Formula Color Hardness Other Characteristics

amphibole (e.g., 
hornblende)

(Na,Ca)2(Mg,Fe,Al)5Si8O22(OH)2 green, blue, brown, 
black

5 to 6 often forms needlelike crystals; two good 
cleavages forming 120-degree angle

apatite Ca5(PO4)3(F,Cl,OH) usually yellowish 5 crystals hexagonal in cross section

azurite Cu3(CO3)2(OH)2 vivid blue 3½ to 4 often associated with malachite

barite BaSO4 colorless 3 to 3½ high specifi c gravity, 4.5 (denser than most 
silicates)

beryl Be3Al2Si6O18 aqua to green 7½ to 8 usually found in pegmatites

biotite (a mica) K(Mg,Fe)3AlSi3O10(OH)2 black 5½ excellent cleavage into thin sheets

bornite Cu5FeS4 iridescent blue, purple 3 metallic luster

calcite CaCO3 variable; colorless if 
pure

3 eff er vesces (fi zzes) in weak acid

chalcopyrite CuFeS2 brassy yellow 3½ to 4

chlorite (Mg,Fe)3(Si,Al)4O10(OH)2 light green 2 to 2½ cleaves into small fl akes

cinnabar HgS red 2½ earthy luster; may show silver fl ecks

corundum Al2O3 variable; colorless 
in pure form

9 most readily identifi ed by its hardness

covellite CuS blue 1½ to 2 metallic luster

dolomite CaMg(CO3)2 white or pink 3½ to 4 powdered mineral eff ervesces in acid

epidote Ca2FeAl2Si3O12(OH) green 6 to 7 glassy luster

fl uorite CaF2 variable; often 
green or purple

4 cleaves into octahedral fragments; may 
fl uoresce in ultraviolet light

galena PbS silver-gray 2½ metallic luster; cleaves into cubes

garnet (Ca,Mg,Fe)3(Fe,Al)2Si3O12 variable; often dark red 7 glassy luster

graphite C dark gray 1 to 2 streaks like pencil lead

gypsum CaSO4 ? 2H2O colorless 2

halite NaCl colorless 2½ salty taste; cleaves into cubes

hematite Fe2O3 red or dark gray 5½ to 6½ red-brown streak regardless of color

kaolinite Al2Si2O5(OH)4 white 2 earthy luster

kyanite Al2SiO5 blue 5 to 7 found in high-pressure metamorphic rocks; 
often forms bladelike crystals

limonite Fe4O3(OH)6 yellow-brown 2 to 3 earthy luster; yellow-brown streak

magnetite Fe3O4 black 6 strongly magnetic

malachite Cu2CO3(OH)2 green 3½ to 4 often forms in concentric rings of light and 
dark green

molybdenite MoS2 dark gray 1 to 1½ cleaves into fl akes; more metallic luster than 
graphite

muscovite (a mica) KAl3Si3O10(OH)2 colorless 2 to 2½ excellent cleavage into thin sheets

olivine (Fe,Mg)2SiO4 yellow-green 6½ to 7 glassy luster

phlogopite (a mica) KMg3AlSi3O10(OH)2 brown 2½ to 3 closely resembles biotite, but less black

plagioclase feldspar (Na,Ca)(Al,Si)2Si2O8 white to gray 6 may show fi ne parallel striations on 
cleavage surfaces

potassium feldspar KAlSi3O8 white; often stained 
pink or aqua

6 two good cleavages forming a 90-degree 
angle; no striations

pyrite FeS2 yellow 6 to 6½ metallic luster; black streak

pyroxene (e.g., 
augite)

(Na,Ca,Mg,Fe,Al)2Si2O6 usually green or black 5 to 7 two good cleavages forming a 90-degree 
angle

quartz SiO2 variable; commonly 
colorless or white

7 glassy luster; conchoidal fracture

serpentine Mg3Si2O5(OH)4 green to yellow 3 to 5 waxy or silky luster; may be fi brous 
(asbestos)

sillimanite Al2SiO5 white 6 to 7 occurs only in metamorphic rocks; often 
forms needlelike crystals
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sphalerite ZnS yellow-brown 3½ to 4 glassy luster

staurolite Fe2Al9Si4O20(OH)2 brown 7 to 7½ found in metamorphic rocks; elongated 
crystals may have crosslike form

sulfur S yellow 1½ to 2½ sulfurous odor

sylvite KCl colorless 2 cleaves into cubes; salty taste, but more 
bitter than halite

talc Mg3Si4O10(OH)2 white to green 1 greasy or slippery to the touch

tourmaline (Na,Ca)-
(Li,Mg,Al)(Al,Fe,Mn)6(BO3)3Si6O18(OH)4

black, red, green 7 to 7½ elongated crystals, triangular in cross 
section; conchoidal fracture

Table B.1 (continued)

Mineral Formula Color Hardness Other Characteristics

Negative ions
(anions)

Positive ions
(cations)

O–2

1.40 Å
OH–

1.40 Å

Fe+2

0.78 Å
Mg+2

0.72 Å
Fe+3

0.64 Å

Si+4

0.26 Å
Al+3

0.535 Å

Na+

1.02 Å
Ca+2

1.00 Å

K+

1.38 Å

  Figure B.1   
 Sizes of common ions in the crust with radius of each given in 
Ångstroms (Å). (1 Å 5 10 210  meters 5 .000000004 in) Ions of similar 
size and charge can substitute for each other in minerals’ crystal 
structures. Iron and magnesium frequently do so in the 
ferromagnesians. Some Al 13  substitutes for Si 14  in many silicates; 
Na 1  and Ca 12  can replace each other in some feldspars; and so on.  

   5.   More-cohesive, fi ne-grained sedimentary rocks may be 

distinguished from fi ne-grained volcanics because 

sedimentary rocks are generally softer and more likely 

to show a tendency to break along bedding planes. 

Phenocrysts, of course, indicate a (porphyritic) 

volcanic rock.  

   6.   Foliated metamorphic rocks are distinguished by their 

foliation (schistosity, compositional banding). Also, 

rocks containing abundant mica, garnet, or amphibole 

are commonly metamorphic rocks.  

   7.   Nonfoliated metamorphic rocks, like quartzite and 

marble, resemble their sedimentary parents but are 

harder, denser, and more compact. They may also have a 

shiny or glittery appearance on broken surfaces, due to 

recrystallization during metamorphism.   

    Once a preliminary determination of category (igneous/

sedimentary/metamorphic) has been made,  table B.2  can be 

used in conjunction with the appropriate text chapter to identify 

the rock type. (Keep in mind, however, that the key and text 

focus on relatively common rock types.)   
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 I. Extremely coarse-grained: Rock is a pegmatite. (Most pegmatites 
are granitic, with or without exotic minerals.)

  II. Phaneritic (coarse enough that all grains are visible to the naked 
eye).

 A. Signifi cant quartz visible; only minor mafi c minerals: granite.

 B.  No obvious quartz; feldspar (light-colored) and mafi c minerals 
(dark) in similar amounts: diorite.

 C. No quartz; rock consists mostly of mafi c minerals: gabbro.

 D. No visible quartz or feldspar: Rock is ultramafi c.

III. Porphyritic with fi ne-grained groundmass: Go to Part IV to 
describe groundmass (using phenocryst compositions to assist); 
adjective “porphyritic” will preface rock name.

 I. Rock consists of visible shell fragments or of oolites: limestone.

  II. Rock consists of interlocking grains with texture somewhat like 
that of igneous rock and is light in color: probable chemical 
sedimentary rock.

 A. Tastes like table salt: halite.

 B.  No marked taste; hardness of 2 (if grains are large enough to 
scratch); does not eff ervesce: gypsum.

 C. Eff ervesces in weak HCl: limestone (calcite).

 D.   Eff ervesces weakly in HCl, only if scratched: dolomite.

III. Rock consists of grains apparently cemented or compacted 
together: probable clastic sedimentary rock.

 A.  Coarse grains (several millimeters or more in diameter), perhaps 
with a fi ner matrix: conglomerate if the grains are rounded, 
breccia if they are angular.

 I. Nonfoliated; compact texture with interlocking grains: identifi ed 
by predominant mineral(s).

 A. If quartz-rich, perhaps with a sugary appearance: quartzite.

 B.  If calcite or dolomite (identifi ed by eff ervescence, hardness): 
marble.

 C.  Rock consists predominantly of amphiboles: amphibolite.

  II. Foliated: classifi ed mainly by texture.

 A.  Very fi ne-grained; pronounced rock cleavage along parallel 
planes, to resemble fl agstones: slate.

IV. Aphanitic (grains too fi ne to distinguish easily with the naked eye).

 A.  Quartz is visible or rock is light in color (white, cream, pink): 
probably rhyolite.

 B.  No visible quartz; medium tone (commonly gray or green); if 
phenocrysts are present, commonly plagioclase, pyroxene, or 
amphibole: probably andesite.

 C.  Rock is dark, commonly black; any phenocrysts are olivine or 
pyroxene: basalt

 D.  Rock is glassy and massive: obsidian (regardless of 
composition).

 E.  Rock consists of gritty mineral grains, ash and glass shards: 
ignimbrite (welded tuff ). 

 B.  Sand-sized grains; gritty feel: sandstone. If predominantly 
quartz grains, quartz sandstone; if roughly equal proportions of 
quartz and feldspar, arkose; if many rock fragments, and 
perhaps a fi ne-grained matrix, greywacke.

 C.  Grains too fi ne to see readily with the naked eye: mudstone. If 
rock shows lamination, and a tendency to part along parallel 
planes, shale.

IV. Relatively dense; compact, dark, no visible grains; massive texture, 
conchoidal fracture: chert (silica). 

 B.  Fine-grained; slatelike, but with glossy cleavage surfaces: 
phyllite.

 C.  Coarser grains; obvious foliation, commonly defi ned by 
prominent mica fl akes, sometimes by elongated crystals like 
amphiboles: schist.

 D.  Compositional or textural banding, especially with alternating 
light (quartz, feldspar) and dark (ferromagnesian) bands: gneiss.

Table B.2 A Key to Aid In Rock Identifi cation

Igneous Rocks

Sedimentary Rocks

Metamorphic Rocks
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A
ablation    The loss of glacier ice by melting or 

evaporation.  

abrasion      Erosion by wind-transported sediment 

or by the scraping of rock fragments frozen in 

glacial ice.  

absorption fi eld See leaching fi eld.

accreted terrane     A terrane that has moved from 

somewhere else to its present relative position 

on a continent.

acid rain      Rain that is more acidic (has lower pH)

than normal precipitation.  

active margin     A continental margin at which

there is signifi cant volcanic and earthquake 

activity; commonly, a convergent plate 

margin.  

active volcano    A volcano with a record of

eruption within recent history.

aerobic decomposition    Decomposition using or

consuming oxygen.  

aftershocks    Earthquakes that follow the main 

shock when a fault has slipped; of magnitude

equal to or lower than the main shock.  

A horizon     Usually top zone in soil profile,

consisting of mix of mineral and organic 

material.  

albedo    The fraction of incoming radiation that is

refl ected back by a surface.

algal bloom    An overly exuberant growth of algae

in eutrophic water.

alluvial fan    A wedge-shaped sediment deposit 

left where a tributary fl ows into a more slowly 

fl owing stream, or where a mountain stream

fl ows into a desert.  

alpine (valley) glacier    A g lacier occupying a 

valley in mountainous terrain.  

anaerobic decomposition     Describes

decomposition that occurs without using, or in 

the absence of, oxygen.  

andesite Volcanic rock intermediate in

composition between basalt and rhyolite.

angle of repose     The maximum slope angle at

which a given unconsolidated material is 

stable.

anion    An ion with a net negative charge.

anthracite      The h ardest o f n aturally occurring

coals.

anthropogenic    Produced b y human activity.

aquifer     Rock that is suffi ciently porous and

permeable to be useful as a source of water.

aquitard     Rock of low permeability, through

which water fl ows very slowly.

arête     Sharp-spined ridge created by erosion by

valley glaciers fl owing along either side of the 

ridge.  

artesian system     A c onfi ned aquifer system in

which ground water can rise above its aquifer

under its own pressure.  

 asthenosphere     Partially molten, “weak” zone

within the upper mantle immediately below

the lithosphere.  

 atom     The smallest particle into which a chemical

element can be subdivided. 

 atomic mass number    The sum of the number of 

protons and the number of neutrons in an

atomic nucleus.  

 atomic number    The nu mber o f protons in an

atomic nucleus; characteristic of a particular 

element.

 B
 banded iron formation     A s edimentary rock 

consisting of alternating iron-rich and

iron-poor bands, found in Precambrian rocks, 

that may serve as an ore of iron.

 barrier islands     Long, low, narrow islands

parallel to a coastline that protect the 

coastline somewhat from wave action.  

 basalt    A volcanic rock rich in ferromagnesian 

minerals; relatively low in silica.

 base level     The lowest elevation to which a stream

can cut down; for most streams, this is the

level of the body of water into which they

fl ow, such as another stream, lake, or ocean.  

 beach     Gently sloping shoreline area washed over 

by waves.

 beach f ace     That part of the beach along the water 

that is regularly washed by waves.

 bed load      Material moved along a stream bed by

fl owing water.  

 bedrock geology     The geology as it would appear 

with the overlying soil and vegetative cover 

stripped away.  

 Benioff zone    A dipping plane of progressively 

deeper earthquake foci at a convergent plate

boundary associated with a subducting plate.  

 B hor izon    Soil l ayer found below the soil’s A and 

E horizons; also known as the zone of 

accumulation.

 biochemical oxygen demand (BOD)    Quantity of 

oxygen required for aerobic decomposition of 

organic matter in a system.  

 biodiesel     Fuel derived from vegetable oil or 

animal fat that can be used in some diesel-

powered vehicles, or a blend of regular diesel

with such fuels.

 biogas     Methane d erived f rom d ecaying organic

matter.  

 biomagnifi cation    Process t hrough which the

concentration of a harmful substance, such as 

a heavy metal, increases in organisms as it 

moves up a food chain.  

 biofuels    Fuels derived from living organisms or 

from organic matter (biomass).

 bioremediation     Reduction of a pollution hazard by

use of organisms—for example, breakdown of 

toxic organic compounds by microorganisms or 

fi xation of toxic elements in insoluble or 

immobile forms. 

 biosphere    The sum of all living things on earth.

 bitumen    The dark, heavy, viscous petroleum 

found in tar sands.  

 bituminous    A form of coal that is softer than

anthracite but harder than lignite.

 BOD See  biochemical oxygen demand.  

 body waves     Seismic waves that pass through the 

earth’s interior; includes P waves and S 

waves. 

 braided stream     A s tream w ith multiple channels

that divide and rejoin.

 breeder reactor     A r eactor in which new

fi ssionable material is produced in quantity at 

the same time as energy is generated.  

 brittle      Describes materials that tend to rupture 

before appreciable plastic deformation has 

occurred.

C
 caldera    A l arge, bowl-shaped summit depression

in a volcano; may be formed by explosion or 

collapse.  

 calving     The formation of icebergs by the breakup 

of a glacier fl owing out over water.  

 capacity (stream)     The load that a stream can

carry.  

 cap-and-trade     A strategy for reducing pollutant 

emissions by setting an overall limit on a 

group (as for SO   emissions from all electric

utilities) but allowing units within the group to 

buy or sell emissions allowances, providing a

fi nancial incentive to units to reduce 

emissions.

 carbonate     Nonsilicate mineral containing

carbonate groups (CO 3 ), carbon and oxygen in

the proportions of one atom of carbon to three

atoms of oxygen.  

 carbon s equestration    Isolation of carbon in some

reservoir, from which it does not contribute to

atmospheric CO 2 .

 carrying capacity     The ability of a system (or the

whole earth) to sustain its population in 

reasonably healthy and comfortable 

conditions.

 catalyst    A substance that promotes chemical

reactions.

 cation    An ion with a net positive charge.  

 Cenozoic    Geologic era spanning the time from 

66 million years ago to the present.  

 chain r eaction (nuclear)     The process during 

which fi ssion of one nucleus triggers fi ssion of 

others, which, in turn, induces fi ssion in 

others, and so on.  

 channelization     The modifi cation of a stream

channel, such as deepening or straightening of 

the channel, usually with the objective of 

reducing fl ood hazards.
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   chemical sediment      Sediment formed at low 

temperature by direct precipitation from 

solution.  

   chemical weathering      The b reakdown o f m inerals 

by chemical reaction with water, with other 

chemicals dissolved in water, or with gases in 

the a ir.  

   C hor izon      Soil layer found directly below the 

soil’s B horizon; consists of coarsely broken 

bedrock.  

   cinder c one      A volcano built of cinders and other 

pyroclastics piled up around the volcanic vent.  

   cirque      Bowl-shaped depression formed at the 

head of an alpine glacier.  

   clastic      Broken o r f ragmented; d escribes 

sediments or sedimentary rocks that are 

formed from fragments of preexisting rocks or 

minerals.  

   cleavage ( mineral)      The tendency of a mineral to 

break preferentially along planes in certain 

directions in the crystal structure.  

   coal      A solid, carbon-rich fuel formed from the 

remains of land plants through the effects of 

heat and pressure in the earth’s crust.  

   coal-bed methane      Methane associated with, and 

extracted from, coal deposits.  

   common but differentiated responsibility of 

states      The concept that all nations share 

responsibility for protecting the global 

environment, but individual nations’ 

responsibilities differ with their differing 

contributions to the problems and resources 

available to address them.  

   composite v olcano       See  stratovolcano.  

   composting      A method of handling (nontoxic) 

organic waste matter by which it is converted 

into a benefi cial soil additive through 

controlled decay.  

   compound      A chemical combination of two or 

more elements, in specifi c proportions, having 

a distinctive set of resultant physical 

properties.  

   compressive stress      Stress tending to compress an 

object.  

   concentration factor (ore)      The concentration of a 

metal in a given ore deposit divided by its 

average concentration in the continental crust.  

   conditional resources       See  s ubeconomic 

resources.  

   cone of depression      A b roadly c onical d epression 

of the water table or potentiometric surface 

caused by pumped groundwater withdrawal.  

   confi ned aquifer      An aquifer overlain by an 

aquitard or aquiclude.  

   confi ning pressure      Pressure that is uniform in all 

directions around a rock or other body.  

   contact metamorphism      Local m etamorphism 

adjacent to a cooling magma body.  

   contaminant p lume      A tongue of contaminant-

rich water extending away from a point source 

of groundwater pollution in the direction of 

groundwater fl ow.  

   continental drift      The concept that the continents 

have moved about over the earth’s surface.  

   continental g lacier      A l arge g lacier c overing 

extensive land area; also known as an  ice cap  

or  ice sheet;  may be several kilometers thick.  

   contour interval      The d ifference i n e levation 

between successive contour lines on a map.  

   contour line      A line joining points of equal 

elevation on a map.  

   contour p lowing      Plowing so that rows run 

horizontally around the curve of a slope, 

rather than up and downslope.  

   convection c ells      Circulating m asses o f m aterial 

driven by temperature differences (hot 

material rises, then moves laterally, cools, 

sinks, and is reheated to rise again).  

   convergent plate boundary      Plate boundary at 

which lithospheric plates are moving toward 

each other; for example, a subduction zone or 

continental collision zone.  

   core      The innermost zone of the earth; composed 

largely of iron.  

   core meltdown      A p ossible n uclear r eactor 

accident resulting from loss of core coolant 

and subsequent overheating.  

   covalent b onding      Bonding i nvolving s haring o f 

electrons between atoms.  

   creep ( fault)      The slow, gradual slip along a fault 

zone without major, damaging earthquakes.  

   creep (rock or soil)      Slow, gradual downslope 

movement of unstable surfi cial materials (as 

contrasted with more abrupt landslides).  

   crest      The maximum stage reached during a fl ood 

event.  

   cross s ection      An interpretation of geology and 

structure in the third (vertical) dimension 

commonly based on rock exposures and 

attitudes at the surface; drawn in a particular 

vertical p lane.  

   crust      The outermost compositional zone of the 

earth; composed predominantly of relatively 

low-density silicate minerals.  

   crystalline      Describes m aterials p ossessing a  

regular, repeating internal arrangement of 

atoms.  

   cumulative reserves      The t otal r eserves, i ncluding 

materials already consumed or exploited.  

   Curie temperature      The temperature above which 

a magnetic material loses its magnetism; 

different for each such material.  

   cut b ank      Steep stream bank being eroded by 

lateral migration of meanders.  

   D 
   Darcy’s L aw      Relationship of groundwater fl ow 

rate between two points to the difference in 

hydraulic head between them.  

   debris avalanche      A m ixed fl ow of rock, soil, 

vegetation, or other materials.  

   debris fl ow      Another t erm f or  debris avalanche ; 

especially, used for a water-saturated one.  

   decommissioning (nuclear plant)      The s hutdown 

of a nuclear reactor at the end of its safe, 

useful life; includes the disposal of radioactive 

parts.  

   deep-focus earthquakes      Those w ith f ocal d epths 

over 100 km.  

   deep-well disposal      A method for the disposal of 

toxic liquid waste by injection into deep, 

porous, permeable strata confi ned by 

impermeable r ocks.  

   defl ation      The wholesale removal of loose 

sediment by wind erosion.  

   delta      A fan-shaped deposit of sediment formed at 

a stream’s mouth.  

   desert      A barren region incapable of supporting 

appreciable l ife.  

   desertifi cation      The process by which marginally 

habitable arid lands are converted to desert; 

typically accelerated by human activities.  

   desert pavement      A desert surface produced by 

the combined effects of wind erosion and 

overland surface-water runoff, in which the 

larger rocks are exposed by the selective 

removal of fi ne sediment; these rocks, in turn, 

protect fi ner material below from erosion.

 differentiation (earth)  Process by which zones of 

different composition developed from an 

initially homogeneous earth.  

   dip-slip f ault      A fault with predominantly vertical 

displacement.  

   discharge (stream)      The amount of water fl owing 

past a given point per unit time.  

   dissolved load      Sum o f d issolved m aterial 

transported by a stream.  

   divergent plate boundary      A b oundary a long 

which lithospheric plates are moving apart; 

for example, seafl oor spreading ridges and 

continental rift zones.  

   divide      Topographic high separating drainage 

basins of different streams; also, plane in a 

groundwater system from which ground 

water fl ows away in different directions on 

either s ide.  

   dome ( lava)      A c ompact, s teep-sided s tructure 

built of very viscous, silicic lava emitted from 

a central pipe or vent.  

   dormant volcano      A volcano with no recent 

eruptive history but that still looks relatively 

fresh and unweathered; may become active 

again in future.  

   dose-response c urve      A g raph i llustrating t he 

relative benefi t or harm from a trace element 

or other substance as a function of the dosage 

received or amount consumed by a person or 

organism.  

   doubling time      The length of time required for a 

population to double in size.  

   downstream fl ood      A fl ood affecting a large area 

of drainage basin or a large stream system; 

typically caused by prolonged rain or rapid 

regional snowmelt.  

   drainage b asin      The region from which surface 

water drains into a particular stream.  

   dredge spoils      Sediment d redged f rom w aterways 

to improve navigation or to increase water 

capacity.  

   drift      Sediment transported and deposited by a 

glacier;  see also  t ill, o utwash.  

   drowned valley      Along a coastline, a stream valley 

that is partially fl ooded by seawater as a 

consequence of land sinking and/or sea level 

rising.  

   ductile      Describes material that undergoes 

extensive plastic deformation without 

rupturing.  

   dune      A low mound or ridge of sediment (usually 

sand) deposited by wind.  
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   dust bowl      Any region severely affected by 

drought and wind erosion; when capitalized 

(Dust Bowl), refers specifi cally to a large 

region of the central United States so affected 

in the early 1930s.  

   E 
   E85      A liquid fuel consisting of 85% ethanol, 15% 

gasoline.  

   earthquake      Ground displacement and energy 

release associated with the sudden motion of 

rocks along a fault.  

   earthquake cycle      The concept that there is a 

periodic quality about the occurrence of major 

earthquakes on a given fault zone, with repeated 

cycles of stress buildup, rupture, and relaxation 

of stress through smaller aftershocks.  

   ecliptic p lane      The plane in space in which the 

Sun and the orbit of the Earth (and of other 

planets) lie.  

   EEZ       See  Exclusive Economic Zone.  

   E hor izon      Layer typically found between A and 

B soil horizons; also known as zone of 

leaching.  

   EIS       See  environmental impact statement.  

   elastic d eformation      Deformation proportional to 

applied stress, from which the affected 

material will return to its original size and 

shape when the stress is removed.  

   elastic limit      The stress above which a material 

will cease to deform elastically.  

   elastic rebound      Phenomenon whereby stressed 

rocks snap back elastically after an earthquake 

to their pre-stress condition.  

   electron      A subatomic particle with an electrical 

charge of –1; generally found orbiting an 

atomic nucleus.  

   end m oraine      A ridge of till accumulated at the 

end of a glacier.  

   enhanced recovery      Any method used to increase 

the amount of oil or gas recovered from a 

petroleum reservoir.  

   environmental geology      The s tudy o f t he 

interactions between humans and their 

geologic environment.  

   environmental impact statement (EIS)      An 

analysis of the environmental impacts to be 

anticipated from a proposed action and its 

alternatives; mandated by the National 

Environmental Policy Act and legislation 

patterned after it.  

   eolian      Deposited or shaped by wind action.  

   epicenter      The point on the earth’s surface 

directly above the focus of an earthquake.  

   equilibrium line      Line on the surface of a glacier 

at which accumulation just equals ablation.  

   estuary      A body of water along a coastline that 

contains a mix of fresh and salt water.  

   eutrophication      The de velopment of high nutrie nt 

levels (especially, high concentrations of 

nitrates and phosphates) in water; may lead to 

algal b loom.  

   evaporite      A sedimentary mineral deposit formed 

when shallow or inland seas dry up; also, the 

minerals commonly deposited in such an 

environment.  

   evapotranspiration      Movement of water vapor 

from earth’s surface into air by a combination 

of evaporation from rocks and transpiration 

through p lants.  

   Exclusive Economic Zone (EEZ)      A z one 

extending to 200 miles offshore from a 

nation’s coast, within which the 1982 Law of 

the Sea Treaty recognizes that nation’s 

exclusive right to resource exploitation.  

   exponential d ecay      Breakdown o f a  fi xed 

percentage or fraction of a substance per unit 

time.  

   exponential growth      Growth c haracterized b y a  

constant percentage increase per unit time.  

   extinct v olcano      A volcano that has no recent 

eruptive history and appears very weathered 

in appearance; not expected to erupt again.  

   F 
   fall ( rock)      Mass wasting by free-fall of material 

not always in contact with the ground 

underneath.  

   fault      Planar break in rock along which one side 

has moved relative to the other.  

   ferromagnesian      A t erm d escribing s ilicates 

containing signifi cant amounts of iron and/or 

magnesium; these minerals are usually 

dark-colored.  

   fi rn      Dense, coarsely crystalline snow partially 

converted to ice.  

   fi ssion (atomic)      The process by which atomic 

nuclei are split into smaller fragments.  

   fi ssure eruption      The eruption of lava from a 

crack in the lithosphere, rather than from a 

central v ent.  

   fl ood      Condition in which stream stage is above 

channel bank height.  

   fl ood-frequency curve      A graph of stream stage 

or discharge as a function of recurrence 

interval (or annual probability of occurrence).  

   fl oodplain      A fl at region or valley fl oor 

surrounding a stream channel, formed by 

meandering and sediment deposition, into 

which the stream overfl ows during fl ooding.  

   fl ow      Mass wasting in which materials move in 

chaotic f ashion.  

   focus      The p oint o f fi rst break on a fault during an 

earthquake.  

   foliation      Parallel alignment of linear or platy 

minerals in a rock.  

   fossil f uels      Hydrocarbon f uels f ormed f rom 

organic m atter.  

   fusion (nuclear)      The process by which atomic 

nuclei combine to produce larger nuclei.  

   G 
   gasifi cation      Any process by which coal is 

converted to a gaseous hydrocarbon fuel.  

   geographic information system (GIS)      A 

computer-based system for storing, 

manipulating, and analyzing data associated 

with particular geographic locations.  

   geomedicine      Study of geographic patterns of 

health and disease and the relationships 

between health and substances in the 

geological environment.  

   geopressurized natural gas      Gas dissolved in 

deep pore waters.  

   geopressurized z ones      Deep a quifers u nder 

unusually high pressure, exceeding normal 

hydrostatic (fl uid) p ressure.  

   geothermal energy      Energy d erived f rom t he 

internal heat of the earth; its use usually 

requires a near-surface heat source, such as 

young igneous rock, and nearby circulating 

subsurface water.  

   geothermal g radient      The rate of increase of 

temperature with depth in the earth.  

   GIS       See  geographic information system.  

   glacier      A mass of ice that moves or fl ows over 

land under its own weight.  

   glass      Solid (especially silicate) lacking a regular 

internal crystal structure.  

   gradient      The slope (steepness) of a stream 

channel along its length.  

   granite      Coarse-grained p lutonic i gneous r ock, 

typically rich in quartz and feldspars.  

   greenhouse effect      The w arming o f t he 

atmosphere due to trapping of infrared rays by 

atmospheric gases, especially as due to the 

increased concentration of carbon dioxide 

derived from the burning of fossil fuels.  

   ground water      Water in the zone of saturation, 

below the water table.  

   H 
   half-life      The length of time required for half of an 

initial quantity of a radioactive isotope to 

decay.  

   halide      Compound of one or more metals plus a 

halogen element (fl uorine, chlorine, iodine, or 

bromine).  

   hardness (mineral)      The ability of a mineral to 

resist s cratching.  

   hard water      Water c ontaining s ubstantial 

quantities of dissolved calcium, magnesium, 

and/or iron.  

   harmonic t remors      A distinctive type of seismic 

signal, rhythmic and continuous, often 

associated with magma movement in or 

beneath a volcano.  

   heavy metals      A group of dense metals, 

including mercury, lead, cadmium, 

plutonium, and others, that share the 

characteristic of being accumulative in 

organisms and tending to become 

increasingly concentrated in organisms 

higher up a food chain.  

   high-level (radioactive) waste      Waste s uffi ciently 

radioactive to require special handling in 

disposal.  

   horn      A peak formed by headwall erosion by 

several alpine glaciers diverging from the 

same topographic high.  

   hot-dry-rock      Geothermal resource area in which 

geothermal gradients are high but indigenous 

ground water is lacking.  

   hot s pot      An isolated center of volcanic activity; 

often not associated with a plate boundary.  

   hydraulic g radient      The d ifference i n h ydraulic 

head between two points, divided by the 

distance between them.  
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   hydraulic head      Potential energy of water above a 

given point, refl ected in the height of the water 

surface (above ground), water table in an 

unconfi ned aquifer, or potentiometric surface 

in a confi ned a quifer.  

   hydrocarbon      Any compound consisting of 

carbon and hydrogen.  

   hydrocompaction      The proc ess by w hich a  

sediment settles, cracks, and becomes 

compacted when wetted.  

   hydrograph      A graph of stream stage or discharge 

against t ime.  

   hydrologic c ycle      The cycle through which water 

in the hydrosphere moves; includes such 

processes as evaporation, precipitation, and 

surface and groundwater runoff.  

   hydrosphere      All water at and near the earth’s 

surface that is not chemically bound in rocks.  

   hydrothermal ores      The ores deposited by 

circulating warm fl uids in the earth’s crust.  

   hypothesis      A conceptual model or explanation for 

a set of data, measurements, or observations.  

   hypothetical resources      That quantity of a 

resource material expected to be found in 

areas in which like deposits are known to exist.  

   I 
   ice a ge      Any period of extensive continental 

glaciation; when capitalized (Ice Age), the 

phrase refers to the most recent such episode, 

from 2 million to 10,000 years ago.  

   igneous rock      A rock formed or crystallized from 

a magma.  

   infi ltration      The process by which surface water 

sinks into the ground.  

   infrared      Electromagnetic radiation just to the 

long-wavelength side of the visible light 

spectrum; heat radiation.  

   intensity (earthquake)      A m easure o f t he 

damaging effects of an earthquake at a 

particular spot; commonly reported on the 

Modifi ed Mercalli Scale.  

   ion      Atom that has gained or lost electrons, so it 

has a net electrical charge.  

   ionic b onding      Bonding due to attraction between 

oppositely charged ions.  

   island arc      Chain of volcanic islands formed parallel 

to a subduction zone, on the overriding plate.  

   isotopes      Atoms of a given chemical element 

having the same atomic number but different 

atomic mass numbers.  

   K 
   karst      Terrain characterized by abundant 

formation of underground solution cavities and 

sinkholes; commonly underlain by limestone.  

   kerogen      A waxy solid hydrocarbon in oil shale.  

   kimberlites      Igneous rocks that occur as pipelike 

intrusive bodies that probably originated in 

the m antle.  

   L 
   lahar      A v olcanic mudfl ow deposit formed from 

hot ash and water, the latter often derived from 

melting snow on a snow-capped or glaciated 

volcano.  

   landslide      A general term applied to a rapid 

mass-wasting event.  

   laterite      An extreme variety of pedalfer soil that is 

highly leached; common in tropical climates.  

   lava      Magma t hat fl ows out at the earth’s surface.  

   Law of Faunal Succession      The concept that 

life-forms change through time and that 

therefore each given fossil organism 

corresponds to only one interval of time.  

   leachate      Water c ontaining d issolved c hemicals; 

applied particularly to fl uids escaping from 

waste disposal sites.  

   leaching      The removal of elements or compounds 

by dissolution.  

   leaching fi eld      A network of porous pipes and 

surrounding soil from which septic-tank 

effl uent is slowly released.  

   levees      Raised banks along a stream channel that 

tend to contain the water during high-

discharge e vents.  

   lignite      The s oftest o f t he c oals.  

   liquefaction ( coal)      Any process by which coal is 

converted into a liquid hydrocarbon fuel.  

   liquefaction ( soil)      A q uicksand c ondition a rising 

in wet soil shaken by seismic waves; soil loses 

its strength as particles lose contact with each 

other.  

   lithifi cation      Conversion of unconsolidated 

sediment into cohesive rock.  

   lithosphere      The solid, outermost zone of the 

earth, including the crust and a portion of the 

upper mantle; approximately 50 kilometers 

thick under the oceans and commonly more 

than 100 kilometers thick beneath the 

continents.  

   littoral d rift      Sand movement along the length of 

a b each.  

   load (stream)      The total quantity of material 

transported by a stream: sum of bed load, 

suspended load, and dissolved load.  

   locked fault      A section of fault along which 

friction prevents creep in response to stress.  

   loess      Wind-deposited sediment composed of fi ne 

particles (typically 0.01 to 0.06 millimeters in 

diameter).  

   longitudinal profi le      Diagram of elevation of a 

stream bed along its length.  

   longshore c urrent      Net movement of water 

parallel to a coastline, arising when waves and 

currents approach the shore at an oblique 

angle.  

   low-level (radioactive) waste      Wastes t hat a re 

suffi ciently low in radioactivity that they can 

be released safely into the environment or 

disposed of with minimal precautions.  

   M 
   magma      A naturally occurring silicate melt, which 

may also contain mineral crystals, dissolved 

water, or gases.  

   magmatic deposits (ore)      Those d eposits 

associated with magma emplacement or 

crystallization.  

   magnitude ( earthquake)      Measure of e arthquake 

size; often reported using the Richter 

magnitude scale.  

   manganese n odules      Lumps o f m anganese a nd 

iron oxides and hydroxides, with other metals, 

found on the sea fl oor.  

   mantle      The zone of the earth’s interior between 

crust and core; rich in ferromagnesian 

silicates.  

   map u nit      A d istinct, i dentifi able rock unit used in 

preparing a geologic map.  

   mass movement       See  mass wasting.  

   mass wasting      The d ownslope m ovement o f 

material due to gravity; also known as mass 

movement.  

   meanders      The curves or bends in a stream 

channel.  

   mechanical w eathering      The p hysical b reakup o f 

rock or mineral grains by surface processes.  

   Mesozoic      Geologic era from 245 to 66 million 

years a go.  

   metamorphic r ock      Rock that is changed in form 

(deformed and/or recrystallized) through the 

effects of heat and/or pressure.  

   methane h ydrate      A crystalline solid of natural 

gas and water molecules, found in arctic 

regions and marine sediments.  

   Milankovitch cycles      Cyclic variations in the 

amount of sunlight reaching a given latitude, 

caused by variations in earth’s orbit and tilt on 

its axis.  

   milling      Erosion by the grinding action of 

sand-laden waves on a coast.  

   mineral      A naturally occurring, inorganic, solid 

element or compound with a defi nite 

composition or range in composition, usually 

having a regular internal crystal structure.  

   moment magnitude      A m easure o f e arthquake 

magnitude directly proportional to energy 

release, calculated from the area of fault plane 

broken, amount of fault displacement, and 

shear strength of the rock; represented by M W .  

   moraine      Landform m ade o f t ill.  

   mouth ( stream)      The point where a stream ends; 

where it reaches its base level.  

   mrem      One-thousandth of a rem.  

   multiple barrier concept      Waste-disposal 

approach that involves several mechanisms or 

materials for isolating the waste from the 

environment; often used in the context of 

high-level radioactive wastes.  

   multiple u se      The land-use practice in which a 

given piece of land is used for two or more 

purposes simultaneously.  

   N 
   native element      Nonsilicate mineral consisting of 

a single chemical element.  

   natural g as      Gaseous hydrocarbons, especially 

methane (CH 4 ).  

   neutron      An e lectrically n eutral s ubatomic 

particle with a mass approximately equal to 

one atomic mass unit; generally found within 

an atomic nucleus.  

   nonpoint source      A diffuse source of pollutants, 

such as runoff from farmland or drainage 

from a strip-mine.  

   nonrenewable      Not being replenished or formed 

at any signifi cant rate on a human timescale.  
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   normal f ault      A dip-slip fault where the block 

above the fault moves down relative to the 

block below it; indicates tensional stress.  

   nucleus      The center of an atom, containing 

protons and neutrons.  

   O 
   ocean thermal energy conversion (OTEC)   

   Power generation making use of the 

temperature difference between deep, cold 

seawater and warmer near-surface water.  

   oil      Any of various liquid hydrocarbon 

compounds.  

   oil s hale      A sedimentary rock containing the waxy 

solid hydrocarbon kerogen.  

   ore      A rock in which a valuable or useful metal 

occurs at a concentration suffi ciently high to 

make it economically practical to mine.  

   organic s ediments      Carbon-rich s ediments 

derived from the remains of living organisms.  

   OTEC       See  ocean thermal energy conversion.  

   outwash      Glacial sediment moved and redeposited 

by meltwater.  

   oxbows      Old meanders now cut off or abandoned 

by a stream.  

   oxide      Nonsilicate mineral containing oxygen 

combined with one or more metals.  

   oxygen sag curve      A graph depicting oxygen 

depletion followed by reoxygenation in a stream 

system below a source of organic waste matter; 

caused by aerobic decay of the organic matter.  

   ozone h ole      Area over which the ozone layer is 

thinner (containing a lower ozone 

concentration) than over surrounding areas; 

commonly develops annually over Antarctica.  

   ozone l ayer      An ozone-rich layer within the 

stratosphere, between about 15 and 35 km 

above earth’s surface; absorbs potentially 

harmful ultraviolet radiation.  

   P 
   paleomagnetism      The “fossil magnetism” 

preserved in rocks formed in the past.  

   Paleozoic      Geologic era from 570 to 245 million 

years a go.  

   Pangaea      The name given to the ancient 

supercontinent that existed some 200 million 

years a go.  

   particulates (pollution)      Solid p articles 

suspended in air; includes soot, ash, and dust.  

   passive m argin      A geologically quiet continental 

margin, lacking signifi cant volcanic or seismic 

activity.  

   pathogenic      Disease-causing; often applied to 

harmful m icroorganisms.  

   pedalfer      A moderately leached soil rich in 

residual iron and aluminum oxide minerals.  

   pedocal      A soil in which calcium carbonate and 

other readily soluble minerals are retained; 

characteristic of drier climates.  

   pegmatite      A v ery c oarsely c rystalline 

igneous r ock.  

   percolation      Movement o f s ubsurface w ater 

through rock or soil under its own pressure.  

   periodic t able      The regular arrangement of 

chemical elements in a chart that refl ects 

patterns of chemical behavior related to the 

electronic structure of atoms.  

   permafrost      A condition found in cold climates, 

wherein ground remains frozen year-round at 

some depth below the surface.  

   permafrost table      The top of the permanently 

frozen (permafrost) zone.  

   permeability      A measure of how readily fl uid can 

fl ow through a rock, sediment, or soil.  

   petroleum      Liquid h ydrocarbons d erived f rom 

organic matter and used as fuel.  

   Phanerozoic      The time from 570 million years 

ago to the present.  

   photovoltaic cells (solar cells)      Devices t hat 

convert solar radiation directly to electricity.  

   phreatic e ruption      A violent, explosive volcanic 

eruption like a steam-boiler explosion, 

occurring when subsurface water is heated 

and converted to steam by hot magma 

underground.  

   phreatic z one       See  s aturated z one.  

   pH s cale      Scale for reporting acidic or alkaline 

quality of a liquid.  

   physical weathering       See  mechanical weathering.  

   placers      The ores concentrated by stream or wave 

action on the basis of mineral densities and/or 

resistance to weathering.  

   plastic d eformation      Permanent strain in material 

stressed beyond the elastic limit; the material 

will not return to its original dimensions when 

the stress is removed.  

   plate t ectonics      The theory that holds that the 

rigid lithosphere is broken up into a series of 

movable plates.  

   plutonic      Describes an igneous rock crystallized 

well below the earth’s surface; typically 

coarse-grained.  

   point b ar      A sedimentary feature built in a stream 

channel, on the inside of a meander or 

anywhere the water slows.  

   point s ource      A s ingle, c oncentrated, i dentifi able 

source of pollutants, such as a sewer outfall or 

factory smokestack.  

   polar-wander curve      A plot of apparent magnetic 

pole positions at various times in the past 

relative to a continent, assuming the continent’s 

position to have been fi xed on the earth.  

   pore pressure      Pressure o f fl uid fi lling cracks and 

pores in rock or soil.  

   porosity      Proportion of void space in rock, 

sediment, or soil.  

   potentiometric surface      A feature analogous to a 

water table but applied to confi ned aquifers; 

indicates the height to which the water’s 

pressure would raise the water if the water 

were unconfi ned.  

   Precambrian      The time from the formation of the 

earth to 570 million years ago (the start of the 

Cambrian p eriod).  

   precautionary pr inciple      A c oncept in 

international law/diplomacy under which 

nations’ activities may be restricted if there is 

reasonable likelihood that those activities may 

be harmful; signifi cant damage (as to the 

environment) need not already have occurred.  

   precursor phenomena      Phenomena t hat p recede 

an earthquake, volcanic eruption, or other 

natural event, which may be used to predict 

the upcoming event.  

   Principle of Original Horizontality      The c oncept 

that sediments are deposited in approximately 

horizontal, fl at-lying layers.  

   Principle of Superposition      The concept that, in 

an undisturbed pile of sedimentary rocks, 

those on the bottom were deposited fi rst and 

those on top, last.  

   Prior Appropriation      The principle of surface-

water law by which users of water from a 

given source have priority rights to it on the 

basis of relative time of fi rst u se.  

   proton      Subatomic particle with a charge of +1 

and a mass of approximately one atomic mass 

unit; generally found within an atomic 

nucleus.  

   pump-and-treat      Approach to groundwater 

purifi cation whereby the water is extracted 

prior to treatment.  

   P w aves      Compressional s eismic b ody w aves.  

   pyroclastic fl ow      Denser-than-air fl ow of hot gas 

and ash from a volcano.  

   pyroclastics      The hot fragments of rock and magma 

emitted during an explosive volcanic eruption.  

   Q 
   quick clay      The sediment formed from glacial rock 

fl our deposited in a marine setting, weakened 

by subsequent fl ushing with fresh pore water.  

   R 
   rain shadow      A dry zone landward of a mountain 

range, which is caused by loss of moisture 

from air passing over the mountains.  

   recharge      The processes of infi ltration and 

migration by which ground water is replenished.  

   recrystallization      Atomic r earrangement t o f orm 

new crystals in a rock while it remains in the 

solid state; often, the grain sizes in the rock 

after recrystallization are coarser than in the 

rock o riginally.  

   recurrence interval      The average length of time 

between fl oods of a given size along a 

particular s tream.  

   recycling      The recovery and reprocessing or reuse 

of materials already used previously in 

construction, manufacturing, and so on; a 

method of conserving resources by 

minimizing the need for the development of 

new r esources.  

   regional metamorphism      Metamorphism o n a  

large scale, involving increased heat and 

pressure; often associated with mountain 

building.  

   regolith      Surfi cial sediment deposit formed in 

place, whether or not capable of supporting 

life. ( See also  s oil.)  

   rem      Short for “radiation equivalent man”; a unit 

of radiation exposure that takes into account 

the type and energy of radiation involved and 

the effect of that particular kind of radiation 

on the human body.  

   remote sensing      Investigation w ithout d irect 

contact, as by using aerial or satellite 

photography, radar, and so on.  
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   renewable      Capable o f r eplenishment o r 

regeneration on a human timescale.  

   reprocessing (nuclear fuel)      The treatment of used 

fuel elements to extract plutonium or other 

fi ssionable material to make new fuel elements.  

   reserves      That quantity of a (resource) material 

that has been found and is recoverable 

economically with existing technology.  

   residence t ime      The average length of time a 

substance persists in a system; may also be 

defi ned as (capacity)/(rate of infl ux).  

   resources      Those things important or necessary to 

human life and civilization; also, the total 

quantity of a given (resource) commodity on 

earth, discovered and undiscovered, that 

might ultimately become part of the reserves.  

   retention pond      A large basin designed to catch 

surface runoff to prevent its fl ow directly into 

a s tream.  

   reverse f ault      A dip-slip fault in which the block 

above the fault is pushed up and over the lower 

block; indicates compressional stress.  

   rhyolite      Silica-rich volcanic rock; the volcanic 

compositional equivalent of granite.  

   Richter magnitude scale      A logarithmic scale used 

for reporting the size of earthquakes; Richter 

magnitude (local magnitude, M L ) is 

proportional to amount of ground shaking 

(displacement) at the epicenter and is computed 

on the basis of the amplitude (height) of the 

largest seismic wave on a seismogram.  

   Riparian Doctrine      The principle of surface-

water law by which all landowners bordering 

a body of water have equal rights to it.  

   rock      A solid, cohesive aggregate of one or more 

minerals.  

   rock c ycle      The concept that rocks are continually 

subject to change and that any rock may be 

transformed into another type of rock through 

an appropriate geologic process.  

   rockfall       See  f all ( rock).  

   rock fl our      A fi ne sediment of pulverized rock 

produced by glacial erosion.  

   rupture      Breakage or failure of material under stress.  

   S 
   saltation      The process by which particles are 

moved in short jumps over the ground surface 

or stream bed by wind or water.  

   saltwater intrusion      A process by which salt water 

replaces fresh ground water when the fresh 

water is being used more rapidly than it is being 

recharged; especially common in coastal areas.  

   sanitary landfi ll      A disposal site for solid or 

contained liquid waste; in simplest form, a 

dump site at which wastes are covered with 

layers of earth daily or more often.  

   saturated zone      The region of rock or soil in 

which pore spaces are completely fi lled with 

liquid; also known as the phreatic zone.  

   scale ( map)      The ratio of a unit of length on the 

map to the corresponding actual horizontal 

distance represented.  

   scientifi c method      Means of dis covering s cientifi c 

principles by formulating hypotheses, making 

predictions from them, and testing the 

predictions.  

   scrubbers (electrostatic precipitators)      Devices 

that remove pollutant gases and particulates 

from exhaust gases of power or manufacturing 

plants.  

   seafl oor spreading      The process by which new 

lithosphere is created at spreading ridges as 

plates of oceanic lithosphere move apart.  

   secure landfi ll      A sanitary landfi ll designed to 

contain toxic chemical wastes; typically 

includes one or more impermeable liners and 

often is monitored by nearby wells.  

   sediment      Surface accumulation of loose, 

unconsolidated mineral or rock particles.  

   sedimentary r ock      A rock formed from sediments 

at low temperature.  

   seismic g ap      A section of an active fault along 

which few earthquakes are occurring, in 

contrast to adjacent fault segments; 

presumably, a locked section of fault.  

   seismic shadow zone      An effect of the earth’s 

liquid outer core, which blocks S waves and 

thus casts a “seismic shadow” on the opposite 

side of the earth from the site of a major 

earthquake.  

   seismic tomography      Technique using velocity 

variations of seismic body waves to map 

regions of relatively higher and lower 

temperature/density within the earth.  

   seismic w aves      The form in which most energy is 

released during earthquakes; divided into 

body waves and surface waves.  

   seismograph      An instrument used to measure 

ground motion caused by seismic waves (and 

other disturbances).  

   sensitive c lay      A material similar in behavior to 

 quick clay,  but derived from different 

materials, such as volcanic ash.  

   septic system      A sewage-disposal device involving 

the slow dispersal of wastes into soil for 

natural aerobic breakdown.  

   sequential u se      The land-use principle by which 

the same land is used for two or more different 

purposes, one after another.  

   settling pond      A pond in which sediment-laden 

surface runoff is impounded to allow 

sediment to settle out before the water is 

released.  

   shallow-focus e arthquakes      Those w ith f ocal 

depths less than 100 km.  

   shearing stress      Stress that tends to cause 

different parts of an object to slide past each 

other across a plane; with respect to mass 

movements, stress tending to pull material 

downslope.  

   shear s trength      The ability of a material to resist 

shearing s tress.  

   shield v olcano      A l ow, fl at, gently sloping volcano 

built from many fl ows of fl uid, low-viscosity 

basaltic l ava.  

   silicate      Mineral containing silicon and oxygen 

and usually one or more additional elements.  

   sinkhole      A circular depression in the ground 

surface commonly caused by collapse into an 

underground cavern formed by solution.  

   slide      A form of mass wasting in which a relatively 

coherent mass of material moves downslope 

along a well-defi ned surface.  

   slip f ace      The downwind side of a dune, on which 

material tends to assume the slope of the angle 

of repose of the sediment of the dune.  

   slump      A slide moved only a short distance, often 

with a rotational component to the movement.  

   soil      The accumulation of unconsolidated rock and 

mineral fragments and organic matter formed 

in place at the earth’s surface; capable of 

supporting l ife.  

   soil moisture      The water in the soil in the zone of 

aeration, or vadose zone.  

   solifl uction      Creep or very slow fl ow in saturated 

soil.  

   sorting      A measure of the uniformity of a sediment 

with respect to particle size and/or density.  

   source (stream)      The place where the stream 

originates.  

   source s eparation      The s orting of (w aste) ma terial 

by type prior to collection, usually to facilitate 

the recycling of individual materials or to 

ready material for a particular disposal 

strategy, such as incineration.  

   speculative resources      That quantity of a resource 

material that may be found in areas where 

similar deposits are not already known to exist.  

   spoil banks      Piles of waste rock and soil left behind 

by surface mining, especially strip-mining.  

   stage (stream)      The height (elevation) of a stream 

surface at a given point along the stream’s 

length; usually expressed as elevation above 

sea level.  

   strain      Deformation resulting from the application 

of stress.  

   stratovolcano      A composite volcanic cone built 

of interlayered lava fl ows and pyroclastic 

materials.  

   stream      A b ody o f fl owing water confi ned within a 

channel.  

   stress      A force applied to an object.  

   striations      Parallel grooves in a rock surface cut 

when a glacier containing rock debris fl ows 

over that rock.  

   strike-slip f ault      A f ault w ith p redominantly 

horizontal displacement.  

   strip mining      The surface-mining technique in 

which the cover rock or soil is removed from a 

near-surface mineral or fuel deposit, and the 

deposit is then extracted by open excavation, 

in a series of parallel strips.  

   subduction zone      A convergent plate boundary at 

which oceanic lithosphere is being pushed 

beneath another plate (continental or oceanic) 

into the asthenosphere.  

   subeconomic r esources      Those r esources a lready 

found that cannot be exploited economically 

with existing technology; also known as 

conditional r esources.  

   subsurface w ater      The water in the hydrosphere 

below the ground surface.  

   sulfate      Nonsilicate m ineral c ontaining s ulfate 

(SO 4 ) groups, each made up of one atom of 

sulfur and four atoms of oxygen.  

   sulfi de      Nonsilicate mineral containing sulfur but 

no o xygen.  

   surface processes      The g eologic p rocesses a cting 

principally at the earth’s surface; they involve 

the effects of wind, water, ice, and gravity.  
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   surface w ater      Liquid water above the ground 

surface.  

   surface w aves      The seismic waves that travel 

along the earth’s surface.  

   surge (storm)      Localized increase in water level of 

an ocean or large lake; caused by extreme low 

pressure and high winds associated with major 

storms.  

   suspended load (stream)      The m aterial t hat i s 

light or fi ne enough to be moved along 

suspended in the stream, supported by the 

fl owing w ater.  

   sustainable d evelopment      Development that 

causes neither serious environmental damage 

nor such acute resource depletion as to imperil 

future development or quality of life.  

   S w aves      Shear seismic body waves; do not 

propagate through liquids.  

   T 
   tailings      The piles of crushed waste rock created 

as a by-product of mineral processing.  

   talus      Accumulated debris from rockfalls and 

rockslides.  

   tar s and      Sedimentary rock, usually sand, 

containing thick, tarlike, heavy oils.  

   tectonics      The study of large-scale movement and 

deformation of the earth’s crust.  

   tensile s tress      Stress tending to pull an object 

apart.  

   terminal moraine      The end moraine marking the 

farthest advance of a glacier.  

   terrane      A geologically distinct region that can be 

distinguished from adjacent regions of 

different geology and/or history; commonly 

bounded by faults.  

   theory      A generally accepted explanation for a set 

of data or observations; its validity has usually 

been tested by the scientifi c m ethod.  

   thermal inversion      The condition in which air 

temperature increases, rather than decreases, 

with increasing altitude; the overlying layer of 

warmer air may then trap warm, rising, 

pollutant-laden g ases.  

   thermohaline circulation      Major o cean 

circulation pattern, driven by winds and by 

differences in temperature and salinity of 

water masses.  

   thrust f ault      A reverse fault with very shallowly 

dipping fault plane.  

   till      Poorly sorted sediment deposited by melting 

glacial i ce.  

   topsoil      The topmost portion of soil, richest in 

organic m atter.  

   trace elements      Those elements present in a 

system at very low concentrations, typically 

100 ppm or less.  

   transform f ault      A fault between offset segments 

of a spreading ridge, along which two plates 

move horizontally in opposite directions.  

   transuranic      Describes elements with atomic 

numbers higher than that of uranium, none of 

which occur naturally on earth, and all of 

which are radioactive.  

   triple j unction      Point at which three plates (and 

three plate boundaries) meet.  

   tsunami      A seismic sea wave, generated by a 

major earthquake in or near an ocean basin; 

sometimes incorrectly called a “tidal wave.”  

   turbidity current      A denser-than-water suspension 

of sediment in water that fl ows rapidly 

downslope; develops in ocean basins as a result 

of submarine landslides or earthquakes.  

   U 
   ultraviolet      Electromagnetic radiation just to the 

short-wavelength side of the visible light 

spectrum; biologically hazardous.  

   unconfi ned aquifer      An aquifer not overlain 

directly by an aquitard or aquiclude.  

   uniformitarianism      The concept that the same 

basic physical laws have operated throughout 

the earth’s history, and therefore, by studying 

present geologic processes and their products, 

we can infer much about geologic processes 

operative in the past.  

   unsaturated zone      A partly saturated region of 

rock or soil, above the water table; also known 

as the vadose zone.  

   upstream fl ood      Flood affecting only localized 

sections of a stream system; caused by such 

events as an intense, local cloudburst or a dam 

failure; typically brief in duration.  

   V 
   vadose zone       See  u nsaturated z one.  

   ventifact      Literally, “wind-made” rock, shaped by 

wind erosion.  

   viscosity      Resistance t o fl ow.  

   volcanic      Describes an igneous rock formed at or 

near the earth’s surface.  

   Volcanic Explosivity Index      A s cale f or r eporting 

the size of an explosive volcanic eruption.  

   W 
   watershed      Synonym f or  drainage basin.  

water table  The top of the zone of saturation.  

   wave b ase      Depth at which the movement of water 

molecules in waves becomes negligible.  

   wave-cut platform      Steplike surface cut in rock 

by wave action at sea or lake level.  

   wave refraction      The defl ection of waves as they 

approach shore.  

   weathering      The p hysical a nd/or c hemical 

breakdown of rocks and minerals.  

   well s orted      Describes s ediments d isplaying 

uniform particle size and/or density.  

   Z 
   zone of accumulation       See  B  h orizon.  

   zone of leaching       See  E h orizon.     
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A
Abacan River (Philippines), 104

Ablation, 198, 199

Abrasion

by glaciers, 200–201

by waves, 151

by wind, 208

Accreted terranes, 58

Acetaldehyde, 416

Acid rain, 448–49, 452–53

defi ned, 449

dissolution of limestone by, 270, 271

effects of, 334, 448–49, 452–53

regional variations in, 452–53

water pollution from, 427, 449

Acid rain auction, 471

Acid shock, 453

Acid solutions, 448–49

Activated charcoal, decontamination of 

groundwater with, 431

Active continental margins, 151

Active-solar heating, 352, 353

Active volcanoes, 111–12

Adsorption fi elds, 388

Aeration, artifi cial, 426–27

Aerobic decomposition, 410

Aerosols

as air pollutants, 440

role of, in weather, 455

from volcanoes, 110

Afar depression, 56

Africa

particulate pollution in central, 440

past climates of, 227

separated from South America by 

continental drift, 44, 45

African plate, 49, 61

Aftershocks, earthquakes, 77

Agricultural pollution, 422–25

fertilizers and organic waste, 422–23

overview, 422

from pesticides, 424–25

sediment pollution, 423–24

Agriculture

farmland, impact of human population 

on, 16–17

livestock feedlots, water pollution from,

385, 409–10, 422–23

soil erosion reduction strategies, 283–85

as source of solid waste, 374

tropical soils, problems with farming, 286

water use by, 257

Agriculture, US Department of, 481

Conservation Reserve Program, 284

Natural Resources Conservation

Service, 280, 285

soil classifi cation by, 274, 275

AIDS (Acquired Immune Defi ciency 

Syndrome), 15

Airborne spectrometers, high-resolution,

433, 434

Air pollution, 437–59. See also Pollution

acid rain (see Acid rain)

from biofuels, 363–64

carbon gases, 440–41, 442

from coal mining, 335

from coal use, 334

costs of, 436–37

cycles and residence times, 437–38

dust storms as, 370

effects on weather (see Weather)

from incineration of solid wastes, 378

indoor, 450–51

from landfi lls, 375–76

laws dealing with, 471

lead, 446–48

nitrogen and smog ozone (see Ozone)

particulates, 438–40, 441, 455–56

smog, 436

sulfur gases, 441–42

types and sources of, 438–48, 450–51

worldwide costs of, 437

Air pollution control, 455–59

air quality standards, 455, 456

automobile emissions, 456, 458

carbon sequestration, 458–59

control methods, 455–56

environmental law dealing with, 471–72

Air Quality Act (1965), 471

Air Quality Index (AQI), 455

Air stripping, 431

Alabama, hurricane damage at Dauphin 

Island, 164

Alaska

glaciers in, 204

National Petroleum Reserve in, 221

North Slope, petroleum deposits on,

322–23

oil tanker port at Valdez, 330

plant activity from global warming, 225

quick clay in Anchorage, 177

sedimentary rocks in southern, 38

slope failure in, 176

till deposition by glacier, 201

Trans-Alaska pipeline (see Trans-Alaska 

pipeline (Alaska))

wave-cut platforms at Mikhail Point, 157

wildlife refuge near Anchorage, 279

Alaska, Gulf of, 458

Alaska earthquake (1964)

debris avalanche at Puget Peak 

following, 182

landslides from, 176

magnitude, 65–66, 81, 89

property damage and casualties from,

65–66, 80, 83, 89

Alaska Lands Use Act (1978), 490–91

Alaska Volcano Observatory, 116, 117

Albedo, 229

Alcohol fuels, 363–64, 365

Aletsch Glacier (Switzerland), 197

Aleutian Islands, as volcanic hazards, 115–16

Algae

algal blooms, 411–12, 413, 458

blue-green, 8

fi sh, algae-eating, 426

marine, heavy metals in, 414

Algeria, sand-rock boundary in, 123

Alice in Wonderland, 414

Alkaline solutions, 449

Alloys, conservation of, 308

Alluvial fans, 129–30

Alpine glaciers, 197, 198, 219

Alps

glaciers, 197

landslide at Vaiont Reservoir (1963),

184–85

Matterhorn, 200

steepening of slopes in, 173

Alquist-Priolo Geologic Hazards Act 

(1972), 478–79

Alternative-fueled vehicles, 328–29, 365

Aluminum

consumption of, 235

as mineral resource, 297, 298

Amazon River (South America), 124

American Chemical Society, 412

American Rule, 464

Ammonites, A–4

Amoco Cadiz oil spill from (1978), 330

Amosite asbestos, 34

Amphibole asbestos, 31, 34, 39, 40

Amphibolite, 39, 40

Anaerobic conditions in coal formation, 331

Anaerobic decomposition, 410

Anaerobic digesters, 423

Anatolian fault zone, 85

Andesite, 95

Andrew, Hurricane (1992), 154

Angle of repose, 172–73, 174

Anions, 24

Antarctica

environmental law dealing with, 468, 469

ice core research at, 228, 229

ozone depletion over, 445–46, 447

warming in, 216

Antarctic ice sheet, 197

Antarctic plate, 49, 61

Antarctic Protection Act (1990), 468

Anthracite coal, 331–32

Apatite, 371

Apollo 17, 21

Appalachian Mountains, 12

creation of, 58

geosyncline theory developed for, 62

Aquicludes, 242

Aquifers

confi ned and unconfi ned, 242–43

defi ned, 242

karst, 248–51

pollution of, 427–29

recharge of, 241, 248, 249

saltwater intrusion of, 247

Aquitard, 242, 428

Arabian plate, 44, 49, 61

Aral Sea water consumption, case study of, 

262–63

Archean eon, A–7

Arctic

ozone depletion over, 445–46, 447

particulate pollution at, 440, 441

Arctic National Wildlife Refuge (ANWR)

(Alaska), 322–23, 491

Arctic polar ice, 219, 220

Arctic sea ice, 220

Arctic warming, 322–23

Arêtes, 200, 201

Argentina, Antarctic jurisdictional claim by, 

468, 469

Argon, 438

Arid lands, 313

Aridosol soils, 276

Arizona

aridosol soil in, 276

collapse of land near abandoned copper 

mine in, 311

Rainbow Bridge, 1

scarce vegetation in Monument 

Valley, 214

Arkansas, incineration of solid waste in

North Little Rock, 378

Army Corps of Engineers, US, 481

breaching of dams, debate over, 142

coastal protection programs by, 168

dams, surveys of, 507

recurrence-interval terminology, 

use of, 136

water diversion projects in Atchafalaya 

Basin, 141

Arsenic, 354, 414–16, 419

Artesian systems, 243

Artesian water, 243

Artifi cial aeration, 426–27

Asbestos

as air pollutant, 450

exposure to, 34–35

as mineral resource, 298

as water pollutant, 418

Asbestosis, 34

Aseismic slip, 67

Ash

as air pollutant, 334, 336, 438–40

residue from burning coal, 334

as volcanic hazard, 116, 117–18

A soil horizon, 273, 274

Asthenosphere, 48, 49

convection cells in, 61

ferromagnesian minerals in, 95

in seafl oor spreading, 52

Atchafalaya River (Louisiana), 141

Atlantic Multidecadal Oscillation, 224

Atmosphere

formation and evolution of, 8

gases, abundances and residence times

of, 437–38

Atomic mass number, 24

Atomic number, 24

Atomic structure, 24

Atoms, 24

Atrazine, 425

Augustine volcano (Alaska, 2006 ), 117

Australia

Antarctic jurisdictional claim by, 468, 469

extreme heat wave (2009), 224, 226

Australian plate, 49, 81

Automobiles. See Cars

Avalanches, 176, 179, 182

Awoonga High Dam (Australia), 507

B
Bacteria, in septic systems, 388–90

Bahamas, seaweed near, 150

Baker, Mount, volcano (Washington,

1880), 115

Baldwin Hills reservoir (California), 507

Baldy, Mount (California), 211

Banda plate, 84

Banded iron formation, 296

Banqiao Dam (China), 509

Barrier islands, 18, 163–65, 480

Basalt

chemical weathering of, 272

fl ood, 96

formation of, 36

as host rock for solid high-level

radioactive wastes, 398

in sea fl oor, 52

at sea fl oor spreading ridges, 95

Base level, 127–28

Base metals, 296

Bathtub effect, 377

Bathurst Bay hurricane (1899), 154

Beach. See also Coastal zones

damage from oil spills, 330–31

defi ned, 151, 152

erosion, 151, 160–61

protection and restoration, 160–61

Beach face, 151, 152

Beach profi le, 151

Beach ridge, 153

Becquerel, Henri, A–5

Bed load, 126

Bedrock

caverns for liquid waste disposal, 397–98

disposal of solid high-level wastes, 

398–99

as soil horizon, 273

Benioff zone, 70
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Bering Land Bridge National Preserve

(Alaska), 482

Berms, 151

Best available technologies, 470

Betsiboka Estuary (Madagascar), 269

Big Bang theory, 4, 10

Big Dig (Massachusetts), 504–5

Bighorn Mountains (Wyoming), 190

Big Thompson River (Colorado), 134, 

137–38

Big Whack, 21

Bingham Canyon Copper Mine (Utah),

312, 313, 488

Biochemical oxygen demand (BOD), 410–11

Biofuels, 363–65

alcohol fuels, 365

categories of, 363–64

defi ned, 363

waste-derived fuels, 364–65

Biogas, 365, 423

Biokovo Mountain Range (Croatia), 250

Biological pollution, 370

Biomagnifi cation, 414, 415, 421

Biomass, 363

Bioremediation, 431

Birds, DDT as toxic to, 421

Bitumen, 338

Bituminous coal, 331–32

Black blizzards, 279

Black smoker chimneys, 295, 467

Blackwater River, dredging of 

(Missouri), 141

Blooms, algal, 411–12, 413, 458

Bodega Bay, seawalls at, 163

Body waves, 70–71

Bolivia, deforestation in eastern, 498

Bootlegger clay, 177

Bottle bills, 381

Boundary control system, 432

Bourmerdes earthquake (Algeria, 2003), 75

Brahmaputra River (Tibet), 131

Braided streams, 130–31

Braiding, 130

Breakers, wave, 152

Breakwaters, 161, 165

Breeder reactors, 344–45

Bridge scouring, 133

Brittle materials, 47, 48

Bryce Canyon National Park (Utah), 191

B soil horizon, 273, 274
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Building construction
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on barrier islands, 163–65, 480

coastal zones, costs of construction in,

168–69

earthquake resistant, 78–79

in earthquake survival, 73, 75–79

fl ood mitigation efforts (see Flood 

mitigation)

in fl oodplains, consequences of, 

11, 139–40

laws relating to, 477–78
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solar heating of, 352, 353
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C
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Calaveras Creek (Texas), 135

Calcite

as carbonate mineral, 31

dissolution of, 270, 271
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structure of, 27

Calcium

in hard water, 253–54

natural cycle for, 407

Calcium carbonate, 31, 37

chemical weathering of, 270, 271

in marine sediments, 227

structure of, 27
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drilling for oil in Long Beach, 488
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geologic hazard legislation in, 
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groundwater law in, 464
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LaBrea Tar Pits, 327
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Bay, 169
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roads, locating, 191
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sequential land use in Riverside, 489

slope failure, 12, 171
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evidence of, 192
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placer deposits in Yukon, 297
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tar sands deposits in, 320, 338–39
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in gas hydrates, 326
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Carbon dioxide

as air pollutant, 334, 376, 378, 439,

440, 475

atmospheric, 437–38, 440

cycling through environment, 12–13

in gas hydrates, 326

as greenhouse gas, 217, 230–32

from incineration of solid wastes, 378

from landfi lls, 376

in toxic volcanic gases, 108–10

Carbon dioxide cycle, 437–38

Carbon monoxide

as air pollutant, 439, 440–41, 442

control efforts, 456

in toxic volcanic gases, 108, 109

Carbon monoxide poisoning, 441

Caribbean plate, 49, 61

Caribbean Sea, 162
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Carrying capacity, 17–18
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electric, 328–29
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relationship between, 342
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as source of carbon monoxide, 441
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consumption, 263, 264
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Charleston earthquake (South Carolina,

1886), 73

Chemicals

cycling through environment, 12–13

health hazards evaluations of, 412

Chemical sedimentary rocks, 37–39

Chemical weathering, 270–72

soil production by, 274

Chesapeake Bay, as drowned valley, 157
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Chile earthquake (1960), 73, 80, 81
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carbon dioxide emissions, 474–75

car ownership in, data on, 303–4
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dams in, 507, 510

earthquake prediction in, 84–85

earthquake public education programs, 86

e-cycling in, 383

erosion of loess in, 275
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of, 307–8

landslides, 509

methane explosion in coal mine, 334

nuclear plants in, 350

particulate pollution in, 440

precursor phenomena, study of, 84

Chlordane, 420

Chloride

covalent bonding of, 26

in halite, 27

Chlorination, 390

Chlorine

destruction of ozone by, 445–46

from incineration of solid wastes, 378

as water pollutant, 416–17

Chlorine monoxide, 445–46

Chlorofl uorocarbons, 230–31

interaction with ozone layer, 443–46, 447
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Chrysotile asbestos, 34, 35
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Clay, 31
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porosity and permeability of, 240
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radioactive waste disposal in canisters 
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Cliff erosion, 161–63

Climate

in chemical weathering, 272

defi ned, 217

global warming (see Climate change)

greenhouse effect in, 217–18

modeling, 225

past, evidence of, 227–28, 229

Climate change, 217–32

glaciers, responses to, 198, 199

greenhouse effect in, 217–18
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220, 221

local variations in, 198, 224

long-term responses to, 228–32
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sea-level changes from, 158, 195–96, 

218–19, 220

short-term responses to, 218–21, 224–26

Cloud seeding, 455

Coal, 331–37

ash residue from burning, 334

environmental impacts of use, 334–37

formation of, 37, 38, 331–32

limitations on use, 332–34

mining hazards and environmental

impacts, 334–37

power plants, regulation of coal-fi red, 442
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world production of, 333

Coal-bed methane, 325
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diffi cult environments, 163–65, 168

erosion in, 151, 153, 159–63
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relative sea level, signs of changing, 
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sediment transport and deposition,
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waves, 151–53
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dengue fever, 226
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433–34
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Composting, 381, 382

Compounds, chemical, 25–26
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Cone of depression, 244, 245
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of water resources, 263–64
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Contact metamorphism, 39

Contaminant plumes, 430

Continental drift, 44–46

Continental fi ssure eruptions, 96–97

Continental glaciers, 197

Continental rift zones, 97, 98

Contour plowing, 283
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atmospheric, 206

in plate movements, 61
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Copper

consumption of, 235

distribution of, 295–96

as mineral resource, 298

mining, 291, 312, 313, 488

Copper River (Alaska), 500

Coral reefs, water turbidity as threat to, 

160–61, 286

Core (Earth), 7

Core meltdown, in nuclear reactors, 345–47
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Correlation, dating by, A–2–A–3

Correlative rights, 464

Cortez, Hernando, 503

Corundum, 28, 29

Cost-benefi t analysis, 476–77

and the federal government, 476–77

quantifi cation, problems with, 476
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436, 480

Covalent bonds, 25–26

Cowlitz River (Washington), 135

Cracking, 318

Crater Lake (Oregon), 103

Creep, 67–68, 177

Cresting, stream, 133

Cretaceous period, A–6–A–7

Crinoids, 38

Crocidolite asbestos, 34

Crossbeds, 209, 211

Crust (Earth), 7, 9, 49

Crystalline minerals, 26, 27

C soil horizon, 273, 274

Cumulative reserves, 237

Curie, Marie, 252, 347
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Curie temperature, 50–51

Currents, sediment transport and deposition

by, 153, 154

Cut banks, 130

Cyanide, 314

Cyclones. See Hurricanes

D
Dams. See also Specifi c dams

construction issues, 506–7, 510

dismantling of, 142, 359

evaporation from, 255

failures of, 505–7, 510

fl ood-control, 142–43, 146

modeling, 501, 502

in United States, 359

Dam Safety Bill (1972), 478

Darcy’s Law, 243, 244

Dating

correlation, A–2–A–3, A–4

geologic process rates, A–7–A–8

radiometric (see Radiometric dating)

relative dating, A–1–A–4

uniformitarianism, A–3–A–4

DDT (dichlorodiphenyltrichloroethane), 

418, 420, 421
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desert pavement in, 209

tilted shales and conglomerates in, A–1

Debris avalanches, 179, 182, 184

Debris fl ows, 179, 186

Decommissioning of nuclear plants, 348

Deep layer of oceans, 222

Deep-well disposal for liquid wastes, 387

Defl ation of sediment, 208–9, 210

Deforestation, 278, 498

Degradation of drylands, 214

Deltas, 129–30

Demand and supply, projection of, 237–38

Denali Fault, 483, 499

Denali Fault earthquake (Alaska, 2002), 73, 

74, 79

Denali National Park (Alaska), 202, 354

Dengue fever, 226

Deposition. See also Sediment

by glaciers, 199–201, 202

by streams, 128–30

by wind, 209, 210

Deriba Caldera (Sudan), 93, 119

Desalination, 261, 266–67
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defi ned, 213

natural deserts, causes of, 211, 213

Desert pavement, 208–9
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distribution of, 210, 212

formation of, 211, 213

Deuterium, 350, 351
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on barrier islands, 163–65, 480

fl ood mitigation efforts (see Flood

mitigation)

in fl oodplains, consequences of, 11,

139–40

rate of, in US, 487–88, 495

slope stability, effects of construction 

on, 179, 183

Devils Tower (Wyoming), 180

Diamond, 26, 29

Dichloropentadiene, 432

Dieldrin, 420

Digitized maps, 493–94

Diisomethylphosphonate, 432

Dillo dirt, 391

Dilute-and-disperse disposal, 385

Dip of faults, 69

Dip-slip faults, 69

Directed stress, in metamorphic rock 

formation, 39

Discharge, ground water, 241

Discharge, stream, 126, 128

Dissolved load, 126

Distillation, desalination by, 266

Divergent plate boundaries, 55–56, 94–96

Diversion channels, 141

Divides, 125

Doctrine of Prior Appropriation, 463–64

Dolomite, 31, 248, 251

Dormant volcanoes, 111–12

Dose-response curve, 371, 372, 476

Doubling time, 15–16

Downstream fl oods, 133

Doyle, Arthur Conan, Sir, 289

Drainage basins, 125, 127

Dredge spoils, 379, 380

Dredging of water pollutants, 425–26

Drift, by glaciers, 200

Drowned valleys, 157

Drug Enforcement Agency, US, 289

Ductile material, 46, 47

Dune migration, 209–10, 211

Dunes, 173, 174, 209, 210

Dust Bowl era, 209, 279

Dust pneumonia, 279

Düzce earthquake (Turkey, 1999), 75

E
E85 fuel blend, 365

Eagle River (Colorado), 135

Earth

age of, 3, A–4–A–5

carrying capacity, 17–18

composition, 5, 7–8

cycles and systems, 11–13

evolution, 3, 5, 7–8

life on, 8–9

Earthfl ows, 179, 182

Earthquake cycle, 85–86

Earthquake prediction, 84–88

current status of, 84–85

early warnings, 86

forecasting, 85–86

precursors, earthquake, 84

public response to hazards, 86, 88

seismic gaps, recognizing, 84

Earthquake Prediction Panel, 84, 87

Earthquakes, 67–91

aftershocks, 77

Alaska earthquake (1964) (see Alaska 

earthquake (1964))
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Bourmerdes earthquake (Algeria, 

2003), 75

Charleston earthquake (South Carolina,

1886), 73

Chile earthquake (1960), 73, 80, 81

control of, 88–89

defi ned, 68

Denali Fault earthquake (Alaska, 2002),

73, 74, 79

Düzce earthquake (Turkey, 1999), 75

El Salvador earthquake (2001), 177

epicenter, 69, 71–72

fi re from, 83–84

ground failure, 79–80

ground motion in, 73–79

Haicheng earthquake (China, 1975), 84

Izmit earthquake (Turkey, 1999), 65, 79

Kobe (Japan,1995) (see Kobe

earthquake (Japan, 1995))

Konya Dam earthquake (India,

1963), 146

Landers earthquake (California, 1992),

78, 90

landslides from, 176, 177

laws relating to, 477–79

link between volcanism and, 113–14
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Loma Prieta, California (1989) (see

Loma Prieta earthquake (California, 

1989))

Long Beach (California, 1933), 477

magnitude and intensity, 72–73
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Mexico City earthquake (Mexico, 

1985), 77

mitigation efforts, 73–79

modeling and testing, 501, 502

New Brunswick earthquake (Canada, 

1982), 91

Newfoundland earthquake (Canada, 

1929), 91

New Madrid earthquake (Missouri, 

1811-1812), 90–91

Niigata earthquake (Japan, 1964), 79, 80

Northridge (California, 1994) (see

Northridge earthquake (California,

1994))

Pakistan earthquake (2005), 79

prediction of (see Earthquake

prediction)

from reservoirs, 143, 146

San Fernando earthquake (California,

1971), 76, 477, 478

San Francisco [see San Francisco

earthquake (California, 1906)]

Seattle earthquake (Washington,

1965), 79

seismic waves, release of energy in,

70–73

Sumatran (Indonesia, 2004) (see

Sumatran earthquake (Indonesia, 

2004))

Sunda Trench earthquake (2004),

81–82, 84

Tangshan earthquake (China, 1976), 84

terms, basic, 67–69

Tokyo earthquake (Japan, 1923), 86

from tsunamis, 80–83

Turkey earthquake (1999), 75, 85

Vancouver Island earthquake (Canada,

1946), 91

EarthScope, 87

Earth Summit (1992), 473, 474

East African Rift System, 97

East Pacifi c Rise, 53, 58, 466

e-cycling, 383

Edwards Dam (Maine), dismantling 

of, 359

Elastic deformation, 46, 47

Elastic limits, 46, 47

Elastic rebound, 68
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Electric cars, 328–29

Electricity

coal-fi red power plants, regulation of, 442

conversion losses, 366, 367

fl ow, 366

generation of, 329, 356–57, 358

hidden energy costs of, 366–67

from hydropower, 358

solar, 352–54, 355

tidal power electricity-generating 

plants, 361

from wind energy, 362–63, 364

Electrifi cation, 366

Electrons, 24

Electrostatic precipitators, 456

Elements, 7–8, 24

El Niño, 222–24, 226

El Niño-Southern Oscillation, 222–23

El Salvador earthquake (2001), 177

Emergent coastline, 156

Emissions

automobile, efforts at controlling,

456, 458

of carbon monoxide, 441, 442

international agreements on, 473–76

lead as pollutant in car exhaust fumes, 

446–48

particulate, 439–40, 441

of sulfur dioxide, 441–42

Emory River (Tennessee), 334, 336

Endangered species, in US coastal zones, 150

End moraines, 201, 202

Energy

biofuels (see Biofuels)

coal (see Coal)

coal-fi red power plants, regulation of, 442

conservation, 342

fi ssion [see Nuclear power (Fission)]

fossil fuels (see Fossil fuels)

fusion, 350–51

geothermal (see Geothermal energy)

historical overview, 316–17

hydropower (see Hydropower)

natural gas (see Natural gas)

nonrenewable energy sources, 319, 341

from the oceans, 360–62

oil (see Oil)

petroleum (see Petroleum)

solar (see Solar energy)

water use by, 257

wind, 362–63, 364

world, 342

Energy, US Department of, selection of 

high-level waste disposal site, 

400, 403

Energy consumption

greenhouse effect in increasing, 217

per capita, 317

standards of living and resource 

consumption, correlation between, 

235–37

trends in, 332, 333

in the United States, 235, 317, 327, 342,

366–67

world consumption, 327, 343

Energy Information Administration

(EIA), 322

Energy Policy Act (1992), 365

Energy star appliances, 366

Engineering geology, 498–510

Boston’s Big Dig, 503

case histories, 501, 503–5

construction issues, 506–7, 510

dams, failures of, 505–7, 510

Leaning Tower of Pisa, 501, 503

Panama Canal, 503–4

Saint Francis Dam (California), 505

testing and scale modeling, role of, 501

England, acute air-pollution episode in

London (1952), 436

English Rule, 464

Enhanced oil recovery, 325

Entisol soils, 275, 276

Environmental geology, 3

Environmental impact statements (EIS), 

480–82

Environmental law, 463–84

air pollution, 471

Antarctica in, 468, 469

common but differentiated responsibility

of states, 474–75

construction controls, 477–78

cost-benefi t analysis (see Cost-benefi t 

analysis)

Exclusive Economic Zones, 466–68

fl ood hazards and fl ood insurance, 

479–80

geologic hazard laws, 477–80 

groundwater law, 464

historical overview, 462

international initiatives, 473–76

international resource disputes, 465–68

mineral rights, 464–65

mine reclamation, 465

pollution and its control, 468–76

precautionary principle, 473

Regulatory Impact Analysis, 476–77

resource laws, 463–65

waste disposal, 471–72

water laws, 463–64

water pollution, 468–71

Environmental Protection Agency (EPA), 

11, 472

acid rain auction, 471

arsenic level in drinking water, 

regulation of, 415

authority, 455

cell phone disposal and reuse,

data on, 309

DDT, banning of, 421

decontamination of Clarksburg Pond in 

New Jersey, 426

dredging of Duwamish waterway in 

Washington, 426

emissions, regulation of, 442, 456

emissions tracking by, 440

environmental impact statements, 

rules on, 468

establishment of, 440, 472

fuel economy, mandating of, 458

high-priority pollutants, classifi cation 

of, 387

lead content in gasoline, regulation 

of, 447

Maximum Containment Level Goals, 477

mercury content of coal, data on, 414

methylmercury concentrations in fi sh,

data on, 417

municipal waste handling, approach

to, 380

National Pollutant Discharge

Elimination System, 409

National Priorities List [see National 

Priorities List (NPL)]

open dump sites, data on, 375

passenger car mileage, EPA mandates 

on, 328, 329

policy on Resource Conservation and

Recovery Act, 471–72

pollution, defi ning limits of, 472–73

radium limit for drinking water, 253

recycling, data on, 308, 381

Regulatory Impact Analysis, 476–77

risk assessment, components of, 476

safe drinking water standards, 470

shipboard incineration of solid waste,

data on, 378–79

substandard air, areas identifi ed as

having, 443

use of geoexchange systems, data on, 355

water pollution, 468–71

Epicenter, 69, 71–72

Epochs, A–6

Equilibrium line, 198, 199

Erosion

coastal, 151, 153, 159–63

defi ned, 278

by glaciers, 157, 199–201, 202

mapping areas of, 491

soil (see Soil erosion)

by wind, 195, 207–9

E soil horizon, 273

Estuaries, 165, 168

Ethanol, 365

Etna, Mount, volcano (Italy, 1983), 102

Eugeosynclines, 62

Eurasian plate, 44, 49, 61

Europe

acid rain in, 453

renewable water resources in, 259

waste management in, 378, 379

Eutrophication, 411–12

Eutrophic bodies of water, 411

Evans, David, 88

Evaporation, from dams, 255

Evaporites, 296, 297, 298

Evidence from the Earth, 289

Exclusive Economic Zones

(EEZs), 466–68

Exponential decay, A–5

Exponential growth, 15

Extinct volcanoes, 111–12

Exxon Valdez (1989) oil spill, 11, 330–31

F
Falls as mass movements, 177–78, 179, 180

Falsifi cation, 10

Farming. See Agriculture

Fault petroleum trap, 319

Faults

displacement during earthquakes, 73, 75

fault zones, mapping, 491

occurrence of earthquakes along, 67–68

seismic gaps, recognizing, 84

Fault scarp, 69

Federal Emergency Management Agency 

(FEMA), 501

Federal Energy Regulatory Commission, 359

Federal Flood Disaster Protection Act 

(1973), 479

Federal Water Pollution Control Act 

(1956), 469

Feldspar, 30–31

chemical weathering of, 271

in granite, 35, A–2

in mineral resource, 292, 294

Felsic rocks, 94–96

Ferromagnesian minerals

in asthenosphere, 95

as mineral resource, 298

on ocean fl oor, 50–51

Ferromagnesian silicate minerals, 30–31

Fertilizers

agricultural use of, 422

natural, 422

as water pollutant, 422–23

Field Act (1933), 477, 480

Filtration, desalination by, 266

Finger Lakes (New York), 200

Fire

coal mine fi res, 334–35, 336

from earthquakes, 83–84

Firn, 197

Fish

algae-eating, 426

as cold-blooded, 421–22

DDT as toxic to, 421

mercury in, 414, 415, 416–17

Fission

defi ned, 343

as nuclear power [see Nuclear power 

(Fission)]

Fission hypothesis, 20

Fissure eruptions, 96–97

Fjords, 157

Flash fl oods, 133, 134

Flood basalts, 96

Flood-frequency curves, 135

Flood Insurance Act (1968), 479

Flood mitigation, 140–48

channelization, 141

diversion channels, 141

fl ood-control dams and reservoirs, 

142–43, 146

fl ood warnings, 146–48

laws relating to, 479–80

levees, 142, 143

restrictive zoning and fl oodproofi ng,

140–41

retention ponds, 141

Floodplains

defi ned, 131, 132
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coral reefs in Miami Beach, water 
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sinkhole at Winter Park, 251

Flows, 179, 181, 182

Fluid injection, 88–89

Fluoride, 371–72

Fluorine, 108, 371

Fluorite, 28

reuse of, 383

structure, 30
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Foliation, 39
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Food resources, impact of human 
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formation of, 316

natural gas (see Natural gas)

oil (see Oil)

supply and demand for, 319–27, 328–29
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dating with, A–4

evidence for continental drift in, 45, 46

Fossil water, 246

Framework Convention on Climate Change 
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Malo, 361
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Garbage, 373
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Geomedicine, 371
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overview, 355
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Glacier National Park (Montana, Canada), 
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Global sea level, 156

Global warming. See Climate change
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heap leaching of, 314

mining, 297
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Gondwanaland, 54
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GPS (Global Positioning System), 61
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Grand Coulee Dam (Washington), 239

Granite

chemical weathering of, 270–71, 272
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satellite imaging of, 305
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as mineral resource, 299
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ocean dumping of solid wastes, 379
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Greenhouse effect, 158, 217–18
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Ground truth, 305

Groundwater
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245–47
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243–44

defi ned, 241

discharge, 241

fl ow, 241–42, 243, 428

karst terrain, 248–51

laws, 464

mining, 244, 246

recharge, 241, 248, 249

saltwater intrusion, 247
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withdrawal, consequences of, 244–47
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overview, 427
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protection in, 187
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Heavy metals, 413–14, 415, 448
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Homo sapiens, 8, 9
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Hubbert, M. King, 321
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Human population
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uneven distribution of, 18
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distribution of, 18

on population and nonfood resources, 

17–18
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coastal vulnerability from, 164–65
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storms and coastal dynamics, 166–67
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318–19
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in toxic volcanic gases, 108–9
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fuel cells, 366
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in solar cells, 355

Hydrogen cyanide, 378

Hydrogen sulfi de, 376

Hydrographs, stream, 133–35, 139

Hydrologic cycle, 12, 125, 126
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development, limitations on, 359–60, 361

solar generation of, 353, 355
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Hydroxide minerals, 33
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Ice caps, 197
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Ice sheets, 197, 198, 199, 218–19
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formation of, 35–37

porosity and permeability of, 240–41
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Kilocalories, daily human requirements

of, 317

Kimberlites, 294

Kings Canyon National Park (California),

A–1

Kishwaukee River (Illinois), 143

Kobe earthquake (Japan, 1995)

designing for damage control, results of, 

78, 477, 478

fi res from, 83–84

liquefaction from, 79

precursors of, 84

property damage and casualties from, 

10–11, 66, 75, 83–84

videotapes of, research on, 76

Koehler, R.W., 454

Konya Dam earthquake (India, 1963), 146

Korea, nuclear plants in, 350

Krakatoa volcano (Indonesia, 1883), 110

Kyoto Protocol (1997), 474, 475–76

L
Lahars, 103–4
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consumer electronics products in, 309
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reuse of, 496–97
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toxic wastes, secure landfi lls for, 387
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fl ooding of New Orleans, 144–45, 166–67

water diversion projects in Atchafalaya 

Basin, 141

Love waves, 71
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identifi cation of, 26–29, 30, B–1,

B–2––B–3

nonsilicates, 31–33, 34–35

processing, impacts of, 310–14

silicates, 30–31, 32

types of, 29–33, 34–35

Mining

asbestos, 34–35

coal, hazards and environmental 

impacts, 334–37

ground water, 244, 246

impacts of, 310–14, 488

mine reclamation law, 465

reclamation, 311–12, 313, 314, 489

uranium ore, 347–49

water pollution from, 310–14, 374,

417–18, 433–34

Mining Law (1872), 464

Minnesota

multiple land use in, 488

strip cropping in, 284

Miogeosynclines, 62

Mississippi, storm surge damage at 

Longbeach, 157

Mississippi River

channelization of, 141

delta, sediment deposition in, 129

drainage basin, 144

drainage pattern, establishment of, 201

fl ooding, 11, 124, 125, 133, 134,

142–45, 507

levees on, 142, 143, 144–45, 166

oxbows, 132

rebuilding out of fl oodplain, 140

Mississippi River Commission, 144

Missouri

careless toxic-waste disposal in St. 

Louis, 385

fl ood damage in Jefferson City, 11

sequential land use in Kansas City, 489

Missouri River

fl ood control dams, effects of, 160

fl ooding of, 132

Modeling in engineering geology, role 

of, 501

Modifi ed Mercalli Scale, 73, 74

MODIS detector (National Aeronautics and

Space Administration), 230

Mohs hardness scale, 29

Mold, as air pollutant, 450

Mollisol soils, 276

Molybdenum, 295–96

Moment magnitude, 73

Mono Lake (California), 265

Monoun, Lake (Cameroon), 109

Montana

asbestos mining in Libby, 34–35

concrete sheets used to protect roads 

in, 189

landslides in Rock Creek Valley, 191

reuse of Superfund site for golf course 

in Anaconda, 497

toxic mine waste at Berkeley Pit near 

Butte, 406

Monterey Bay, protection of structures 

in, 169

Montmorillonite, 174

Montreal Protocol on Substances that 

Deplete the Ozone Layer (1987), 

446, 473–74

Moon (Earth’s), 20, 21, 151–52, 154

Moraines, 201, 202, 205

Morley, L.W., 51–52

Mountaintop removal, 337

Mount Trashmore, 375, 387

MTBE (methyl tertiary butyl ether),

418–19

Mudfl ows

defi ned, 179

modeling and testing with, 502

Mudslides, Philippines (2006), 175

Muir Glacier (Alaska), 204

Müller, Paul, 421

Multiple barrier concept of radioactive

waste disposal, 398–99

Multiple land use, 488–90

Municipal sewage treatment, 390–92

Municipal wastes. See Solid wastes

Murray, Raymond C., 289

N
National Aeronautics and Space 

Administration (NASA), 229

Global Precipitation Measurement 

System, proposed, 148

global temperature trends, data on, 230

hurricanes, research on, 455

MODIS detector, 230

Terra Satellite, 306

Total Ozone Mapping Spectrometer, 444

National Earthquake Hazards Reduction

Program, 88

National Environmental Policy Act (NEPA)

(1969), 465, 480–82

National Map Viewer (USGS), 494

National Oceanic and Atmospheric

Administration (NOAA), 116, 193

National Park Service, US, 187

National Petroleum Reserve, 221, 322

National Pollutant Discharge Elimination 

System, 409

National Priorities List (NPL), 392–93. See

also Superfund

Berkeley Pit (Montana), largest toxic

waste site on, 406

Love Canal (New York), 385

National Research Council, 412, 415

National Safety Council, 310

National Science Foundation (NSF), 87

National Weather Service, 116, 148

Native elements, 33

Natural gas

alternate sources, 325–27

components of, 318

conservation of, 327, 328–29

formation, 318–19

fuels derived from, 318

future prospects for, 324–25

reserves, 319–20, 324

Natural gas plant liquids, 321

Natural Resources Conservation Service

(USDA), 280, 285

Naval National Petroleum Reserve–Alaska 

(NPRA), 322, 323

Naval Petroleum Preserve, 31, 361

Nazca plate, 49, 61

Neap tides, 152, 154

Nebraska, study of pesticide runoff, 425

Nebraska Sand Hills, 227

Neon, 438

Netherlands

estuary reclamation in Zuider Zee, 

165, 168

as low lying land, 167

wind energy generation in, 362

Neutrons, 24

Nevada

retaining structure used in Lake 

Tahoe, 188

Yucca Mountain Repository as 

high-level waste disposal site, 

controversy over, 400–403, 462

Nevados Huascarán debris avalanche (Peru, 

1962, 1970), 176

New Brunswick earthquake (Canada, 

1982), 91

Newfoundland earthquake (Canada, 

1929), 91

New Jersey

beach replenishment in Cape May, 168

beach replenishment in Ocean City, 

160, 168

scavenging animals at Hackensack 

dump, 373

toxic-waste disposal in Wayne, 385

New Madrid earthquake (Missouri, 

1811-1812), 90–91

New Madrid Fault Zone, 56

New Mexico

Los Alamos National Laboratory, 357–58

Waste Isolation Pilot Plant in,

399–400, 403

New York

destruction of World Trade Center, air 

pollution concerns from, 439

disposal of concentrated wastes at Love

Canal, 385

Fresh Kills landfi ll, 380

interbasin water transfers, 265

multiple land use on Long Island,

488, 489

Niagara Falls, 178, 181

smog over New York City, 436

spodosol soil in, 276

New Zealand

Antarctic jurisdictional claim by, 468, 469

composting facility in Auckland, 381

subsidence problems at Wairakei, 356

Niagara Falls (New York), 178, 181
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Nicklaus, Jack, 497

Niigata earthquake (Japan, 1964), 79, 80

Nile River (Africa), 142

Nitrate

as component of fertilizers, 422, 423

concentration in emissions, 457

as water pollutant, 427, 428

Nitric acid, 452

Nitrogen

atmospheric, 442

as component of fertilizers, 422, 423

geochemical cycle of, 438

in production of smog ozone, 439, 

442–43

as water pollutant, 427, 428

Nitrogen dioxide, 439, 442–43

Nitrogen monoxide, 442

Nitrogen oxides, 439, 456

Nitrous oxide, 230–32

Nobel Prize, 421

Nonfood resources, impact of human

population on, 17–18

Nonmetallic minerals, 298–99

Nonpoint sources of pollution, 409, 426

Nonrewable energy sources, 319, 341

Nonsilicate minerals, 31–33, 34–35

Normal faults, 69

Norman Landfi ll Environmental Research

Site (Oklahoma), 430

North America

coastal margins, 151

earthquake risks, areas of widely 

recognized, 89–90

glaciation in, 200–201, 202–3

pedalfer soils in, 275

North American plate, 49, 61

North American Water and Power 

Alliance, 265

North Carolina

Outer Banks, 164

shoreline stabilization efforts at Cape

Hatteras lighthouse, 159

North Cascade Glacier Climate Project,

204–5

North Dakota, Indian Head coal strip-mine

in, 313

Northridge earthquake (California, 

1994), 90

ground motion during, 76

precursors of, 84

property damage and casualties from, 

477, 478

studies of, 501, 502

North Sea, petroleum deposits under, 322

Norway

Antarctic jurisdictional claim by, 468, 469

natural gas extraction and carbon 

sequestration in, 458–59

Not in My Back Yard (NIMBY), 376,

396, 397

Not in My Election Year (NIMEY), 376

Not in My Front Yard Either 

(NIMFYE), 376

Not on Planet Earth (NOPE), 376

Nuclear power, 343

fi ssion [see Nuclear power (Fission)]

fusion, 350–51

nuclear fuel cycle, 345

Nuclear power (Fission), 343–50

basic principles, 343–44

breeder reactors, 344–45

decommissioning of, nuclear plants, 348

defi ned, 343

fuel and waste handling, concerns 

related to, 347–48

fuel supply, extending, 344–45

risk assessment, risk projection, 348–50

safety, concerns related to, 345–48

uranium deposits, 344

world usage, 349–50

Nuclear power (Fusion), 350–51

Nuclear Regulatory Commission

nuclear power plants, licensing of, 349

nuclear wastes, disposal of, 396

Yucca Mountain Repository license 

application, review of, 403, 462

Nuclear Waste Fund (NWF), 400

Nuclear Waste Policy Act (1982), 400–403

Nuclear winter, 110

Nucleus of atoms, 24

Nuées ardentes, 104–5, 108, 179

Nyos, Lake (Cameroon), 108–9

O
Obama, Barack (president, US), 403

Obsidian, 36

Occuptional Safety and Health

Administration (OSHA), 34–35

Ocean-continent convergence zone, 63

Ocean Dumping Ban Act (1988), 379

Oceans

El Niño, 222–24

energy from, 360–62

formation of, on Earth, 8

radioactive wastes, seabed disposal

of, 397

residence times, 408

responses to global climate change,

219–24

solid waste dumping in, 378–80

thermohaline circulation, 221–22

Ocean thermal energy conversion 

(OTEC), 361

Offi ce of Civilian Radioactive Waste 

Management, 400

Off-road recreational vehicles (ORVs) as

increasing soil erosion, 280, 282

Offstream water uses, 254

Ogallala Aquifer System, case study of 

consumption in, 261–62

Ohio

beach protection structures at Sims 

Park, 162

restoration of New Lyme Landfi ll, 375

Oil

components of, 318

conservation of, 327, 328–29

enhanced oil recovery, 325

extraction, 325, 488

formation, 318–19

future prospects for, 324–25

OPEC oil embargo, 234, 235, 316

reserves, 319–20, 321–23

spills, 327–31

subsidence from extraction of, 156

supply and demand for, 319–27, 328–29

Oil seeps, natural, 327–28

Oil shale, 337–38

Oil spills, 327–31, 418

Okhotsk, Sea of, 326

Oklahoma, Norman Landfi ll Environmental

Research Site, 430

Olivine, 31, 32

Olympic National Park (Washington), 91

Olympic Range (Washington), snow line 

in, 196

One-fi ber theory, 34

One-hundred-year fl ood, 135, 136, 137–38

OPEC (Organization of Petroleum 

Exporting Countries) oil embargo, 

234, 235, 328, 365

Open dump sites, 375

Open-pit mining, 311–14, 488

Oregon

mandatory-deposit laws for beverage 

containers, 381

nitrates in stream runoff in Willamette

Basin, study of, 423

Oregon Dunes National Recreation Area

(Oregon), sand dune in, 174

Ores

defi ned, 292

deposits, 292, 293

exploration, new methods of, 304–6

hydrothermal, 294–96

low-temperature ore-forming processes,

296–97

Organic matter as waste

disposal of, 380–81

as water pollutant, 422–23

Organic sediments, 37, 38

O soil horizon, 273

Outer Continental Shelf Lands Act 

(1953), 465

Outwash, glacial, 200, 201

Oxbows, 131, 132

Oxide minerals, 33

Oxygen

atmospheric, 437, 442

in carbonate minerals, 31

dissolved-concentrations in surface 

waters, 410–11

in geologic materials, 227, 228

isotope in composition of ice, 227–28

in oxide minerals, 33

in petroleum, 318–19

in septic systems, 388–90

in silicate minerals, 30–31

in solar cells, 355

in sulfate minerals, 31

Oxygen-16, 227, 228

Oxygen-18, 227, 228

Oxygen sag curve, 410–11

Ozone

concentration, 444

layer, 443–46, 447

nitrogen gases in smog ozone, 442–43

production of, 442, 444–45

Ozone hole, 445–46, 447

P
Pacifi c Decadal Oscillation (PDO), 224

Pacifi c Ocean, earthquakes in, 70

Pacifi c plate, 49, 61, 97

Pahoehoe, 99

Paints, as air pollutant, 450

Pakistan, e-cycling in, 384

Pakistan earthquake (2005), 79

Paleomagnetism, as evidence for plate

tectonics, 51–52

Paleozoic era, A–6

Panama Canal (Panama), 503–4

Pangaea, 46, 54, 203

Paperless society, 381

Paper recycling, 381–82, 383, 386

Parabolic mirrors, 354

Paricutin volcano (Mexico, 1952), 101

Particulates as air pollutants, 438–40, 441,

455–56

Passive continental margins, 151

Passive-solar heating, 352, 353

Pathogenic organisms, 388

Peak lag time, 139

Peat, 276, 331

Pedalfer soils, 275

Pedocal soils, 275

Peds, 274–75

Pegmatite, 292, 294

Pelée, Mont, volcano (Martinique, 1902), 

104–5

Pennsylvania

acute air-pollution episode at Donora 

(1948), 436, 454

beach erosion at Presque Isle State 

Park, 161

coal-mine fi re under Centralia, 334–35

decommissioning of electricity

generating plant at Shippingport, 348

reuse of fl uorite by Pittsburgh, 383

Three Mile Island nuclear reactor,

partial meltdown at, 345, 349

Perched water tables, 244

Percolation, 131

Peridot, 31

Periodic table, 25, 252–53

Periods, geologic, A–6–A–7

Permafrost, 219, 221

as affecting construction, 500

in Arctic National Wildlife Refuge, 322

Permeability, 132, 133, 240–41

Permeable reactive barrier in 

decontamination of groundwater, 431

Persian Gulf, 44

Persian Gulf War, 330

Peru, earthquake-induced landslides in 

(1970), 176

Pesticides

agricultural use of, 422

water pollution from, 418–20, 424–25

Petroleum. See also Gasoline; Oil

composition of, 318

defi ned, 318

formation of, 318–19

fuels derived from, 318

future prospects for, 324–25

prices and consumption of, correlation 

between, 327, 328–29

supply and demand for, 319–27, 328–29

traps, 319

pH, 253

Phanerozoic time period, A–7

Philippine plate, 49, 61

Philippines, damage from lahars, 104

Phlegraean Fields, Italy, 114

Phosphates

as component of fertilizers, 422

as water pollutants, 412

Photochemical smog, 436, 442–43, 454

Photovoltaic cells, 352–54

Photovoltaic technologies, 354

Phreatic eruptions, 110

Phreatic zone, 241

pH scale, 448–49

Physical weathering, soil production by, 

270, 272, 274

Phytoplankton, 224, 226, 229, 458

Piave River (Italy), 185

Picocurie, 252

Pictured Rocks National Lakeshore 

(Michigan), 153, 180

Pinatubo, Mount, volcano (Philippines, 

1991)

climate and atmospheric chemistry, 

effect on, 110, 111

lahars, damage from, 103

recognition of impending eruption,

112, 113

sudden and devasting explosions by,

11, 36

Placer deposits, 297, 307

Planets, 3, 4–5, 6

Plankton, 413

Plastic deformation, 46, 47

Plastics

recycling, 381–82, 383, 386

as water pollutants, 418

Plate boundaries, 54–61, 62

convergent plate boundaries, 56–58

divergent plate boundaries, 55–56

locating, 48, 49

transform boundaries, 48–49

Plate tectonics, 44–63

age of ocean fl oor as evidence for, 52, 53

basic principles of, 46–49

defi ned, 46

evidence for, 44–45, 50–54

geosyncline theory in, 62

as infl uencing coastal zones, 151

paleomagnetism, as evidence for, 51–52

polar wander curves, as evidence for, 

52–54

rates and directions of plate movements, 

59–61

reasons for plate movements, 61

sea fl oor topography as evidence for, 50

stress and strain in, 46–48

theory of, 10, 50

Platinum, 298

Platte River (western US), 262

Pleistocene epoch, 202, 203

Plucking, glacial, 200

Plumes, 60

Plutonic igneous rocks, 35, 36

Plutonium-239, 344, 395
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Point bars, 130

Point sources of pollution, 409, 426

Polar wander curves, 52–54

Pollution

air pollution (see Air pollution)

concept of, 370

environmental law dealing with (see

Environmental law)

geochemical cycles in, 407

high-priority pollutants, 387

point and nonpoint sources, 409, 426

relationship to waste disposal, 370–72

residence times, 407–9, 437–38

water pollution (see Water pollution)

Polychlorinated biphenyls (PCBs), 418, 426

Polystyrene, 386

Pontchartrain, Lake (Louisiana), 166

Population, impact of human population

on, 17–18

Population growth, 13–16

causes and consequences of, 14–15

doubling time, growth rate and, 15–16

overview, 13–14

projections of, 14–16

Porosity, 132, 240–41

Porphyry, 36

Portugal, Prestige oil spill (2002), 331

Potash, 422

Potassium feldspar, 32

Potentiometric surface, 243, 246

Powell, Lake (Arizona, Utah), 341, 360

Precambrian period, A–7

Precautionary principle, 473

Precious metals, 296, 298

Precipitation

average, annual US, 256

changes in, from climate change, 224–26

dissolved constituents in, concentrations 

of, 254

distribution of, 211, 212–13

most intense rainfall, areas of, 131

soil erosion by, 278–79

Precursor phenomenon, 84

Pressure

in metamorphic rock formation, 39

in physical behavior of rocks, 47–48

Prestige oil spill (2002), 331

Primary mineral production, 300

Primary oil recovery, 325

Primary treatment of sewage, 390–91

Prince William Sound, 11

Exxon Valdez (1989) oil spill in, 11, 

330–31

oil tanker port at Valdez, 330

Principle of Crosscutting Relationships, 

A–2, A–3

Principle of Inclusion, A–2, A–3

Principle of Original Horizontality, A–1, A–3

Principle of Superposition, A–1, A–3

Prior Appropriation, Doctrine of, 463–64

Profi les, soil, 273–74

Proterozoic eon, A–7

Protocol on Environmental Protection to 

the Antarctic Treaty (1991), 468

Protons, 24

Prudhoe Bay, 322–23

Puget Sound, landslides in (1996-1997), 193

Pump-and-treat method, 431

P (primary) waves, 70–72

Pyrite (fool’s gold), 28

chemical weathering of, 271

as mineral resource, 295

as sulfi de mineral, 32, 33

Pyroclastics

hazards from, 98, 102–3

pyroclastic fl ows, 104–5, 108

Pyroxene, 31, 32

Q
Quartz

characteristics of, 28

in granite, 35, A–2

satellite imaging of, 306

as silicate mineral, 30, 31, 32

Quartzite, 39, 40

Quick clays, in slope stability, 176–77

R
Rabaul volcano (Papua New Guinea, 

2009), 113

Radiation, effects of, 345, 346–47,

394–95, 396

Radioactive decay, 393–94, A–5

Radioactive elements, 253

Radioactive isotopes, 393

decay of, 393

defi ned, 24

in fi ssion, 343

as health hazard, 253

Radioactive wastes, 392–403

bedrock caverns for disposal of, 397–98

classifi cation of, 395–96

historical suggestions for disposal of, 396

nature of, 395–96

radiation, effects of, 394–95, 396

seabed disposal of, 397

solid high-level wastes, bedrock 

disposal of, 398–99

uncertain future of high-level waste 

disposal, 403

Waste Isolation Pilot Plant, 399–400, 403

Yucca Mountain as high-level waste

disposal site, controversy over,

400–403

Radiometric dating, A–5–A–6, A–7

isotopic system, choice of, A–5–A–6

radioactive decay and dating, A–5

radiometric and relative ages, 

combining, A–6

Radium, 252, 347

Radon, 253, 451

in water supply, 253

Radon-222, half life of, 394

Rainbow Bridge (Arizona), 1

Rainfall. See Precipitation

Rainforests

problems with farming, 286

soil erosion in, 269, 286

Rainier, Mount, volcano (Washington,

1894), 101, 115, 116

Rain shadow, 213

Rappahannock River (Virginia), fl ooding 

of, 148

Reagan, Ronald (president, US), 466, 476

Recharge, ground water, 241, 248, 249

Reclamation of mining areas, 311–12, 313, 

314, 336–37

Recurrence intervals, 135, 136, 137–38

Recycling

of manufactured goods, 309

of mineral resources, 308, 310

of solid wastes, 381–82, 383, 386

of toxic liquid wastes, 385

Recycling Council of Ontario (Canada),

373, 381

Redoubt volcano (Alaska, 1989), 117–19

Red River (North Dakota), 140

Refuse Act (1899), 468

Regional metamorphism, 39, 63

Regolith, 270

Regulatory Impact Analysis, 476–77

Rem, 346

Remote sensing of minerals, 305

Reserves, 237–38

coal, 332, 333

defi ned, 319

mineral, 299–303

oil and natural gas, 319–20

uranium, 344, 348

Reservoirs

earthquakes from, 143, 146

fl ood-control, 142–43, 146

Residence times

of air pollutants, 437–38

of water pollutants, 407–9

Resource Conservation and Recovery Act 

(1976), 471–72, 473

Resources

defi ned, 234

hypothetical, 237–38

international disputes, 465–68

law, resource, 463–65

nonfood, impact of human population 

on, 17–18

renewable, 235

reserves, 237–38

speculative, 237–38

standards of living and consumption of, 

correlation between, 235–37

subeconomic, 237

supply and demand, projection of, 237–38

unequal distribution of, 18

Retaining walls, reducing slope instability

with, 186, 188, 189

Retention ponds, 141

Reuse

of mineral resources, 308, 310

of solid wastes, 381–82

of toxic liquid wastes, 385

Reverse faults, 69

Rhode Island, seawall protecting

Newport, 163

Rhyolite, 95

Richter, Charles F., 72

Richter magnitude scale, 72–73

Ridges, sea fl oor, 50

Rift valleys, faulting along, 69

Rift zones, volanoes associated with

continental, 97, 98

Ring of Fire, 97

Rio Grande Rift, 56

Rio Mantano River (Peru), 185

Rio Puerco River (New Mexico), bridge

scour on, 133

Riparian Doctrine, 463–64

Riprap, 161–62, 163

Rivers. See Streams

Roadcuts, 188

Rock bolts, 187, 190

Rock creep, 177

Rock cycle, 34, 39, 41

cycling of chemicals by, 12–13

in plate tectonics, 61, 63

Rockfalls, 177–78, 179

at Devils Tower (Wyoming), 180

in Yosemite National Park (1996),

187, 190

Rock fl our, 177, 210

Rocks, 33–41

cycling through environment, 12

defi ned, 33–34

identifi cation, B–1, B–4

igneous rocks (see Igneous rocks)

metamorphic rocks (see Metamorphic

rocks)

overview, 33–34

as resources, 269, 299

sedimentary rocks (see Sedimentary 

rocks)

stress and strain in, 46–48

volcanic, 94–96

Rock salt, 37, 297

Rockslides, 178, 181

Goldan Township (Switzerland, 1806), 173

Gros Ventre River valley (1925), 179

Rocks National Lakeshore (Michigan), 

23, 153

Rocky Mountain Arsenal

containment of contaminated 

groundwater at, 431–33

correlation between earthquakes and, 88

Rocky Mountain National Park 

(Colorado), 200

Rocky Mountains, 12

avalanche-protection structure, 187

glaciers, evidence of, 201

rain shadow cast by, 213

rockfalls in, 180

rockslides in, 181

Roman Empire, 227

Ruby, 28

Ruiz, Nevado del, volcano (Colombia, 

1985), 103–4

Rule of Capture, 464

Rule of Reasonable Use, 464

Runoff

fl ooding from, 132–33

soil erosion from, 278–80

water pollution from, 409–10, 422–25

Russia

earthquake prediction program, 85

nuclear plants in, 350

Russian Federation, carbon dioxide

emissions, 474–75

S
Saffi r-Simpson Hurricane Scale, 156

Sahara Desert (Africa), 123

Salinity, in thermohaline circulation,

221–22

Salt

buildup in soils from irrigation, 287

as host rock for solid high-level

radioactive wastes, 398–99

in oceans, 221

rock salt, 37, 297

table, 26, 37

Saltation, 126, 128

Salton Sea (California), agricultural

development supported by, 498

Saltwater intrusion, 247

San Andreas fault (California), 49, 61

creep along, 68

displacement during San Francisco 

earthquake (1906), 73

forecast mapping of, 86, 87, 90

segmented breaking by, 85–86

seismic gaps in, 84

as strike-slip fault, 69

subduction zone, 91

as transform fault, 59

San Andreas Fault Observatory at Depth 

(SAFOD), 87

Sand

on beaches, 151

as mineral resource, 299

quarrying in Utah, 312

Sand boils, 79–80

Sand dunes, 209, 210

Sandstone, 13

characteristics, 37, 38

erosion of, in coastal zones, 153

porosity and permeability of, 240

San Fernando earthquake (California,

1971), 76, 477, 478

San Francisco Bay

landslide (1982), 191–92

salt ponds in, 234

San Francisco earthquake (California, 

1906), 90

fi res from, 83

ground motion in, 76–77

property damage and casualties from,

76–77, 78, 83–84

strike-slip displacement during, 73

San Gabriel River (New Mexico), 

dams on, 143

Sangre de Cristo mountains (Colorado), 

195, 210

Sanitary landfi lls for solid wastes, 375–78

Santorini volcano (Greece, 14th

century), 110

Sapphire, 28

Satellite radar interferometry, 113, 114

Satellites

geochemical prospecting

by, 305, 306

land-use planning with, 495, 498

Saturated zone, 241

Scale, in mapping, 494–95

Scarps, 179

Schist, 39, 40, A–2
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Schmitt, Harison, 21

Scientifi c method, geology and the, 10

Scotia plate, 49, 61

Scrubbers, 334, 456

Seabed Working Group, 397

Sea fl oor

age of, 52, 53

composition, 77

radioactive wastes, seabed disposal of, 397

topography, 50

Sea fl oor spreading

defi ned, 52

as evidence for plate tectonics, 51

paleomagnetism in, 51–52

rates, 53

Sea fl oor spreading ridges, 55–56, 96

Sea level

changes from global climate change, 

158, 195–96, 218–19, 220

relative, signs of changing, 156–57

trends, present and future, 157–59

Seasons, 195, 196, 203, 207

concentrations of incident sunlight in 

different, 206, 207

ozone, seasonal variation in, 444

Sea stacks, 153

Seattle earthquake (Washington, 1965), 79

Seawalls, 161–62, 163

Seawater, dissolved constituents in, 254

Seaweed, 150

Secondary oil recovery, 325

Secondary treatment of sewage, 390–91

Secure landfi lls, for toxic wastes, 387

Sediment

in coastal zones, 151, 153, 154, 160–61

concentration of pollutants in, 379–80

defi ned, 37, 270

glacial erosion and deposition of, 

199–201, 202

transport of, in streams, 126–27, 128

wind erosion of, 207–9

Sedimentary rocks, 33, 34, 37–39

chemical sedimentary rocks, 37–39

clastic sedimentary rocks, 37, 38

defi ned, 37

formation of, 37

as mineral resources, 296, 297

types of, 37–39

Sediment pollution, 280, 281, 423–24

Seismic gaps, recognizing, 84

Seismic Hazard Map, US, 90

Seismic Safety Element Bill (1971), 478

Seismic slip, 68

Seismic tomography, 60

Seismic waves, 70–73

Seismographs, 71–72

Selenium, 354

contamination of wildlife refuge, 287

as water pollutant, 334

Semeru volcano (Indonesia, 2006), 113

Semiarid lands, 213

Sensitive clays, 177

Septic systems, 388–90

Sequential land use, 488, 489–90

Settling ponds, 424

Seventh Approximation, 275–76

Sewage, 385, 409–10

Sewage treatment, 388–92, 410

municipal, 390–92

septic systems, 388–90

Shale
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Shasta, Mount, volcano (California, 

1786), 115

Shearing stress, 46, 172

Shear strength, 172

Sherlock Holmes, 289

Shield volcanoes, 97, 99, 102

Sierra Leone, implications of forest 

clearing in, 278

Sierra Nevada (California), rain shadow

cast by, 213

Silent Spring, 421

Silica, 37, 94–95

Silicate minerals, 30–31, 32, 270–72

Silica tetrahedron, 30, 31

Silicon

in silicate minerals, 30–31

structure of, 27

Silver, 298

Simple fold petroleum trap, 319

Sink, carbon, 203, 440, 473, 498

Sinkholes, 245, 248–51

Sister-planet model, 20

Slate, 39, 40

Slides, 178, 181

Slip face, 209, 211

Slope stability

earthquakes, effects of, 176, 177

factors infl uencing, 172–77

fl uid, effects of, 173–75

mapping slope steepness, 491

quick clays, effects of, 176–77

slope and materials, effects of, 172–73

stabilization, slope, 185–87, 188–89, 190

vegetation, effects of, 175–76

Slumps, 179, 181

Slurry walls, 505

Smith, William, A–2

Smog, photochemical, 436, 442–43, 454

Snider, Antonio, 44

Snow, in glacier formation, 196, 197

Snow avalanches, 179, 187

Snow fl ows, 187

Snow lines, 196

Snow ripples, 210

Soda Butte Creek (Wyoming), 424

Sodium

as coolant in breeder reactors, 345

covalent bonding of, 26

in halite, 27

residence time of, 408

Sodium chloride, 26, 37

formation of, 26

in quick clay formation, 177

in saltwater intrusion of aquifers, 247

Soil Conservation Service, 280

Soil creep, 177

Soil erosion, 278–80, 281, 282

causes of, 278–79

from fl ooding, 132–33

irrigation, soil chemistry changes by, 

285, 287

rates of, 234, 279–80, 281, 282

reduction strategies, 283–85

soil formation versus, 280, 282–83

Soil moisture, 241

Soils

classifi cation, 275–77

color, texture and structure

of, 274–75

contaminated, 385–86

defi ned, 270

degradation, as worldwide concern, 

287–88

formation, 270–72, 280, 282–83

horizons, 273–74

and human activity, 277–89

lateritic soil, 277–78

profi les, 273–74

properties of, 273–77

as resource, 234–35, 269, 287–88

soil character and leaching fi elds, 

relationship between, 389

wetland soils, 278, 279

worldwide distribution of, 276, 277

Solar cells, 352–54

Solar electricity, 352–54, 355

Solar energy, 351–54

breakup of nitrogen oxide by, 442

cyclic variations of, 206, 207

in greenhouse effect, 217–18

in Milankovitch cycles, 203, 207

solar electricity, 352–54, 355

solar heating, 352

value of, 195–96

Solar heating, 352

Solar system, 3, 4–5, 6

Solid Waste Disposal Act (1965), 471

Solid wastes

composition of, 374, 375

disposal, 374–84, 386

incineration of, 378, 379

nontoxic organic matter, handling, 380–81

ocean dumping of, 378–80

overview, 374

recycling of, 381–82, 383, 386

sanitary landfi lls, 375–78

sources of, 374

trends in disposal of, 383, 384

volume, reducing, 380–84

Solifl uction, 177

Soufrière Hills volcano (Montserrat, 1995),
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Soufrière volcano, La (Guadeloupe,
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Source separation, 382
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dry season, 305

strip-mining in, 312

South America, separated from Africa by 

continental drift, 44, 45

South American plate, 49, 61

South Carolina, tidal cycle for 
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after-effects of radiation exposure

in, 394

Chernobyl nuclear accident (1986), 345,

346–47, 349

geothermal energy use in, 356

Spain

dam failure (1959), 506

Prestige oil spill (2002), environmental

damage from, 331

Speculative resources, 237–38

Spillways, 507

Spodosol soils, 276

Spoil banks, 311, 313, 314

Spring tides, 152, 154

Spurr volcano (Alaska, 2004), 117

Stabilization, coastal, 159–63

Stages of the stream, 133

Stars, 4, 7

Steady-state situations, 408

St. Helens, Mount, volcano (Washington,
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as composite volcano, 99, 100, 101, 102

eruption, 93, 102, 103
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fl ooding from, 135, 146, 148

landslides from, 110

property damage and casualties from, 
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pyroclastic fl ows from, 100, 104, 
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Storm surge, 153–54, 157, 166
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Streak of minerals, 28–29

Streams, 124–31
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dissolved constituents in, concentrations
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laws dealing with, 463–64
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sediment transport, 126–27, 128
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velocity, gradient, and base level,
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velocity and sediment sorting and 

deposition, 128–30

Stress

in geologic materials, 46–48
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Strike of faults, 69

Strike-slip faults, 69
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Strip-mining, 311–14, 335–36, 337
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volcanism at, 94–96

Subeconomic resources, 237
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problems with geothermal power, 356
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Subsurface waters, 241–42
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groundwater (see Groundwater)
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Suez Canal (Egypt), 503
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Sulfate minerals, 31, 33

Sulfi de minerals, 32, 33

formation, 295

in tailings, 433–34

Sulfur

content of coal, 334, 335

as mineral resource, 298, 299

in sulfate minerals, 31

in toxic volcanic gases, 108, 109

Sulfur dioxide
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from volcanoes, 110
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tsunami from, 80, 83
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as affecting tides, 151–52, 154

formation of, 4
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California Gulch (Leadville, Colorado), 

433–34
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Superphénix breeder reactor (France), 345

Supply and demand, projection of, 237–38
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335, 336

Surface Mining Control and Reclamation 

Act (1977), 337, 465

Surface waves, 70–71

Surge, storm, 153–54, 157, 166
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Sustainable development, 237
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Table salt, 26, 37

Tailings, mine, 312, 313, 314, 347, 433

Talus, 178, 179, 180
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Tangshan earthquake (China, 1976), 84

Tar sands, 320, 338–39
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Tectonics, 46
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rising global, 230–31
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Tensile stress, 46
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Terracing, 283, 284

Terranes, 58
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Terrestrial planets, 6

Tertiary treatment of sewage, 390–91

Testing in engineering geology, role of, 501

Tetrachloroethylene, 450

Tetraethyl lead, 446
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dam failure in Austin (1900), 506

hurricane damage in Galveston Bay, 167

seawalls protecting Galveston 

Island, 164

sewage treatment in Austin, 391

subsidence near Galveston Island, 156

subsidence near Houston/Galveston 

Bay, 245

wastewater treatment plant at 
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Texture, of soils, 274–75

Theories, 10

Thermal inversion, 436, 453–55

Thermal pollution, 370, 420–22

Thermohaline circulation, 221–22
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Thorium, 385

Thorium-233, 345

Threatened species in US coastal zones, 150

Three Gorges Dam (China), 486, 507–10

international protests over, 360
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Three Mile Island nuclear reactor 
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meltdown at, 345, 349

Thrust faults, 69

Tidal power electricity-generating 

plants, 361

Tides, 151–53
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Time, in physical behavior of rocks, 47–48

Titanium, 307

Tobacco smoke, as air pollutant, 450

Tokyo earthquake (Japan, 1923), 86

Torrey Canyon oil spill (1967), 330

Torts, 468

Total dissolved solids (TDS), 252

Total mineral production, 300

Total Ozone Mapping Spectrometer 
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Tourmaline, 29, 294

Toxic gases, as volcanic hazard, 108–10

Toxic Substances Control Act (1976), 472

Toxic wastes

concentrate-and-contain disposal, 385

deep-well disposal of, 387–88

disposal of, 385–88

ocean dumping of, 379–80

overview, 385

secure landfi lls for, 387

Trace elements, 371, 372

Traction loads, 126
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construction problems of, 499–501

cost of, 322

as crossing major faults, 73, 74

environmental impact statement for, 

482, 483–84

Transform boundaries, 48–49

Transform faults, 59

Transportation, US Department of, 481

Traps, petroleum, 319

Tremolite asbestos, 34–35

Trenches, sea fl oor, 50

Triple junctions, 56

Tritium, 350, 351

Troposphere, 443

Trummen, Lake (Sweden), 426

Tsunami Early Warning System, 80

Tsunamis

defi ned, 80

from earthquakes, 80–83

from Izmit earthquake (Turkey, 1999), 65

from Sumatran earthquake (Indonesia,

2004), 80, 83

from Sunda Trench earthquake (2004), 

81–82

Tuff, 398

Turbidity currents, 176

Turbines, wind, 362, 363

Turkey earthquake (1999), 75, 85

Twain, Mark, A–8

Two-hundred-year fl ood, 135

U
Uatumã River (Brazil), 124

Ukraine

after-effects of radiation exposure 

in, 394

Chernobyl nuclear accident (1986), 345,

346–47, 349

Ultraviolet radiation, interaction with ozone

layer, 443–44, 473–74

Unconfi ned aquifers, 242, 243

Underground coal mining, 335, 336

Underground mining, 337

Uniformitarianism, A–3–A–4

United Arab Emirates, dust storms

(2009), 370
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Antarctic jurisdictional claim by,

468, 469

hydrothermal mineral deposits, mining

of, 307–8

United Nations

Commission on the Limits of the

Continental Shelf, 468

Conference on Environment and

Development (1992), 1, 473, 474

Convention on the Law of the Sea 

(1982), 466–68

Convention to Combat Desertifi cation

(1996), 473

desertifi cation, data on, 214
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Organization, classifi cation of 

soils, 275

Environment Programme, 444

Framework Convention on Climate 

Change (1994), 473

International Year of Planet Earth 

(IYPE) (2008), 1

Kyoto Protocol (1997), 474, 475–76

London Protocol (1996), 476

Montreal Protocol on Substances that 

Deplete the Ozone Layer (1987), 

446, 473–74

stress of climate change, research

on, 226

sustainable development as focus

of, 237

United Nations Decade for Natural Disaster 

Reduction, 1

United States

acid rainfall in, 452

air pollution in, 436–37, 439, 440, 

456, 457

asbestos exposure in, 34–35

barrier islands, development of,

163–64, 480

biofuel production in, 365

carbon dioxide emission levels, 474

car ownership in, data on, 303–4

coal, resources and reserves in, 332, 333

coal fi elds, distribution of, 335

coal gasifi cation plants in, 333

composting in, 381, 382

dam failures, 506–7

dams in, data on, 359

desertifi cation in, 214–15

dissolved-oxygen concentrations in, 411

dredging projects in, 425–26

drilling for oil and natural gas, costs of,

324–25

drought in 1930s, 209–10

Dust Bowl era, 209–10, 279–80

earthquake hazards, public response to,

86–88

earthquake prediction program, 85

earthquakes, cooperative research study 

with Japan on, 76

economic mineral deposits, control and

consumption of, 292, 293

electrifi cation of, 366–67

El Niño events, damage from, 223–24

energy consumption, 235, 317, 327, 

342, 366–67

erosion of loess in, 275

federal land ownership in, 465

fl oods, signifi cant, 146–47

food production in, as energy

intensive, 17

glaciation in, 200–201, 202–3

glaciers in, 204

goiter belt, 371

groundwater contamination in, 427,

428, 429

high-consumption lifestyle in, 17–18

hurricanes, major US, 156

hydropower generation in, 358–59

karst terrain in, 248–51

land cover/use in, 487

landfi ll capacity in, 378

land ownership, 490–91

landslide potential in, 171, 172

land-use classifi cations, 492

loess deposits in, 210, 212

metal recycling in, 308

mineral and rock resources in EEZ, 467

minerals, production and consumption

of, 299–301, 302, 303

nuclear power plants, distribution of, 349

oil shale deposits in, 337–38

oil supply and demand in, 320–24

PCBs, banning of, 418

pesticide usage, data on, 424

population living in coastal areas, data

on, 150, 151

precious metals in, 296

precipitation average, annual in, 256

rainfall, areas of heavy, 131–32

rate of development in, 487–88

recycling, 381, 382, 383

rock and mineral producing areas in, 310

rock resources, consumption of, 299

sea level rise, effects on, 157–59, 218

sewage treatment in, 390

soil erosion in, 280–83

solar energy, distribution of, 352

solid high-level waste disposal in, 

398–99

solubility of rocks under, 249

surface water laws, 463–64

surface water pollution in, 425, 426

Sweden joint high-level waste testing 

program at Stripa, 398

uranium ore, mining and processing of,

347–48

uranium reserves, 348

waste generation, 11, 373

water consumption, general US, 254–56

water treaty with Mexico, 260–61

wind resource in, 362, 363

winds, directions of, 206

University of Arizona (Tucson, Arizona), 

Garbage Project, 380

University of North Carolina (Asheville), 

recycled materials used in new 

building construction, 383

Unsaturated zone, 241

Upconing of salt water, 247

Upstream fl oods, 133

Upwelling events, in oceans, 222, 223

Uranium

deposits, 344

isotopes, 24

in mine tailings, 312, 314

reserves and resources, 344, 348

as water pollutant, 334

in water supply, 253

Uranium-235, 343

Uranium-238, 344, 345

half life of, 394
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impacts of, on groundwater recharge,

248, 249

soil erosion from, 280, 282

substandard air quality and, correlation

between, 443
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coal-bed extraction in Wasatch

Plateau, 325

coal mine fi re (1984), 334

landslides from heavy rains and snows

(1982-1983), 179

sand and gravel quarrying in, 312

V
Vadose zone, 241

Vaiont Dam (Italy), landslide at, 184–85,

505, 506

Vaiont River (Italy), 184–85

Vancouver Island earthquake (Canada, 

1946), 91

Vegetation

acid as slowing revegetation of coal 

mining area, 336

as evidence of climates past, 227–28

fl ood hazards by, reduction of, 133

lack of, as indicator of areas prone to 

landslides, 191

plant activity in Alaska and Canada

from global warming, 224, 225

retarding erosion by, 209

scarce, in deserts, 214

slope stability, effect of vegetation on,

175–76

as slope stabilization, 186, 188–89

soil erosion through destruction of, 

280, 282

Velocity

gradient and base level, in streams,

127–28

sediment sorting and deposition, in 

streams, 128–30

Vermiculite, 34–35

Venezuela, landslide problems for coast of,

182, 183, 184, 185, 186
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Ventifacts, 208
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Vermont, granite quarrying in, 312

Vertical piles, reducing slope instability 

with, 186

Vertisol soils, 275

Vesuvius, Mount (Italy, 1944), 99, 102–3,
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Vine, F.J., 51–52

Vog (volcanic fog), 108

Volatile organic compounds, 387, 439

Volcanic Explosivity Index (VEI), 112

Volcanic hazards, 99–111

Aleutian Islands, 115–16

Cascade Range, 115

climate and atmospheric chemistry, 

effect on, 110–11

lahars, 103–4

landslides, 110

lava, 99–102, 103

Long Valley and Yellowstone Calderas, 

116, 119–21

pyroclastic fl ows, 104–5, 108

pyroclastics, 98, 102–3

steam explosions, 110

toxic gases, 108–10

Volcanic rocks, 35

Volcanoes, 94–121

Augustine volcano (Alaska, 2006 ), 117

Baker, Mount, volcano (Washington,

1880), 115

Chichón, El, volcano (Mexico, 

1982), 110

cinder cone, 98, 99, 100, 101, 102

composite, 98–99, 101, 102

continental fi ssure eruptions, 96–97

eruptions, prediction of (see Volcanoes, 

predicting)

Etna, Mount, volcano (Italy, 1983), 102

fl ooding from, 135, 146, 148

Haleakala volcano (Hawaii, 1750), 174

hazards related to (see Volcanic hazards)

Hood, Mount, volcano (Oregon,

1866), 115

hot spots (see Hot spots)

Huaynaputina volcano (Peru, 1600), 110

individual, 97

island arc, 58

Jebel Marra volcano (Sudan, 

2000 BC), 93

Kilamanjaro volcano (Tanzania), 97

Kilauea (Hawaii, 1983-present) (see

Kilauea volcano (Hawaii,

1983-present))

Krakatoa volcano (Indonesia, 1883), 110

Laki volcano (Iceland, 2004), 108

Lassen volcano (California, 1917), 
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link between seismicity and, 113–14

locations of, 96–99

Mauna Kea volcano (Hawaii, 2460 BC), 
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Mauna Loa volcano (Hawaii, 1984), 97,
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Mayuyama, Mount, volcano (Japan), 110

Mazama, Mount, volcano (Oregon, 

2850 BC), 103

Merapi volcano (Indonesia, 2006), 113

Paricutin volcano (Mexico, 1952), 101

Pelée, Mont, volcano (Martinique,

1902), 104–5

Pinatubo, Mount (Philippines) [see

Pinatubo, Mount, volcano

(Philippines, 1991)]

Rabaul volcano (Papua New Guinea,

2009), 113

Rainier, Mount, volcano (Washington, 

1894), 101, 115, 116

Redoubt volcano (Alaska, 1989), 

117–19

Ruiz, Nevado del, volcano (Colombia,

1985), 103–4

Santorini volcano (Greece, 14th 

century), 110

Semeru volcano (Indonesia, 2006), 113

Shasta, Mount, volcano (California, 

1786), 115

shield volcanoes, 97, 99, 102

Soufrière Hills volcano (Montserrat, 

1995), 105, 108, 113

Soufrière volcano, La (Guadeloupe,

1976-present), 105

Spurr volcano (Alaska, 2004), 117

St. Helens, Mount, volcano 

(Washington, 1980) [see St. Helens,

Mount, volcano (Washington, 1980)]

Tambora volcano (Indonesia, 1815), 10,

103, 110

Volcanoes, predicting, 111–14

classifi cation by activity, 111–12

prescursors to eruptions, 112–14

response to, 114

Volcanic Explosivity Index, 112

W
Waialeale, Mount (Hawaii), as world’s 

rainiest spot, 213

Walcott, Charles D., A–5

Washington

debris fl ows in Deming, 175

debris fl ows in Whatcom County, 175

dredging of Duwamish waterway, 426

federal radioactive waste disposal at 

Hanford, 398

lava fl ow out crop in, 96

Washington, D.C., study of erosion rates in, 

282

Waste

comparative value of heat values of 

fuels and, 379

as energy source, 363–64

municipal (see Solid wastes)

radioactive (see Radioactive wastes)

sewage treatment (see Sewage 

treatment)

solid (see Solid wastes)

toxic (see Toxic wastes)

Waste disposal, 374–403

laws dealing with, 471–72

relationship to pollution, 370–72

solid (see Solid wastes)

Waste exchanges, 383

Waste Isolation Pilot Plant (WIPP),

399–400, 403

Water, 240–67

availability of, climate change in,

224–26

concern over, 234

conservation of, 263–64

content of, 252–53

cycling through environment, 12

desalination, 261, 266–67

dissolved constituents in, concentrations

of, 254

extending, 263–67

fl uid storage and mobility, 240–41

formation of, on Earth, 7–8

glaciers, water reserve in, 195–96,

204–6

hydrologic cycle, 12, 125, 126

in hydrosphere, distribution of, 239–40

interbasin water transfer, 265

laws dealing with, 463–64

renewable, 259

as resource, 234, 239–40

shortages, projected, 259, 260

slope stability, effect of water on, 

173–75

subsurface waters, 241–42

water table (see Water table)

Water consumption, 254–63

Aral Sea, case study of, 262–63

case studies in, 259–63, 264

general US, 254–56

High Plains Aquifer System, case study 

of, 261–62

by industry, 257, 258

Lake Chad, case study of, 263, 264

regional variations in water use, 256–59

by sector, 257

user versus consumer, 257

Water pollution. See also Pollution

from acid runoff, 336

agricultural pollution (see Agricultural 

pollution)

biochemical oxygen demand, 410–11

eutrophication, 411–12

fertilizers and organic waste, 422–23

geochemical cycles in, 407

groundwater pollution (see Groundwater 

pollution)

from industry (see Industrial pollution)

inorganic pollutants, 412–18

from landfi lls, 376, 377

laws dealing with, 468–71

new technology, 433–34

organic matter, 409–12, 413

point and nonpoint sources, 409, 426

residence times, 407–9

surface waters, reversing the damage,

425–27

Water quality, 251–54

hard water, 253–54

measures of, 252–53

Water Quality Improvement Act (1970), 

469

Watershed dams, 424

Watersheds, 125

Water table, 241

lowering of, as consequence of 

groundwater withdrawal, 244, 245,

247

sinkholes, 245

Water vapor, as greenhouse gas, 217, 

230–32

Wave-cut platforms, 156–57

Wave refraction, 161, 162

Waves, 151–53

Weather

impacts of air pollution on, 455

thermal inversion, 436, 453–55

Weathering

defi ned, 270, 278

soil production by, 270–72, 274

Wegener, Alfred, 44, 45, 46

Wells, contamination of, 427

Well-sorted streams, 129

West Antarctic ice sheet, 216, 218

Wetlands, effect of sea level rise on, 158–59

Wetland soils, 278, 279

Wildfi res

Australia (2009), 224, 226

California (2003), 175–76

Wildlife refuges

selenium contamination of, 287

wetlands in Alaska, 279

Wind, 206–10, 211, 212

deposition by, 209, 210

dune migration, 209–10, 211

erosion by, 195, 207–9

global air circulation patterns, 206–7

loess, 210, 212

overview, 206–7

Wind abrasion, 208

Windbreaks, 284

Wind energy, 362–63, 364

Wind farms, 363

Wisconsin, algal bloom on lake in, 413

Wood as fuel source, 363–64
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