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Preface

When our descendants look back at the last part of the 20th century, and now at
the beginning of the 21st, we want them to be able to say: “That’s when they
began to take the degradation of the natural environment, with its threats to
human life and the life of the planet, seriously.” Furthermore, we would like
them to be able to see that around this time we took serious steps to halt and re-
verse this process. This book is an introduction to environmental economics,
one way of approaching the steps that need to be taken. It’s about the way
human decisions affect the quality of the environment, how human values and
institutions shape our demands for improvement in the quality of that environ-
ment, and, most especially, about how to design effective public policies to
bring about these improvements.

Problems of environmental quality are not something new; in fact, history is
filled with bleak examples of environmental degradation, from deforestation by
ancient peoples to mountains of horse manure in urban areas in the days before
automobiles. But today’s world is different. For one thing, many people in eco-
nomically developed countries, having reached high levels of material well-
being, are beginning to ask questions: What good is great material wealth if it
comes at the cost of large-scale disruptions of the ecosystem by which we are
nourished? More fundamental, perhaps, is the fact that with contemporary eco-
nomic, demographic, and technological developments around the world, the
associated environmental repercussions are becoming much more widespread
and lethal. What once were localized environmental impacts, easily rectified,
have now become widespread effects that may very well turn out to be irre-
versible. Indeed some of our most worrisome concerns today are about global
environmental impacts.

It is no wonder, then, that the quality of the natural environment has become
a major focus of public concern. As we would expect, people have responded in
many ways. Environmental interest groups and advocates have become vocal
at every political level, especially in those countries with open political systems.
Politicians have taken environmental issues into their agendas; some have
sought to become environmental statespersons. Environmental law has bur-
geoned, becoming a specialty in many law schools. Thousands of environmental
agencies have appeared in the public sector, from local conservation commis-
sions to environmental agencies at the United Nations. At the scientific level en-
vironmental problems have become a focus for chemists, biologists, engineers,
and many others. And within economics there has developed environmental

economics, the subject of this book.
Environmental economics focuses on all the different facets of the connection

between environmental quality and the economic behavior of individuals and
groups of people. There is the fundamental question of how the economic system
shapes economic incentives in ways that lead to environmental degradation as



well as improvement. There are major problems in measuring the benefits and
costs of environmental quality changes, especially intangible ones. There is a set
of complicated macroeconomic questions: for example, the connection between
economic growth and environmental impacts and the feedback effects of envi-
ronmental laws on growth. And there are the critical issues of designing
environmental policies that are both effective and equitable.

The strength of environmental economics lies in the fact that it is analytical
and deals with concepts such as efficiency, trade-offs, costs, and benefits. Many
believe strongly that the times call for more direct political action, more
consciousness-raising, more political organizing, and, especially, more repre-
sentation and influence of environmental interests on the political scene. No-
body can doubt this. We live in a complicated world, however, where human
problems abound; domestically we have health care, drugs, education, vio-
lence, and other critical issues, all competing for attention and public resources.
Throughout the world, vast numbers of people struggle to alter their political
and economic institutions, develop their economies, and raise their material
standards of living.

In these settings, just raising the political heat for environmental issues is
necessary but not sufficient. We have to get hard scientific results on how peo-
ple value environmental quality and how they are hurt when this quality is
degraded. We also have to put together environmental policy initiatives that get
the maximum impact for the economic and political resources spent. This is
where environmental economics comes in. It is a way of examining the difficult
trade-off types of questions that all environmental issues entail; it is also a valu-
able means of inquiring why people behave as they do toward the natural en-
vironment, and how we might restructure the current system to rectify harmful
practices.

In fact, the subject is important enough to deserve to be widely available to
the nonspecialist. Economics is a discipline that has developed a sophisticated
body of theory and applied knowledge. Courses in economics now follow a
hierarchy of introductory- and intermediate-level principles that are designed
to lead students along and prepare them for the more advanced applications
courses. But these run the risk of closing off the subject, making it inaccessible
to those who do not want to become specialists. This book is intended, instead,
for people who have not necessarily had any economics courses, at least not yet.
It was written on the assumption that it’s possible to present the major princi-
ples of economics in a fairly commonsensical, although rigorous, way and then
apply them to questions of environmental quality.

This book is an introduction to the basic principles of environmental eco-
nomics as they have been developed in the past and as they continue to evolve.
The real world, certainly the real world of environmental policy, is much more
complicated than these principles would often seem to imply. The examples
discussed represent only a sample of the full range of issues that actually exists.
If and when you confront that real world of environmental politics and policy,
you will find it necessary to adapt these principles to all the details and nuances
of reality. Unfortunately, there is not enough space in one book to look at all the

xvi Preface
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ways that environmental economists have found to make the basic concepts
and models more specific and relevant to concrete environmental issues. So we
stick to the basic ideas and hope they excite your interest enough to make you
want to pursue the refinements and adaptations of these ideas as they relate to
a subject of growing relevance and importance.

When the first edition was published, there was no way of knowing how
many others might be teaching a course similar to the one from which the book
sprang: a course in environmental economics for people who have not neces-
sarily had a course in economics. The reception that the first four editions have
had, therefore, is gratifying. The comments received, sometimes directly and
sometimes via the grapevine, have in general been quite positive. We hope the
fifth edition will be as well received.

The basic structure and sequence of chapters are unchanged. The first section
of the book is an introduction, beginning with a chapter on what environmen-
tal economics is about, followed by one on the basic relationships between the
economy and the environment. The next section is devoted to studying the
“tools” of analysis, the principles of demand and cost, and the elements of eco-
nomic efficiency both in market and nonmarket activities. These chapters are
not meant to be completely thorough treatments of these theoretical topics;
however, given the objective of the book, the introductory chapters are essen-
tial. Even those who have had a course in microeconomic principles might find
them valuable for purposes of review. Section Two also contains a chapter in
which these economic principles are applied to a simple model of environmen-
tal pollution control. In these chapters, as well as the others, we have tried to
leaven the presentation with examples taken from current sources, such as
newspapers.

Section Three is on environmental analysis. Here we look closely at some of
the techniques that have been developed by environmental economists to an-
swer some of the fundamental value questions that underlie environmental
decision making. We focus especially on the principles of benefit–cost analysis.
After this we move to Section Four, on the principles of environmental policy
design. It begins with a short chapter dealing with the criteria we might use to
evaluate policies, then moves on to chapters on the main approaches to envi-
ronmental quality management.

Sections Five and Six contain policy chapters, where we examine current de-
velopments in environmental policy with the analytical tools developed earlier.
Section Five is devoted to environmental policy in the United States, covering
federal policy on water, air, and toxic materials. It also contains a chapter on en-
vironmental issues at the state and local levels. Finally, the last section looks at
international issues, such as environmental policy developments in other coun-
tries, global environmental issues, including global warming, and the econom-
ics of international environmental agreements.

The fifth edition maintains the original structure of the book, but contains
much new material. Many of the exhibits, and numerous tables, have been
changed, and data tables and figures have been updated. New references have
been added to reflect research efforts by environmental economists over the last
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few years. The fifth edition contains new material on various aspects of global
warming (Chapters 1, 6, and 20); emission trading programs, including carbon
trading (Chapters 1, 13, and 15); green taxes (Chapter 12); markets for green
goods (Chapter 10); environmental problems in China (Chapter 1); coastal
water pollution (Chapter 14); valuing health outcomes (Chapter 7); the value of
private information in policy plans (Chapter 9); the economics of pest resistance
(Chapter 16); and the use of charges in solid waste (Chapter 17).

In this edition, a collection of relevant Web links and additional sources are
available on the Web site. Also available is a tutorial for working with graphs.
For instructors, the Web site offers a completely revised Instructor’s Manual
available for easy download. To access the Web site associated with this book,
please see www.mhhe.com/field5e.
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Section

Introduction

This first section contains two introductory chapters. The first is a brief,

nontechnical review of some of the main topics and ideas of environmental

economics. The second contains a general discussion of the interactions that

exist between the economy and the environment, and introduces some

fundamental concepts and definitions that are used throughout the book.

1
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Chapter1
What Is Environmental
Economics?

Economics is the study of how and why individuals and groups make deci-
sions about the use and distribution of valuable human and nonhuman re-
sources. It is not solely the study of profit-making businesses making decisions
in a capitalist economy. It is much broader than this; it provides a set of ana-
lytical tools that can be used to study any situation in which the scarcity of
means requires the balancing of competing objectives. It includes, for example,
important questions in the behavior of nonprofit organizations, government
agencies, and consumers.

Environmental economics is the application of the principles of economics to
the study of how environmental resources are managed. Economics is divided
into microeconomics, the study of the behavior of individuals and small groups,
and macroeconomics, the study of the economic performance of economies as a
whole. Environmental economics draws from both sides, although more from
microeconomics than from macroeconomics. It focuses primarily on how and
why people make decisions that have consequences for the natural environment.
It is concerned also with how economic institutions and policies can be changed
to bring these environmental impacts more into balance with human desires and
the needs of the ecosystem itself.

One of our first jobs, therefore, is to become acquainted with some of the
basic ideas and analytical tools of microeconomics. To do this at the very begin-
ning, however, would risk giving the impression that the tools are more impor-
tant than their uses. The tools of analysis are not interesting in themselves but
for the understanding they can give us about why the natural environment
becomes degraded, what the consequences of this are, and what can be done
effectively to reduce this degradation. For this reason, the first chapter is devoted
to sketching out, in commonsense terms, the kinds of questions environmental
economists ask and the kinds of answers they seek. After a brief discussion of
some general issues, we look at a series of examples of some of the problems
addressed in environmental economics.
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Economic Analysis

To study economics is to study the way an economy and its institutions are
set up, and how individuals and groups make decisions about transforming
and managing scarce resources to increase human wealth, in its broadest sense.
Environmental economics focuses on a society’s natural and environmental
resources, and examines the way people make decisions that lead to environ-
mental destruction and environmental improvements.

Environmental economics is an analytical subject. We want not only to de-
scribe the state of the environment and changes in it, but also to understand
why these conditions exist and how we might bring about improvements in
environmental quality. This means we will have to introduce a specialized set of
concepts and vocabulary. We also will have to use specialized means of expressing
connections between important factors that are involved in the environmental
quality issues we explore. To do this economists use what are called analytical
models. Amodel is a simplified representation of reality, in the sense that it isolates
and focuses on the most important elements of a situation and neglects the others.
The models we will use are graphical in nature, and they will be quite simple.1

It is important to distinguish between positive economics and normative
economics. Positive economics is the study of what is; normative economics is
the study of what ought to be. Positive economics seeks to understand how an
economic system actually operates by looking at the way people make decisions
in different types of circumstances. A study to show how the housing market
reacts to changes in interest rates is an exercise in positive economics. A study
to estimate how electric utilities would respond to a new tax on sulfur emissions
is also an example of positive economics. However, a study to determine what
kind of regulation we ought to adopt for a particular environmental problem is
a case of normative economics because it involves more than just knowing how
things work; it also involves value judgments. We make use of this distinction
repeatedly throughout the book.

The economic approach to environmental issues is to be contrasted with
what might be called the moral approach. According to the latter, environmen-
tal degradation is the result of human behavior that is unethical or immoral.
Thus, for example, the reason people pollute is because they lack the moral and
ethical strength to refrain from the type of behavior that causes environmental
degradation. If this is true, then the way to get people to stop polluting is
somehow to increase the general level of environmental morality in the society.
In fact, the environmental movement has led a great many people to focus on
questions of environmental ethics, exploring the moral dimensions of human
impacts on the natural environment. These moral questions are obviously of

1 The Web page associated with the book contains a section on working with graphs. See

www.mhhe.com/economics/field5.
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fundamental concern to any civilized society. Certainly one of the main reasons
environmental issues have been put on the front burner of social concern is the
sense of moral responsibility that has led people to take their concerns into the
political arena.

But there are practical difficulties with relying on moral reawakening as the
main approach to combatting pollution. People don’t necessarily have readily
available moral buttons to push, and environmental problems are too impor-
tant to wait for a long process of moral rebuilding. Nor does a sense of moral
outrage, by itself, help us make decisions about all the other social goals that also
have ethical dimensions: housing, health care, education, crime, and so on. In a
world of competing objectives we have to worry about very practical questions:
Are we targeting the right environmental objectives, can we really enforce certain
policies, are we getting the most impact for the money, and so on. But the biggest
problem with basing our approach to pollution control strictly on the moral ar-
gument is the basic assumption that people pollute because they are somehow
morally underdeveloped. It is not moral underdevelopment that leads to envi-
ronmental destruction; rather, it is the way the economic system, within which
people make decisions about how to conduct their lives, has been arranged.

The Importance of Incentives

People pollute because it is the cheapest way they have of solving a certain,
very practical problem. That problem is the disposal of the waste products
remaining after consumers have finished using something, or after business
firms have finished producing something. People make these decisions on pro-
duction, consumption, and disposal within a certain set of economic and social
institutions;2 these institutions structure the incentives that lead people to
make decisions in one direction rather than another. What needs to be studied
is how this incentive process works and, especially, how it may be restructured
so that people will be led to make decisions and develop lifestyles that have
more benign environmental implications.

One simplistic incentive-type statement that one often hears is that pollution
is a result of the profit motive. According to this view, in private enterprise
economies such as the Western industrialized nations people are rewarded for
maximizing profits, the difference between the value of what is produced and
the value of what is used up in the production process. Furthermore, the think-
ing goes, the profits that entrepreneurs try to maximize are strictly monetary
profits. In this headlong pursuit of monetary profits, entrepreneurs give no
thought to the environmental impacts of their actions because it “does not pay.”
Thus, in this uncontrolled striving for monetary profits, the only way to reduce
environmental pollution is to weaken the strength of the profit motive.

2 By “institutions” we mean the fundamental set of public and private organizations, laws, and

practices that a society uses to structure its economic activity. Markets are an economic institution,

for example, as are corporations, a body of commercial law, public agencies, and so on.
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There is substantial truth in this proposition, but also a degree of misunder-
standing. It is certainly the case that, if operators of private firms make decisions
without taking environmental costs into account, excess pollution will result.
But this is true of anybody: private firms, individuals, and public agencies.
When individuals pour paint thinner down the sink drain or let their cars get
seriously out of tune, they are making decisions without putting adequate
weight on environmental consequences. Because individuals don’t keep
profit-and-loss statements, it can’t be profits per se that lead people to pollute.
The same can be said of government agencies, which have sometimes been
serious polluters even though they are not profit motivated. But the most per-
suasive argument against the view that the search for profits causes pollution
comes from looking at the recent history of Eastern Europe and the former
USSR. With the collapse of these ex-Communist regimes, we have become
aware of the enormous environmental destruction that has occurred in some of
these regions—heavily polluted air and water resources in many areas, which
have a major impact on human health and ecological systems. China is cur-
rently experiencing the same problem: headlong emphasis on economic devel-
opment (by both public and private firms) with insufficient regard for the
environmental consequences of this process. These examples show that it is not
the profit motive itself that causes pollution, but any resource-using and waste-
producing decisions that are made without exercising appropriate control over
their environmental consequences.

In the sections and chapters that follow, we will place great stress on the
importance of incentives in the functioning of an economic system. Any system
will produce destructive environmental impacts if the incentives within the
system are not structured to avoid them. We have to look more deeply into any
economic system to understand how its incentive systems work and how they
may be changed so that we can have a reasonably progressive economy without
disastrous environmental effects.

Incentives: A Household Example

An incentive is something that attracts or repels people and leads them to
modify their behavior in some way. An “economic incentive” is something in
the economic world that leads people to channel their efforts at economic pro-
duction and consumption in certain directions. We often think of economic
incentives as consisting of payoffs in terms of material wealth; people have
an incentive to behave in ways that provide them with increased wealth. But
there are also nonmaterial incentives that lead people to modify their economic
behavior; for example, self-esteem, the desire to preserve a beautiful visual
environment, or the desire to set a good example for others.

For a simple first look at the importance of changing incentives to get im-
provements in environmental quality, consider the story shown in Exhibit 1.1. It
is about new ways of paying for trash disposal, focusing on the experience of Fort
Worth, Texas. Before the program, people in the city paid a flat annual fee to have
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Fort Worth, Texas,
Adopts PAYT EXHIBIT 1.1

we’re generating, but secondly, to make

solid waste the utility that it is, like gas

and water and everything else, and actu-

ally paying for the volume of waste that

you produce.”

Fort Worth decided on a cart system

with 32-, 64-, and 96-gallon cart options,

with monthly fees of $8, $13, and $18,

respectively. Residents can purchase a sec-

ond cart of any size for the standard rate,

but citizens who have already purchased

two 96-gallon carts may leave additional

bags of waste at the curb for no extra fee.

All residents receive free recycling ser-

vices, free yard waste disposal, and can

call the city for bulky item pickup.

Combined with increased recycling,

Fort Worth’s landfill management efforts

are paying off. Since March 2003, the city

has kept 30,791 tons of recyclables,

11,369 tons of yard trimmings, and 2,618

tons of brush out of landfills. That exten-

sion of landfill life will ease taxpayer bur-

den in the long run.

So what is the key to Fort Worth’s suc-

cess? According to Boerner, its education,

and Fort Worth didn’t skimp when it

came to getting the word out to residents

about the myriad changes to their garbage

service. Prior to implementation, the city

cast a wide net with its outreach efforts,

using direct mail and local media to teach

residents the ins and outs of the new sys-

tem. City officials also identified commu-

nity groups and attended their meetings

to keep the public informed, and took to

the streets as well.

Source: U.S. Environmental Protection
Agency, PAYT Bulletin, Spring 2004.
www.epa.gov/epaoswer/non-hw/payt/
tools/bulletin/spring-04.htm

When it officially launched its PAYT pro-

gram on July 1, 2003, the city of Fort

Worth was no stranger to PAYT. After con-

ducting an extended, seven-year pilot

program, city officials had the basic prin-

ciples of PAYT down pat. But even that

level of familiarity wouldn’t prepare them

for the success the East Texas city of

502,369 residents would achieve when it

introduced the program citywide.

Under the PAYT system and corre-

sponding curbside recycling program—

implemented in March 2003—Fort Worth’s

recycling rate has jumped from 6 percent

to 20 percent, and 70 percent of house-

holds now recycle, up from just 38 per-

cent. The economic effects are just as

encouraging. Under PAYT, 92 percent of

residents pay less for garbage disposal

than they did under the old system, and

the city is saving, too. The cost for munic-

ipal solid waste disposal has dropped from

almost $32 million under the old system

to approximately $24 to $25 million under

PAYT, and the city earned $540,000 from

the sale of recycled materials over the

course of a year. With a promising first

year under its belt, the program contin-

ues to expand. The program now serves

163,000 households, and a new route is

being added every six weeks.

“Back in 1995, we put together a solid

waste management plan,” said Brian

Boerner, the city’s director of environ-

mental management. “It was a public

process, with a citizens committee and

the whole nine yards, and one of the

things they looked at was our landfill ca-

pacity in this area and going to a volume-

based pay-as-you-throw system—first of

all to try to control the volume of waste
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their trash collected. This is common practice in most communities. The prob-
lem with this approach is that there is simply no incentive for any individual
family to limit its trash production, because they will pay the same annual
trash-collection fee no matter how much, or little, they produce. This might
not be a problem if there were ample landfill space and if there were no dan-
ger that the landfill would contaminate the surrounding environment, such as
a nearby groundwater system. But for most communities these conditions
don’t hold any more, if they ever did. Residents of Fort Worth were con-
fronted by rapidly escalating trash-collection costs. They faced the problem of
how to get a significant reduction in the quantity of solid waste handled by
the city.

The response in this case was to introduce a system that gives people an in-
centive to search for ways to reduce the amount of solid waste they produce.
This was done by charging people for each bag of trash they put on the curb.
What this does is to give families the incentive to reduce the number of bags of
trash they set out. They can do this by recycling, by switching to products that
have less waste, by putting food scraps in a compost pile, and so on. These
have led, according to the story, to a large increase in the amount of trash recy-
cled and a reduction in the total amount of trash. There are many other com-
munities around the country where this system has been adopted. Of course,
no system is perfect. Increases in illegal dumping and difficulties with applying
the plan to apartment houses are problems. Nevertheless, the new approach
does illustrate in a very clear way the effects of a shift from a system where there
were no incentives for people to reduce their solid waste to one where there are
such incentives.3

Incentives and Global Warming

Municipal solid waste and other trash have traditionally been local prob-
lems, both because the possible environmental impacts are usually local, and
because, policy-wise, local governments have had the primary responsibili-
ties for dealing with it. Obviously, not all environmental problems are local:
traditional air pollution is usually a regional or national issue, and some-
times it is an international problem because it crosses country borders. And
some environmental problems are truly global in that they have causes and
impacts that involve everyone around the world, though not necessarily in
equal intensity.

Of course, the global issue that is thrusting itself into the world’s con-
sciousness is the greenhouse effect, the buildup of heat-trapping gases in
the earth’s atmosphere that is producing long-run changes in global climate.
We will have much more to say about this issue in later chapters. A major
focus of environmental economists is to try to identify the most effective

3 The technical name for this approach is unit pricing. See U.S. Environmental Protection Agency,

Unit Pricing (EPA/530-SW-91-005), Washington, DC, February 1991.
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policy approaches to combat the emissions of substances causing the green-
house, especially carbon dioxide (CO2), but also including many other gases,
such as methane (CH4).

One way to approach this is with conventional “command-and-control”
policies. This relies on laws and regulations that directly or indirectly specify
pollution-control technologies or practices that polluters should use. Then
standard enforcement procedures are used (inspections, monitoring, fines,
etc.) to produce acceptably high degrees of compliance. While this approach
still characterizes much of the environmental policy arena, there has been a lot
of attention recently given to incentive-based policies. One type of incentive-
based policy is to charge firms for the pollution-causing material they emit
into the environment. A charge of so much per pound, or per ton, would be
put on the emissions, and the firms would be sent a bill at the end of each
month or year, based on the total quantity of their emissions during that
period. With environmental emissions now costly, firms would have the in-
centive to search for ways of reducing their emissions, perhaps by changing
the production process, or by switching to a new fuel input, or adding certain
treatment facilities. Emission charges of this type are the main subject of
Chapter 12.

Carbon Trading: 
The Next Big Thing EXHIBIT 1.2

But the center of carbon trading for now is

in London. In that city carbon exchanges

are handled by the European Climate Ex-

change. The monthly quantity of carbon

credits traded here has increased rapidly

over the last few years. The United Nations

is operating an exchange featuring trading

between entities in developed and devel-

oping countries of the world.

The growing popularity of carbon

trading will create a major need for peo-

ple who understand how carbon markets

work, both technically and in relation to

the ways that government regulations

affect the value of the carbon emission

credits. Carbon markets will be a place

where the business community, banks,

aid organizations, environmental groups,

consulting organizations, and others will

all participate in essentially a joint effort to

create the incentives for the control of

greenhouse gases.

In Chapter 13 we will take a close look

at emission trading programs: how they

work, what they are meant to accomplish,

and so on. The idea of using carbon trad-

ing to address global warming has become

very popular in many countries. A number

of European countries are trying to set up a

carbon trading system, and many would

like to see carbon trading become global

in extent. As this happens there will be a

major need, and opportunity, for people

who know how to participate on carbon

trading markets. Many of the big financial

trading companies (Merrill Lynch, Goldman

Sachs, Morgan Stanley, etc.) have set

up carbon trading units. New companies

are being formed to specialize in buying

and selling carbon emission permits, or to

broker transactions deals among others.

Trading exchanges are being established.

For example, in the U.S., trades can be

made on the Chicago Climate Exchange.
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In recent years the most popular incentive-based approach has become
what is called cap-and-trade policies. Individual sources of pollutants are is-
sued emission permits, which may be bought and sold in transactions with
other sources, or with other market permits. A cap on the total number of per-
mits ensures that total air or water pollution will be reduced. The chance to
buy and sell permits gives firms an incentive to search for the most cost-effective
means of reducing their emissions. We will study cap-and-trade programs in
Chapter 13.

Incentive-based environmental policies work by facing polluters with the
full social costs of their actions, and offering them some flexibility in how they
go about reducing their emissions. There is another important role for incen-
tives: to stimulate the envirotech sector of the economy to produce and make
available new and more effective pollution-control technology and services.
Exhibit 1.2 discusses an example of this, the growing opportunities for employ-
ment in public and private organizations that are involved in emission permit
trading markets.

The Design of Environmental Policy

Environmental economics has a major role to play in the design of public
policies for environmental quality improvement. There are an enormous
range and variety of public programs and policies devoted to environmental
matters, at all levels of government: local, state, regional, federal, and inter-
national. They vary greatly in their efficiency and effectiveness. Some have
been well designed and will no doubt have beneficial impacts. Others are
not well designed. Not being cost-effective, they will end up achieving much
less environmental improvement than they would have if they had been
designed better.

The problem of designing efficient environmental policies is often not
given the emphasis it deserves. It is easy to fall into the trap of thinking that
any programs or policies that flow out of the rough and tumble of the envi-
ronmental political process are likely to be of some help, or that they certainly
will be better than nothing. But history is full of cases where policymakers
and public administrators have pursued policies that don’t work; the public is
frequently led to believe a policy will be effective even when any reasonable
analysis could predict that it will not. All of which means that it is critically
important to study how to design environmental policies that are effective
and efficient.

In 1994 pollution control costs in the United States amounted to about
1.6 percent of GDP, which figures out at about $113 billion. The EPA expected
this percentage gradually to increase over the next few decades.4 These are very

4 It is impossible to get more recent numbers, because the U.S. Bureau of the Census, in 1995,

suspended its collection of pollution-control expenditure data because of budget cuts.
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large amounts of money, even though we could probably agree that they ought
to be higher. A question of great importance, however, is whether we are getting
the most improvement possible in environmental quality for the money spent.
Former EPA Director William Reilly is quoted as saying that “at this level of
expenditure, there’s a very large obligation to get it right.” By “getting it right”
he means having programs that get the maximum improvement in environ-
mental quality for the resources spent. Everybody has an interest in this: envi-
ronmentalists, for obvious reasons; public regulators, because they are tapping
a limited supply of taxpayer resources and consumer tolerance; and the regu-
lated polluters themselves, because matters of efficiency are critical to business
success.

“Getting it right” means paying attention to the factors that affect the
cost-effectiveness of environmental regulations, and especially to the way
they create incentives for actions taken by polluters. A major problem in en-
vironmental policy is that of perverse incentives; that is, incentives created
by a policy that actually work against the overall objectives of that policy.
Environmental policies have been notoriously subject to perverse incen-
tives, because environmental policymakers have too often tried to legislate
results directly, rather than establish the types of regulations that cause
people to alter their behavior in desirable ways. Exhibit 1.3 discusses per-
verse incentives in the federal program to encourage higher-mileage cars.
Although this was undertaken as an energy-conservation measure, it obvi-
ously has major implications for the amount of mobile-source air pollution
in the United States.

Issues related to the design of environmental policy are a major part of
environmental economics. It is important to know how alternative policy
approaches measure up in terms of cost effectiveness, getting the most pollu-
tion reduction for the money spent, and, in terms of efficiency, appropriately
balancing the benefits and costs of environmental improvements.

Macroeconomic Questions: 
Environment and Growth

The incentive issues discussed in the previous section are microeconomic prob-
lems; they deal with the behavior of individuals or small groups of consumers,
polluting firms, and firms in the pollution-control industry. The macroeconomy,
on the other hand, refers to the economic structure and performance of an entire
country taken as a single unit. When we study topics such as changes in gross
domestic product (GDP), rates of inflation, and the unemployment rate, we are
focusing on the performance of the country as a whole; that is to say, we are
doing macroeconomics.

There are a number of important questions about the relationship between
environmental issues and the behavior of the macroeconomy. One is the rela-
tionship between environmental pollution-control measures and the rate of un-
employment and economic growth: Will stricter policies tend to retard growth
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Perverse Incentives from 
Public Regulation EXHIBIT 1.3

lower costs per mile. When drivers face

lower costs per mile, they do the obvious

thing: they drive more miles. Thus, part

of the hoped-for savings in fuel con-

sumption (estimates are about 10 to

30 percent) are lost due to the increased

number of miles that the CAFE cars have

been driven.

The fleet composition effect has been

much more damaging. CAFE standards

have been less stringent for trucks than

for cars; the thought at the time was that

vehicles used for commercial purposes

should be allowed to meet lower stan-

dards. But auto companies responded by

shifting their output. Rather than con-

tinue to produce large numbers of higher-

mileage cars that consumers were not

particularly interested in, they introduced

new vehicles that counted as trucks under

CAFE, but were increasingly used as per-

sonal vehicles by consumers. Trucks—SUVs,

minivans, and pickups—now account for

almost two-thirds of the personal vehicle

fleet. The paradoxical effect of this is that

the light-duty vehicle fleet, meaning vehi-

cles people use largely for personal use,

gets on average worse mileage now than

Mobile-source pollution results not only

from the decisions made by the vehicle-

making companies, but also from the

millions of decisions made by individuals

who buy and use the vehicles. In this com-

plex situation, regulations aimed at one

objective can have unexpected, and some-

times perverse, consequences. In the 1970s

Congress enacted the CAFE requirements.

CAFE stands for corporate average fuel

economy. This was a requirement that

auto makers produce cars which, on aver-

age, achieved certain minimum mileage

(miles per gallon) in performance. The

objective was gradually to evolve the U.S.

auto fleet toward higher levels of energy

efficiency (these were the days of the so-

called energy crisis). Since emissions of

pollutants from cars are to a large extent

related to the amount of fuel they burn,

CAFE was also expected to yield benefits

in terms of reduced air pollution.

But in several ways the CAFE program

had the effect of weakening the country’s

efforts to reduce mobile-source air pollu-

tion. Under the program the companies

produced higher-mileage cars. But for a

given gas price, higher mileage means
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and increase unemployment and, if so, how much? There are some who feel
that overly strict environmental regulations will have a retarding effect on eco-
nomic growth. This is seemingly the source of much of the opposition to stricter
controls on greenhouse gas emissions. Undoubtedly there have been instances
where environmental regulations have been blamed for creating an economic
burden: the impact on the timber industry of spotted-owl protection, for exam-
ple. But there is little evidence that from the perspective of the total economy,
environmental protection costs have been a significant economic burden. As
mentioned above, pollution-control costs today are probably about 2 percent of
GDP in the country. Costs of this magnitude are simply not large enough to
cause large-scale layoffs and reduced economic growth.5 Nevertheless, this
question continues to be politically sensitive. Exhibit 1.4 discusses this issue in
specific relation to the effort to reduce atmospheric emissions that are causing
global warming.

Another macroeconomic question concerns the impacts of economic growth
on environmental quality. Do higher rates of growth, that is, increases in our
traditional measures such as GDP, imply greater environmental degrada-
tion or might the opposite be true? Two economists who studied this prob-
lem recently concluded: “some pollution increases during the early stages
of a country’s development and then begins to diminish as countries gain
adequate resources to tackle pollution problems.”6 This happens because
at low incomes people tend to value development over environmental qual-
ity, but as they achieve greater wealth they are willing to devote greater
resources to environmental quality improvements. This is clearly a matter
of great importance for developing countries, and we come back to it in

it did 20 years ago. This can be seen in

the accompanying figure, which shows

the fuel economy (miles per gallon) of

light-duty vehicles in the U.S. from 1975

to 2006.

This is a good example of how policy-

makers, seemingly making decisions to

ameliorate real problems, can actually make

them worse. It also shows how everything is

intertwined; decisions in one part of the sys-

tem can affect performance and results else-

where. This is not an argument for doing

nothing, but it is an argument for thinking

through the plans that are adopted.

Source: U.S. EPA, Light-Duty Automotive
Technology and Fuel Economy Trends:
1975–2006, Washington, DC, 2006
(www.epa.gov/otaq/fetrends.htm).

EXHIBIT 1.3 (Continued) 

5 On this see Frank Arnold, “Environmental Protection: Is It Bad for the Economy? A Nontechnical

Summary of the Literature,” U.S. Environmental Protection Agency, 1999. At http://yosemite.epa

.gov/ee/epa/eed.nsf/webpages/EEBasics.html.
6 Alan B. Kreuger and Gene Grossman, “Economic Growth and the Environment,” Quarterly

Journal of Economics, 110(2), May 1995, pp. 353–377.
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The Macroeconomic Cost of CO2
Emission Reductions EXHIBIT 1.4

are cost-effective (i.e., they achieve the

greatest emission reduction for the money

spent) the overall cost will be lower than if

programs are not so designed. If we get

rapid future improvements in energy con-

version technologies (e.g., solar energy),

we can expect to have lower overall emis-

sion control costs.

One report put out by the Intergov-

ernmental Panel on Climate Change

(IPCC) estimates that limiting U.S. carbon

emissions to roughly their 1990 level (the

Kyoto Protocol, which we will look at in

Chapter 20, calls for reducing emissions

to 95 percent of this level) would cost

the U.S. economy somewhere between

0.4 and 2.2 percent of U.S. gross national

product.1 On an aggregate basis this

would seem like a lot, though on an indi-

vidual basis it would represent a relatively

modest change. But the cost increase

would not necessarily strike everybody

equally, which is one of the reasons such

estimates can be so controversial. Many

other macroeconomic studies of CO2 emis-

sion reduction costs have been done, and

gradually we will get a better feel for what

the full economic implication will be of

coming to grips with the problem of global

warming.

1 Intergovernmental Panel on Climate
Change, Working Group III, Climate Change
1995: Economic and Social Dimensions of
Climate Change, ed. James P. Bruce, Hoesung
Lee, and Erik F. Haites, Cambridge University
Press, New York, 1996.

Global warming is the process by which

the buildup of certain gases in the earth’s

atmosphere increases its heat-trapping

capacity sufficiently to produce an in-

crease in mean global surface tempera-

tures. A small increase in this could have

major meteorological repercussions, with

huge economic and social impacts

around the world. Scientists have almost

unanimously concluded that the only

way of effectively forestalling global warm-

ing in the long run is to reduce the emis-

sions of greenhouse gases, chief among

which is carbon dioxide (CO2). Emissions

of CO2 stem largely from the burning of

fossil fuels, which is ubiquitous in the

industrial, transportation, and domestic

sectors of modern economies. But how

much to try to reduce these emissions

is highly controversial. Many in the envi-

ronmental community believe that vig-

orous action is required. The current

(2005) administration in Washington has

taken the position that cutting CO2 emis-

sions very much would be too costly for

the U.S. economy. But how much would

it cost?

One way to try and answer this ques-

tion is to conduct macroeconomic analy-

ses of the U.S. economy, linking past

energy consumption with historical levels

of economic activity through statistical

analysis. There are many factors that

would affect the results. How we try to re-

duce emissions is one important one; if it’s

done through the use of programs that

Chapter 19. Exhibit 1.5 discusses their particular problem in China. In devel-
oped countries also, macroeconomic problems—growth, recession, inflation,
unemployment—are constant topics of national concern. So it’s important to
pursue studies of the relationships between these phenomena and questions
of environmental quality.
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Economic Growth and Environmental
Problems in China EXHIBIT 1.5

For example:

• Eight of the ten most polluted cities in

the world are now located in China.

• In 1995, ambient concentrations of

sulfur dioxide (SO2) in over half of 88

Chinese cities monitored exceeded

World Health Organization (WHO)

guidelines for safety.

• 85 of 87 cities exceeded WHO guide-

lines for total suspended particulate

matter (TSPs); in many cities the con-

centrations were two to five times

safety levels given by WHO guidelines.

• The percentage of arable land affected

by acid rain increased from 18 per-

cent to 40 percent between 1985 and

1998.

• China now releases 13 percent of

global carbon dioxide (CO2) emis-

sions. This is second to only the United

States (23 percent). With the increase

in auto usage in China and develop-

ment in general, this number is in-

creasing rapidly. China will soon attain

the top position if growth trends

continue.

Moreover, the aforementioned prob-

lems all fall within the realm of air pollu-

tion. This discussion does not even touch

on the issues of water pollution, loss of rare

and endangered species, deforestation,

desertification, or soil erosion; these prob-

lems and others, though not discussed in

this article, are no less serious.

The social and economic costs of this

environmental pollution are quite high.

The World Bank estimates that air and

water pollution cost China US$54 billion

per year, or about eight percent of GDP.

The World Bank further estimates that,

every year, just the air pollution in excess

of China’s own air quality standards

results in 6.8 million emergency room

China is experiencing a period of intense

economic growth unlike anything the

world has ever seen. The story of this

growth is familiar to almost everyone.

Vice Premier Wu Bangguo recently sum-

marized this story as follows: “Over the

past 20 years, under the guidance of

Deng Xiaoping theory, China has prac-

ticed reform and opening up, successfully

opening up a road of building socialism

with Chinese characteristics. China’s so-

cial productive forces have developed

rapidly, its overall national strength has

grown notably, and its livelihood has con-

tinued to improve.”

Since the start of reforms, China’s

economy has surged, growing at an aver-

age rate of 10 percent a year. Some

coastal areas have grown at nearly 20 per-

cent a year. In that period, China’s GDP,

in real terms, increased nearly five times.

China’s push toward a market economy

(albeit with “Chinese characteristics”)

has made China one of the five fastest

growing economies in the world. In the

process, some 125 million people have

been lifted from “absolute poverty” since

the beginning of reforms. The growing

prosperity has improved quality of life

in multifaceted ways—reducing infant

mortality, improving child and maternal

health, and lengthening life expectancy,

for example.

This is the good news about China’s

growth and development across the past

three decades.

The problem is that China’s impressive

growth has come at the cost of equally

spectacular environmental degradation.

Since the beginning of reforms, the most

commonly measured forms of environ-

mental pollution—particulate matter con-

centrations, sulfur dioxide levels, green-

house gas emissions—have all increased

literally to life-threatening levels.
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Benefit–Cost Analysis

Effective decision making requires that there be adequate information about the
consequences of the decisions. This is as important in the public sector, where
the issue is effective public policy, as it is in the private sector, where the main
concern is with the bottom line of the profit and loss statement. The primary
type of public sector analysis in environmental policy questions is benefit–cost
analysis. Policies or projects are studied in terms of the environmental benefits
they would produce, and these are compared with the costs that are entailed. It
was first used in this country early in the 20th century to evaluate water devel-
opment projects undertaken by federal agencies.7 Today it is used by many gov-
ernment agencies to help make rational policy decisions.

Benefit–cost analysis is such an important and widely used approach that we
devote several chapters to it later in the book (Chapters 6, 7, and 8). In this type
of analysis, as the name implies, the benefits of some proposed action are esti-
mated and compared with the total costs that society would bear if that action
were undertaken. If it is a proposal for a public park, for example, the benefits
in terms of recreational experiences provided by the park are compared with
the expected costs of building the park and of using the land in this way
rather than some other way. Or a proposal to build a solid-waste incinerator
would compare the costs of building and operating the incinerator, including

visits, 346,000 hospital admissions, and

178,000 premature deaths. In addition,

air pollution causes some 7.4 million

work-years to be lost annually. The num-

bers here are so uniformly large that

they become a bit numbing; the num-

bers are too abstract in their largeness.

Anyone who has ever been to China can

attest to the very tangible ways in which

environmental pollution reduces quality

of life—the dank atmospheric haze, the

way the air hurts the lungs and eyes,

the way white shirts turn brown after a

day outside.

Pollution has other economic costs as

well. For example, sulfur dioxide emissions

have created acid rain, with damaging

effects on agriculture, forest ecosystems,

as well as human health. The World Bank

estimates that acid rain causes crop and

forest losses of $5 billion a year. Of inter-

national concern is China’s contribution

to global warming. At current rates of

increase, global atmospheric concentra-

tions of carbon dioxide could double by

2050. China’s rising emissions of green-

house gases is a major contributor to this

global growth rate.

Source: Excerpted from “The Downside of
Growth: Law, Policy and China’s Environmental
Crisis,” by Alex Wang, Perspectives, Vol. 2,
No. 2, October 31, 2000.

EXHIBIT 1.5 (Continued) 

7 These were the U.S. Army Corps of Engineers in the Defense Department, the Bureau of

Reclamation in the Department of Interior, and the Soil Conservation Service (now called the

Natural Resource Conservation Service) in the Department of Agriculture.
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the costs of disposing of the remaining ash and the costs of possible airborne
emissions, with benefits, such as reducing the use of landfills for the solid
waste. Exhibit 1.6 shows some results of a recent study to estimate the bene-
fits and costs of reducing nitrogen oxide (NOx) emissions in a group of eastern
U.S. states.

Benefits and Costs of Reducing 
Nitrogen Oxide (NOx) Emissions EXHIBIT 1.6

options available to reduce emissions and

identified the least costly alternative for

meeting the emission reductions. To esti-

mate the benefits they used a model

showing the relationship between emis-

sion reductions and changes in ambient

ozone and PM, and another model to es-

timate the health effects of these ambient

changes.

Some of these results are as follows:

NOx reduction (tons/day) 987

Costs ($1,000/day) $914

Benefits ($1,000/day):

Ozone reduction $238

PM reduction $1,541

Total benefits $1,779

Net benefits ($1,000/day) $864

Note that the health benefits of PM re-

duction are about six times higher than

those of the ozone reduction. Note also

that there are substantial net benefits

(total benefits minus total costs). These

amount to $864,000 per day, which

translates into about $315 million per

year. Results of benefit–cost analyses of

this type can help buttress the case for

tightening air pollution control standards

under the Clean Air Act.

1 Michelle S. Bergin, Jhih-Shyang Shih, 
Alan J. Krupnick, James W. Boylan, James G.
Wilkinson, M. Talat Odman, and Armistead
G. Russell. “Regional Air Quality: Local and
Interstate Impacts of NOx and SO2 Emissions
on Ozone and Fine Particulate Matter in the
Eastern United States.” Environmental Science
and Technology, Vol. 41, No. 13, 2007.

Nitrogen oxide (NOx) emissions are pro-

duced from a variety of industrial and

transportation sectors, as a consequence

of the burning of fossil fuels. NOx reacts

with volatile organic compounds in the

presence of sunlight and produces

ground-level ozone, ambient concentra-

tions of which produce a range of health

damages. NOx emissions are also precur-

sors of particulate matter (PM), which is

fine soot or dust that can be composed

of a number of substances and have dele-

terious effects on human health. Thus,

reducing NOx emissions has been a major

objective of the EPA and many state

environmental agencies. To support these

efforts a number of economic studies have

been done to estimate the benefits and

the costs of reducing NOx emissions. To do

this, researchers examine the various types

and location of sources of NOx emissions

(e.g., power plants, industrial boilers) and

what it would cost these sources to reduce

these emissions by a given amount. On

the other side, they must estimate the

effect of these reductions on ambient

ozone levels, and the benefits of these re-

ductions for people living and working in

these ambient conditions.

Recently a group of economists con-

ducted a benefit–cost analysis of NOx

emission reductions in 19 eastern U.S.

states and regions.1 They asked the ques-

tion: What would be the benefits and

costs of a 20 percent reduction in NOx

emissions from 925 large electric utility

boilers in these states? To estimate the

costs they looked at the different technical



Chapter 1 What Is Environmental Economics? 17

The benefit–cost approach implies that we need to consider both the benefits
and the costs of environmental programs and policies. This often puts benefit–cost
studies squarely in the middle of political controversy on many environmental
issues. In the political struggles that characterize many environmental prob-
lems, groups on one side consist of people whose major concern is with the
benefits, whereas groups on the other side are primarily concerned with costs.
Environmental groups typically stress the benefits; business groups usually
focus on the costs.

Valuing the Environment

To complete a benefit–cost analysis of an environmental program or regulation
successfully, it’s necessary to estimate both the benefits and the costs of the ac-
tions. One factor that complicates this type of analysis is that the benefits of
environmental improvements are usually nonmarket in nature. If we were try-
ing to assess the benefits to society of a program to support potato farmers, we
could get a good idea of the value of potatoes by looking at how much people
are willing to pay for them when they buy them at the supermarket. But sup-
pose we have a program of air pollution reduction that will, among other
things, lower the risk that people in a certain region will have of contracting
chronic bronchitis. How might we estimate the social value of this result? It can-
not be done by looking directly at market behavior, as in the case of potatoes,
because there is no market where people buy and sell directly the changes in
health risk produced by the environmental program. Environmental econo-
mists have developed a series of nonmarket valuation techniques that are used
to estimate these types of environmental outcomes. We will discuss some of
these techniques in Chapter 7.

Suburban Sprawl

One of the most important changes over the last century that has affected the
lives of virtually everybody is the suburbanization of society. Essentially this
means the spreading out of urban areas and lower-density living for a substan-
tial fraction (not all) of the population. It is usually referred to as urban sprawl.
Sprawl is normally used in a negative sense, as something that is undesirable.
The visual manifestation of sprawl is the proliferation of relatively low-density
suburban developments on the fringe; “leapfrogging,” in which new develop-
ment leaves a temporary gap that gets filled in over time; and “edge cities,”
which are secondary centers of high density commercial development some
distance from the center of a large, parent, urban district.

Sprawl is clearly a land-use, quality-of-life problem. Sprawl uses up large
amounts of fringe area, with lost agricultural and ecological benefits. It has pro-
duced a massive growth in road congestion and the lost time this implies. Sprawl
has important visual impacts. It also has important environmental effects.
Urban air pollution is closely related to the tremendous amount of automobile
commuting that goes with sprawl.



18 Section One Introduction

Road Pricing: What’s 
the Deal? EXHIBIT 1.7

sophisticated road pricing schemes more

feasible. . . . Several pilot schemes for

urban transport pricing are under way

in the OECD area, in places like Bristol

and Cambridge (UK), Orange County,

California (US), Copenhagen (Denmark),

Edinburgh (UK), Genoa (Italy), Gothenburg

(Sweden), Helsinki (Finland), Rome (Italy),

and Trondheim (Norway). . . .

To be successful, road pricing would

have to have several basic elements.

First, prices should be allowed to vary

according to the level of demand—as

traffic volume increases, price increases.

And when congestion falls, so should

the price, even to zero when possible,

as that would maintain public support.

In particular, road prices should not

be allowed to become “just another

municipal tax.”

Second, a balance between afford-

ability and congestion objectives is im-

portant; some people (and not always

high earners) have to travel at peak times

and may require help from their employ-

ers who will benefit anyway from less

congestion.

Third, revenues should be spent on

improving public transport, parking facili-

ties, cycle lanes, etc.

Of course, road pricing alone will not

solve every urban environmental problem

and should be viewed as part of a broad

suite of measures designed to achieve a

sustainable transport system. Research

and development on solutions to reduce

transport emissions, like developing clean

technology, would be part of that suite,

as might other innovations, such as a

greater effort to achieve more flexible

work times. . . .

Source: OECD Observer, March 2002.

Anthony Ockwell

Ever been late for work and blamed the

traffic? The likelihood is (assuming the

excuse is true) that you were in fact caus-

ing the traffic, too. After all, your car forms

part of a line and is holding up the car be-

hind. So by definition, we do not just get

stuck in traffic, we produce it.

Traffic congestion comes in all shapes

and sizes, usually in towns and cities, but

not always: the longest traffic jam ever

recorded occurred not in New York or

Tokyo or Mexico City, but on the French

motorway between Lyon and Paris on

16 February 1980. It tailed back for

176 km (109 miles).

Congestion is inefficient, polluting, and

dangerous. So why not reduce it? Remov-

ing just 5% of traffic at peak times could

substantially reduce or even eliminate

rush hour congestion from many cities.

One approach that is beginning to stoke

interest among municipal leaders, even in

large metropolitan capitals like Paris and

London, is road pricing. The theory seems

sound enough: introduce a price on

bringing cars into congested areas that

incites drivers either not to travel unnec-

essarily or to vary their times of travel or,

indeed, to try public transport, walking, or

cycling. With the right approach, drivers

who incur higher prices during rush hour

periods would benefit from reduced con-

gestion and travel time, while nonessential

travel would take place at less congested

and cheaper times. . . .

Road pricing has been debated in pol-

icy circles for many years. In bygone

days, technology was a problem: how do

you tag cars? Do you set up road rolls?

These problems no longer exist, and ad-

vances in electronic devices have made



From the standpoint of economics, sprawl has many dimensions. There are
essentially two tasks: to understand the factors that lead to inefficient levels of
sprawl and then to come up with efficient and equitable policy prescriptions for
changing it if that is what is called for. A major element in producing sprawl is
the cost of transportation. The lower the costs of transport, other things being
equal, the more feasible it is for people to live farther away from their work-
places and commute. An important factor affecting travel costs is the way roads
are managed. In effect many of them are treated as free goods; road access is
open to anybody at any time. A scarce item, road capacity, is being used at zero
price. There have been a few experiments around the world with charging dri-
vers’ congestion prices, but the idea is catching on only slowly in most places.
Exhibit 1.7 discusses the issue of pricing road access.

International Issues

Many environmental problems are local or regional, in the sense that the causal
factors and resulting damages lie within the same country. But many others are
international in scope. Some are international simply because there is a na-
tional border between the pollution source and the resulting impacts. Airborne
emissions that are carried from one country upwind to another downwind are
a case in point, as is water pollution of a river that traverses several countries.
There is another class of problems that are global in nature because they impact
the global environment. One of these is the destruction of the earth’s protective
layer of stratospheric ozone by chemicals devised by humans for a number
of industrial purposes. Another is the problem of global warming, the possi-
ble rise in surface temperatures of the earth stemming from the accumulation
of carbon dioxide in the atmosphere. The 1997 Kyoto conference featured an
attempt by developed countries to agree on future cutbacks of CO2 emissions.
Cost-effective CO2 emission reductions and the design of equitable international
agreements are two topics among many on which environmental economists
have worked.

The Kyoto Protocol is set to expire in 2012, and there is hope that the coun-
tries of the world will negotiate a new and better agreement to reduce emis-
sions of greenhouse gases. How this plays out will depend on the negotiating
skills of the parties, and on the incentives that the countries have to take part
in an effective agreement. What complicates this is the fact that different coun-
tries are likely to be differently affected by global warming, so they come to
the bargaining table with different incentives for entering into a meaningful
agreement.

To get an idea of the magnitude of this situation, Table 1.1 shows some data
for 2004 CO2 emissions, per capita, for a small group of countries. Note the enor-
mous differences, from 10.13 tons in Kuwait to nothing in Chad. Even among
countries of the “developed” world there is great variation, e.g., 5.61 tons in the
United States and 1.64 tons in France. A topic of increasing interest is how differ-
ences such as this affect the willingness of countries to enter into international
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environmental agreements, and how the terms of these agreements might be
shaped so as to motivate widespread participation. We will take up these matters
in Chapter 21.

Globalization and the Environment

There is another sense in which global environmental problems have recently
taken on greater urgency. These are the environmental implications of global-
ization. Globalization is a term used to refer to the perceived changes that are
taking place in the world economy, including the rapid growth of trade among
nations, privatization of economic institutions, massive international flows of
financial capital, and growth in the numbers and sizes of multinational firms.
Advocates of a more integrated world economy point to its potential for stimu-
lating economic growth and increasing wealth in the developing world. But
many people also have pointed to the potential downside of globalization, one
part of which may be the degradation of natural environments in developing
countries.

Globalization has become a politically charged concept; it is sometimes hard
to cut through the rhetoric and identify the substantive issues that are involved.
One part of globalization is the substantial increase that has occurred in the
volume of trade among nations. This has led to a concern about the implications
of the increasing volume of trade on environmental impacts in both developed
and developing countries. International trade in goods and services has been

TABLE 1.1 Per Capita CO2 Emissions for Selected Countries, 2004

Country
CO2 Emissions per Capita, 2004 

(metric tons)

Kuwait 10.13
U.S. 5.61
Australia 4.41
Russia 2.89
United Kingdom 2.67
Poland 2.19
France 1.64
Portugal 1.53
Mexico 1.14
Iraq .82
Panama .49
Bolivia .21
Sudan .08
Nepal .03
Chad .00

Source: Gregg Marland, Tom Boden, and Bob Andres, Oak Ridge National Laboratory
(http://cdiac.esd.ornl.gov/trends/emis/top2004.cap).
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touted as an engine of growth for the countries involved. Some people take the
view that the long-run environmental implications of this are positive. Many
others feel that unrestricted trade will have severe environmental consequences.
We will take up this topic at greater length in Chapter 21.

Another aspect of globalization is the growth of multinational firms and the
relocation of industrial firms from developed to developing countries. Environ-
mental regulations are often less stringent in the latter than in the former. The
fear is that some developing countries could become pollution havens, places
to which firms move in order to have to spend less on pollution control mea-
sures. We will look more closely at this phenomenon in Chapter 20.

Economics and Politics

Finally, we need to discuss briefly the question of how to achieve effective
environmental policy in a highly political policy environment. Environmental
policies not only affect the natural environment, but also affect people. This
means that environmental policy decisions come out of the political process, a
process where, at least in democratic systems, people and groups come together
and contend for influence and control, where interests collide, coalitions shift,
and biases intrude. Policies that come out of a process like this may bear little
relationship to what we might think of as efficient approaches to particular
environmental problems. Many people have questioned the very idea that a
democratic political process could or should strive to produce policies that are
efficient in some technical economic sense.

So where does that leave the environmental economist? Why spend so much
time and energy on questions of efficiency and cost-effectiveness when the
political process most likely is going to override these considerations and go its
own way? Why worry about economic incentives and economic efficiency
when “everything is political,” as the saying goes? The answer is that although
we know that the real world is one of compromise and power, the best way for
scientists and economists to serve that process is to produce studies that are as
clear and as objective as possible. It is the politician’s job to compromise or seek
advantage; it is the scientist’s job to provide the best information he or she can.
For economists, in fact, this means studies in which economic efficiency is a
central role, but it means more than this. Because the policy process is one where
“who gets what” is a dominant theme, environmental economics also must deal
with the distribution question, on how environmental problems and policies
affect different groups within society. It is also the role of scientists and econo-
mists to provide information to policymakers on alternative courses of action.
Although we will focus in later chapters on what appear to be “the” most effi-
cient policies or “the” least-cost courses of action, it has to be recognized that in
the give-and-take of the political world in which policy is actually made, choosing
among alternatives is always the order of the day.

But economists have no right these days to complain about their role in
the environmental policy process. If anything these are the days of the rising



22 Section One Introduction

influence of economists. Benefit–cost procedures and results have become more
widely accepted, in public policy arenas and in law courts hearing environ-
mental cases. New pollution-control initiatives incorporating economic incen-
tive principles are being adopted at both federal and state levels in the United
States. All the more reason, then, to study and understand the basic economics
of environmental analysis and policy.

Summary
The purpose of this brief chapter was to whet your appetite for the subject of
environmental economics by indicating some of the main topics that the field
encompasses, showing very briefly the approach that economists take in study-
ing them. It’s also to give you something to remember. When we get involved
in some of the conceptual and theoretical issues that underlie the topic, it is easy
to lose sight of what we are trying to accomplish. We are trying to develop these
principles so that we can actually use them to address real-world problems such
as those discussed in this chapter. Although the principles may appear abstract
and odd at first, remember the objective: to achieve a cleaner, healthier, and
more beautiful natural environment.

For additional readings and Web sites pertaining to material in this chapter
see www.mhhe.com/field5e.



Chapter 2
The Economy and 
the Environment

The economy is a collection of technological, legal, and social arrangements
through which individuals in society seek to increase their material and spiri-
tual well-being. The two elementary economic functions pursued by society
are production and distribution. Production refers to all those activities that
determine the quantities of goods and services that are produced and the tech-
nological and managerial means by which this production is carried out.
Distribution refers to the way in which goods and services are divided up, or
distributed, among the individuals and groups that make up society. Distrib-
ution puts goods and services in the hands of individuals, households, and
organizations; the final utilization of these goods and services is termed
consumption.

Any economic system exists within, and is encompassed by, the natural
world. Its processes and changes are of course governed by the laws of nature.
In addition, economies make use directly of natural assets of all types. One role
the natural world plays is that of provider of raw materials and energy inputs,
without which production and consumption would be impossible. Thus, one
type of impact that an economic system has on nature is by drawing upon raw
materials to keep the system functioning. Production and consumption activi-
ties also produce leftover waste products, called “residuals,” and sooner or later
these must find their way back into the natural world. Depending on how they
are handled, these residuals may lead to pollution or the degradation of the
natural environment. We can illustrate these fundamental relationships with a
simple schematic:

Economy
(a) (b)

Nature

23
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The link marked (a) represents raw materials flowing into production and
consumption. The study of nature in its role as provider of raw materials is
called natural resource economics. The link labeled (b) shows the impact of
economic activity on the quality of the natural environment. The study of this
residuals flow and its resultant impacts in the natural world comes under the
heading of environmental economics. Although pollution control is the
major topic within environmental economics, it is not the only one. Human
beings have an impact on the environment in many ways that are not related
to pollution in the traditional sense. Habitat disruption from housing devel-
opments and scenic degradation from any number of human activities are ex-
amples of environmental impacts that are not related to the discharge of specific
pollutants.

The topic of this book is environmental economics. We will study the man-
agement of waste flows and the impacts of human activity on the quality of
environmental assets. But in a real sense many of these problems originate in
the earlier, raw material phase of the nature–economy interaction. So before
proceeding, we consider briefly the major dimensions of natural resource eco-
nomics.

Natural Resource Economics

In modern industrial/urban societies it is sometimes easy to overlook the fact
that a large part of total economic activity still relies on the extraction and uti-
lization of natural resources. Natural resource economics is the application of
economic principles to the study of these activities. To get a general impression
of what this discipline includes, the following is a list of its major subdivisions
and examples of questions pursued in each one.1

Mineral economics: What is the appropriate rate at which to extract ore
from a mine? How do exploration and the addition to reserves respond to
mineral prices?

Forest economics: What is the appropriate rate to harvest timber? How do
government policies affect the harvest rates pursued by timber companies?

Marine economics: What kinds of rules need to be established for manag-
ing fisheries? How do different harvest rates affect the stocks of fish?

Land economics: How do people in the private sector (builders, home
purchasers) make decisions about the use of land? How do the laws of pro-
perty rights and public land use regulations affect the way space is devoted
to different uses?

Energy economics: What are the appropriate rates for extracting under-
ground petroleum deposits? How sensitive is energy use to changes in
energy prices?

1 Natural resource economics is the subject of a companion book written by one of the authors.

See Natural Resource Economics, An Introduction, 2nd Ed., by Barry C. Field, Waveland Press, 2008.
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Water economics: How do different water laws affect the way water is utilized
by different people? What kinds of regulations should govern the reallocation
of water from, for example, agriculture to urban users?

Agricultural economics: How do farmers make decisions about using con-
servation practices in cultivating their land? How do government programs
affect the choices farmers make regarding what crops to produce and how
to produce them?

A fundamental distinction in natural resource economics is that of renewable
and nonrenewable resources. The living resources, such as fisheries and timber,
are renewable; they grow in time according to biological processes. Some non-
living resources are also renewable—the classic example being the sun’s energy
that reaches the earth. Nonrenewable resources are those for which there are no
processes of replenishment—once used they are gone forever. Classic examples
are petroleum reservoirs and nonenergy mineral deposits. Certain resources,
such as many groundwater aquifers, have replenishment rates that are so low
that they are in effect nonrenewable.

It is easy to see that the use of nonrenewable resources is a problem with a
strong intertemporal dimension; it involves trade-offs between the present and
the future. If more oil is pumped out of an underground deposit this year, less
will be available to extract in future years. Establishing today’s correct pumping
rate, therefore, requires a comparison of the value of oil now with the antici-
pated value of oil in the future.

But complicated intertemporal trade-offs also exist with renewable resources.
What should today’s codfish harvesting rate be, considering that the size of the
remaining stock will affect its future growth and availability? Should this
timber be cut today or does its expected rate of growth warrant holding off har-
vesting until some time in the future? Biological and ecological processes create
connections between the rates of resource use in the present and the quantity
and quality of resources available to future generations. It is these connections
that are the focus of what has come to be called sustainability.

A resource use rate that is sustainable is one that can be maintained over the
long run without impairing the fundamental ability of the natural resource base
to support future generations. Sustainability does not mean that resources must
remain untouched; rather, it means that their rates of use be chosen so as not to
jeopardize future generations. In the case of nonrenewable resources, this im-
plies using the extracted resource in such a way that it contributes to the long-run
economic and social health of the population. For renewable resources, it means
establishing rates of use that are coordinated with the natural productivity rates
affecting the way the resources grow and decline.

Many environmental problems also have strong intertemporal dimensions,
that is, important trade-offs between today and the future. For example, many
pollutants tend to accumulate in the environment rather than dissipate and dis-
appear. Heavy metals, for example, can accumulate in water and soil. Carbon
dioxide emissions over many decades have accumulated in the earth’s atmos-
phere. What is in fact being depleted here is the earth’s assimilative capacity,
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the ability of the natural system to accept certain pollutants and render them be-
nign or inoffensive. Some of the theoretical ideas about the depletion of natural
resources are also useful in understanding environmental pollution. In this
sense assimilative capacity is a natural resource akin to traditional resources
such as oil deposits and forests.

A resource that has only recently impressed itself upon us is one that resides
not in any one substance but in a collection of elements: biological diversity.
Biologists estimate that there may be as many as 30 million different species of
living organisms in the world today. These represent a vast and important
source of genetic information that is useful for the development of medicines,
natural pesticides, resistant varieties of plants and animals, and so on. Human
activities have substantially increased the rate of species extinctions, so habitat
conservation and species preservation have become important contemporary
resource problems.

One feature of the modern world is that the dividing line between natural re-
sources and environmental resources is blurring in many cases. Many resource
extraction processes, such as timber cutting and strip mining, have direct reper-
cussions on environmental quality. In addition, there are many instances where
environmental pollution or disruption has an impact on resource extraction
processes. Estuarine water pollution that interferes with the replenishment of
fish stocks is an example, as is air pollution that reduces agricultural yields.
Furthermore, certain things, such as wildlife, may be considered both natural
resources and attributes of the environment. In recent years there has been a
substantial shift in public concern away from natural resource use in the tradi-
tional sense and toward natural resource preservation. This can be regarded as
both a natural resource and an environmental decision.

Despite the very close connections, however, the distinction that economists
have made between these two services of the natural world—as raw materials
and as environment—is sufficiently strong and well developed that it makes
sense for us to proceed with a book that focuses primarily on the latter. We
begin by considering a somewhat more complicated version of the simple dia-
gram depicted at the beginning of the chapter.

The Fundamental Balance

In this book you will find a lot of simple analytical models of situations that in
reality are somewhat complex. A model is a way of trying to show the essential
structure and relationships in something, without going into all of its details,
much as a caricature of a person accentuates distinguishing features at the cost
of all the details.

Figure 2.1 is a more complex rendering of the relationships shown at the be-
ginning of the chapter. The elements within the circle are parts of the economic
system, the whole of which is basically encapsulated within the natural envi-
ronment. The economy has been divided into two broad segments, producers
and consumers.
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• The producers category includes all private firms that take inputs and con-
vert them to outputs; it also includes units such as public agencies; nonprofit
organizations; and firms producing services, such as transportation. The pri-
mary inputs from the natural environment to the producing sector are mate-
rials, in the form of fuels, nonfuel minerals, and wood; fluids (e.g., water and
petroleum); and gases of various types (e.g., natural gas and oxygen). All
goods and services are derived from materials with the application of energy
inputs.

• The consumers category includes all of the private households to whom the
vast collections of final goods and services are distributed. One could argue
that consumers sometimes use inputs directly from nature, like producers;
many households, for example, get their water supplies directly from
groundwater aquifers rather than water distribution companies. In the inter-
est of keeping the model simple, however, we have not drawn this type of
relationship.

It needs to be kept in mind that producers and consumers actually consist of
the same people in different capacities. The “us vs. them” quality that charac-
terizes many environmental disputes is really an internal disagreement within
a single group. Society as a whole is essentially in the same position as a single
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FIGURE 2.1 The Environment and the Economy
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household that pumps water from its own well and discharges wastes into its
own septic system, which happens to be near the well.

Production and consumption create residuals, which is another way of
saying leftovers. They include all types of material residuals that may be emit-
ted into the air or water or disposed of on land. The list is incredibly long:
sulfur dioxide, volatile organic compounds, toxic solvents, animal manure,
pesticides, particulate matter of all types, waste building materials, heavy
metals, and so on. Waste energy in the form of heat and noise, and radioactiv-
ity, which has characteristics of both material and energy, are also important
production residuals. Consumers are also responsible for enormous quanti-
ties of residuals, chief among which are domestic sewage and automobile
emissions. All materials in consumer goods must eventually end up as left-
overs, even though they may be recycled along the way. These are the source
of large quantities of solid waste as well as hazardous materials such as toxic
chemicals and used oil.

Let us first consider the question of production and consumption residuals
from a strictly physical standpoint. Figure 2.1 shows raw materials and energy
being extracted from the natural environment (M) and residuals being dis-
charged back into the environment.

In the early days of environmental concern, the main focus was on the
end flows of discharged residuals by producers (Rd

p ) and by consumers (Rd
c ).

By treating these residuals and otherwise changing the time and place of
discharge, their impacts on humans and the environment could be substantially
changed. While this is still an important locus of activity, recent years have seen
a broadening of perspective to what is called environmental management.

To appreciate this broadening of focus, let us consider the flows of Figure 2.1
in greater detail. From physics, the law of the conservation of matter assures us
that, in the long run, these two flows must be equal. In terms of the symbols of
Figure 2.1:2

M  Rp
d
  Rc

d

We must say “in the long run” for several reasons. If the system is growing,
it can retain some proportion of the natural inputs, which go toward increas-
ing the size of the system through a growing population, the accumulation of
capital equipment, and so on. These would be disposed of if and when the sys-
tem ceases to grow. Also, recycling can obviously delay the disposal of residu-
als. But recycling can never be perfect; each cycle must lose some proportion of
the recycled material. Thus, the fundamental materials/energy balance equa-
tion must hold in the long run. This shows us something very fundamental:
To reduce the mass of residuals disposed of in the natural environment, it is
necessary to reduce the quantity of raw materials taken into the system.3

2 To make these direct comparisons all flows must be expressed in terms of mass.
3 Note that G  Rc, that is, everything that flows to the consumption sector eventually ends up as

a residual from that sector.
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To look more closely at the various options for doing this, substitute for M.
According to the flow diagram,

Rp
d
  Rc

d
  M  G  Rp  Rp

r
  Rc

r

which says that the quantity of raw materials (M) is equal to output of goods
and services (G) plus production residuals (Rp ), minus the amounts that are
recycled from producers (Rr

p ) and consumers (Rr
c ). There are essentially

three ways of reducing M and, therefore, residuals discharged into the natural
environment.

Reduce G Assuming the other flows stay the same, we can reduce residuals
discharged by reducing the quantity of goods and services produced in the
economy. Some people have fastened on this as the best long-run answer to
environmental degradation; reducing output, or at least stopping its rate of
growth, would allow a similar change in the quantity of residuals discharged.
Some have sought to reach this goal by advocating “zero population growth”
(ZPG).4 A slowly growing or stationary population can make it easier to control
environmental impacts, but for two reasons it does not in any way ensure this
control. First, a stationary population can grow economically, thus increasing
its demand for raw materials. Second, environmental impacts can be long-run
and cumulative, so that even a stationary population can gradually degrade the
environment in which it finds itself. It is certainly true, however, that popula-
tion growth will often exacerbate the environmental impacts of a particular
economy. In the U.S. economy, for example, although the emissions of pollu-
tants per car have dramatically decreased over the last few decades through
better emissions-control technology, the sheer growth in the number of cars on
the highways has led to an increase in the total quantity of automobile emissions
in many regions.

Reduce Rp Another way of reducing M, and therefore residuals discharged,
is to reduce Rp. Assuming the other flows are held constant, this means
essentially changing the amounts of production residuals produced for a
given quantity of output produced. There are basically only two ways of
doing this.

• Reduce the residuals intensity of production in all sectors of the economy
by inventing and adopting new production technologies and practices that
leave smaller amounts of residuals per unit of output produced. For exam-
ple, in later discussions of CO2 emissions and atmospheric warming, we will
see that there is much that can be done to reduce the CO2 output per unit
of output produced, especially by shifting to different fuels, but also by

4 For example, see Herman E. Daly, Steady State Economics, Second Edition with New Essays, Island

Press, Washington, DC, 1991.
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reducing (actually by continuing to reduce) the quantities of energy required
to produce a unit of final output. This approach has come to be called
pollution prevention, or source reduction.

• Shift the composition of final output; that is, reduce those sectors that
have relatively high residuals per unit of output and expand those sectors
that produce relatively few residuals per unit of output. Output G actually
consists of a large number of different goods and services, with great differ-
ences among them in terms of the residuals left after they are produced.
So another way to reduce the total quantity of residuals is to shift the com-
position of G away from high-residuals items and toward low-residuals
items, while leaving the total intact. The shift from primarily a manufactur-
ing economy toward services is a step in this direction. This is called a
sectoral shift, because it changes the relative shares of the different economic
sectors in the aggregate economy. The rise of the so-called information sec-
tors is another example. It is not that these new sectors produce no signifi-
cant residuals; indeed, some of them may produce harsher leftovers than
we have known before. The computer industry, for example, uses a variety of
chemical solvents for cleaning purposes. But on the whole these sectors prob-
ably have a smaller waste disposal problem than the traditional industries
they have replaced.

Increase (Rr
p  Rr

c ) The third possibility is to increase recycling. Instead of
discharging production and consumption residuals into the environment,
they can be recycled back into the production process. What this shows is
that the central role of recycling is to replace a portion of the original flow
of virgin materials (M). By substituting recycled materials for virgin mate-
rials, the quantity of residuals discharged can be reduced while maintain-
ing the rate of output of goods and services (G). In modern economies
recycling offers great opportunities to reduce waste flows. But we have to re-
member that recycling can never be perfect, even if enormous resources
were devoted to the task. Production processes usually transform the physi-
cal structure of materials inputs, making them difficult to use again. The
process of energy conversion changes the chemical structure of energy mate-
rials so thoroughly that recycling is impossible. In addition, recycling
processes themselves can create residuals. But materials research will con-
tinue to progress and discover new ways of recycling. For a long time, auto-
mobile tires could not be recycled because the original production process
changed the physical structure of the rubber. But recently new technological
means have been found so that vast quantities of used tires, instead
of blighting the landscape, can be incorporated into park benches, roads, and
other products.

These fundamental relationships are very important. We must remember,
however, that our ultimate goal is to reduce the damages caused by the dis-
charge of production and consumption residuals. Reducing the total quantity of
these residuals is one major way of doing this, and the relationships discussed
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indicate the basic ways this may be done. But damages also can be reduced by
working directly on the stream of residuals, a fact that must be kept in mind in
our later discussions.

The Environment as an Economic 
and Social Asset

One good way of thinking about the environment is as an asset that produces
important services for humans and nonhuman organisms. But the ability of the
environment to produce these services can be degraded. In recent years the
concept of sustainability has become popular as a criterion for evaluating deci-
sions that have environmental implications. Sustainability is a matter of mak-
ing decisions in the short run that do not have serious negative impacts in the
long run.

A way of thinking about this is in terms of a trade-off between conventional
economic output (conventional goods and services such as cars, loaves of bread,
insurance policies, etc.) and environmental quality. A trade-off of this type is
depicted in Figure 2.2. Consider first panel (a). This shows a production possi-
bility curve (PPC), which is simply a curve showing the different combinations
of two things a society may produce at any time, given its resources and tech-
nological capabilities. The vertical axis has an index of the aggregate output of an
economy, that is, the total market value of conventional economic goods traded
in the economy in a year. The horizontal axis has an index of environmental
quality, derived from data on different dimensions of the ambient environment,
for example, airborne SO2 concentrations, urban noise levels, and water quality
data. The curved relationship shows the different combinations of these two
outcomes—marketed output and environmental quality—that are available to
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PPC in 60 years
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FIGURE 2.2 Production Possibility Curves for Current and Future Generations
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a group of people who have a fixed endowment of resources and technology
with which to work.5

The exact shape and location of the production possibility curve are deter-
mined by the technical capacities in the economy, together with the ecological
facts—meteorology, hydrology, and so on—of the natural system in which the
society is situated. It says, for example, that if the current level of economic out-
put is c1, an increase to c2 can be obtained only at the cost of a decrease in envi-
ronmental quality from e1 to e2. One major objective of any society, of course, is
to change the production possibility curve so that the underlying trade-off is
more favorable—in other words, so that a given economic output is consistent
with higher levels of environmental quality.

Although the PPC itself is a technical constraint, where a society chooses to
locate itself on its PPC is a matter of social choice. This depends on the values
that people in that society place on conventional economic output as opposed
to environmental quality. Where values come from is an open question, but it
is clear that values differ from one person to another and even for the same
person at different points in time. The study of the values that people place on
environmental factors is a major part of environmental economics and will be
discussed in more detail in Chapters 7 and 8.

Another matter of concern is that current measures of aggregate economic
output typically contain only measures of quantities of market goods. This is
because the prices of these goods and services are provided by the markets in
which they are traded, so their aggregate values can be assessed quite easily. Envi-
ronmental quality, on the other hand, is generally a nonmarket type of outcome, in
the sense that elements of environmental quality do not trade directly on markets
where prices could be evaluated. If a society puts too much stress on increasing
its measured output, it may end up at a point like (c2, e2) in Figure 2.2, panel (a),
even though true social welfare may be higher at a point like (c1, e1).

Production possibility curves can also be used to elucidate other aspects of
social choice about the environment. One of the fundamental distinctions that
can be made in environmental analysis and the development of environmental
policy is that between the short run and the long run. Short-run decisions are
those made on the basis of consequences that happen in the near term or of
impacts as they are felt by the present generation. Long-run decisions are those
in which attention is paid to consequences that occur well into the future or to
future generations. There is a widespread feeling that economic decisions today
are being made primarily through short-run considerations, whereas environ-
mental policy needs to be made with long-run considerations in mind. A good
way of thinking about this is through the use of production possibility curves,
introduced above.

Consider again Figure 2.2. The two panels actually show production possi-
bility curves for two time periods. Panel (a) shows the trade-offs facing the

5 The extremes of the PPC are drawn with dashed lines. It’s not clear what an outcome would be

with “zero” environmental quality, or with “zero” economic output. Thus, these extreme points

are essentially undefined, and we focus on points in the interior of the diagram.
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current generation. Panel (b) shows the production possibility curves for people
in, say, 60 to 80 years, the generation consisting of your great grandchildren.
According to panel (a), the present generation could choose combinations
(c1, e1), (c2, e2), or any others on the curve. But the future is not independent of
the choice made today. It is conceivable, for example, that degrading the envi-
ronment too much today will affect future possibilities—by depleting certain
important resources, by pollution that is so high it causes irreversible damage,
or simply by a pollutant that is very long-lived and affects future generations.
In effect this could shift the future PPC back from where it otherwise would be.
This is depicted in panel (b) of the diagram. Your grandchildren will be con-
fronted with a reduced set of possibilities as compared to the choices we face
today. The future generation, finding itself on the inner production possibilities
curve, can still have the same level of marketed output we have today (c2), but
only at a lower level of environmental quality (e3) than we have today. Alterna-
tively, it could enjoy the same level of environmental quality, but only with a
reduced level of marketed output (c3).

It needs to be recognized, of course, that the influence of today’s decisions on
future production possibilities is much more complicated than this discussion
might suggest. It’s not only environmental degradation that affects future con-
ditions, but also technical developments and changes in human capacities.
Thus, today’s decisions could shift the future PPC either in or out, depending
on many dynamic factors that are hard to predict. But we need to be particularly
alert to avoid decisions today that would have the effect of shifting the future
PPC to the left. This is the essence of recent discussions about sustainability.
Sustainability means that future production possibility curves are not adversely
affected by what is done today. It does not mean that we must maximize envi-
ronmental quality today, because that implies zero output of goods and services.
It means simply that environmental impacts need to be reduced enough today
to avoid shifting future production possibility curves back in comparison to
today’s production possibilities. We will meet the idea of sustainability at several
points throughout this book.

Terminology

Throughout the chapters that follow we use the following terms:

• Ambient quality: Ambient refers to the surrounding environment, so ambi-
ent quality refers to the quantity of pollutants in the environment, for exam-
ple, the concentration of SO2 in the air over a city or the concentration of a
particular chemical in the waters of a lake.

• Environmental quality: A term used to refer broadly to the state of the nat-
ural environment. This includes the notion of ambient quality and such
things as the visual and aesthetic quality of the environment.

• Residuals: Material that is left over after something has been produced. A
plant, for example, takes in a variety of raw materials and converts these into
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some product. Materials and energy left after the product has been produced
are production residuals. Consumption residuals are whatever is left over after
consumers have finished using the products that contained or otherwise
used these materials.

• Emissions: The portion of production or consumption residuals that is placed
in the environment, sometimes directly, sometimes after treatment.

• Recycling: The process of returning some or all of the production or con-
sumption residuals to be used again in production or consumption.

• Pollutant: A substance, energy form, or action that, when introduced into the
natural environment, results in a lowering of the ambient quality level. We
want to think of this as including not only the traditional things, such as oil
spilled into oceans or chemicals placed in the air, but also activities, such as
certain building developments, that result in “visual pollution.”

• Effluent: Sometimes effluent is used to talk about water pollutants, and
emissions to refer to air pollutants, but in this book these two words are used
interchangeably.

• Pollution: Pollution is actually a tricky word to define. Some people might
say that pollution results when any amount, no matter how small, of a resid-
ual has been introduced into the environment. Others hold that pollution is
something that happens only when the ambient quality of the environment
has been degraded enough to cause some damage.

• Damages: The negative impacts produced by environmental pollution on
people in the form of health effects, visual degradation, and so on, and on
elements of the ecosystem through disruption of ecological linkages, species
extinctions, and so forth.

• Environmental medium: Broad dimensions of the natural world that collec-
tively constitute the environment, usually classified as land, water, and air.

• Source: The location at which emissions occur, such as a factory, an automo-
bile, or a leaking landfill.

Emissions, Ambient Quality, and Damages

Let us now focus on what happens at the end of those two discharge arrows at
the right side of Figure 2.1. Very simply, emissions produce changes in ambient
levels of environmental quality, which in turn cause damages to humans and
nonhumans. Figure 2.3 shows one way of sketching out this relationship. It
shows n sources of emissions;6 they might be private firms, government agen-
cies, or consumers. Sources take in various inputs and use different types of tech-
nologies in production and consumption. In the process they produce residuals.
How these residuals are handled then has a critical effect on subsequent stages.
Some may be recovered and recycled back into production or consumption.

6 In economic writing, the letter n is often used to designate an unspecified number of items, the

exact value of which will vary from one situation to another.
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Source: Inspired by John B. Braden and Kathleen Segerson, “Information Problems in the Design of Non-point Source Pollution
Policy,” in Association of Environmental and Resource Economics (AERE) Workshop Papers, The Management of Non-point
Source Pollution, Lexington. June 6–7, 1991.
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Many can be put through treatment processes (residuals handling) that can
render them more benign when emitted. Some of these processes are strictly
physical (mufflers on cars and trucks, settling ponds at wastewater treatment
plants, catalytic converters); others involve chemical transformations of various
types (advanced treatment of domestic wastewater).

All emissions must necessarily go into one or more of the different
environmental media, and there is an important relationship among them.
There is a natural tendency in policy deliberations to keep these different media
in separate compartments, dealing with air pollution separately from water
pollution, and so on. But they are obviously interconnected; once residuals are
produced, all that are not recycled must end up being discharged into one or
more of the different media. Thus, for a given quantity of total residuals, if the
amounts going into one medium are reduced, the amounts going into the others
must necessarily increase. When sulfur dioxide (SO2) is removed from the stack
gases of power plants, for example, the sulfur compounds have not been de-
stroyed. Instead, we end up with a sulfurous sludge that must be disposed of
some other way, perhaps by land burial. If this material is incinerated, airborne
emissions result, but there will still be certain quantities of solid residuals that
must be disposed of elsewhere.

In a situation involving multiple sources, emissions will often become mixed
into a single flow. In the real world this mixing may be complete; for example,
the effluent from two pulp mills located at the same point on a river may mix
so thoroughly that a few miles downstream it is impossible to differentiate
one source’s effluent from the other’s. When there are a million or so cars
moving about an urban area, the emissions from all become uniformly mixed
together. In other cases the mixing is less than complete. If one power plant
is just outside the city and another is 20 miles upwind, the closer plant will
normally bear a greater responsibility for deteriorating air quality in the city
than the other.

This mixing of emissions is a more significant problem than might first
appear. With just a single source, the line of responsibility is clear, and to get an
improvement in ambient quality we know exactly whose emissions have to be
controlled. But with multiple sources, responsibilities become less clear. We
may know how much we want to cut back total emissions, but the problem of
distributing this total reduction among the different sources still exists. Each
source then has an incentive to get the others to bear a larger share of the bur-
den of reducing emissions. With every source thinking along the same lines,
pollution control programs face a real problem of design and enforcement. We
will run into this problem many times in the chapters to come.

Once a given quantity and quality of residuals have been introduced into a
particular environmental medium, it is the physical, chemical, biological, mete-
orological, and so on, processes of the natural system that determine how the
residuals translate into particular ambient quality levels. For example, wind
and temperature conditions will affect whether and how residuals emitted into
the air affect nearby neighborhoods, as well as people living farther downwind.
In addition, because these meteorological conditions vary from day to day, the
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same level of emissions can produce different ambient quality levels at different
times. Acid rain is produced through chemical processes acting primarily on
sulfur dioxide emissions emitted far upwind; smog is also the result of complex
chemical reactions involving sunlight and quantities of various pollutants.
Underground hydrological processes affect the transportation of materials dis-
posed of in landfills. And so on. Thus, to know how particular emissions will
affect ambient quality levels, we must have a good understanding of the physical
and chemical workings of the environment itself. This is where the natural and
physical sciences come in—to study the full range of environmental phenomena,
from small, localized models of groundwater flow in a particular aquifer, to
complex models of large lakes and river basins, to studies of interregional wind
patterns, to global climate models. The fundamental goal is to determine how
particular patterns of emissions are translated into corresponding patterns of
ambient quality levels.

Finally, there are damages. A given set of ambient conditions translates into
particular exposure patterns for living and nonliving systems. Of course, these
exposures are a function not only of the physical processes involved, but also of
the human choices that are made about where and how to live, and of the sus-
ceptibilities of living and nonliving systems to varying environmental conditions.
Lastly, damages are related to human values. Human beings do not have amor-
phous preferences over all possible outcomes of the economic/environmental
interaction; they prefer some outcomes over others. A major part of environ-
mental economics is trying to determine the relative values that people place on
these different environmental outcomes, a subject to which we will turn in later
chapters on benefit–cost analysis.

Types of Pollutants

Physically, the residuals identified in Figure 2.3 consist of a vast assortment of
materials and energy flowing into the three environmental media. It is helpful
to distinguish among broad types of emissions according to factors that criti-
cally affect their economic characteristics.

Cumulative vs. Noncumulative Pollutants
One simple and important dimension of environmental pollutants is whether
they accumulate over time or tend to dissipate soon after being emitted. The
classic case of a noncumulative pollutant is noise; as long as the source oper-
ates, noise is emitted into the surrounding air, but as soon as the source is shut
down, the noise stops. At the other end of the spectrum there are pollutants that
cumulate in the environment in nearly the same amounts as they are emitted.
Radioactive waste, for example, decays over time but at such a slow rate in
relation to human life spans that for all intents and purposes it will be with us
permanently; it is a strictly cumulative type of pollutant. Another cumulative
pollutant is plastics. The search for a degradable plastic has been going on for
decades, but so far plastic is a substance that decays very slowly by human
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standards; thus, what we dispose of will be in the environment permanently.
Many chemicals are cumulative pollutants; once emitted they are basically with
us forever.

Between these two ends of the spectrum there are many types of effluent that
are to some extent, but not completely, cumulative. The classic case is organic
matter emitted into water bodies; for example, the wastes, treated or not, emit-
ted from municipal waste treatment plants. Once emitted the wastes are subject
to natural chemical processes that tend to break down the organic materials into
their constituent elements, thus rendering them much more benign. The water,
in other words, has a natural assimilative capacity that allows it to accept organic
substances and render them less harmful. As long as this assimilative capacity
has not been exceeded in any particular case, the effluent source can be shut off,
and in a few days, weeks, or months the water quality will return to normal.
Once emissions exceed this assimilative capacity, however, the process becomes
cumulative.

Whether a pollutant is cumulative or noncumulative, the basic problem is
essentially the same: trying to figure out the environmental damages and relat-
ing these back to the costs of reducing emissions. But this job is much more dif-
ficult for cumulative than for noncumulative pollutants. With noncumulative
emissions, ambient concentrations are strictly a function of current emissions—
reducing these emissions to zero would lead to zero ambient concentrations.
But with cumulative pollutants the relationship is more complex. The fact that
a pollutant cumulates over time in the environment has the effect of breaking
the direct connection between current emissions and current damages. This has
a number of implications. For one thing it makes the science more difficult. The
cause-and-effect relationships become harder to isolate when there is a lot of
time intervening between them. It also may make it more difficult to get people
to focus on damages from today’s emissions, again because there may only be a
weak connection between today’s emissions and today’s ambient quality levels.
Furthermore, cumulative pollutants by definition lead to future damages, and
human beings have shown a depressing readiness to discount future events and
avoid coming to grips with them in the present.

Local vs. Regional and Global Pollutants
Some emissions have an impact only in restricted, localized regions, whereas
others have an impact over wider regions, perhaps on the global environ-
ment. Noise pollution and the degradation of the visual environment are local
in their impacts; the damages from any particular source are usually limited to
relatively small groups of people in a circumscribed region. Note that this is
a statement about how widespread the effects are from any particular pollu-
tion source, not about how important the overall problem is throughout a
country or the world. Many pollutants, on the other hand, have widespread
impacts, over a large region or perhaps over the global environment. Acid rain
is a regional problem; emissions in one region of the United States (and of
Europe) affect people in other parts of the country or region. The ozone-depleting
effects of chlorofluorocarbon emissions from various countries work through
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chemical changes in the earth’s stratosphere, which means that the impacts are
truly global.

Other things being equal, local environmental problems ought to be easier
to deal with than regional or national problems, which in turn ought to be eas-
ier to manage than global problems. If I smoke out my neighbor with my wood
stove, we may be able to arrange a solution among ourselves, or we can call
on local political institutions to do it. But if my behavior causes more distant
pollution, solutions may be more difficult. If we are within the same political
system, we can call on these institutions to arrange solutions. In recent years,
however, we have been encountering a growing number of international and
global environmental issues. Here we are far from having effective means of
responding, both because the exact nature of the physical impacts is difficult
to describe and because the requisite international political institutions are
only beginning to appear.

Point-Source vs. Nonpoint-Source Pollutants
Pollution sources differ in terms of the ease with which actual points of dis-
charge may be identified. The points at which sulfur dioxide emissions leave
a large power plant are easy to identify; they come out the end of the smoke-
stacks associated with each plant. Municipal waste treatment plants normally
have a single outfall from which all of the wastewater is discharged. These are
called point-source pollutants. There are many pollutants for which there
are no well-defined points of discharge. Agricultural chemicals, for example,
usually run off the land in a dispersed or diffused pattern, and even though
they may pollute specific streams or underground aquifers, there is no single
pipe or stack from which these chemicals are emitted. This is a nonpoint-source
type of pollutant. Urban storm water runoff is also an important nonpoint-
source problem.

As one would expect, point-source pollutants are likely to be easier to come
to grips with than nonpoint-source pollutants. They will probably be easier to
measure and monitor and easier to study in terms of the connections between
emissions and impacts. This means that it will ordinarily be easier to develop
and administer control policies for point-source pollutants. As we will see, not
all pollutants fit neatly into one or another of these categories.

Continuous vs. Episodic Emissions
Emissions from electric power plants or municipal waste treatment plants are
more or less continuous. The plants are designed to be in operation continu-
ously, although the operating rate may vary somewhat over the day, week, or
season. Thus, the emissions from these operations are more or less continuous,
and the policy problem is to manage the rate of these discharges. Immediate
comparisons can be made between control programs and rates of emissions.
The fact that emissions are continuous does not mean that damages are also
continuous, however. Meteorological and hydrological events can turn contin-
uous emissions into uncertain damages. But control programs are often easier
to carry out when emissions are not subject to large-scale fluctuations.
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Many pollutants are emitted on an episodic basis, however. The classic
example is accidental oil or chemical spills. The policy problem here is to de-
sign and manage a system so that the probability of accidental discharges is
reduced. Yet, with an episodic effluent there may be nothing to measure, at
least in the short run. Even though there have been no large-scale radiation
releases from U.S. nuclear power plants, for example, there is still a “pollution”
problem if they are being managed in such a way as to increase the probability
of an accidental release in the future. To measure the probabilities of episodic
emissions, it is necessary to have data on actual occurrences over a long time
period or to estimate them from engineering data and similar information. We
then have to determine how much insurance we wish to have against these
episodic events.

Environmental Damages Not Related to Emissions
So far the discussion has focused on the characteristics of different types of en-
vironmental pollutants as they relate to the discharge of residual materials or
energy, but there are many important instances of deteriorating environmental
quality that are not traceable to residuals discharges. The conversion of land to
housing and commercial areas destroys the environmental value of that land,
whether it be its ecosystem value, such as habitat or wetland, or its scenic value.
Other land uses, such as logging or strip mining, also can have important impacts.
In cases such as these, the policy problem is still to understand the incentives of
people whose decisions create these impacts and to change these incentives when
appropriate. Although there are no physical emissions to monitor and control,
there are nevertheless outcomes that can be described, evaluated, and managed
with appropriate policies.

Summary
The purpose of this chapter was to explore some basic linkages between the
economy and the environment. We differentiated between the role of the nat-
ural system as a supplier of raw material inputs for the economy and as a
receptor for production and consumption residuals. The first of these is
normally called natural resource economics and the second environmental
economics. After a very brief review of natural resource economics, we intro-
duced the fundamental balance phenomenon, which says that in the long run
all materials taken by human beings out of the natural system must eventu-
ally end up back in that system. This means that to reduce residuals flows
into the environment we must reduce materials taken from the ecosystem,
and we discussed the three fundamental ways that this can be done. This led
into a discussion of the inherent trade-off that exists between conventional
economic goods and environmental quality and between current and future
generations.

We then focused more directly on the flow of residuals back into the environ-
ment, making a distinction among emissions, ambient environmental quality,
and damages. The environmental damages from a given quantity of emissions
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can be very substantially altered by handling these emissions in different ways.
Our next step was to provide a brief catalog of the different types of emissions
and pollutants, as well as nonpollution types of environmental impacts such as
aesthetic effects.

Questions for Further Discussion

1. Economies grow by investing in new sources of productivity, new plants and
equipment, infrastructure such as roads, and so on. How does this type of in-
vestment affect the flows depicted in Figure 2.1?

2. What is the difference between a residual and a pollutant? Illustrate this in
the context of a common airborne emission such as sulfur dioxide (SO2); with
noise; with junked automobiles; with an unsightly building.

3. Why are long-lived, cumulative pollutants so much harder to manage than
short-lived, noncumulative pollutants?

4. As depicted in Figure 2.3, most emissions from individual sources get mixed
in with those of other sources, to produce the general level of ambient qual-
ity. What problems does this present in adopting emission control policies to
get a cleaner environment?

5. Considering the various general ways of reducing final emissions in Figure 2.1,
illustrate these with a particular industrial product, such as cars.

6. What considerations come into play when considering whether the United
States or any other political entity is spending the right amount for environ-
mental quality improvements?

7. Suppose there is a technological change that allows firms to produce goods
and services with less pollution. How would this affect the production pos-
sibilities curves of Figure 2.2, and where might society choose to locate itself
on this curve?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.





Section

Analytical Tools

Scientific analysis consists of giving coherent explanations of relevant events

and of showing how other outcomes might have occurred if conditions had

been different. It is to show connections among variables and to detail the

ways in which they are interrelated. To do this, a science must develop a

specialized vocabulary and conceptual structure with which to focus on its

chosen subject matter. In this section we cover some of the basic ideas of

economics and of their application to environmental problems. Those of you

who have already been introduced to microeconomics can treat the next few

chapters as a review. For those who are seeing this material for the first time,

remember that the purpose is to develop a set of analytical tools that can be

used to focus on issues of environmental quality.

2
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Chapter3
Benefits and Costs,
Supply and Demand

This and the next chapter contain discussions of certain basic tools of
microeconomics. The objective is to provide enough of an understanding of fun-
damental concepts so that they can be used later in analyzing environmental
impacts and policies. The current chapter is about benefits and costs. The juxta-
position of these two words indicates that we are going to approach things in
a trade-off, or balancing, mode. Economic actions, including environmental
actions, have two sides: On the one side they create value and on the other side
they encounter costs. Thus, we must have basic concepts that deal with these two
parts of the problem. We look first at the question of value, later at costs.

It needs to be mentioned at the very outset that microeconomic theory is
abstract. This means that it normally proceeds with simplified models that try
to capture the essence of a problem without all the details that one observes in
the real world. The reason for this is that we want to reveal basic connections
and relationships among the important elements of a problem, relationships
that are difficult to see if we just observe the surface richness of the real world.
There are dangers in this, of course; one can inadvertently overlook details that
do have an important impact in reality. For example, in the past many environ-
mental models have been developed without considering the costs of actually
enforcing environmental laws. But in the real world, enforcement costs are
more than a detail; they can have a great impact on the outcomes of environ-
mental regulations. Thus, we need to be careful that our abstractions truly serve
to reveal basic connections and do not cover up important dimensions of prob-
lems we are trying to understand.

Willingness to Pay

The value side of the analysis is based on the fundamental notion that individ-
uals have preferences for goods and services; given a choice, they can express
preferences for one good over another or one bundle of goods over another
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bundle. How to make visible this abstract notion of preference? We need to sim-
plify the discussion; in a modern economy there are thousands of different
goods and services available, so let us focus on just one of them. We now can
present the following fundamental concept: The value of this good to a person
is what the person is willing and able to sacrifice for it. Sacrifice what? In a barter
economy the willingness to sacrifice for one thing would be expressed in terms
of some other thing. In a market economy it makes most sense to talk about sac-
rificing generalized purchasing power. Thus, the fundamental idea of value is
tied to willingness to pay; the value of a good to somebody is what that person
is willing to pay for it.1

What determines how much a person is willing to pay to obtain some good
or service or some environmental asset? It’s partly a question of individual val-
ues. Some people are willing to sacrifice a lot to visit the Grand Canyon; others
are not. Some people are willing to pay a lot for a quiet living environment; oth-
ers are not. Some people place a high value on trying to preserve the habitat of
unique animal and plant species; others do not. It is obvious also that a person’s
wealth affects the willingness to sacrifice; the wealthier a person is, the better
that person can afford to pay for various goods and services. Willingness to pay,
in other words, also reflects ability to pay.

Let’s consider the willingness to pay of a person for a particular good. We
want to build a graphic picture of willingness to pay for various amounts of this
good. Assume that the person has none of the good to begin with. We ask her,
or perhaps deduce from watching her spend her money, how much she would
be willing to pay for a single unit of a good rather than go without. Suppose this
is some number, such as $38 pictured in the top of Figure 3.1. We then ask, as-
suming she already has one unit of this good, how much she would be willing
to pay for a second unit. According to Figure 3.1 her answer is $26. In similar
fashion, her willingness to pay for each additional unit is shown by the height
of the rectangle above that unit: $17 for unit 3, $12 for unit 4, and so on. These
numbers depict a fundamental relationship of economics: the notion of dimin-
ishing willingness to pay. As the number of units consumed increases, the will-
ingness to pay for additional units of that good normally goes down.

It is not very convenient to work with diagrams that are step-shaped as in the
top of Figure 3.1. So we now change things a bit by assuming that people can
consume fractions of items in addition to integer values (e.g., as in the number
of pounds of bananas consumed per week). What this does is produce a
smoothly shaped willingness-to-pay curve, such as the one pictured in the bot-
tom of Figure 3.1. In effect the steps in the willingness-to-pay curve have be-
come too small to see, yielding a smooth curve to work with. On this smooth
function we have singled out one quantity for illustrative purposes. It shows
that the willingness to pay for the third unit is $17.

1It may sound as though we are limiting the analysis only to physical goods and services, but this

is not true. The concept of willingness to pay is quite general, and in Chapter 5 we will apply it to

differing levels of environmental quality.
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The next step is to distinguish between total and marginal willingness to pay.
Suppose a person is already consuming two units of this good; according to the
willingness-to-pay curve, that person would be willing to pay $17 for a third
unit. This is the marginal willingness to pay—in this case, for the third unit.
Marginal is thus a word that describes the additional willingness to pay of a per-
son for one more unit. So the height of the rectangles in the top of Figure 3.1 and
the height of the curve in the bottom graph show the marginal willingness to
pay for this good.

The total willingness to pay for a given consumption level refers to the total
amount a person would be willing to pay to attain that consumption level
rather than go without the good entirely. Suppose the person is consuming at a
level of three units; her total willingness to pay for consuming this quantity is
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FIGURE 3.1 The Concept of Willingness to Pay
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$81, which is in fact the sum of the heights of the demand rectangles between
the origin and the consumption level in question ($38 for the first plus $26 for the
second plus $17 for the third). This corresponds, in the smooth version of the
willingness-to-pay function, to the whole area under the willingness-to-pay
curve from the origin up to the quantity in question. For three units of con-
sumption, the total willingness to pay is equal to an amount represented by the
combined areas a and b.

Demand
There is another way of looking at these marginal willingness-to-pay rela-
tionships. They are more familiarly known as demand curves. An individual
demand curve shows the quantity of a good or service that the individual in
question would demand (i.e., purchase and consume) at any particular price.
For example, suppose a person whose marginal willingness-to-pay/demand
curve is shown in the bottom part of Figure 3.1 is able to purchase this item at a
unit price of $17. The quantity he would demand at this price is three units. The
reason is that his marginal willingness to pay for each of the first three units
exceeds the purchase price. He would not push his consumption higher than
this because his marginal willingness to pay for additional quantities would be
less than the purchase price.

An individual’s demand/marginal willingness-to-pay curve for a good or
service is a way of summarizing his personal consumption attitudes and capa-
bilities for that good. Thus, we would normally expect these relationships to
differ somewhat among individuals, because individual tastes and prefer-
ences vary. Some people are willing to pay more for a given item than other
people. Figure 3.2 displays several different demand curves. Panel (a) shows
two demand curves, one steeper than the other. The steeper one shows a situa-
tion in which marginal willingness to pay drops off fairly rapidly as the quantity
consumed increases; while the flatter one shows marginal willingness to pay
which, although lower to begin with, goes down less rapidly as quantity in-
creases. These two demand curves could represent the case of one consumer

Quantity
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(b)
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FIGURE 3.2 Typical Demand/Marginal Willingness-to-Pay Curves
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and two different goods or services, or the case of two different consumers and
the same good or service.

Panel (b) of Figure 3.2 also has two demand curves; they have the same general
shape, but one is situated well to the right of the other. The demand curve lying
above and to the right shows a good for which the marginal willingness to pay is
substantially higher than it is for the same quantity of the other good. What could
account for the difference? They might represent the demand curves of two dif-
ferent people for the same good. But there are other possibilities. How much a
person is willing to pay for something obviously depends on how much money
she has; more than likely the higher her income, the more she is willing to pay. So
the two demand curves in panel (b) could apply to the same individual and the
same good, but at two different points in time, the one to the right being her will-
ingness to pay after she has had a substantial increase in her income. The rela-
tionship between demand and income is an important one. When the demand for
a good or service increases as income increases, we call it a normal good. Envi-
ronmental quality is very much a normal good: as their incomes increase, people
generally desire higher levels of environmental quality.

There is another way of looking at the two demand curves of panel (b), one
that may be very important for the application of these ideas to environmental
assets. People’s tastes depend on a lot of factors of a psychological and histori-
cal kind that are hard to pin down and describe but are nevertheless real. They
will depend in part on the experiences that people have and the information
they gather over time about the qualities of different goods and how they feel
about them. So, for example, the demand curve to the right could be the same
consumer’s demand curve for a good for which his appreciation has increased
over time. For example, these might be his demand curves for outdoor wilder-
ness experiences, the one to the left applying before he knows much about this
type of activity and the one to the right applying after he has had some wilder-
ness experiences and learned to like them. Other factors are information and
psychology; the demand curve on the right might be a person’s demand for a
food item before an announcement of the presence of pesticide residues in it,
with the curve on the left being the demand curve after the announcement.

Note that the demand curves are in fact curvilinear, rather than straight lines.
A straight-line demand relationship would imply a uniform change in the quan-
tity demanded as its price changes. For most goods, however, this is unlikely to
be true. At low prices and high rates of consumption, studies have shown that
relatively small increases in price will lead to substantial reductions in quantity
demanded. At high prices and low quantity demanded, however, price increases
have a much smaller effect: they produce much smaller reductions in quantity
demanded. This gives us a demand relationship that is convex to the origin (i.e.,
relatively flat at low prices and steep at higher prices). (See Example 3.1.)

Economics is sometimes misunderstood as assuming that people are driven
only by thoughts of their own welfare, that they are complete egoists. Because
these are individual demand curves, they do indeed summarize the attitudes of
single individuals, but this does not imply that individuals make decisions with
only themselves in mind. Some people may indeed act this way, but for most
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there are many other powerful motives that affect their demands for different
goods, including altruism toward friends and relatives, feelings of civic virtue
toward their communities, a sense of social responsibility toward fellow citi-
zens, and so on. Individual tastes and preferences spring from these factors as
well as from more narrow considerations of personal likes and dislikes.

Aggregate Demand/Willingness to Pay

In examining real-world issues of environmental quality and pollution-control
policy, we normally focus our attention on the behavior of groups of people
rather than single individuals. Our interest is in the total, or aggregate,
demand/marginal willingness to pay of defined groups of people.

An aggregate demand curve is the summation of a number of individual
demand curves.2 What individuals are involved depends on which particular
aggregation we want to look at: the demand of people living in the city of

The Demand for Water EXAMPLE 3.1

At low and moderate prices, increased

prices will lead to a substantial drop in

household water use as people cut back

on unessential uses. Thus, the demand

curve is relatively flat in this range. But, at

higher prices where most of the water is

going to essential purposes, further price

increases will lead to relatively smaller

drops in consumption, hence a steeper

demand curve.

Researchers have investigated the de-

mand for water by households. Many

might think that the amount of water a

household uses would be related only to

such things as the size of the family rather

than the price of the water. This is not the

case, however. In general, as the price

people pay for water increases, the

amount of water they use declines.

This demand is somewhat compli-

cated. Water is used for a number of house-

hold purposes—for example, inside the

house for sanitation and food preparation

and outside the house for car washing,

lawn sprinkling, and so forth. At higher

prices, consumers will curtail unessential

water uses substantially, but their water

use for essential purposes will not decline

as much in relative terms.

This means that the demand curve for

water is shaped as in the diagram.

Water used

Price ($)

2 The term aggregate demand is also used in macroeconomics to refer to the total of goods and

services produced in the entire economy during a given year.  We are using it in a more restricted

sense, to refer to the combined demand of a defined group of people, sometimes, but not always,

smaller than the national total.
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New York for brussels sprouts; the demand of people living in New Orleans for
clean water in the Mississippi River; the demand of people living in the entire
country for public parks; and so on. An aggregate demand curve is simply the
summation of the demand curves of all the people in the group of interest.

Figure 3.3 depicts a very simple aggregate demand curve, one in which the
group consists of only three people. The aggregate demand curve is found by
summing together, at each price, the quantities that are demanded by the three
individuals, as in the following tabulation.

A

$

B

$

C

$

Aggregate

$

10 6 8 24734

8

15

Quantity demanded
by A

Quantity demanded
by B

Quantity demanded
by C

Aggregate quantity
demanded

FIGURE 3.3 Aggregate Demand/Marginal Willingness-to-Pay Curves

Price ($)

Individual Quantities
Demanded

Aggregate Quantity
DemandedA B C

8 10 6 8 24

11 6 2 5 13
15 4 0 3 7

Looked at in the other direction we note that when Person A is consuming
10 units his marginal willingness to pay is $8, whereas when Persons B and C
consume, respectively, at 6 units and 8 units, their marginal willingness to pay
is also $8. Therefore, on the aggregate level, the marginal willingness to pay is
$8. If one more unit is made available to this aggregate, it must be distributed to
Person A, Person B, or Person C, each of whom has a marginal willingness to
pay of $8; thus, the aggregate marginal willingness to pay is also $8.

Benefits

We now come to the idea of benefits. Benefit is one of those ordinary words to
which economists have given a technical meaning. When the environment is
cleaned up, people obtain benefits; when the environment is allowed to deteriorate
in quality, benefits are taken away from them—they are, in fact, being damaged.
We need some way of conceptualizing and measuring this notion of benefits.
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The word benefits clearly implies being made better off. If someone is bene-
fited by something, her position is improved—she is better off. Conversely, if
she is worse off, it must be because benefits were somehow taken away from
her. How do we confer benefits on somebody? We do this by giving him some-
thing he values. How do we know that he values something? We know by the
fact that he is willing to sacrifice, or willing to pay, for it. According to this logic,
then, the benefits that people get from something are equal to the amount they
are willing to pay for it.

The logic behind this definition of benefits is quite strong. It means we can use
ordinary demand curves to determine the benefits of making various things
available to people. For example, Figure 3.4 shows two demand curves, and on
the horizontal axis two quantity levels are indicated. Suppose we wish to esti-
mate the total benefits of increasing the availability of this item from quantity
q1 to quantity q2. According to our previous thinking, benefits are measured by
willingness to pay, and we know that total willingness to pay is measured
by areas under the demand curve, in this case the area under the demand curves
between quantity q1 and quantity q2. So for the lower demand curve the benefits
of such an increase in availability are equal to an amount shown by area b,
whereas benefits in the case of the higher demand curve are equal to the total
area a b.

The logic of this seems reasonable. The people with the higher demand curve
must place a greater value on this item; whatever it is, they are willing to pay
more for it than the people whose demand curve is the lower function. This is
in agreement with common sense. The more people value something, the more
they are benefited by having more of that something made available, or, to say
the same thing, you can’t damage people by taking away from them something
that they don’t value.

Quantity

$

b

a

q1 q2

FIGURE 3.4 Willingness to Pay and Benefits
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This is the fundamental logic underlying much of environmental economics.
It underlies, for example, questions of measuring the damage done to people
when the natural environment surrounding them is degraded. It underlies the
question of evaluating the impacts of environmental programs and policies un-
dertaken by local, state, and federal governments. This is the strength of the
economic approach, the fact that it is based on a clear notion of the value that
people place on different things.

But the idea also has shortcomings. For one thing, demand and, therefore,
benefits are often very hard to measure when it concerns environmental ques-
tions, as we will see in later chapters. For another, we have to remember that
demand curves are critically affected by the ability to pay for something as well
as preferences. In Figure 3.4, for example, the lower demand curve could repre-
sent a group of people with lower incomes than those with the higher demand
curve. The logic of the argument would lead to the conclusion that the increase
in quantity of q2 q1 would produce fewer benefits among lower-income people
than among higher-income people. This may not be a very equitable conclusion,
depending on the circumstances. Thus, although the logic of the concept is clear,
we have to be careful in using it, especially when we are dealing with groups of
people with diverse income levels. The main step in doing this is to find out as
clearly as possible how the various environmental policies and programs, pre-
sent or proposed, affect people at different income levels. We discuss this at
greater length in later chapters.

One other possible problem exists in using conventional demand curves to
measure benefits. An individual’s demand for something is clearly affected by
how much she knows about it; a person would not be willing to pay for a good
if, for example, she was ignorant of its very existence. In Figure 3.4, the higher
demand curve might be the demand for a good before it is found out that it con-
tains a carcinogenic substance, and the lower demand curve shows demand
after this fact becomes known. There is nothing especially surprising about this;
people after all do become more knowledgeable about things over time as a
matter of course. But in today’s world this could be a complication, especially
with regard to the environment. We don’t fully understand many of the effects
of environmental degradation; furthermore, people’s views about the impor-
tance of many of these effects are blown back and forth almost from day to day,
by the media, by the scientific press, and so on. Care must be exercised in tak-
ing people’s demand curves of the moment, influenced as they are by all kinds
of real and imagined factors, as true expressions of the benefits of environmen-
tal actions. It is not that they are irrelevant; it is only that they have to be taken
with a certain amount of caution. 

Cost

We now switch to the other side of the picture and consider costs. Although
some things in life are free—an idea, for example—it is generally true that
goods and services cannot be produced out of thin air; they require the expen-
diture of productive resources, or inputs, in the process. The more of something
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that is desired, the more resources we will have to devote to its production.
What is needed is a way of describing and talking about the costs of produc-
ing useful things, whether these are normal consumer goods, such as cars or
hot-water bottles, or services, such as transportation or insurance, or environ-
mental quality through the treatment of waste residuals, recycling, or land-use
controls.

Imagine a simple production process. Suppose, for example, we are pro-
ducing a certain line of cardboard boxes. To produce boxes, many types
of productive inputs are required: labor, machinery of various descriptions,
energy, raw materials, waste-handling equipment, and so on. The first thing
needed is a way of valuing these productive resources. If we are a private firm
operating in a market economy, we would have little problem: We would
value them according to what they cost to procure in the markets. Our profit-
and-loss statement at the end of the year would reflect the monetary out-of-
pocket costs of the inputs used in the production operation. But our concept
of cost will be broader than this. From this wider perspective the costs of these
cardboard boxes are what could have been produced with these productive
inputs had they not been used in box production. The name for this is
opportunity cost.

Opportunity Cost
The opportunity cost of producing something consists of the maximum value
of other outputs we could and would have produced had we not used the
resources to produce the item in question. The word maximum is used for a rea-
son. The productive inputs used to produce the cardboard boxes could have
been used to produce a variety of other things, perhaps automobiles, books, or
pollution-control equipment. The opportunity cost of the boxes consists of the
maximum value of the alternative output that could have been obtained had we
used these resources differently.

Opportunity costs include out-of-pocket costs but are wider than this. Some
inputs that are actually used in production may not get registered as cash costs.
For example, the spouse of the cardboard box plant operator works as an un-
paid assistant in the front office. This may not register as an out-of-pocket cost,
but he certainly has an opportunity cost because he could have been working
somewhere else if he was not working here. Even more importantly for our pur-
poses, the cardboard box manufacturing process may produce waste products
that are pumped into a nearby stream. Downstream these production residuals
produce environmental damage, which are real opportunity costs of producing
cardboard boxes, even though they do not show up as costs in the plant’s profit-
and-loss statement.

The opportunity cost idea is relevant in any situation in which a decision
must be made about using productive resources for one purpose rather than
another. For a public agency with a given budget, the opportunity costs of a par-
ticular policy are the value of alternative policies it might have pursued. For a
consumer, the opportunity cost of spending time searching for a particular item
is the value of the next most valuable thing to which the consumer could have
devoted time.
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How is opportunity cost measured? It is not very useful to measure it in
terms of the number of other physical items that could have been produced.
Nor is there enough information in most cases to be able to measure the value
of the next best output that was forgone. In practice, therefore, opportunity
costs are measured by the market value of inputs used up in production. For
this to work, we have to take care that the inputs have been correctly valued.
The office labor must be valued at the going rate even though it is not paid in
practice. The effects on downstream water quality must be evaluated and in-
cluded. Once all inputs have been accounted for, their total value may be taken
as the true opportunity costs of production.

Private and Social Costs
Another important distinction is that between private costs and social costs.
The private costs of an action are the costs experienced by the party making the
decisions leading to that action. The social costs of an action are all of the costs
of the action, no matter who experiences them. Social costs include private
costs, but also may include much more in certain situations.

Consider the action of driving a car. The private costs of this include the fuel
and oil, maintenance, depreciation, and even the driving time experienced by
the operator of the car. The social costs include all these private costs and also
the costs experienced by people other than the operator who are exposed to the
congestion and air pollution resulting from use of the car. This distinction be-
tween private and social costs will be very important in later sections where we
begin to analyze environmental problems with these tools.

Cost Curves
To summarize cost information, we use cost curves, which are geometric repre-
sentations of the costs of producing something. And, just as in the case of
willingness to pay, we differentiate between marginal costs and total costs.
Consider the cost curves in Figure 3.5. They are meant to apply to a single pro-
ducing organization, a firm, or perhaps a public agency that is producing some
good or service. The graph is laid out, the same as in previous graphs, with
quantity on the horizontal axis and a monetary index on the vertical axis. The
quantity relates to some period of time, such as a year. The top panel shows
marginal costs in terms of a step-shaped relationship. It shows that it costs $5 to
produce the first unit of output. If the firm wants to increase output to two
units, it must spend an added $7. The addition of a third unit would add $10 to
total costs, and so on. Marginal cost is a symmetrical measure; it is the added
costs, the amount by which total costs increase, when output is increased by one
unit. It is also the cost savings if production were to decrease by one unit. Thus,
the reduction in output from four to three units would reduce total costs by $15,
the marginal cost of the fourth unit.

It is inconvenient to work with step-shaped curves, so we make the assump-
tion that the firm can produce intermediate quantities as well as integer values.
This gives a smooth marginal cost curve, as shown in the bottom panel of
Figure 3.5. This curve now shows the marginal cost—the added cost of one
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more unit of output—for any level of output. For example, at an output level of
4.5 units, marginal cost is $19.

Marginal cost curves can be used to determine total production costs. On the
stepped marginal cost curve of Figure 3.5, suppose we want to know the total
cost of producing five units of this item. This is equal to the cost of the first unit
($5), plus that of the second ($7), plus that of the third ($10), and so on. This total
is $60; geometrically this is equal to the total area of the rectangles above the
first five units of output. Analogously, in the smoothly shaped marginal cost
function in the bottom of the diagram, the total cost of producing a given quan-
tity is the dollar amount equal to the area under the marginal cost curve between
the origin and the quantity in question. The total cost of producing 4.5 units of
output is thus given by the area marked a in the figure.

The Shapes of Cost Curves
The height and shape of the marginal cost curve for any production process will
differ from one situation to another, based on several underlying factors. A key
determining factor is the technology utilized in production, and we discuss this
concept later. The price of inputs is also an important factor influencing the
heights of marginal cost curves. In general, if input prices increase to a firm or
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group of firms, their marginal cost curves will shift upward. Another important
element is time, specifically the amount of time that a firm has to adjust to
changes in its rate of output. These factors may be better understood by looking
at some actual marginal cost curves.

Figure 3.6 shows several marginal cost curves. Panel (a) shows a very typical
marginal cost curve; initially it declines as output increases but then it increases
as output gets larger. The initial decline comes about because of basic efficien-
cies achievable with larger quantities at this level. Suppose our “output” refers
to the quantity of wastewater handled in a municipal treatment plant. At very
low levels of output, the plant is not being fully utilized; thus, output increases
in this range are accompanied by less than proportionate increases in produc-
tion cost, giving marginal costs that diminish. But as output increases, the ca-
pacity of the plant is approached. Machinery must be worked longer, additional
people must be hired, and so on. Thus, marginal cost begins to increase. As the
capacity of the operation is neared, these problems become more acute. To con-
tinue to increase output, more extraordinary measures are required, which can
only be done at a high cost; thus, marginal cost increases even more. A point
may come at which it becomes almost impossible to increase output further,
which is the same as saying that the marginal costs of production at this point
increase without limit. This limit is indicated by the vertical dashed line in
panel (a) of Figure 3.6. 

This marginal cost curve depicts an important generic characteristic of all
marginal cost curves, namely, that although they may initially decline, they will
always increase, eventually, as output becomes large enough. These increases
are related to certain underlying factors, such as increased plant utilization, the
need to reach farther away for raw materials, and the inevitable higher man-
agement costs that accompany larger operations. Virtually all economic studies
of particular operations and industries demonstrate increasing marginal pro-
duction costs, and this fact will be an important shaping element in our later
discussions specifically related to environmental quality management. (See
Example 3.2.)

(b)

Quantity of output

$

(a)

Quantity of output Quantity of output

$$

(c)

FIGURE 3.6 Typical Marginal Cost Curves
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The Marginal Costs of a Firm 
Producing Organic Apples EXAMPLE 3.2

have been taken, the short-run marginal

cost curve would rise rapidly, as the max-

imum biological capacity of the trees to

produce apples is reached.

But if we consider what could happen

in the longer run, we would recognize

that the orchard, for a cost, could be ex-

panded by buying more land and plant-

ing more trees. Of course, additional

labor inputs would be necessary. But even

in the long run like this, we would expect

marginal costs to be increasing. Addi-

tional land would have to be bid away

from other uses, and it would probably be

more difficult to coordinate and carry out

decisions over an ever-increasing size of

operation.

Thus, the conventional thinking among

economists is that all types of produc-

tion processes would display increasing

marginal costs, as pictured in the accom-

panying diagram. How fast marginal cost

rises with output would depend on the

technological options available as well as

the amount of time allowed for the ad-

justment. In later chapters we will apply

this thinking to the costs of pollution

control.

Suppose a local orchard produces organic

apples, and we consider what the mar-

ginal cost curve would look like for this

operation. At the very beginning of pro-

duction (going from none to a small pos-

itive amount) we might expect marginal

costs to be initially relatively high, be-

cause any production at all requires a cer-

tain minimum set of inputs. At slightly

higher, but still low, rates of production

added output might be obtainable with

relatively modest increases in cost be-

cause the existing equipment and labor

force may be used more intensively and a

little extra fuel and apple picking labor

may be all that would be needed. In other

words, at low levels of production we

might expect marginal costs of producing

organic apples to be modest, or even de-

clining. But at somewhat higher levels of

output marginal costs will undoubtedly

increase. Machinery must be used more

intensively, resulting in added mainte-

nance and upgrading costs. At this point

we are talking about short-run marginal

costs, i.e., the marginal costs of increasing

production with an apple orchard of

given size. Clearly, when all available steps

Cost ($)

0
Organic apple production (1,000 bushels per year)
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Panel (b) of Figure 3.6 shows a marginal cost curve similar in general shape
to the one in panel (a), but with less pronounced curvature. In particular,
although this marginal cost curve eventually increases, it does so less steeply
than the first one. This is more typical of a long-run marginal cost curve, that is,
one where enough time is given for operators of firms to adapt fully to an in-
crease in the rate of output. In the short run, our wastewater treatment plant
had a certain capacity that was basically fixed; but in the long run, there is time
to build a larger treatment plant with higher capacities. For larger outputs, the
marginal costs of this larger plant will be lower than those of the smaller plant.
Yet, even in these long-run situations marginal costs will eventually increase, as
is depicted in panel (b). In our subsequent discussions we will assume that we are
working with long-run marginal cost curves, unless specified otherwise.

Panel (c) of Figure 3.6 represents a more complicated case where there is a
discontinuity in the marginal cost curve. After a short downward section, the
marginal costs generally trend upward, and at one point they jump upward by
some amount. This might represent a “lumpy” investment in new types of tech-
nology at a certain point as output increases.

Technology

The most important factor affecting the shapes of marginal cost functions is
the technology of the production process. By technology we mean the inherent
productive capabilities of the methods and machines being employed. Any
modern production requires capital goods (machinery and equipment) of vari-
ous types and capacities, labor inputs, operating procedures, raw materials, and
so on. The quantity of output a firm can get from a given set of inputs depends
on the technical and human capabilities inherent in these inputs. The marginal
cost curves pictured in Figure 3.6 could relate to different industries because the
marginal cost curves are so different. But even within the same industry mar-
ginal cost curves can differ among firms. Some firms will be older than others;
they may be working with older equipment that has different cost characteris-
tics. Even firms of the same age may have different production techniques; past
managerial decisions may have put them in different positions in terms of the
marginal production costs they experience today.

This concept of technology is vitally important in environmental economics
because technological change can provide ways to produce goods and services
with fewer environmental side effects and also better ways of handling the
quantities of production residuals that remain. In our simple cost model, tech-
nical advancement has the effect of shifting marginal cost curves downward.
Technological progress makes it possible to produce a given increase in out-
put at a lower marginal cost. It also reduces total production cost. Consider
Figure 3.7. MC1 is the firm’s marginal cost curve before a technical improvement;
MC2 is the marginal cost curve after some technical improvement has been put
into effect. The technical change, in other words, shifts the marginal cost curve
downward. We also can determine how much total production costs are
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reduced as a result of the technological change. Consider output level q*. With
MC1 the total annual cost of producing output q* is represented by the area
a  b, whereas after the reduction in the marginal cost curve to MC2 the total an-
nual cost of producing q* is equal to area b. Thus, the reduction in total cost
made possible by the technological change is equal to area a.

Technological change does not normally happen without effort; it normally
requires research and development (R&D). R&D in environmental industries
is obviously an important activity to promote, and one of the criteria we will
want to use to evaluate environmental policies is whether the policies create
incentives for individuals, firms, and industries to engage in vigorous R&D
programs. In very simple terms, the incentive to engage in R&D is the cost
savings that result from the new techniques, materials, procedures, and so on,
that are discovered in the effort. The cost savings shown in Figure 3.7 (area a)
show part of this incentive. This is the cost savings that would result each
year, and the accumulation of these annual cost savings represents the full
R&D incentive.

The Equimarginal Principle

We come now to the discussion of a simple but important economic principle,
one that is used repeatedly in chapters to come. It is called the equimarginal
principle. To understand it, take the case of a firm producing a certain product
and assume that the firm’s operation is divided between two different plants.
For example, suppose there is a single power company that owns two different
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FIGURE 3.7 Technological Improvement
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generating plants. Each plant produces the same item, so that the total output of
the firm is the sum of what it produces in the two plants. Assume that the plants
were built at different times and make use of different technology. The old one,
Plant A in Figure 3.8, has older technology; it has a marginal cost curve that starts
relatively low but rises steeply as production increases. The new plant, Plant B in
Figure 3.8, uses newer technology; it has a higher marginal cost at low output
levels, but marginal costs do not rise as steeply as production increases.

Consider now a situation in which this two-plant firm wants to produce a total
output of, say, 100 units. How many units should it produce in each plant in
order to produce the 100 units at the least total cost? Would it be best to produce
50 units in each plant? This is depicted in Figure 3.8; at an output of 50, Plant A
has a marginal cost of $12 whereas Plant B has a marginal cost of $8. Total pro-
duction costs are the sum of total costs at each plant, or (a  b  c)  d. Here
is the important point: The total cost of the 100 units can be lowered by real-
locating production. Reduce production in Plant A by one unit and costs will
fall by $12. Then increase the production in Plant B by one unit and costs there
will rise by $8. Total output is still 100 units, but there has been a cost saving
of $12  $8  $4. Thus, total cost, the sum of the costs in the two plants, has
gone down.

As long as the marginal costs in the two plants differ from one another, we
can continue to reallocate production—away from the high-marginal-cost plant
and toward the low-marginal-cost plant—and get a reduction in total cost. In
fact, the total costs of producing the 100 units in the two plants will be at a min-
imum only when the marginal costs of the two plants are equal, hence the
“equimarginal principle.” In the figure, this happens when the output in Plant A
is 38 units and the output in Plant B is 62 units. Total costs in geometric terms
are now a (d  e).

The equimarginal principle therefore says the following: If you have multi-
ple sources to produce a given product or achieve a given goal, and you want to
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minimize the total cost of producing a given quantity of that output, distribute
production in such a way as to equalize the marginal costs between the pro-
duction sources. There is another way of saying it that may look different but
actually is not: If you have a given amount of resources and you want to maxi-
mize the total amount produced, distribute total production among the sources
in such a way as to equalize marginal costs. This principle will be very valuable
when we take up the issue of getting maximum emissions reductions from
given amounts of resources.

Marginal Cost and Supply

A critical question in the analysis of any economic system is whether private
profit-seeking firms (as well as public, politically minded agencies) will pro-
duce the correct quantities of output from the standpoint of society as a whole,
not only for conventional items such as cardboard boxes, but also for less con-
ventional items such as the amounts of environmental quality. To address this
question one must understand how firms normally determine the quantities
they will produce. The marginal cost of production is a key factor in determining
the supply behavior of firms in competitive circumstances. In fact, the mar-
ginal cost curve of a firm acts essentially as a supply curve, showing the quan-
tity of the good the firm would supply at different prices. Consider Figure 3.9.

Quantity of output
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FIGURE 3.9 Marginal Cost and Supply
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Assume that the firm with the indicated marginal cost curve is able to sell its
output at a price of p*. The firm will maximize its profits by producing that
quantity of output where marginal cost is equal to p*; that level is designated q*.
At any output level less than this, MC  p*, so a firm could increase its profits
by increasing output. At any output level above this, p*  MC, so a firm is actu-
ally producing items for which the marginal cost is higher than price; in this
case, the firm should reduce output if it wishes to maximize its profits.

We are often interested in the supply performance of industries composed of
many firms rather than that of individual firms. An aggregate supply curve
shows the amounts supplied by a collection of firms all producing the same
output. The idea is analogous to the concept of aggregate demand we had in
the previous section. The aggregate supply curve of a group of firms is the sum
of the individual supply curves of all the firms in the group. This is depicted
in Figure 3.10. There are three firms, A, B, and C, with marginal cost curves
as depicted in the first three panels of the figure. At a common price, say $4,
Firm A supplies 10 units, Firm B supplies 8 units, and Firm C supplies 6 units.
Thus, the aggregate supply at that price is 24 units, as depicted in the far right
panel of Figure 3.10. At other possible prices the quantities supplied by the
three firms would be determined by their respective individual supply
curves, and the horizontal summations of these would trace out the aggregate
supply curves.

Summary
In this chapter we covered briefly some of the basic tools of microeconomics.
Later chapters will rely heavily on these ideas, especially on the equimarginal
principle and on graphs, where we will want to jump back and forth between
marginal and total measures. When we begin to look at real-world problems
of environmental analysis and policy design, it is easy to get pulled so far into
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the countless details that basic economic ideas get lost. It is the fundamental
economic building blocks, such as those in this chapter, that allow us to identify
the primary economic characteristics of these problems and proceed to develop
solutions to them.

Questions for Further Discussion
1. Use the logic of willingness to pay to interpret the statement “I like clean air

more than you do.”
2. Below is the marginal willingness to pay of a consumer for organic 

apples.

Consumption Level 
(apples per week)

Marginal Willingness
to Pay

0 5.00
1 4.00
2 3.20
3 2.60
4 2.20
5 1.80
6 1.50

a. What is this individual’s total willingness to pay at a consumption level of
4 apples?

b. If the price of organic apples is $2.40, how many apples would this person
consume?

3. Below are the marginal willingness-to-pay schedules for organic apples for
two individuals.

Consumption Level 
(organic apples 

per week)

Marginal WTP

Jill John

0 5.00 6.40
1 4.00 5.20
2 3.20 4.00
3 2.60 3.00
4 2.20 2.10
5 1.80 1.30
6 1.50 .60
7 1.30 .30
8 1.20 0

Construct the aggregate marginal willingness to pay (the demand curve) for
this group of two people.



64 Section Two Analytical Tools

4. What are the advantages and disadvantages of using willingness to pay as a
measure of value? What are some alternatives?

5. Figure 3.10 illustrates the derivation of an industry supply curve under com-
petitive conditions where each firm receives the same price for its output.
What is the relationship of this procedure to the equimarginal principle dis-
cussed earlier in the chapter?

6. Consider the marginal cost curve associated with cleaning your dorm room.
Label the vertical axis with “time” and the horizontal axis with “percent
clean.” What would this marginal cost curve look like?

7. Somebody invents a new small machine that electrostatically is able to re-
move dust from rooms very quickly. What does this do to the marginal cost
curve depicted in question 5?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter 4
Economic Efficiency 
and Markets

This chapter has several objectives. First is to develop the notion of economic
efficiency as an index for examining how an economy functions and as a crite-
rion for judging whether it is performing as well as it might. Economic effi-
ciency is a simple idea but one that has much to recommend it as a criterion for
evaluating the performance of an economic system or a part of that system, but
it has to be used with care. A single firm or group of firms may be judged very
efficient in their own limited way as long as they are keeping costs low and
making a profit. Yet, to evaluate the social performance of these firms, we must
use the idea of economic efficiency in a wider sense. In this case it must include
all the social values and consequences of economic decisions—in particular,
environmental consequences. It is important also to discuss the relationship
between economic efficiency and economic equity.

The second task is to address the question of whether a market system, left
to itself, can produce results that are socially efficient. Market systems work by
allowing individuals, both buyers and sellers, to seek out exchanges that are
individually beneficial. We will see that there are a number of circumstances in
which a system of private markets will not normally be able to bring about
results that are efficient in this wider sense. This leads into the next chapter,
where we will examine the policy question; that is, if the economy is not oper-
ating the way we want it to, especially in matters of environmental quality,
what kind of public policy might be used to correct the situation?

Economic efficiency is a criterion that can be applied at several levels: to
input usage and to the determination of output levels. We are going to concen-
trate in this chapter on the second of these because ultimately we want to apply
the concept to the “output” of environmental quality. There are two questions
of interest: (1) What quantity ought to be produced and (2) what quantity is pro-
duced in fact? The first question deals with the notion of efficiency, the second
with the way markets normally function.
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Economic Efficiency

In the preceding chapter we introduced two relationships, that between the
quantity of output and willingness to pay, and that between output and mar-
ginal production costs. Neither of these two relationships, by itself, can tell us
what the most desirable level of output is from society’s standpoint. To identify
this output level, it is necessary to bring these two elements together. The
central idea of economic efficiency is that there should be a balance between
the value of what is produced and the value of what is used up to produce it. In
our terminology, there should be a balance between willingness to pay and the
marginal costs of production.

Efficiency is a notion that has to have a reference point. It is critical to ask:
efficient from the standpoint of whom? What is efficient for one person, in the
sense of balancing costs and benefits, may not be efficient for somebody else.
We want to have a concept of efficiency that is applicable to the economy as a
whole. This means that when referring to marginal costs, all the costs of pro-
ducing the particular item in question must be included, no matter to whom
they accrue. When dealing with marginal willingness to pay, we must insist that
this represents accurately all of the value that people in the society place on the
item. This does not necessarily mean that all people will place the same value
on all goods; it means only that we do not leave out any missing sources
of value.

How do we identify the rate of output that is socially efficient? Suppose we
focus on a particular type of output; in practice it could be refrigerators, auto-
mobiles, college educations, or a certain type of pollution-control equipment.
Suppose that our item is currently being produced at a particular rate, and we
wish to know whether it would benefit society to have this output level in-
creased by a small amount. To answer this requires comparing the marginal
willingness to pay for that extra output with the marginal opportunity costs of
the output. If the former exceeds the latter, we would presumably want the
extra output to be produced; otherwise, we would not.

This can be analyzed graphically by bringing together the two relationships
discussed in the last chapter. Figure 4.1 shows the aggregate marginal willingness-
to-pay curve (labeled MWTP) and the aggregate marginal cost curve (MC) for the
good in question. The efficient level of production for this item is the quantity
identified by the intersection of the two curves, labeled qe in the figure. At this
output level the costs of producing one more unit of this good are just exactly
equal to the marginal value of it, as expressed by the marginal willingness-to-pay
curve. This common value is pe.

The equality of marginal willingness to pay and marginal production cost is
the test for determining if output is at the socially efficient level. There is an-
other way of looking at this notion of efficiency. When a rate of output is at the
socially efficient level, the net value, defined as total willingness to pay minus
total costs, is as large as possible. In fact, we can measure this net value on the
diagram. At qe we know that the total willingness to pay is equal to an amount
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corresponding to the area under the marginal willingness-to-pay curve from
the origin up to qe; this area consists of the sum of the three subareas: a b c.
Total cost, however, consists of the area under the marginal cost curve, or area c.
Thus, the surplus is (a b c)  c a b, which is the triangular area enclosed
by the marginal willingness-to-pay curve and the marginal cost curve. At any
other quantity the corresponding value of total willingness to pay minus total
production costs will be less than this area a b.

Let’s be clear on what this graph is saying. We noted previously that the mar-
ginal willingness-to-pay curve is assumed to represent accurately all the bene-
fits that people in our economy actually experience when the good becomes
available. The marginal production cost curve is assumed to contain all the true
opportunity costs that are required to produce this good—no hidden or over-
looked costs have been left out. Thus, the quantity qe is efficient because it pro-
duces a balance between the two sides—between the marginal worth of a good,
as indicated by consumers’ willingness to pay for it, and what it costs society to
produce it, as measured by marginal costs.1
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FIGURE 4.1 The Socially Efficient Rate of Output

1 The graphs discussed in this and the preceding chapter show the production and consumption

of some good or service that has positive value. In later chapters we will adapt them to explore

the production of what we might call a “bad,” namely, environmental pollution. Then the units

along the horizontal axis would be quantities of some pollutant. The marginal cost curve would

show the increasing costs, or damages, to society from increasing quantities of pollutants. The

demand curve, on the other hand, would show the diminishing marginal savings to polluting

firms from being able to emit more pollution into the environment. We will discuss this in much

greater detail in Chapter 5.
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Efficiency and Equity

From the standpoint of society at large, production is at an efficient level when
marginal benefits equal marginal production costs, that is, when net benefits are
maximized no matter to whom those net benefits accrue. Efficiency doesn’t distin-
guish among people. A dollar of net benefits to one person is considered to be
worth a dollar to anybody else. One hundred dollars of benefits to one person
is considered to be worth the same as one dollar of benefits to each of one hun-
dred people. In the real world, an outcome that benefits very rich people at the
expense of poor people would be regarded by most people as inequitable. This
is simply another way of saying that an outcome that is efficient in this sense
need not necessarily be equitable.

Equity is tied closely to the distribution of income and wealth in a society. If
this distribution is regarded as essentially fair, then judgments about alternative
output levels may justifiably be made using only the efficiency criterion. But if
wealth is distributed unfairly, the efficiency criterion by itself may be too nar-
row. Having said this, however, we have to recognize that in the assessment of
economic outcomes, the relative emphasis to be put on efficiency and equity is
a matter of controversy. It is controversial in the political arena; it is controver-
sial among economists themselves.

We will have much to say about distributional issues and equity throughout
this book. Chapter 6 contains terminology for describing the distributional
impacts of environmental policies. Chapter 9 contains a discussion of the role of
economic equity as a criterion for evaluating environmental policies.

Markets

Having specified what economic efficiency means, we next ask whether a
market system, a system in which the major economic decisions about how
much to produce are made by the more or less unhindered interaction of buyers
and sellers, gives results that are socially efficient. In other words, if we rely
entirely on the market to determine how much of this item gets produced, will
it settle on qe?

Why worry about this question? Why not simply jump to the question of pub-
lic policy? Doesn’t this question imply that, at bottom, we are committed to the
market system, and isn’t this the system that, from an environmental point of
view, has gotten us into trouble in the first place? If the market doesn’t do the job,
maybe we should just ignore whatever the market does and proceed through
political/administrative means to bring about the desired rate of output.

The short answer to this is that as a nation we are in fact committed to a market-
based economy. For all its faults, a market system will normally produce better
economic results overall than any other system. Those who doubt this need
only look at the environmental horror stories uncovered in the countries of
Eastern Europe following the Communist era. Of course, it needs to be remem-
bered that although our system is “market based,” we do not necessarily have
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to accept whatever results it yields. The results are acceptable only if they are
reasonably efficient and equitable. We will find that in the case of environmen-
tal quality, market institutions are not likely to give us results that are socially
efficient.

The slightly longer answer to the question is that the market system contains
within it certain incentive structures that in many cases can be harnessed to-
ward the objective of improved environmental quality. One of these is the cost-
minimizing incentive that stems from the competitive process. Another is the
incentive provided through the rewards that may be reaped through initiative
in finding better, that is, less expensive, technical and organizational means
of production. It will be far more effective in many cases to take advantage of
these incentives than to try to do away with them. By altering them so that they
take environmental values into account, the market system will yield more-
effective results than if we tried to jettison the whole system and adopt a different
set of institutions.

A market is an institution in which buyers and sellers of consumer goods,
factors of production, and so on, carry out mutually agreed-upon exchanges.
When they buy or sell in a market, people naturally look for the best terms they
can get. Presumably buyers would like to pay a low price whereas sellers would
prefer high prices. What brings all these conflicting objectives into balance is the
adjustment of prices on the market.

Figure 4.2 shows a simple market model. Buyers’ desires are represented by
the demand curve, labeled D; it shows the quantity of the good that buyers
would buy at different prices. It has the typical downward slope; the higher the

Quantity

$

S

D

pm

qm

FIGURE 4.2 The Market Model
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price, the lower the quantity demanded, and vice versa. Underlying the
demand curve are such factors as consumer tastes and preferences, the number
of potential consumers in the market, and consumer income levels.

The curve labeled S is the supply curve, which shows the quantity of the
good that suppliers would willingly make available at different prices. It is up-
ward sloping; higher prices represent greater incentives for suppliers, and,
therefore, larger quantities are supplied, and vice versa. The main factors
affecting the height and shape of the supply curve are production costs. These,
in turn, are related to the prices of inputs used in the production of this item and
the level of technology inherent in the production process.

It is important to keep in mind that the demand and supply curves represent
possibilities, or alternatives. During any particular time, only one quantity of a
good can change hands, and sellers and buyers can be on only one point of their
supply and demand curves, respectively. It is easy to see that there is only one
price at which the quantity demanded by buyers is consistent with the quantity
that sellers will make available. That is the price where the two curves intersect,
marked pm. Similarly, the total quantity that buyers and sellers will exchange at
this price is labeled qm.

For the market to work effectively, there must be competition among sellers
and among buyers. None can be large enough that their own performance af-
fects market prices or powerful enough that they can control how the market
performs. Price must be allowed to adjust freely so that it can “discover” the
quantities that bring buyers and sellers into balance. At prices higher than pm,
sellers will attempt to supply more than buyers want. In a surplus situation
such as this, competition among sellers forces prices downward. If prices are
temporarily lower than pm, a shortage develops and competition among buyers
will force the price to adjust upward. At the equilibrium, quantity demanded
equals quantity supplied.

It is important to look at it also from the other direction. At the quantity qm

there is an equality between the marginal willingness to pay by consumers for an
additional unit of the item and the marginal costs of producing the item. These
are equal at the value of pm. If price and quantity are allowed to adjust freely and
competition does in fact exist, an equality will arise through the normal interac-
tion of buyers and sellers, between the marginal valuation that consumers have
for a good (their marginal willingness to pay) and the cost of making available
another unit of the good (the marginal cost of production).

Markets and Social Efficiency

The next question is whether markets ordinarily produce results that are effi-
cient from the standpoint of society. Compare Figures 4.1 and 4.2. They look the
same, but there is actually a big difference. The first shows a socially efficient
rate of output for a particular item; the second shows the rate of output and
price that would prevail on a competitive market for that item. Are these two
rates of output, labeled qe and qm, likely to be the same in the real world? The
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answer is yes if, and it is a big if, the market demand and supply curves, as pic-
tured in Figure 4.2, are the same as the marginal cost and willingness-to-pay
curves shown in Figure 4.1. Here is the nub of the problem: When environmen-
tal values are concerned, there are likely to be very substantial differences be-
tween market values and social values. This is called market failure, and it will
often call for public intervention, either to override the markets directly or to re-
arrange things so that they will work more effectively.

In the rest of this chapter we will discuss the performance of markets when
matters of environmental quality are involved. There are two phenomena to
account for, one on the supply side and the other on the demand side. Environ-
mental effects can drive a wedge between normal market supply curves and
true marginal social cost curves. On the other side of the market, environmental
effects can create a difference between market demands and true social mar-
ginal willingness to pay. On the supply side the problem is “external costs,”
whereas on the demand side the problem is “external benefits.”

External Costs

When entrepreneurs in a market economy make decisions about what and how
much to produce, they normally take into account the price of what they will
produce and the cost of items for which they will have to pay: labor, raw mate-
rials, machinery, energy, and so on. We call these the private costs of the firm;
they are the costs that show up in the profit-and-loss statement at the end of the
year. Any firm, assuming it has the objective of maximizing its profits, will try
to keep its production costs as low as possible. This is a worthwhile outcome for
both the firm and society because inputs always have opportunity costs; they
could have been used to produce something else. Furthermore, firms will be
alert to ways of reducing costs when the relative prices of inputs change. For ex-
ample, we know that during the U.S. energy “crisis” of the 1970s, when energy
inputs became much more expensive, firms found ways of reducing energy in-
puts by using more energy-efficient machinery, changing operating procedures,
and so on.

In many production operations, however, there is another type of cost that,
while representing a true cost to society, does not show up in the firm’s profit-
and-loss statement. These are called external costs. They are external because,
although they are real costs to some members of society, firms do not normally
take them into account when they go about making their decisions about out-
put rates. Another way of saying this is that these are costs that are external to
firms but internal to society as a whole.2

One of the major types of external cost is the cost inflicted on people through
environmental degradation. An example is the easiest way to see this. Suppose

2 External costs are sometimes called third-party costs. The first two parties are, respectively, the

producer and the consumer. So a third-party cost is one that is inflicted on people who are not

directly involved in the economic transactions between buyers and sellers. It is also sometimes

called a spillover effect.
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a paper mill is located somewhere on the upstream reaches of a river and that,
in the course of its operation, it discharges a large amount of wastewater into
the river. The wastewater is full of organic matter that arises from the process of
converting wood to paper. This waste material gradually is converted to more
benign materials by the natural assimilative capacity of the river water, but, be-
fore that happens, a number of people downstream are affected by the lower
quality of water in the river. Perhaps the waterborne residuals reduce the num-
ber of fish in the river, affecting downstream fishers. The river also may be less
attractive to look at, affecting people who would like to swim or sail on it.
Worse, the river water perhaps is used downstream as a source of water for a
public water supply system, and the degraded water quality means that the
town has to engage in more costly treatment processes before the water can be
sent through the water mains. All of these downstream costs are real costs asso-
ciated with producing paper, just as much as the raw materials, labor, energy,
and so on, used internally by the plant. But from the mill’s standpoint, these
downstream costs are external costs. They are costs that are borne by someone
other than the people who make decisions about operating the paper mill. At
the end of the year the profit-and-loss statement of the paper mill will contain
no reference to these real downstream external costs.

If rates of output are to be socially efficient, decisions about resource use
must take into account both types of costs: the private costs of producing paper
plus whatever external costs arise from adverse environmental impacts. In
terms of full social cost accounting:

Social costs Private costs  External (environmental) costs

This is pictured in Figure 4.3. The top panel shows the relationship between the
rate of paper production and the occurrence of these downstream external
costs. It shows that the marginal external costs increase as paper production in-
creases. The bottom panel shows several things. It shows the demand curve for
paper and the marginal private costs of producing paper. The intersection of
these occurs at a price of pm and a quantity of qm. This is the price and quantity
that would arise in a competitive market where producers pay no attention to
external costs. But marginal social costs are in fact higher, as shown, because
they contain both the marginal private costs and the marginal external costs.3

Thus, the full socially efficient rate of output is q* and the associated price is p*.
Compare the two rates of output and the two prices. The market output

is too high compared to the socially efficient rate of output. In addition, the
market price is too low compared to the socially efficient price. It’s not hard to
understand the reason for this. In considering just its private costs, the firm is
essentially using a productive input it is not paying for. What is this unpaid
input? The services of the river, which provides the firm with a cheap way to
dispose of its production residuals. Although it may be cheap for the firm to
do this, it may not be cheap to society; in fact, in this case we have costs being

3 Note that MEC is zero below a certain quantity. The graph is drawn under the assumption that a

threshold exists: a quantity of paper production below which there are no external costs.
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inflicted on downstream users that are being overlooked by the paper mill. So
the private market system in this case produces too much paper at too low a
price compared to socially efficient results.

Most of the cases of environmental destruction are related to external costs of
one type or another. Many external costs stem from industrial activity. Produc-
ing electricity, especially with fossil fuels, results in downwind air pollution,
and greenhouse gases, that cause a variety of health and ecosystem damages. A
recent study in Europe concluded that the external costs of producing electric-
ity with coal-fired plants were about the same as private production costs (p* in
the bottom part of Figure 4.3 is about twice the value of pm).4

Quantity of paper produced

$

Quantity of paper produced

$

Demand for paper

Marginal external costs
(MEC)

Marginal social costs
(MPC + MEC)

Marginal
private
costs
(MPC)p*

pm

q* qm

FIGURE 4.3 External Costs and Market Outcomes

4 European Commission, “New Research Reveals the Real Costs of Electricity in Europe,” Press

Release, Brussels, July 2001 (www.externe.info/externen.pdf).
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There are many other types of external costs. Users of chemicals emit toxic fumes
that affect people living in the vicinity; developers build on land without taking
into account the degradation of the visual environment of local inhabitants; and
so on. Nor are businesses the only ones responsible for external environmental
costs. External costs arise from individual actions, one important one of which
is driving cars and trucks. Example 4.1 shows recent estimates of external costs
in the United States from driving automobiles. Note that the largest of these cost
items relates to costs of congestion and accidents. The largest conventional
environmental costs were for local air pollution, which are about seven times the
external costs related to global warming.

Most, but not all, environmental externalities are expressed through physical
linkages among parties involved—that is, polluter and people damaged. The
simplest is where there are just two parties involved: one polluter and one per-
son suffering damages. An upstream pulp mill and a downstream firm that
uses the river water in its production operations are an example. There are cases
of single polluters and multiple damaged parties, such as a power plant that
emits SO2 affecting a group of community residents living downwind. Other
cases involve multiple polluters but only one damaged party, such as the runoff
from many farms that affects a local water supply system. Finally, there are
many cases where both polluters and parties damaged are many in number. An
example of this is urban air pollution stemming from automobile emissions:
Each driver is both a producer and a recipient of the externality. The same is
true of global phenomena, such as the greenhouse effect.

Some externalities do not involve physical linkages. Degradation of the
scenic environment through thoughtless land development is an example. In
addition, some externalities involve neither physical linkages nor close proxim-
ity. People in one part of a country, for example, may feel loss when those in

External Costs Associated 
with Driving Automobiles EXAMPLE 4.1

Source of Cost Cents/Gallon1 Cents/Mile1

Greenhouse gas emissions 6 0.3

Local air pollution 42 2.0

Congestion 105 5.0

Accidents 63 3.0

Oil dependency 12 0.6

Total 228 10.9

1 Costs converted assuming fuel economy of 21 miles/gallon.

Source: Ian W. H. Parry, Margaret Walls, and Winston Harrington, “Automobile Externalities and
Policies,” Journal of Economic Literature, Vol. XLV, No. 2, June 2007, p. 384.
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another region cause damage to an important environmental resource, such as
a unique species of animal or plant.

This brings up a problem that we will state but not solve. What is the limit, if
any, to be placed on external damage that people may legitimately claim? I suf-
fer damages when someone in my vicinity plays her stereo too loudly, but can I
legitimately claim that I suffer damages if, for example, she adopts a lifestyle
with which I don’t agree? If people in Boston pollute the waters of Boston har-
bor, may residents in California claim that they have been damaged? If resi-
dents of New Jersey thin out the suburban deer population in order to save
their flower gardens, may people in Chicago justifiably claim that they have
been damaged?

The answer to these questions hinges on the notion of willingness to pay. In
this approach, whether someone has or has not been affected by another action
hinges on their willingness to pay to have that action changed. If people in New
York are willing to pay to preserve clean air in Tokyo, then this is evidence that
air quality in Tokyo affects the welfare of people in New York. If people in
Chicago are not willing to pay anything to clean up the Ohio River, we conclude
that the water quality of that river has no effect on the welfare of people in
Chicago. The presence or absence of willingness to pay, in other words, is the
economic index of whether an action may be said to affect somebody.

Open-Access Resources
One source of external costs has been widely studied by environmental econ-
omists (as well as natural resource economists): open-access resources. An
open-access resource is a resource or facility that is open to uncontrolled
access by individuals who wish to use the resource. A classic example is an
ocean fishery in which anyone willing to buy a boat and take up fishing is
free to do so. Other examples are a pasture that is open to anyone to graze
animals, a forest where anyone may go and cut wood, or a public park open
to free access.

In these situations we have, in effect, problems in property rights—their
definition, distribution, and/or enforcement. If someone owns a pasture or a
forest, he or she will presumably keep out encroachers, or perhaps charge them
for use of the resource or otherwise control their rate of access. But when a
resource or facility is open to unrestricted access, there is no way of ensuring
that its rate of use is kept to the level that will maximize its overall value.5

To understand this, consider the following example. Suppose there are four
similar firms situated on a lake. The firms use the water of the lake in produc-
ing their output and discharge emissions back into the lake. Because of the
emissions, each firm must treat the water taken from the lake before it uses the
water in production. The treatment costs of each firm depend on the ambient
quality of the lake, which of course depends on the total emissions of the four

5
This is what is involved in the “tragedy of the commons,” as it was popularly termed by Garrett

Hardin in “Tragedy of the Commons,” Science, Vol. 162, December 13, 1968, pp. 1243–1248.

His example was an open-access pasture on which all farmers had the right to pasture their sheep.
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firms. Suppose that the cost of intake water treatment is currently $40,000 per
year for each firm. A new firm is contemplating starting operations on the lake.
If it adds its untreated emissions to those of the current four, it will make
ambient water quality worse and drive the cost of water treatment for each firm
up to $60,000 per year. When the fifth firm makes its location and production
decisions, it will take into account its various operating costs, which will in-
clude the $60,000 per year of water treatment costs. But the total social water-
related costs of the firm’s decisions are higher. There are also external costs
inflicted on the other four firms, amounting to $20,000 each of added water
treatment costs if the fifth firm locates on the lake. The social marginal costs of
water supply when the new firm locates on the lake are $140,000, consisting of
$60,000 of internal costs of the new firm plus $80,000 ($20,000  4) of external
costs inflicted on firms already on the lake. These are often called open-access
externalities because they result from the fact that the firms have uncontrolled
access to the lake.

We have focused on the externalities flowing from the fifth firm’s decisions,
but everything is symmetrical in the sense that we could say exactly the same
thing about each of the other firms. Each firm will make its decisions without
regard to the external costs inflicted on other firms. It is this reciprocal nature of
these externalities that distinguishes them from the type we talked about before
(e.g., the pulp mill upstream inflicting external costs on people downstream),
but the effect is the same: externalities that lead to rates of output that are too
high compared to socially efficient rates.

As another example of an open-access problem, consider a road that is open
to access by anyone desiring to use it. A road is not a natural resource but a person-
made facility. But the essence of the uncontrolled access problem is identical,
and perhaps it is easier to understand with this particular example. It uses very
simplifying assumptions in order to highlight the basic issues. There is a road
connecting two points—Point A and Point B. The figures in Table 4.1 show the
average travel time it takes to get from Point A to Point B along this road, as a
function of the number of motorists using the road. Thus, for example, if there

TABLE 4.1 Travel Times Related to the Number of Cars 
on the Road

Number of Cars Average Travel Time between A and B

10 10

20 10

30 10

40 11

50 12

60 14

70 18
80 24
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are just 10 travelers on the road, it takes 10 minutes to get from A to B (we assume
a speed limit that is enforced). Likewise, when there are either 20 or 30 motorists
on the road, the average travel time is still 10 minutes, but when the traffic in-
creases to 40 travelers, the average travel time increases to 11 minutes. This is
because of congestion; cars begin to get in each other’s way and average speeds
drop. As the number of motorists continues to increase, the congestion increases,
thus driving up travel times even more.

Now suppose you are considering using this road to go from A to B and that
there are already 50 cars using it. Suppose, furthermore, that you have an alter-
native route that will take you 18 minutes. Assume that you know the state of
the traffic and the resulting travel times. Because taking the given road will save
you 4 minutes over the alternative, your individual decision would be to use
the road. But from the standpoint of “society,” in this case consisting of you plus
all the other motorists on the road, this is not efficient. When you enter the high-
way on which there are already 50 cars, the added congestion causes an increase
in average travel times of 2 minutes to the people already using the road. Thus,
your 4-minute individual savings is offset by added travel costs of 100 minutes
(50 cars times 2 minutes per car) on the part of the other motorists, meaning that
if all minutes are treated as equally valuable, there is a net social loss of 96 min-
utes when you decide to use the road.

The problem arises because there is uncontrolled access to the road, and in
using it people may inflict external costs on others in the form of added con-
gestion and higher travel times. The same kind of effect holds when a fisher
enters a fishery; in catching a portion of the stock, he leaves fewer to be caught
by other fishers. When one farmer puts animals on a common pasture, he or she
reduces the forage available to other herds on that pasture. When one person
cuts wood from a communal forest, she leaves fewer trees for other users and
makes it more difficult for them to supply themselves with wood. We can see
that this is related to the notion of external costs. The added costs that one user
of a common-property resource inflicts on other users of that resource are in fact
costs that are external to that user but internal to the whole group of users.
When a single individual is making a decision about whether and how much to
utilize a common-property resource, she takes into account the costs and bene-
fits that impinge directly on her. Some people might also altruistically take into
account the common-property externalities they inflict on others, but most will
not. The result will be, as it was with the road example, a rate of use that is higher
than what is called for on grounds of social efficiency.

Thus, when external costs are present, private markets will not normally pro-
duce quantities of output that are socially efficient. This market failure may
justify public policy to help move the economy toward efficiency. This may be
done sometimes by changing rules, such as property rights rules, so that the
market will function efficiently. Other cases may call for more direct public in-
tervention. We will take up these matters again in Section 4. We must now move
to the demand side of the market and consider another important source of
market failure, that of external benefits.
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External Benefits

An external benefit is a benefit that accrues to somebody who is outside, or
external to, the decision about consuming or using the good or resource that
causes the externality. When the use of an item leads to an external benefit, the
market willingness to pay for that item will understate the social willingness to
pay. Suppose a quieter lawn mower would provide $50 a year of extra benefits
to me if I were to buy it. This is therefore the maximum that I would be willing
to pay for this machine. But suppose my use of the new lawn mower would cre-
ate $20 of added benefits to my neighbor because of reduced noise levels in the
course of the year. These $20 of benefits to the neighbor are external benefits for
me. I make my purchasing decision on the basis of benefits accruing only to me.
Thus, my marginal willingness to pay for a quieter lawn mower is $50, whereas
the social marginal benefits (where “society” in this case includes just me and
my neighbor) is $70 (my $50 and her $20).

As another example of an external benefit, consider a farmer whose land is on
the outskirts of an urban area. The farmer cultivates the land and sells his pro-
duce to people in the city. Of course, the farmer’s main concern is the income he
can derive from the operation, and he makes decisions about inputs and outputs
according to their effect on that income. But the land kept in agriculture pro-
duces several other benefits, including a habitat for birds and other small ani-
mals and scenic values for passers-by. These benefits, although internal from the
standpoint of society, are external from the standpoint of the farmer. They don’t
appear anywhere in his profit-and-loss position; they are external benefits of his
farming decisions. In this case the agricultural value of the land to the farmer
understates the social willingness to pay to have the land in agriculture.

Many goods do not involve external benefits. Indeed, when economists dis-
cuss the rudiments of supply and demand, the examples used are normally
simple goods that do not create this complication. Farmers produce and supply
so many thousand cantaloupes; individual and market demand curves for can-
taloupes are easy to comprehend. If we want to know the total number of can-
taloupes bought, we can simply add up the number bought by each person in
the market. Each person’s consumption affects no one else. In this case the mar-
ket demand curve will represent accurately the aggregate marginal willingness
to pay of consumers for cantaloupes. But in cases involving external benefits,
this no longer holds. We can perhaps best see this by considering a type of good
that inherently involves large-scale external benefits, what economists have
come to call “public goods.”

Public Goods
Consider a lighthouse. This is a service provided to mariners at sea so that they
can locate themselves and avoid running aground at night. But the lighthouse
has an interesting technical characteristic: If its services are made available to
one mariner at sea, they immediately become available to all others in the
vicinity. Once the services are made available to one person, others cannot
be excluded from making use of the same services. This is the distinguishing
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characteristic of a public good. It is a good that, if made available to one person,
automatically becomes available to others.

Another example of a public good is a radio signal. Once a radio station
broadcasts a signal, it is available to anybody who has a receiver. Each individ-
ual can listen to the broadcast without diminishing its availability to all other
people within range of the station. Note carefully that it is not the ownership of
the supplying organization that makes a public good public. Lighthouses are
usually publicly owned, but radio stations, at least in the United States, are typ-
ically privately owned. A public good is distinguished by the technical nature of
the good, not by the type of organization making it available.

We are interested in public goods because environmental quality is essen-
tially a public good. If the air is cleaned up for one person in an urban area, it is
automatically cleaned up for everybody else in that community. The benefits, in
other words, accrue to everyone in the community. Private markets are likely to
undersupply public goods, relative to efficient levels. To see why, let’s take an-
other very simple example: a small freshwater lake, the shores of which have
three occupied homes. The people living in the houses use the lake for recre-
ational purposes, but, unfortunately, the water quality of the lake has been conta-
minated by an old industrial plant that has since closed. The contaminant is
measured in parts per million (ppm). At present the lake contains 5 ppm of this
contaminant. It is possible to clean the water by using a fairly expensive treatment
process. Each of the surrounding homeowners is willing to pay a certain amount
to have the water quality improved. Table 4.2 shows these individual marginal
willingnesses to pay for integer values of water quality. It also shows the aggre-
gate marginal willingness to pay, which is the sum of the individual values.

The table also shows the marginal cost of cleaning up the lake, again just for
integer values of water quality. Note that marginal cost is increasing; as the lake
becomes cleaner, the marginal cost of continued improvement increases. Marginal
cost and aggregate marginal willingness to pay are equal at a water quality of
2 ppm. At levels less than this (higher ppm), aggregate marginal willingness to pay
for a cleaner lake exceeds the marginal cost of achieving it. Hence, from the stand-
point of these three homeowners together, improved water quality is desirable,
but at quality levels better than 2 ppm total willingness to pay falls below marginal
costs. Thus, 2 ppm is the socially efficient level of water quality in the lake.

TABLE 4.2 Individual and Aggregate Demand for Lowering Lake Pollution

Marginal Willingness to
Pay ($ per year)

Home- Home- Home- Aggregate Marginal Cost
owner A owner B owner C MWP of Cleanup

4 110 60 30 200 50
3 85 35 20 140 65
2 70 10 15 95 95
1 55 0 10 65 150
0 45 0 5 50 240

Level of 
Contaminant 

(ppm)
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This is depicted graphically in Figure 4.4. The top three panels show the
marginal willingness to pay by each of the three homeowners. When summing
individual demand curves for private goods, we could add together the indi-
vidual quantities demanded at each price to get the aggregate quantity de-
manded. But with a public good people are, in effect, consuming the same
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units, so we must add together the individual marginal willingness to pay at
each quantity to get the aggregate demand function, as shown in Figure 4.4.
At a water-quality level of 3 ppm, for example, the marginal willingnesses to
pay are, respectively, $85, $35, and $20 for individuals A, B, and C. Thus, the
aggregate marginal willingness to pay at this level of water quality is $140. The
bottom panel of the graph shows the aggregate marginal willingness-to-
pay/demand function labeled D, the marginal cost function (MC), and the
efficient level of water quality.

Having identified the efficient level of water quality, could we rely on a com-
petitive market system, where entrepreneurs are on the alert for new profit op-
portunities, to get the contaminant in the lake reduced to that level? Suppose a
private firm attempts to sell its services to the three homeowners. The firm goes
to person A and tries to collect an amount equal to that person’s true willing-
ness to pay. But that person will presumably realize that once the lake is cleaned
up, it is cleaned up for everybody no matter how much each homeowner actually
contributed. So A may have the incentive to underpay, relative to his true will-
ingness to pay, in the hopes that the other homeowners will contribute enough to
cover the costs of the cleanup. Of course, the others may react in the same way.
When a public good is involved, each person may have an incentive to free ride
on the efforts of others. A free rider is a person who pays less for a good than her
or his true marginal willingness to pay, that is, a person who underpays relative
to the benefits he receives.

Free riding is a ubiquitous phenomenon in the world of public goods, or in
fact any good the consumption of which produces external benefits. Because of
the free-riding impulse, private, profit-motivated firms will have difficulty cov-
ering their costs if they go into the business of supplying public goods.6 Because
of these reduced revenues, private firms will normally undersupply goods and
services of this type. Environmental quality improvements are essentially pub-
lic goods. Because we cannot rely on the market system to provide efficient
quantities of goods of this type, we must fall back on some type of nonmarket
institution involving collective action of one type or another. In the lake exam-
ple, the homeowners may be able to act together privately, perhaps through a
homeowners’ association, to secure contributions for cleaning up the lake. Of
course, the free-rider problem will still exist even for the homeowners’ associa-
tion, but if there are not too many of them, personal acquaintance and the oper-
ation of moral pressure may be strong enough to overcome the problem. When
there are many more people involved (thousands, or perhaps millions, as there
are in many large urban areas), the free-rider problem can be addressed effectively
only with more direct governmental action. This opens up the huge topic of
public policy for environmental quality, a topic we will spend much more time
discussing throughout the rest of the book.

6 This sentence emphasizes the point made earlier: It is the technical nature of the good that

makes it a public or private good, not whether the organization providing it is public or private. 

A lighthouse (a public good) might be built and operated by a private firm; insurance (a private

good) might be provided by a public agency.



82 Section Two Analytical Tools

Summary
The main goal in this chapter was to discuss the operation of private markets
and then apply the market model to situations in which environmental quality
is an issue. Markets are places where buyers and sellers interact over the quan-
tities and prices of particular goods or services. Buyers’ desires are represented
by the aggregate demand curve, which shows the quantities demanded at al-
ternative prices. Sellers’ supply capabilities are represented by supply curves,
which ultimately are based on underlying production costs and show quanti-
ties that would be made available at alternative prices. The intersection of sup-
ply and demand curves shows the unique quantity and price that can simulta-
neously satisfy both buyers and sellers. For many types of goods and services,
market outcomes (output and price levels) also may be the outcomes that are
socially efficient. Outcomes that are socially efficient are those in which aggre-
gate marginal willingness to pay in society is equal to aggregate marginal social
costs of production. When market results are not socially efficient, we speak of
market failures.

We then discussed two main situations where market failures may result.
The primary reason, on a conceptual level, is the existence of external costs and
external benefits. In matters of the environment, external costs are the damages
that people experience from environmental impacts that are not taken into ac-
count by the firms, public agencies, or consumers whose decisions produce
them. A classic case is water pollution from an upstream pulp mill that damages
people using the water downstream. Another important case is the external
costs that users of an open-access resource inflict upon one another through un-
controlled use of the resource. External benefits are benefits accruing to people
other than the direct buyers or recipients of a good. The classic case of external
benefits is what are called public goods; these are goods or services that, when
they are made available to one person, automatically become available to
others.

Faced with external costs and benefits, public goods, and common-property
resources, markets cannot be relied upon to supply efficient levels of environ-
mental quality. Some type of nonmarket actions by private or public groups
may be called upon to rectify these situations.

Questions for Further Discussion
1. Suppose that the following discrete numbers show the integer values of

MWTP and MC as depicted in Figure 4.1. Determine the socially efficient rate
of output. Show that at any other output level the net benefits to society will
be lower than they are at the efficient level. (The MWTP and MC numbers
have to be interpreted with care. Thus, e.g., the marginal cost of increasing
output from 4 to 5 units is $9, which is also the amount by which cost decreases
in going from 5 to 4.)
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Output 1 2 3 4 5 6 7 8 9 10
MWTP 20 18 16 14 12 10 8 6 4 2
MC 5 6 7 8 9 11 15 21 30 40

2. Go back to question 2 of the last chapter. Suppose the marginal cost of pro-
ducing this item is constant at $5 per item. What is the socially efficient rate
of output?

3. Below are portions of the demand curves of three individuals for the water
quality in a small pond. The water quality is expressed in terms of the parts
per million (ppm) of dissolved oxygen (DO). Water quality improves at
higher DO levels. The demand curves show the desired water quality of each
individual in relation to the marginal costs of water quality improvements
(the marginal cost of raising the DO level in the lake).
a. Find the aggregate marginal willingness-to-pay curve for these three

people.
b. If the actual marginal cost of increasing DO is $12, what is the socially

efficient level of DO in the lake, assuming these three people are the only
ones involved?

Marginal Cost of Raising DO Level
Desired DO Level (ppm)

A B C

10 0 0 1
8 0 1 2
6 1 2 3
4 2 3 4
2 3 4 5
0 4 5 6

4. Considering the definition of public goods introduced in the chapter, is a bus
a public good? A public telephone? A public park?

5. Consider the example of the three homeowners around the lake (the ones
depicted in Table 4.2). Suppose the lake was cleaned up to the efficient level
and that the total costs of the cleanup were shared equally among the home-
owners (stick to integer values here). Will all three homeowners be better off?
What problems does this bring up about sharing the costs of public goods?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.

(dollars per ppm)
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Chapter5
The Economics of
Environmental Quality

In the preceding chapter we concluded that the market system, left to itself,
is likely to malfunction when matters of environmental pollution are in-
volved. That is to say, it will not normally produce results that are socially
efficient. This brings us to the policy question: If we do not like the way
things are currently turning out, what steps should be undertaken to change
the situation?1

The policy problem includes a number of closely related issues. One of the
first is that of identifying the most appropriate level of environmental quality
we ought to try to achieve. Another is how to divide up the task of meeting en-
vironmental quality goals. If we have many polluters, how should we seek to
allocate among them an overall reduction in emissions? Another issue is the
question of how the benefits and costs of environmental programs are distrib-
uted across society and whether this distribution is appropriate. In this chapter
we take up these issues on a conceptual basis; in subsequent chapters we will
look at specific policy alternatives.

Before developing a simple policy model, we need to stress again that effec-
tive public policy depends on good information on how economic and envi-
ronmental systems actually work. This might be called the scientific basis of
environmental policy—that is, the study of how firms and consumers normally
make decisions in the market economy, how residuals are emitted into the
natural environment, and the ways in which these residuals behave in that
environment to produce human and nonhuman damages. Thousands of scien-
tists have worked and continue to work on these issues to clarify these diverse
linkages. Great effort will continue to be needed to expand the scientific base on
which to develop environmental policy.

1 This goes back to the distinction made earlier between positive and normative economics 

(see p. 3). Explaining why there is a certain amount of SO2 in the air at any particular time is

a question of positive economics; deciding what best to do about it is a case of normative

economics.
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Pollution Control—A General Model

Diverse types of environmental pollutants obviously call for diverse types of
public policy, but in order to build up the required policy analyses it is better to
start with one very simple model that lays out the fundamentals of the policy
situation. The essence of the model consists of a simple trade-off situation that
characterizes all pollution-control activities. On the one hand, reducing emis-
sions reduces the damages that people suffer from environmental pollution; on
the other hand, reducing emissions takes resources that could have been used
in some other way.

To depict this trade-off consider a simple situation where a firm (e.g., a pulp
mill) is emitting production residuals into a river. As these residuals are carried
downstream, they tend to be transformed into less damaging chemical con-
stituents, but before that process is completed the river passes by a large metro-
politan area. The people of the area use the waters of the river for various
purposes, including recreation (boating, fishing) and as a source for the munic-
ipal water supply system. When the river becomes polluted with industrial
waste, the people downstream are damaged by the disruption of these and
other services provided by the river. One side of the trade-off, then, is the
damages that people experience when the environment is degraded.

Upstream, the offending pulp mill could reduce the amount of effluent put in
the river by treating its wastes before discharge, as well as by recycling certain
materials that currently just run out of the discharge pipe. This act of reducing,
or abating, some portion of its wastes will require resources of some amount,
the costs of which will affect the price of the paper it produces.2 These
abatement costs are the other side of the basic pollution-control trade-off.

Pollution Damages

By damages we mean all the negative impacts that users of the environment
experience as a result of the degradation of that environment. These negative
impacts are of many types and, of course, will vary from one environmental
asset to another. In the river pollution example, damages were to recreators,
who could no longer use the river or who suffered a higher chance of picking up
waterborne diseases, and to all the city dwellers who had to pay more to treat
the water before they could put it into the public water mains.

Air pollution produces damage through its impacts on human health. Excess
deaths from diseases such as lung cancer, chronic bronchitis, and emphysema
are related to elevated levels of various pollutants, such as particulate matter,
asbestos fibers, and radon emissions. Air pollution can cause damages through

2 The word resources has a double meaning in economics. On the one hand it is a shorthand way

of referring to natural resources. On the other hand, it is more generally used to refer to the

inputs that are utilized to produce outputs.



TABLE 5.1 Estimated Benefits (Reduced Damages) in 2010 from Clean Air Act
Reductions of Criteria Pollutants

$ Millions (1990 dollars)*

Mortality† 100,000
Chronic illness

Chronic bronchitis 5,600
Chronic asthma 180

Hospitalization
All respiratory 130
Total cardiovascular 390
Asthma-related ER visits 1

Minor illness
Acute bronchitis 2.1
Upper respiratory symptoms 19
Lower respiratory symptoms 6.2
Respiratory illness 6.3
Moderate/worse asthma 13
Asthma attacks 55
Chest tightness, shortness of breath 11
Work-loss days 340
MRAD/any of 19‡ 1,200

Welfare
Decreased worker productivity 710
Visibility-recreational 2,900
Agriculture 550
Acidification 50
Commercial timber 600

Aggregate 110,000

*This means that the estimates for 2010 were done in terms of 1990 dollars; that is, they were corrected for anticipated
inflation between 1990 and 2010.
†This is the estimated value associated with the reduction in premature mortality.
‡Minor restricted activity days stemming from any of 19 different respiratory symptoms.

Source: U.S. EPA, “The Benefits and Costs of the Clean Air Act of 1990 to 2010,” EPA Report to Congress, 
EPA-410-R-99-001, Washington, DC, November 1999, p. 102.
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the degradation of materials (all of the important outdoor sculpture from
Renaissance Florence has had to be put inside to protect it from air pollution)
and the deterioration of the visual environment. Table 5.1 shows the range of
impacts produced by the major air pollutants in the United States. It is in terms
of the damages reduced (i.e., benefits) by the Clean Air Act.

Besides damage to human beings, environmental destruction can have
important impacts on various elements of the nonhuman ecosystem. Some of
these, such as the destruction of genetic information in plant and animal species
driven to extinction, will ultimately have important implications for humans.
Estimating environmental damages is one of the primary tasks facing environ-
mental scientists and economists, and we will devote Chapter 7 to a discussion
of this problem.
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FIGURE 5.1 Representative Marginal Damage Functions
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Damage Functions
In general, the greater the pollution, the greater the damages it produces. To de-
scribe the relationship between pollution and damage, we will use the idea of a
damage function. A damage function shows the relationship between the quan-
tity of a residual and the damage that residual causes. There are two types of
damage functions.

• Emission damage functions: These show the connection between the quantity
of a residual emitted from a source or group of sources and the resulting damage.

• Ambient damage functions: These show the relationship between concen-
tration of particular pollutants in the ambient environment and the resulting
damages.

Damage functions can be expressed in a variety of ways, but our primary
model will make use of marginal damage functions. A marginal damage func-
tion shows the change in damages stemming from a unit change in emissions
or ambient concentration. When necessary, we also can use these relationships
to discuss total damages because we know that, graphically, the areas under
marginal damage functions correspond to total damages.

The height and shape of a damage function depends on the pollutant and
circumstances involved. Several marginal damage functions are depicted in
Figure 5.1. The top two are marginal emission damage functions; the horizontal
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axes measure the quantity of an effluent emitted into the environment during
some specified period of time. The exact units (pounds, tons, etc.) in any partic-
ular case depend on the specific pollutant involved. The vertical axes measure
environmental damages. In physical terms, environmental damage can include
many types of impacts: miles of coastline polluted, numbers of people contract-
ing lung disease, numbers of animals wiped out, quantities of water contami-
nated, and so on. Every case of environmental pollution normally involves mul-
tiple types of impacts, the nature of which will depend on the pollutant
involved and the time and place it is emitted. To consider these impacts com-
prehensively we need to be able to aggregate them into a single dimension. For
this purpose we use a monetary scale. It is sometimes easy to express damage in
monetary units—for example, the “defensive” expenditures that people make
to protect themselves against pollution (e.g., heavier insulation to protect
against noise). Usually, however, it is very difficult, as we will see.

The marginal emission damage function in panel (a) of Figure 5.1 shows
marginal damages increasing only modestly at the beginning but more rapidly
as emissions get larger and larger. Work by environmental scientists and econo-
mists seems to suggest that this is a typical shape for many types of pollutants,
although probably not for all of them. At low levels of emissions, marginal
damages may be comparatively small; ambient concentrations are so modest
that only the most sensitive people in the population are affected. But when
emission levels go higher, damages mount, and at still higher levels of emis-
sions, marginal damages become very elevated as environmental impacts
become widespread and intense.

Panel (b) shows a marginal (emission) damage function that has the same
general shape as panel (a) (i.e., it shows increasing marginal damage), but it be-
gins much higher on the vertical axis and rises more sharply. It might represent
a toxic substance that has a deadly effect even at very low levels of emission.

The two bottom relationships in Figure 5.1 are marginal ambient damage
functions. Whereas the vertical axes have a monetary index of damages, the
horizontal axes have an index of ambient concentration, such as parts per
million (ppm). Panel (c) shows a complicated function that increases at low
concentrations, then tends to level off until much higher concentrations are
reached, after which damages increase rapidly. This might apply, for example,
to an air pollutant that causes marked damages among particularly sensitive
members of society at relatively low concentrations, and among all people at
very high concentrations, while in the middle ranges marginal damages do not
increase rapidly. Panel (d) demonstrates an ambient marginal damage function
that begins to the right of the origin and then increases linearly with ambient
concentration.

Panels (a) and (d) illustrate a characteristic that is in fact quite controversial.
They have thresholds; that is, they have values of emissions or ambient con-
centrations below which marginal damages are zero. Thus, the pollutant can
increase to these threshold levels without causing any increase in damages. As
will be seen in chapters to come, the assumed existence or nonexistence of a
threshold in the damage functions for particular pollutants has had important
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move to the left, and the benefits this produces are shown by the reduction in marginal damages
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impacts on real-world environmental control policies. There have been long,
vigorous arguments about whether the damage functions of certain types of
pollutants do or do not have thresholds.

Damage Functions: A Closer Look
We need to look more deeply into the concept of the damage function because
it will be used later to express and analyze a variety of different types of pollu-
tion problems and public policy approaches. Accordingly, Figure 5.2 shows two
marginal emissions damage functions.3 It is important to remember that, like
the demand and supply curves discussed earlier, these are time specific; they
show the emissions and the marginal damages for a particular period of time.
There are a couple of ways of thinking about this. One is to assume, for purposes
of simplicity, that the graph refers to a strictly noncumulative pollutant. Thus,
all damages occur in the same period as emissions. A somewhat more compli-
cated assumption is that for a pollutant that cumulates over time, the damage
function shows the total value that people place on current and future damages.
In Chapter 6 we will discuss this concept more fully.

Consider first just one of the marginal damage functions, the lower one
labeled MD1. In previous chapters we discussed the relationship between mar-
ginal and total quantities, for example, the relationship between marginal and
total costs. We have the same relationship here. The height of the marginal dam-
age curve shows how much total damages would change with a small change
in the quantity of emissions. When the effluent level is at the point marked e1,
for example, marginal damages are $12. That is to say, if emissions were to
increase by one ton from point e1, the damages experienced by people exposed
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to those emissions would increase by $12. By the same token, if emissions de-
creased by a small amount at point e1, total damages would be reduced by $12.
Because the height of the curve, as measured on the y-axis, shows marginal
damages, the area under the curve between the point where it is zero and some
other point, like the one labeled e1, shows the total damages associated with that
level of emissions. In the case of marginal damage function MD1 and point e1,
total damages are equal to the monetary amount expressed by the triangular
area bounded by the x-axis, the curve MD1, and the effluent quantity e1. That is
area b in Figure 5.2.

What factors might account for the difference between MD1 and MD2 in
Figure 5.2? Let us assume that they apply to the same pollutant. For any given
level of emissions, marginal damages are higher for MD2 than for MD1. At emis-
sion level e1, for example, a small increase in effluent would increase damages
by $12 if the marginal damage function were MD1, but it would increase dam-
ages by $28 if it were MD2. Remember that any damage function shows the
impacts of emitting a particular effluent in a particular time and place, so one
possible explanation might be that MD2 refers to a situation in which many
people are affected by a pollutant, such as a large urban area, whereas MD1

refers to a more sparsely populated rural area—fewer people, smaller damage.
One major factor that moves damage functions upward, in other words, is an
increase in the number of people exposed to a particular pollutant.
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Another possibility that might offer an explanation of why one marginal
damage function lies above another is that although they apply to the same
group of people, they refer to different time periods. Damage results from am-
bient pollution, whereas what we have on the horizontal axis is quantity of
emissions. The functioning of the environment is what connects these two fac-
tors. Suppose the pollutant in question is some sort of material emitted into the
air by industrial firms located near an urban area and that the damage functions
refer to impacts felt by people living in that area. Marginal damage function
MD2 might occur when there is a temperature inversion that traps the pollutant
over the city and produces relatively high ambient concentrations. MD1 would
be the damage function, however, when normal wind patterns prevail so that
most of the effluent is blown downwind and out of the area. Thus, the same
emission levels at two different times could yield substantially different dam-
age levels due to the workings of the natural environment.

Because MD2 is above MD1, it corresponds not only to higher marginal dam-
ages but also to higher total damages. At emission level e1, total damages are
equal to area b when the damage function is MD1, but to area (a  b) when the
damage function is MD2.

Having considered the concept of damages, it is now necessary to look at the
other side of the trade-off relationship mentioned previously. It is tempting not
to do this, to conclude instead that the damage functions themselves give us all
the information needed to make decisions about pollution control. One might
be tempted to say, for example, that society ought to strive for emission levels
around point e2 where marginal damages are zero, or perhaps even the origin,
corresponding to a point at which emissions are zero. There may be certain pol-
lutants and situations where the efficient level of emissions is indeed zero. But
to determine this we have to look at the other side of the problem: abatement
costs. We consider abatement costs after the next section.

Damages and Uncertainty
The damage functions drawn above give the appearance of being very clear and
unambiguous. In the real world, however, they hardly ever are. Usually there
is a lot of uncertainty about the connections between pollution emissions and
various types of damage: health impacts on humans, ecosystem damages, and
so on. When we say “uncertain,” we are not implying that pollution actually
causes less damage than we might have thought, but rather that the exact
amount of damage caused by different levels of pollution is difficult to measure
with certainty. Uncertainty in nature affects the relationship between emissions
and ambient environmental conditions, and uncertainty in human reaction affects
the damages that result. This is exacerbated by the fact that much of the damage
can be expected to occur well off in the future, making it difficult to predict with
accuracy.

Another factor of importance is the implicit assumption we are making that
damage functions are reversible. If emissions increase, damages increase; and if
emissions decrease, damages will go back to their previous level. This may fit
many pollutants: more ozone, more asthma; less ozone, and cases of asthma go
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back down. But for many pollutants this may not be true. The buildup of global
greenhouse gases could perhaps initiate global changes that are essentially irre-
versible. Even some local changes may be of this type; higher levels of pollution
lead to ecosystem changes that take us to new situations from which there is no
easy return. For example, once a groundwater aquifer is contaminated, it may
never be the same again.

Environmental economists, in cooperation with environmental scientists,
epidemiologists, and the like, have worked to develop means by which damage
functions can be measured with greater accuracy. In the next few chapters we
will look at some of these methods. In this chapter, we will simply use the con-
cept of the damage function to study the essential choices that face society in
pollution control decisions.

Damages and Time
Another important factor we need to recognize in the case of pollution damage
functions is time. Many pollutants are persistent; once emitted they remain in
the environment for many years, potentially causing damage far off into the
future. For example, the emission of greenhouse gases today will contribute to
a buildup in the atmosphere that will have repercussions in the future, some of
which will be in the very distant future. In addition, health and ecological
impacts may result from long-term exposure to pollutants, so this can create a
potentially long time gap between emissions and their damages. Obviously this
creates problems in estimating damage functions: being able with reasonable
accuracy to predict what future damages will be from current emissions. It also
brings up the problem of how we should compare future damages to current
damages. We will have much more to say about this problem in the next several
chapters.

Abatement Costs

Abatement costs are the costs of reducing the quantity of residuals being emit-
ted into the environment, or of lowering ambient concentrations. Think of the
pulp mill located upstream. In its normal course of operation it produces a
large quantity of organic wastes. On the assumption that it has free access to the
river, the cheapest way to get rid of these wastes is simply to pump them into
the river, but the firm normally has technological and managerial means to reduce
these emissions. The costs of engaging in these activities are called “abatement
costs” because they are the costs of abating, or reducing, the quantity of residuals
put into the river. By spending resources on this activity, the pulp mill can abate
its emissions; in general, the greater the abatement, the greater the cost.

Abatement costs normally will differ from one source to another, depending
on a variety of factors. The costs of reducing emissions of SO2 from electric
power plants obviously will be different from the costs of reducing, say, toxic
fumes from chemical plants. Even for sources producing the same type of efflu-
ent the costs of abatement are likely to be different because of differences in the
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technological features of the operation. One source may be relatively new, using
modern production technology, whereas another may be an old one using more
highly polluting technology. In the discussion that follows keep in mind that
abatement is used with the widest possible connotation and includes all the many
ways there are of reducing emissions: changes in production technology, input
switching, residuals recycling, treatment, abandonment of a site, and so forth.

Abatement Cost Functions
We represent this idea graphically using the concept of the marginal abatement
cost function. The units on the axes are the same as before: quantities of pollu-
tants on the horizontal axis and monetary value on the vertical axis. Marginal
emission abatement costs show the added costs of achieving a one-unit de-
crease in emission level, or alternatively the costs saved if emissions are in-
creased by a unit. On the horizontal axis, marginal abatement cost curves
originate at the uncontrolled emission levels, that is, emission levels prior to un-
dertaking any abatement activities. From this origin point, marginal abatement
costs show the marginal costs of producing reductions in emissions. Thus, these
marginal cost curves rise from right to left, depicting rising marginal costs of
reducing emissions.4 Exhibit 5.1 shows data pertaining to the abatement cost
function for cleaning up the water of Boston Harbor.

Figure 5.3 shows three alternative marginal abatement cost functions. The
one in panel (a) depicts marginal abatement costs rising very modestly as emis-
sions are first reduced, but then rising very rapidly as emissions become rela-
tively small. Panel (b) shows marginal abatement costs that rise rapidly from
the beginning. Panel (c) shows a marginal abatement cost curve that has an
initial declining phase, followed by increasing values; this might characterize a
situation in which small reductions can be handled only by technical means that
require a substantial initial investment. For somewhat larger reductions, the

4 In Chapter 3, we showed marginal cost curves sloping upward to the right. The graph goes in

the opposite direction because here we are producing reductions in emissions.

FIGURE 5.3 Representative Marginal Abatement Cost Functions
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The Abatement Cost Function 
for Cleaning Up Boston Harbor1 EXHIBIT 5.1

Cost/

Household/

Year What You Get Legality

Effects on the 

Community and 

the Environment

No running water;
no sewage pipes
to remove sewage
from houses.

($0) Illegal:
Federal CWA
and others
violated.

City life impossible; unsafe
drinking water leads to
disease; local ponds and
rivers drained for water;
water shortages; sewage
in streets causes epidemics;
local ponds and rivers
destroyed by sewage; major
changes in animal life and
urban ecology.

$0.00

Running water in
your house; clean,
safe drinking water;
no sewage removed
from your house.

($125) Illegal:
Federal CWA
and others
violated.

City life miserable due to
raw sewage in the streets;
epidemics caused by raw
sewage; rivers, lakes, and
harbor polluted with
bacteria; destruction of local
ponds and rivers by sewage;
major changes in animal life
and urban ecology; no safe
swimming; coastal seafood
contaminated.

$125.00

Running water in
your house; clean,
safe drinking water;
sewage piped to
harbor—no
treatment.

($175) Illegal:
Federal CWA
and others
violated.

Harbor unswimmable and
smelly; health risk presented
by raw sewage; harbor
polluted by sewage and
excess nutrients; shellfish
contaminated; no safe ocean
swimming; rats feed on fish
killed by low oxygen levels.

$175.00

Running water in
your house; clean,
safe drinking water;
sewage removed
from house; primary
treatment under
typical conditions;
frequent releases of
raw sewage through
combined sewer
outfalls.

($225) Illegal:
Federal CWA
and others
violated.

Boston Harbor polluted
with bacteria and toxins;
health risk presented by
raw sewage in harbor; fish
growth limited by low
oxygen in the summer; all
harbor seafood (except
lobster) contaminated;
beaches closed frequently
in summer.

$225.00
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EXHIBIT 5.1 (Continued) 

Running water in
your house; clean,
safe drinking water;
sewage removed
from house; primary
treatment under
typical conditions;
secondary treatment
under typical
conditions; many
releases of raw
sewage through
CSOs per year.

($725) Legal:
Under typical
conditions.
($725) Illegal:
Federal CWA
violated
during heavy
rain storms.

Improvement in harbor
from present; bacterial
pollution and low oxygen
levels caused by combined
sewer outfall (CSO) releases;
all harbor seafood (except
lobster) contaminated;
beaches closed frequently
in summer.

$725.00

Running water in
your house; clean,
safe drinking water;
sewage removed
from house; primary
treatment; secondary
treatment and
sludge recycling;
long outfall; storage
for CSO water;
infrequent releases
of raw sewage
through CSOs.

($800) Legal:
Federal CWA
requirements
met.

Improvement in harbor
from present; seafood
caught in harbor is edible;
few or no beaches closed
during summer; harbor
swimmable under good
conditions.

$800.00

Running water in
your house; clean,
safe drinking water;
sewage removed
from house;
primary treatment;
secondary treatment
and sludge
recycling; tertiary
treatment; long
outfall; containment
of CSO water.

($1,200)
Legal:
Federal CWA
requirements
exceeded.

Sewage has no effect on
harbor; healthy marine
environment in harbor;
harbor swimmable.

$1,200.00

1 These abatement costs are in terms of dollars per household per year. They are not, strictly

speaking, marginal abatement costs, but you can determine what these are by looking at

the differences in costs between the various levels.

Source: Exhibit material displayed at the New England Aquarium, Boston, MA, Spring

2000. Thanks to Stephen Costa for finding this material.

What You Get Legality
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marginal costs actually may decline as it becomes possible to utilize these tech-
niques more fully. Ultimately, however, marginal abatement costs increase. We
have to keep in mind that in dealing with abatement costs we are dealing with
a cost concept similar to that discussed in Chapter 3. The level of costs encoun-
tered when carrying out any particular task depends on the technology avail-
able to do the task and also on the managerial skills that are applied to the job.
It is quite possible to suffer extremely high abatement costs if the wrong
technology is used or if what is available is used incorrectly. In other words,
the marginal abatement cost functions pictured are to be understood as the
minimum costs of achieving reductions in emissions.

Abatement Cost Functions: A Closer Look
To investigate more deeply the concept of marginal abatement cost, consider Fig-
ure 5.4, which shows two marginal abatement cost curves. For the moment we
focus on the higher one, labeled MAC2. It begins at an effluent level marked

_
e,

the uncontrolled emission level. From there it slopes upward to the left. Begin-
ning at the uncontrolled level, the first units of emission reduction can be
achieved with a relatively low marginal cost. Think again of the pulp mill. This
first small decrease might be obtained with the addition of a modest settling
pond, but as emission levels are reduced further the marginal cost of achieving
additional reductions increases. For example, to get a 30–40 percent reduction,
the pulp mill may have to invest in new technology that is more efficient in

FIGURE 5.4 Anatomy of a Marginal Abatement Cost Curve
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terms of water use. A 60–70 percent reduction in effluent might require sub-
stantial new treatment technology in addition to all the steps taken previously,
whereas a 90–95 percent reduction might take very costly equipment for recy-
cling virtually all of the production residuals produced in the plant. Thus, the
larger the reduction in emissions, the greater the marginal costs of producing
further reductions. This yields a marginal abatement cost function that gets
steeper in slope as emissions are reduced.5

Of course, there is an upper limit on these abatement costs. The extreme
option for a single plant or pollution source is to cease operations, thereby achiev-
ing a zero level of emissions. The costs of doing this depend on circumstances.
If the source is just one small plant within a large industry consisting of many
such plants, the costs of closing it down may not be that great. In fact it may
have very little impact on, say, the price to consumers of whatever is being
produced (e.g., paper in the pulp mill), although the local impact on jobs and
community welfare may be substantial. But if we are talking about the marginal
abatement costs for an entire industry—electric power production in the mid-
western United States, for example—the shutdown option, as a way of achieving
zero emissions, would have enormous costs.

The marginal abatement cost function can express actual marginal costs of
a source or group of sources or the lowest possible marginal abatement costs.
Actual costs, of course, are determined by the technologies and procedures that
firms have adopted in the past to reduce emissions. These could have been
affected by a variety of factors, including managerial shortsightedness or public
pollution control regulations. To use the model for studying questions of social
efficiency and cost effectiveness, however, we don’t want actual costs but the
lowest possible abatement costs. In this case, we have to assume that sources
have adopted whatever technological and managerial means are available to
achieve emission reductions at the lowest possible costs. We have to assume, in
other words, that sources are acting in a cost-effective manner.

As with any marginal graph, we can depict not only marginal but also total
values. If emissions are currently at e tons per year, the value on the vertical axis
shows the marginal cost of achieving one more unit of emission reduction. The
area under the marginal abatement cost curve, between its origin at point e

_
and

any particular emission level, is equal to the total costs of abating emissions to
that level. For example, with the curve labeled MAC2, the total abatement cost
of achieving an emission level of e tons per year is equal to the area under the
curve between e and e

_
, the area (a  b); remember that we are reading the graph

from right to left.

5 Remember that the quantity indexed on the horizontal axis is the quantity of emissions,

starting at zero on the left. Thus, the marginal abatement costs of reducing emissions increase

as you move to the left, that is, as you decrease emissions. In Chapter 3 we introduced marginal

cost curves that had the conventional shape of increasing to the right as output increased. If

we indexed the quantity of emissions reduced starting at zero, then the MAC curve would indeed

increase to the right. We think it more intuitive, however, to have the origin correspond to zero

actual emissions.
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Consider now the other marginal abatement cost curve shown in Figure 5.4,
labeled MAC1. Its main feature is that it lies below MAC2, meaning that it cor-
responds to a situation where the marginal abatement costs for any level of
emissions are lower than those of MAC2. At e tons per year of emissions, for ex-
ample, the marginal costs of abating an extra ton are only c2 in the case of MAC1,
which are substantially lower than the marginal abatement costs of MAC2 at
this point. What could account for the difference? Let us assume that we are
dealing with the same pollutant in each case. One possibility is that these apply
to different sources—for example, a plant that was built many years ago and
another that was built more recently and uses different production technology.
The newer plant lends itself to less costly emissions reduction.

Another possibility is that MAC1 and MAC2 relate to the same pollutant and
the same source, but at different times. The lower one represents the situation
after a new pollution-control technology has been developed, whereas the
upper one applies before the change. Technological change, in other words,
results in a lowering of the marginal abatement cost curve for a given pollutant.
It is possible to represent graphically the annual cost that this source would
save assuming the emission rate is e before and after the change. Before the firm
adopted the new technology, its total abatement cost of achieving effluent level
e was equal to (a  b) per year, whereas after the change the total abatement
costs are b per year. The annual cost savings from the technological change are
thus a. This type of analysis will be important when we examine different types
of pollution-control policies because one of the criteria we will want to use to
evaluate these policies is how much cost-saving incentive they offer to firms
to engage in research and development to produce new pollution-control
technologies.

Aggregate Marginal Abatement Costs
The discussion of the last few pages has treated the marginal abatement cost func-
tion as something applying to a single firm, such as a single pulp mill on a river.
Suppose, however, we want to talk about the marginal abatement cost of a group
of firms, perhaps a group of firms in the same industry or a group of firms all
located in the same region. Most environmental policies, especially at state or fed-
eral levels, are aimed at controlling emissions from groups of pollution sources,
not just single polluters. Suppose, furthermore, that the individual marginal
abatement cost functions differ among the various firms. To control organic pol-
lutants in Boston Harbor or San Francisco Bay, for example, would require con-
trolling emissions from a large variety of different sources in different industries
with different production technologies, and therefore with very different individ-
ual marginal abatement cost functions. In this case we would have to construct
the overall, or aggregate, marginal abatement cost function for the collection of
firms by adding together the individual marginal abatement cost curves.

Although this sounds simple, and it basically is, it nevertheless leads into one
of the more important concepts underlying the design of effective environmen-
tal policy. It is critical to keep in mind the central idea of the abatement cost
function. It is a function that shows the least costly way of achieving reductions
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in emissions for an individual firm if we are looking at an individual marginal
abatement cost function, or for a group of polluting sources if we are consider-
ing the aggregate marginal abatement cost function.

Figure 5.5 shows, on the left, two individual marginal abatement cost func-
tions, labeled Source A and Source B. Note that they are not the same
(although remember that the scales are the same; that is, we are dealing with
the same pollutant). MACA starts at 20 tons/week and rises rather rapidly as
emissions are reduced. MACB also begins at the uncontrolled discharge level
of 20 tons/week, but rises much less rapidly. Why the difference? Perhaps
Source B is a newer plant with more flexible technological alternatives for pol-
lution control. Or perhaps the two sources, although producing the same type
of effluent, are manufacturing different consumer goods and using different
production techniques. For whatever reason, they have different marginal
abatement cost curves.

The aggregate marginal abatement cost curve is a summation, or aggrega-
tion, of these two individual relationships. But since the individual curves are
different, it makes a great deal of difference how they are added together. The
problem is that when there are two (or any other number greater than one)
sources with different abatement costs, the total cost will depend on how the
total emissions are allocated among the different sources. The principle to fol-
low is to add together the two individual functions in such a way as to yield the
lowest possible aggregate marginal abatement costs. The way to do this is to
add them horizontally. Select a particular level of marginal abatement cost—for
example, the one marked w in Figure 5.5. This level of marginal abatement cost
is associated with an effluent level of 10 tons/week from Source A and an efflu-
ent level of about 7 tons/week from Source B. On the aggregate curve, thus, a
marginal abatement cost of w would be associated with an effluent level of
10 tons  7 tons  17 tons/week. All the other points on the aggregate marginal

Source A Source B

Individual MAC functions Aggregate MAC

w

20105 20125 4017 2816 7 10

Emissions from A
(tons/week)

Emissions from B
(tons/week)

Total emissions
(tons/week)

w w

MACA MACB MACT

$
/w

e
e

k
FIGURE 5.5 Aggregate Abatement Costs
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abatement cost curve are found the same way, by summing across horizontally
on the individual marginal abatement cost curves.

In effect, what we have done here is to invoke the important equimarginal
principle, an idea that was introduced earlier in Chapter 4. To get the minimum
aggregate marginal abatement cost curve, the aggregate level of emissions must
be distributed among the different sources in such a way that they all have the
same marginal abatement costs. Start at the 10 tons/week point on the aggre-
gate curve. Obviously, this 10-ton total could be distributed among the two
sources in any number of ways: 5 tons from each source, 8 tons from one and 2
from the other, and so on. Only one allocation, however, will give the lowest ag-
gregate marginal abatement costs; this is the allocation that leads the different
sources to the point at which they have exactly the same marginal abatement
costs. At the end of this chapter we will come back to this equimarginal princi-
ple, illustrating it with a simple numerical example.

The Socially Efficient Level of Emissions

We have considered separately the marginal damage function and the marginal
abatement cost function related to a particular pollutant being released at a par-
ticular place and time; it is now time to bring these two relationships together.
This we do in Figure 5.6, which depicts a set of conventionally shaped marginal
damage and marginal abatement cost curves labeled, respectively, MD and
MAC. Marginal damages have a threshold at emission level ê, whereas the
uncontrolled emission level is e .

Emissions (tons/year)

$

MAC
MD

a b

w

ê e* e'

FIGURE 5.6 The Efficient Level of Emissions
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The efficient level of emissions is defined as that level at which marginal dam-
ages are equal to marginal abatement costs. What is the justification for this?
Note the trade-off that is inherent in the pollution phenomenon: higher emis-
sions expose society, or some part of it, to greater costs stemming from environ-
mental damages. Lower emissions involve society in greater costs in the form of
resources devoted to abatement activities. The efficient level of emissions is thus
the level at which these two types of costs exactly offset one another—that is,
where marginal abatement costs equal marginal damage costs. This is emis-
sion level e* in Figure 5.6. Marginal damages and marginal abatement costs are
equal to each other and to the value w at this level of emissions.

We also can look at this outcome in terms of total values because we know
that the totals are the areas under the marginal curves. Thus, the triangular
area marked a (bounded by points ê and e* and the marginal damage function)
depicts the total damages existing when emissions are at level e*, whereas the
triangular area b shows the total abatement costs at this level of emissions.
The sum of these two areas (a  b) is a measure of the total social costs from e*
tons per year of this particular pollutant. The point e* is the unique point at
which this sum is minimized. Note that the size of area a need not equal the
size of area b.

You might get the impression, on the basis of where point e* is located on the
x-axis, that this analysis has led us to the conclusion that the efficient level of
emissions is always one that involves a relatively large quantity of emissions and
substantial environmental damages. This is not the case. What we are develop-
ing, rather, is a conceptual way of looking at a trade-off. In the real world every
pollution problem is different. This analysis gives us a generalized way of fram-
ing the problem that obviously has to be adapted to the specifics of any particular
case of environmental pollution. Figure 5.7, for example, depicts three different
situations that might characterize particular environmental pollutants. In each
case e* depicts the efficient level of emissions and w shows marginal damages

FIGURE 5.7 Efficient Emission Levels for Different Pollutants
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and marginal abatement costs at that quantity of emissions. Panel (a) shows a
pollutant for which e* is well to the right of zero (of course, since the horizontal
axis has no units, it’s not clear exactly what “well to the right” actually means
here). Marginal damages at this point are quite small; so are total damages and
abatement costs, as shown by the small size of the triangles corresponding to
these values. The reason is that this is a pollutant where both marginal abate-
ment costs and marginal damages increase at first only very slowly.

Panel (b) shows a situation where the marginal abatement function rises mod-
erately, then rapidly, whereas the marginal damage function rises very rapidly
from the beginning. In this case e* is well to the right of zero, and w lies well
above what it was in the first diagram (assuming the vertical axes of these dia-
grams all have the same scale). Note, however, that at e* total abatement costs are
substantially higher than total damages, as is indicated by the relative sizes of
the triangles that measure these total values (a and b). What this emphasizes is that
it is not the equality of total abatement costs and total damages that defines the
efficient level of effluent, but the equality of the marginal abatement costs and
marginal damages.

In panel (c) of Figure 5.7 the efficient level of emissions is zero. There is no
point of intersection of the two functions in the graph; area a does not even ap-
pear on the graph. The only way we could conceivably get them to intersect is
if we could somehow extend them to the left of the vertical axis, but this would
imply that emissions could actually be negative, which is an oddity that we
will avoid. What makes e*  0 is that the marginal damage function doesn’t
begin at zero, but rather well up on the y-axis, implying that even the first
small amount of this pollutant placed in the environment causes great damage
(perhaps this diagram applies to some extremely toxic material). Relative to
this the marginal costs of abatement are low, giving an efficient emission level
of zero.

Changes in the Efficient Level of Emissions
The real world is a dynamic place, and this is especially true of environmental
pollution control. For our purposes this implies, for example, that the level of
emissions that was efficient last year, or last decade, is not necessarily the level
that is efficient today or that is likely to be in the future. When any of the factors
that lie behind the marginal damage and marginal abatement cost functions
change, the functions themselves will shift and e*, the efficient level of emis-
sions, also will change.

Before taking a look at this, we need to remind ourselves of what we are
doing. Remember the distinction made earlier between positive and normative
economics, between the economics of what is and the economics of what
ought to be. The idea of the efficient level of emissions comes firmly under nor-
mative economics, under the idea of what ought to be. We are presenting emis-
sion level e*, the level that balances abatement costs and damage costs, as a
desirable target for public policy. Do not get this confused with the actual level of
emissions. If the world worked so that the actual level of emissions was always
equal to, or close to, the efficient level, we presumably would have no need to
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worry about intervening with environmental policy of one type or another. Of
course it does not, which is why we must turn to public policy.

Figure 5.8 shows several ways in which e* might change when underlying fac-
tors change. Panel (a) shows the results of a shift upward in the marginal damage
function, from MD1 to MD2. One of the ways this could happen is through popu-
lation growth. MD1 might apply to a municipality in 1980 and MD2 to the same
municipality in 2000 after its population has grown. More people means that a
given amount of effluent will cause more damage.6 This leads to a conclusion that
is intuitively straightforward: The efficient level of emissions drops from e*1 to
e*2. With a higher marginal damage function, the logic of the efficiency trade-off
would lead us to devote more resources to pollution control.

Panel (b) of Figure 5.8 shows the case of a shift in the marginal abatement
cost function, from MAC1 to MAC2. What could have caused this? The most ob-
vious, perhaps, is a change in the technology of pollution control. As stressed
earlier, abatement costs depend critically on the technology available for reduc-
ing effluent streams: treatment technology, recycling technology, alternative
fuel technology, and so forth. New techniques normally arise because resources,
talents, and energy have been devoted to research and development. So the
shift downward in marginal abatement costs depicted in Figure 5.8 might be
the result of the development of new treatment or recycling technologies that
make it less costly to reduce the effluent stream of this particular pollutant. It
should not be too surprising that this leads to a reduction in the efficient level of

6 This diagram also could apply, of course, to a different situation. MD1 could be the damage

function pertaining to a relatively sparsely settled rural region; MD2 could be the marginal

damage function pertaining to a more-populous urban area. Everything we say about the

relationship between e*1 and e*2 applies also to cases like this where we are comparing two

different places at the same time, in addition to the above comparison of the same place at 

two different times.
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emissions, as indicated by the change from e*1 to e*2. We might note that this
could lead to either an increase or a decrease in the total cost of abating emis-
sions. Before the change, total abatement costs were an amount equal to the area
(a  b), that is, the area under MAC1 between the uncontrolled level e’ and the
amount e*1. After the change, total abatement costs are equal to area (b  c), and
the question of whether total abatement costs at the efficient level of emissions
have increased or decreased hinges on the relative sizes of the two areas a and
c. This in turn depends on the shapes of the curves and the extent to which the
marginal abatement cost curve has shifted; the more it has shifted, the more
likely it is that the efficient level of total abatement costs after the change will
exceed the costs before the change.7

Enforcement Costs

So far the analysis has considered only the private costs of reducing emissions,
but emission reductions do not happen unless resources are devoted to en-
forcement. To include all sources of cost we need to add enforcement costs
to the analysis. Some of these are private, such as added recordkeeping by pol-
luters, but the bulk are public costs related to various regulatory aspects of the
enforcement process.

Figure 5.9 shows a simple model of pollution control with enforcement costs
added. To the normal marginal abatement cost function has been added the
marginal costs of enforcement, giving a total marginal cost function labeled
MAC  E. The vertical distance between the two marginal cost curves equals
marginal enforcement costs. The assumption drawn into the graph is that
marginal enforcement costs, the added costs of enforcement that it takes to get
emissions reduced by a unit, increase as emissions decrease. In other words, the
more polluters cut back emissions, the more costly it is to enforce further
cutbacks. We will have more to say about enforcement and its costs in later parts
of the book.

In effect, the addition of enforcement costs moves the efficient level of emis-
sions to the right of where it would be if they were zero. This shows the vital
importance of having good enforcement technology because lower marginal
enforcement costs would move MAC  E closer to MAC, decreasing the efficient
emission level. In fact, technical change in enforcement has exactly the same
effect on the efficient level of emissions as technical change in emissions abate-
ment. We will have more to say about enforcement in later chapters, especially
Chapter 11.

7 These diagrams also can be used to examine some of the implications of making mistakes. For

example, suppose the public control authorities think that the real marginal abatement cost was

MAC1, but, in fact, because there is a cheaper way of reducing this effluent that they do not know

about, marginal abatement costs are actually MAC2. Then we would conclude that the efficient

level of effluent is e*1, whereas it is actually e*2. We might be shooting at a target that involves

excessive emissions.
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The Equimarginal Principle Applied 
to Emission Reductions

Before going on, we will take a last, very explicit look at the equimarginal prin-
ciple. In the present context, the application of the equimarginal principle says
the following: If there are multiple sources of a particular type of pollutant with
differing marginal abatement costs, and if it is desired to reduce aggregate
emissions at the least possible cost (or, alternatively, get the greatest reduction
in emissions for a given cost), then emissions from the various sources must be
reduced in accordance with the equimarginal principle.

To illustrate this, look at the numbers in Table 5.2. This shows explicitly the
marginal abatement costs of each of two firms emitting a particular residual
into the environment. If neither source makes any effort to control emissions,
they will each emit 12 tons/week. If Plant A reduces its emissions by 1 ton,
to 11 tons/week, it will cost $1,000/week; if it reduces effluent further to
10 tons/week, its abatement costs will increase by $2,000/week, and so on. Note
that the marginal abatement cost relationships of the two sources are different:
that of Source B increases faster than that of Source A.

Suppose that initially each plant is emitting at the uncontrolled level; total
emissions would then be 24 tons/week. Now assume that we want to reduce
overall emissions to half the present level, or a total of 12 tons/week. One way
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FIGURE 5.9 Enforcement Costs
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to do this would be to have equiproportionate cutbacks. Because we want a
total reduction of 50 percent, each source is required to reduce by 50 percent. If
Source A were cut 50 percent to 6 tons/week, its marginal abatement costs at
this level would be $6,000/week, whereas at this level of emissions the mar-
ginal abatement costs of Source B would be $20,000/week. Total abatement
costs of the 12-ton total can be found by adding up the marginal abatement
costs; these are $21,000/week for Source A ($1,000  $2,000  $3,000  $4,000  
$5,000  $6,000) and $56,000/week for Source B ($2,000  $4,000  $6,000  
$10,000  $14,000  $20,000), or a grand total of $77,000/week.

The overall reduction to 12 tons/week, however, can be achieved with a
substantially lower total cost. We know this because the equiproportionate
reduction violates the equimarginal principle; marginal abatement costs are not
equalized when each source reduces its effluent to 6 tons/week. What is re-
quired is different emission rates for the two sources, where, simultaneously,
they will emit no more than 12 tons of effluent and have the same marginal
abatement costs. This condition is satisfied if Source A emits 4 tons and Source
B emits 8 tons. These rates add up to 12 tons total and give each source a mar-
ginal abatement cost of $10,000/week. Calculating total abatement costs at
these emission levels gives $39,000/week for Source A ($1,000  $2,000  
$3,000  $4,000  $5,000  $6,000  $8,000  $10,000) plus $22,000/week for
Source B ($2,000  $4,000  $6,000  $10,000), or a grand total of $61,000/week.
By following the equimarginal principle, the desired reduction in total emis-
sions has been obtained, but with a savings of $16,000/week over the case of an
equiproportionate reduction.

TABLE 5.2 The Equimarginal Principle

Marginal Abatement 
Costs ($1,000/week)

Emissions (tons/week) Source A Source B

12 0 0
11 1 2
10 2 4
9 3 6
8 4 10
7 5 14
6 6 20
5 8 25
4 10 31
3 14 38
2 24 58
1 38 94
0 70 160
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Thus, we see that an emission reduction plan that follows the equimarginal
rule gives emission reduction at minimum cost. Another way of saying this is
that for any particular amount of money devoted to effluent reduction, the
maximum quantitative reduction in total effluent can only be obtained by fol-
lowing the equimarginal principle. The importance of this principle cannot be
overstated. When defining the efficient level of emissions, we were going on the
assumption that we were working with the lowest possible marginal abatement
cost function. The only way of achieving this is by controlling individual
sources in accordance with the equimarginal rule. If we are designing public
policy under the rule of equiproportionate reductions at the various sources,
the marginal abatement cost function will be higher than it should be. One of
the results of this is that the efficient emission level will be higher than it should
be, or, to say the same thing, we will seek smaller reductions in emissions than
are socially efficient.

Trade-offs and Politics

The basic model presented in the chapter says that, in deciding how to man-
age the level of environmental pollution, society faces a trade-off between
damage reduction and abatement costs. In the rough-and-tumble of the policy
process not everybody is happy with this idea. It is a political fact of life that
different social groups are more heavily invested in one side than the other.
The environmental community puts relatively great stress on the benefits
of pollution control (damage reduction); the regulated community empha-
sizes the cost side of the trade-off. Neither side may be particularly happy
with an approach that gives equal weight to each side. Both sides will find
much to object to in how the opposite side is assessing impacts, especially when
there is a lot of uncertainty surrounding both abatement cost and damage
functions.

Summary
In this chapter we have looked at a simple model of pollution control. It is
based on the notion of a trade-off between environmental damages and pollu-
tion abatement costs. We introduced the notion of a marginal damage func-
tion, showing the marginal social damages resulting from varying levels of
residual emissions or ambient pollutant levels. Then we looked at marginal
abatement cost relationships, first for an individual pollution source and then
for a group of such sources. By bringing together these two types of relation-
ships we then defined an efficient level of emissions: that level at which
marginal damages and marginal abatement costs are equal. At this level of
emissions total social costs, the total of abatement costs and damages, are
minimized.
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The efficient level of emissions is subject to change as underlying factors
shift. Population growth and the results of scientific studies can shift marginal
damage functions; technological changes can cause marginal abatement cost
functions to shift. We illustrated one case in which the efficient level of a partic-
ular pollutant is zero. Finally, we reviewed the equimarginal principle as it ap-
plies to pollution control. That principle states that when multiple sources have
different marginal abatement costs, equalizing these costs will be the least-cost
way of achieving a reduction in total emissions.

A word of caution is appropriate. The model presented in this chapter is very
general and risks giving an overly simplistic impression of pollution problems
in the real world. In fact, there are very few actual instances of environmental
pollution where the marginal damage and marginal abatement functions are
known with certainty. The natural world is too complex, and human and non-
human responses are too difficult to identify with complete clarity. Further-
more, polluters come in all types and sizes and economic circumstances, and it
takes enormous resources to learn even simple things about the costs of pollu-
tion abatement in concrete instances. Pollution control technology is changing
rapidly, so what is efficient today will not necessarily be so tomorrow. Neverthe-
less, the simple model is useful for thinking about the basic problem of pollution
control, and it will be useful in our later chapters on the various approaches to
environmental policy.

Questions for Further Discussion
1. Prove (graphically) that the point labeled e* in Figure 5.6 is indeed the

point that minimizes total social costs, the sum of abatement and damage
costs. (Do this by showing that at any other point this total cost will be
higher.)

2. Suppose there is a river on which is located several paper mills, each of
which discharges pollutants into the water. Suppose somebody invents a
new technology for treating this waste stream that, if adopted by the pulp
mills, could substantially diminish emissions. What are the impacts of this
invention on (a) the actual level of emissions and (b) the efficient level of
emissions?

3. Suppose there is a suburban community where domestic septic tanks are re-
sponsible for contaminating a local lake. What is the effect on actual and effi-
cient levels of water quality in the lake of an increase in the number of homes
in the community?

4. Below are the marginal abatement costs of three firms, related to the quan-
tity of emissions. Each firm is now emitting 10 tons/week, so total emissions
are 30 tons/week. Suppose we wish to reduce total emissions by 50 per-
cent, to 15 tons per week. Compare the total costs of doing this: (a) with an
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equiproportionate decrease in emissions and (b) with a decrease that meets
the equimarginal principle.

Marginal Abatement Costs ($/ton)

Emissions (tons/week) Firm 1 Firm 2 Firm 3

10 0 0 0
9 4 1 1
8 8 2 2
7 12 4 3
6 16 6 4
5 20 8 5
4 24 12 6
3 28 20 7
2 36 24 8
1 46 28 9
0 58 36 10

5. Suppose a new law is put into effect requiring oil tankers to use certain types
of navigation rules in coastal waters of the United States. Suppose that the
very next year there is a large tanker accident and oil spill in these waters.
Does this mean that the law has had no effect?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.





Section

Environmental
Analysis

In the last few chapters we have used the concepts of abatement costs and

damages without worrying too much about how the actual magnitudes of

these concepts might be measured in particular situations. In the next three

chapters this is rectified. Several types of analysis have been developed over

the years to provide environmental, economic, and social valuations that can

be used to inform the policy process. In the next chapter we deal with these at

the framework level. From the standpoint of economics, benefit–cost analysis

is the primary analytical tool, so much of the chapter will be devoted to a

discussion of its major elements. Then in the following two chapters we look

more closely at the methods available for estimating benefits and costs of

environmental policy decisions.

3
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Chapter6
Frameworks of Analysis

Policy decisions require information and, although the availability of good
information doesn’t automatically mean that decisions also will be good, its
unavailability will almost always contribute to bad decisions. There are a vari-
ety of alternative frameworks for generating and presenting information use-
ful to policymakers, calling for different skills and research procedures. We
briefly review the most important of these, before focusing on benefit–cost
analysis.

Impact Analysis

Impact is a very general word, meaning the effects of any actual or proposed
policy. Since there are many types of effects, there are many different types of
impact analysis.

Environmental Impact Analysis
An environmental impact analysis (EIA) is essentially an identification and
study of all significant environmental repercussions stemming from a course
of action. For the most part these focus on impacts that are expected to flow
from a proposed decision, although retrospective EIAs are of great value also,
especially when they are done to see if earlier predictions were accurate. EIAs
can be carried out for any social action, public or private, industrial or domes-
tic, local or national. They are largely the work of natural scientists, who focus
on tracing out and describing the physical impacts of projects or programs,
following through the complex linkages that spread these impacts through the
ecosystem. They do not directly address the issue of placing social values on
these impacts.

Many countries have laws requiring environmental impact studies when
substantial public programs and projects are under consideration, as well
as private projects in some cases. The one in the United States stems from
the National Environmental Policy Act of 1970 (NEPA). This law requires that
agencies of the federal government conduct environmental impact assessments
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of proposed legislation and “other major federal actions significantly affect-
ing the quality of the human environment.” Over the years this has been
extended to include any actions funded in part or regulated by the federal
government, even though they are carried out by private parties.1 The result
of the assessment is an environmental impact statement (EIS). NEPA also
created the Council on Environmental Quality, an executive agency whose job
is to manage the EIS process and publish an annual report on the state of the
environment.

Although EISs are primarily the work of natural scientists, economics also
has a distinct role to play. It is not only ecological linkages through which
environmental impacts spread; they also spread through economic linkages.
Suppose, for example, it is proposed to build a dam that will flood a certain
river valley while providing new flat-water recreation possibilities. A substan-
tial part of the environmental impact will stem from the inundation itself and
the resulting losses in animals and plants, wild-river recreation, farmland, and
so on. But much also could come from changes in patterns of behavior among
people affected by the project. Recreators traveling into and out of the region
could affect air pollution and traffic congestion. New housing or commercial
development spurred by the recreation opportunities could have negative
environmental effects. Thus, to study the full range of environmental impacts
from the dam, it is necessary to include not just the physical effects of the dam
and its water impoundment, but also the ways in which people will react and
adapt to this new facility.

Economic Impact Analysis
When interest centers on how some action—a new law, a new technological
breakthrough, a new source of imports, and so forth—will affect an economic sys-
tem, in whole or in terms of its various parts, we can speak of economic impact
analysis. In most countries, especially developing ones, there is usually wide
interest in the impact of environmental regulations on economic growth rates.
Sometimes the focus will be on tracing out the ramifications of a public program
for certain economic variables that are considered particularly important. One
might be especially interested, for example, in the impact of an environmental
regulation on employment, the impact of import restrictions on the rate of
technological change in an industry, the effects of an environmental law on the
growth of the pollution-control industry, the response of the food industry to new
packaging regulations, and so on.

Economic impact analyses can be focused at any level. Local environmen-
tal groups might be interested in the impact of a wetlands law on the rate of
population growth and tax base in their community. Regional groups might

1 Many of the individual states also have laws requiring environmental impact statements for

state-funded actions.
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be interested in the impacts of a national regulation on their particular eco-
nomic circumstances. At the global level, an important question is how efforts
to control CO2 emissions might impact the relative growth rates of rich
and poor countries. Whatever the level, economic impact analysis requires a
basic understanding of how economies function and how their various parts
fit together.

The U.S. Environmental Protection Agency (EPA) has developed procedures
for doing economic impact analyses of proposed environmental regulations.
Over the years these have gone under different names, such as regulatory im-
pact analyses, economic impact statements, and regulatory flexibility analyses.
At bottom, however, they are all analyses of the benefits and costs of alternative
regulatory approaches.

Regulatory Impact Analysis
Regulatory agencies and others are concerned with the array of possible
impacts that might result from any actual or proposed regulation. What has
developed over time, therefore, is the concept of regulatory impact analysis
(RIA), which is supposed to systematically and comprehensively identify
and estimate the impacts flowing from regulations. Many countries have
requirements for doing these types of studies, and they differ somewhat
in terms of what kinds of impacts they focus on and some of the proce-
dures for carrying them out.2 In the United States RIAs essentially involve
full benefit–cost analyses of regulatory options. We will discuss benefit–
cost analysis below. Over the years the basic terminology of regulatory
impact analysis has changed. In recent years this has been called simply
regulatory analysis.3

Cost-Effectiveness Analysis

Suppose a community determined that its current water supply was contami-
nated with some chemical and that it had to switch to some alternative supply.
Suppose it had several possibilities: It could drill new wells into an uncontami-
nated aquifer, it could build a connector to the water supply system of a neigh-
boring town, or it could build its own surface reservoir. A cost-effectiveness
analysis would estimate the costs of these different alternatives with the aim of
showing how they compared in terms of, say, the costs per million gallons of
delivered water into the town system. Cost-effectiveness analysis, in other words,
takes the objective as given, then costs out various alternative ways of attaining
that objective.

2 See, for example, Organization for Economic Cooperation and Development, Regulatory Impact

Analysis: Best Practices in OECD Countries, 1997 (www1.oecd.org/puma/regref/ria.htm).
3 See Office of Management and Budget, “Regulatory Analysis,” Circular A-4, September 17, 2003

(www.whitehouse.gov/omb/circulars/a004/a-4.pdf).
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Table 6.1 shows some cost-effectiveness data for the control of mobile-
source nitrogen oxide (NOx) emissions. The South Coast Air Quality Manage-
ment District in California offers grants to local groups, primarily businesses,
for undertaking special steps to reduce NOx emissions. To help decide on
which programs to fund, they look at the expected cost-effectiveness of each
proposal in terms of the dollars per pound of reduced NOx emissions. The low-
est of these, a proposal to replace power boats used in the movie industry, is
only 38 cents per pound, while the highest is $74.62 per pound.

The equimarginal principle is clearly important in cost-effectiveness studies.
In putting together an effective control program, authorities would want to
choose techniques that have the lowest marginal abatement costs and combine
them in a way that satisfies the equimarginal principle. Of course, this leaves
out the important prior question. In this example, how much Nox reduction is
efficient, in the light of damages done by these emissions? It can be seen that the
efficiency question is intertwined with the issue of cost-effectiveness. The effi-
ciency question cannot be answered until emission reduction costs are known,
but these costs depend on the cost-effectiveness of the particular techniques
chosen to reduce emissions.

It may make good sense to do a cost-effectiveness analysis even before there
is a strong public commitment to the objective being pursued. In many cases
people may not know exactly how much they value a given objective. Once a
cost-effectiveness analysis is done, they may be able to tell, at least in relative
terms, whether any of the different alternatives would be desirable. They may
be able to say something like: “We don’t know exactly how much benefits are
in monetary terms, but we feel that they are more than the costs of several of
the alternatives that have been costed out, so we will go ahead with one or both
of them.”

TABLE 6.1 Cost-Effectiveness of Different Projects to Reduce NOx Emissions
in Southern California

Action
Dollars per Pound of Reduced 

NOx Emissions

Repowering off-road diesel engines 2.46
Replacing street sweepers with gas power 2.72
Replacing bus with CNG bus 6.34
Deployment of CNG vans and trucks 3.85
Implement video conferencing 22.47
Issue public transit passes 74.52
Offer cash incentives for rideshare 2.62
Deploy CNG-powered airport shuttles 11.22
Replace movie-industry power boats .38

Source: South Coast Air Quality Management District, Air Quality Investment Program, Summary of Proposals
Received, First, Second, and Third Quarters, 2003 
(www.aqmd.gov/trans/doc/aqip/2003_q1_q2_q3.html).
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Damage Assessment

In 1980, the Comprehensive Environmental Response, Compensation and
Liability Act was enacted.4 This law allows federal, state, and local govern-
ments to act as trustees for publicly owned natural resources and to sue people
who are responsible for the release of harmful materials that damage these
resources. This has led to a type of study called damage assessment, the objec-
tive of which is to estimate the value of the damages to an injured resource so
that these amounts can be recovered from those held liable by the courts. The
U.S. Department of Interior (DOI) was assigned the job of determining how
damages are to be measured in these cases.

The conclusions of the DOI were that damages should be equal to the lesser
of (1) the lost value of the resource or (2) the value of restoring the resource
to its former state. Consider the following figures, which represent resource
values and restoration values for several cases.

A B

Lost resource value $1.2 million $1.6 million
Restoration cost 0.6 million 3.8 million

For case A, the resource value lost from an oil or hazardous waste release is
$1.2 million, but the cost of restoring the resource to its former state is only
$0.6 million, so the latter is taken as the true measure of damages. In case B, the
lost resource value at $1.6 million is substantially less than restoration costs;
therefore, the former would be used to assess damages.

The lost economic values associated with a reduction in the quality of a natural
resource can stem from many sources: for example, on-site recreation such as
camping, hiking, or driving for pleasure; extractive uses of natural resources, such
as energy production and mining; uses of stream flows for irrigation, municipal,
and industrial water supplies; and transportation services. The task of measur-
ing these values is very similar to the steps undertaken in standard benefit–cost
studies of natural and environmental resource use, which we discuss next.

In recent years the emphasis has shifted toward restoration costs as the pre-
ferred measure of damages. Restoration costs are defined to include restoration,
rehabilitation, replacement, and/or the acquisition of equivalent resources.
Exhibit 6.1 discusses one such case.

On the surface it might seem easier to measure restoration costs than lost
resource value for damaged environmental resources. Restoration appears to
involve primarily engineering actions based on knowledge from physical and
biological sciences, but restoration is in fact a rather complicated idea. In some
cases restoration may be technically impossible, such as when there is some
element of uniqueness in the destroyed resource. Restoration of the physical
values of a resource (e.g., soil pH, water temperature, amount of tree cover)
may not restore all of its ecological characteristics.

4 This law will be studied in more detail in Chapter 16.
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Other thorny problems in evaluating the restoration costs of a damaged natural
resource are:

• The determination of what the original or baseline resource quality actu-
ally was.

• The choice among alternative ways of restoring a resource in a cost-
effective way.

• The determination of what is meant by a natural or environmental resource
of equivalent value to a resource that was lost.

It is apparent that it is impossible to discuss restoration in physical terms with-
out considering its monetary costs.

Environmental Restoration Under 
Damage Assessment Laws EXHIBIT 6.1

and implement restoration projects to

compensate for the estuarine resources lost

due to the Spill. An additional $2.363M is

available to plan and implement freshwater

riverine habitat restoration projects to com-

pensate for the freshwater injuries . . .

The restoration goal, as identified in

the Final DARP/EA, is to replace the bio-

mass of fish, crabs, and shrimp lost due to

the Spill. The Final DARP/EA selected two

types of projects—restoration of estuarine

wetlands and oyster reef creation—as ap-

propriate to achieve this goal. Wetlands

and reefs enhance ecosystems by provid-

ing nursery habitat, refuge, and foraging

for fish and other aquatic organisms,

nesting and foraging for birds, erosion

protection, and water quality improve-

ments, and also improve recreational

experiences for people who fish or observe

wildlife.

Source: “Estuarine Restoration Implementation
Plan for the December 7, 1997 Alafia River
Spill,” Environmental Protection Commission
of Hillsborough County, Florida Department of
Environmental Protection, National Oceanic
and Atmospheric Administration, August 17,
2007.

DARP/EA stands for Damage Assessment and
Restoration Plan/Environmental Assessment.

On December 7, 1997, approximately

55 million gallons of highly acidic process

water was released into the Alafia River

(the Spill) from the _______________, Inc.,

fertilizer plant in Mulberry, Polk County,

Florida. The acidic waters traveled over

30 miles down the Alafia River, injuring

freshwater habitats in its upper reaches

and estuarine habitats near its mouth, and

killing fish and other aquatic animals and

plants from the point of discharge to the

mouth of the river and into Tampa Bay. It

also added substantial amounts of nutri-

ents to the bay. Several public agencies

worked together to assess the natural re-

source injuries and losses caused by the

Spill and to require _______________, Inc.,

to pay damages for those losses. As a

result of those efforts, a settlement with

the company and its insurer was reached

in 2002 that requires payment of $3.65M

over five years to compensate for the loss

of these public resources. Applicable laws

and the terms of the settlement require

that these funds be used to plan, imple-

ment and oversee restoration actions that

address the natural resource losses that

occurred. Approximately $1.3M of the

funds, plus a portion of the interest earned

since the settlement, is available to plan
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Benefit–Cost Analysis

Benefit–cost analysis is for the public sector what a profit-and-loss analysis is for
a business firm. If an automobile company was contemplating introducing a
new car, it would want to get some idea of how its profitability would be affected.
On the one hand, it would estimate costs of production and distribution: labor,
raw materials, energy, emission control equipment, transportation, and so forth.5

On the other hand, it would estimate revenues through market analysis. Then it
would compare expected revenues with anticipated costs. Benefit–cost analysis
is an analogous exercise for programs in the public sector. This means there are
two critical differences between benefit–cost analysis and the car example: It is
a tool for helping to make public decisions, done from the standpoint of soci-
ety in general rather than from that of a single profit-making firm, and it usu-
ally is done for policies and programs that have unmarketed types of outputs,
such as improvements in environmental quality.

Benefit–cost analysis has led two intertwined lives. The first is among its prac-
titioners: economists inside and outside public agencies who have developed the
techniques, tried to produce better data, and extended the scope of the analysis.
The second is among the politicians and administrators who have set the rules
and procedures governing the use of benefit–cost analysis for public decision
making. In the United States, benefit–cost analysis was first used in conjunction
with the United States Flood Control Act of 1936. That act specified that federal
participation in projects to control flooding on major rivers of the country would
be justifiable “if the benefits to whomever they accrue are in excess of the estimated
costs.” In order to determine if this criterion was satisfied for any proposed flood-
control dam or large levee project, procedures had to be developed to measure
these benefits and costs.

These procedures have been altered from time to time as benefit–cost analysis
has evolved and matured. The status and role of benefit–cost analysis in public
natural resource and environmental decision making have been the subject of
continuing discussions as well as political and administrative conflicts. Public
agencies often have been taken to task by outsiders for trying to use benefit–cost
analysis in ways that would help them justify ever-larger budgets. Some ob-
servers have taken the position that benefit–cost analysis is really an attempt to
short-circuit the processes of political discussion and decision that should take
place around prospective public projects and programs.

In 1981 President Reagan issued an executive order requiring that benefit–
cost analysis be done for all major government regulations. In the early 1990s
President Clinton renewed this requirement, in slightly revised form. Finally, in
2000 Congress passed (and the president signed) the Regulatory Right to
Know Act, requiring agencies to do benefit–cost analyses of their programs and

5 Of course, it probably would not factor in the costs of air pollution damage inflicted on people

breathing the emissions of the new cars; if everyone did this without being required to, we

probably wouldn’t be here studying this topic.
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regulations. Supporters of these laws argue that it is a way to ensure that costs
are given appropriate weight in public regulation. Opponents say that, because
many benefits are hard to measure, such a requirement will make it more diffi-
cult to pursue socially beneficial public regulation.

Despite these controversies, benefit–cost analysis has become the primary
analytical method for evaluating public programs. This is not to say that actual
government decisions are now being based on these analyses. The politics of
public policy are vigorous and shifting, and it is unlikely that policy decisions
ever will, or should, be based solely on benefit–cost criteria. But some success
has been encountered recently in making benefit–cost analysis more relevant
to environmental policy decision making. A number of programs have been
evaluated from a benefit–cost perspective: for example, the plan for phasing
out leaded gasoline, disposing of sludge from wastewater treatment plants, and
establishing rules for municipal solid waste landfills.6 In addition, the EPA as
well as other federal agencies has sought to develop better methods for esti-
mating the benefits and costs of environmental programs. Benefit–cost analyses
of environmental programs will undoubtedly become much more common in
the future.

The Basic Framework
As the name implies, a benefit–cost analysis involves measuring, adding up,
and comparing all the benefits and all the costs of a particular public project or
program. There are essentially four steps in a benefit–cost analysis:

1. Specify clearly the project or program.

2. Describe quantitatively the inputs and outputs of the program.

3. Estimate the social costs and benefits of these inputs and outputs.

4. Compare these benefits and costs.

Each of these steps incorporates a number of component steps. In doing
a benefit–cost analysis, the very first step is to decide on the perspective
from which the study is to be done. Benefit–cost analysis is a tool of public
analysis, but there are actually many publics. If we were doing a benefit–cost
study for a national agency, the public typically would be all the people liv-
ing in the particular country. But if we were employed by a city or regional
planning agency to do a benefit–cost analysis of a local environmental pro-
gram, we would undoubtedly focus on benefits and costs accruing to people
living in those areas. At the other extreme, the rise of global environmental
issues has forced us to undertake some benefit–cost analyses from a worldwide
perspective.

Step 1 also includes a complete specification of the main elements of the
project or program: location, timing, groups involved, connections with other

6 For a discussion of these and other examples of the use of benefit–cost analysis in environmental

policymaking, see Richard D. Morgenstern (ed.), Economic Analysis at EPA, Assessing Regulatory

Impact, Resources for the Future, Washington, DC, 1997.
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programs, and so on. There are two primary types of public environmental pro-
grams for which benefit–cost analyses are done:

1. Physical projects that involve direct public production: public waste treat-
ment plants, beach restoration projects, hazardous-waste incinerators, habitat
improvement projects, land purchase for preservation, and so on.

2. Regulatory programs that are aimed at enforcing environmental laws and
regulations, such as pollution-control standards, technological choices, waste
disposal practices, restrictions on land development, and so on.

After the basic project or program has been specified, the next step is to
determine the full range of consequences that flow from it. For physical projects
this amounts to specifying the inputs and outputs the project will entail. For
some projects this is reasonably easy. In planning a wastewater treatment facility,
the engineering staff will be able to provide a full physical specification of the
plant, together with the inputs required to build it and keep it running. For an
incinerator one would need to estimate both the conventional costs of running
the plant and any environmental costs stemming from whatever emissions the
plant might produce.

For regulatory programs, estimating the full set of important consequences
can be difficult. It involves predicting how members of the regulated community
(power plants, oil refineries, car owners, building contractors, etc.) will respond
to the new regulations in terms of altering both their behavior patterns and the
technologies they might adopt for pollution-control purposes. Moreover, sec-
ondary impacts—that is, impacts in other sectors that have connections with the
one being regulated—should also be considered. It is in this step that we first
have to recognize the great importance of time. Environmentally related pro-
jects or programs do not usually last for a single year, but are spread out over
long periods of time. So the job of specifying consequences involves predictions
of future events, often quite remote in time. This puts a premium on having a
good understanding of issues such as future growth patterns, future rates of
technological change, and possible changes in consumers’ preferences.

The next step is to place values on the consequences—that is, to estimate
benefits and costs in comparable terms. We could do this in any units we wish,
but typically this implies measuring benefits and costs in monetary terms. This
does not mean in market-value terms because in many cases we will be dealing
with effects, especially on the benefit side, that are not directly registered on
markets. Nor does it imply in some fundamental manner that only monetary
values count. It means that we need a single metric into which to translate all of
the impacts of a project or program in order to make them comparable among
themselves as well as with other types of public activities. Ultimately, certain
environmental impacts of a program may be irreducible to monetary terms
because we cannot find a way of measuring how much people value these
impacts. In this case it is important to supplement the monetary results of the
benefit–cost analysis with estimates of these intangible impacts.

Finally, we must compare benefits and costs. To understand what is in-
volved in very general terms consider the numbers in Example 6.1. These show
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Benefits and Costs of Proposed 
Emission Standards for Nonroad 
Diesel Engines EXAMPLE 6.1

and PM2.5 of 65, 97, 30, and 63 percent,

respectively.1 The EPA carried out a benefit-

cost analysis of this proposal, and published

it in 2003. This involved an extended study

of estimated emission reductions from

“baseline” levels (i.e., levels that would

have prevailed if the regulation was not in

effect), its implications for ambient levels,

and damages, chief among which are the

health benefits that could be expected.

Here are some of the results, applicable to a

representative future year (2020).

Off-road vehicles are important sources

of air pollution. Off-road diesel vehicles

include construction equipment, some

agricultural equipment, compressors, gen-

erators, and some lawn equipment. The

EPA recently proposed a new set of regula-

tions for these vehicles, involving reduced

emissions and the refining of special low-

sulfur fuel that would be used to power

them. Over the period of 2007 to 2030,

the regulations would be expected to result

in reduced emissions of NOx, SO2, NMHC,

Benefits: $ Million

Reductions in:

Premature deaths 39,000

Chronic bronchitis 1,600

Hospital costs 79

Lost work days 90

Restricted activity days 210

Improved visibility 1,200

Other 821

Total 43,0002

Costs:

Engine costs 921

Equipment costs 132

Operating costs3 332

Total 1,385

Net Benefits 41,615

The estimated benefits of this proposed

rule in this year are roughly 31 times the

costs. This shows that these nonroad en-

gines are important sources of air pollu-

tants, and that doing more to reduce their

emissions is well justified on benefit–cost

grounds.

1 NOx: nitrogen oxides; SO2: sulfur dioxide;
NMHC: nonmethane hydrocarbons; 

PM2.5: particulate matter less than 
2.5 microns.
2 Does not include certain unvalued benefits.
3 Includes costs of making low-sulfur diesel fuel.

Source: Regulatory Impact Analysis: Control
of Emissions from Nonroad Diesel Engines,
EPA 420-R-03-008, April 2003
(www.epa.gov/nonroad-diesel/
2003nprm#draftregulatory).
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the primary benefits and costs of tighter proposed emission standards for non-
road vehicles and machinery, such as diesel generators, tractors, and lawn
equipment. The restrictions would be expected to result in substantial reduc-
tions of NOx and particulate emissions, which would produce benefits primarily
by reducing the incidence of a number of health conditions. In fact the greatest
source of benefits was estimated to be in terms of reductions in premature
deaths. For a representative future year (in this case 2020) these and other ben-
efits were estimated at $43 billion. Costs, on the other hand, were estimated at
only $1.4 billion.

Benefits and costs can be compared in several ways: net benefits are simply
total benefits minus cost. In the example they are $43 billion  $1.4 billion  
$41.6 billion. Another criterion sometimes used is the benefit–cost ratio, which
is simply the ratio of benefits to costs, or the amount of benefits produced per
dollar of costs. In the example this ratio is $43  $1.4  30.7. This is a very high
benefit–cost ratio.

Scope of the Program
One important problem in benefit–cost analysis is deciding on the scope of the
project or program. A benefit–cost analysis must be specified completely in terms
of its size or scope. In reality, however, it is always possible to make a project
or program larger or smaller by some amount. How can we be sure that the
program we are evaluating is of the appropriate scope?

To explore this issue, consider Figure 6.1. It shows the standard emission
control model as developed in the last chapter, with marginal damage (MD)
and marginal abatement cost (MAC) functions. Assume that the current level of
emissions is e1; that is, emissions are essentially uncontrolled. A control program

Emissions

$

MAC MD

c

b

e*

a

d

0 e2 e1

FIGURE 6.1 Establishing the Size of a Public Program
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is proposed that would lower emissions to e2. For this program, total benefits
(total damages reduced) are equal to (a  b), whereas total abatement costs are
equal to b. Net benefits are therefore equal to area a.

For an emission reduction program to give maximum net benefits, however,
it would have to reduce emissions to e*, the level at which MD  MAC. Here,
net benefits would equal (d  a). The problem is when we do a benefit–cost
analysis of a specific proposal, how can we be sure that we are dealing with one
such as e* in the figure and not one such as e2?

The general procedure here is to carry out sensitivity analyses on these
results. This means recalculating benefits and costs for programs somewhat
larger and somewhat smaller than the one shown in the example. We would
analyze a program that has somewhat more restrictive emission reductions,
with appropriate enforcement resources, and one that is somewhat less restric-
tive. If the chosen program is indeed appropriately scaled, each of the variations
will produce lower net benefits.

The benefit–cost ratio is often used in public debates in describing environ-
mental projects or programs, but the efficient program size is not the one that
gives the maximum benefit–cost ratio. At emission level e* the benefit–cost ratio
is equal to (a b c d)  (b c). At emission level e2, the benefit–cost ratio is
(a b)  b, which is higher than that at e*. The benefit–cost ratio may be used to
make sure that, at the very least, benefits exceed cost, but beyond this it is a mis-
leading indicator in planning the appropriate scope of public programs.

Under some circumstances, there may be grounds for sizing programs at less
than that which maximizes net benefits. Suppose there is a regional public
agency in charge of enforcing air-pollution laws in two medium-sized urban
areas. Suppose further that it has a fixed and predetermined budget of $1 mil-
lion to spend. There are two possibilities: (1) Put it all in one enforcement pro-
gram in one of the cities or (2) divide it between two programs, one in each city.
Suppose the numbers are as follows:

Costs Benefits Net Benefits Benefit–Cost Ratio

One-city program $1,000,000 $2,000,000 $1,000,000 2.0

Two-city program
City A 500,000 1,200,000 700,000 2.4
City B 500,000 1,200,000 700,000 2.4

In this case the agency can do better with its fixed budget by putting it into two
half-sized programs rather than just one. In this case the correct approach is
to allocate resources so that the net benefits produced by the total budget are
maximized.

Discounting
We turn now to the important problem of how to compare costs and benefits
that occur at very different points in time. In a pollution-control program, for
example, how do we compare the high initial-year capital costs of abatement
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equipment with the long-run costs of maintaining it? In the global warming
problem, how do we compare the very high costs today of controlling CO2

emissions with the benefits that won’t really start accruing for several decades?
Suppose there are two programs, one with relatively high net benefits that
materialize well into the future and another with smaller net benefits that occur
in the near future. How do we compare these two options? The standard way
to address problems such as these is through discounting, a technique em-
ployed to add and compare costs and benefits that occur at different points in
time. Discounting has two facets: first, the mechanics of doing it; then, the rea-
soning behind the choice of discount rates to be used in specific cases. We take
these up in turn.

A cost that will occur 10 years from now does not have the same significance as
a cost that occurs today. Suppose, for example, that I have incurred a bill of $1,000
that I must pay today. To do that I must have $1,000 in the bank, or my pocket,
with which to pay the obligation. Suppose, however, that I have a $1,000 bill to
pay, not today, but 10 years from now. If the rate of interest I can get in a bank is
5 percent, and I expect it to stay at that level, I can deposit $613.90 in the bank
today and it will compound up to $1,000 in 10 years, exactly when I need it. The
formula for compounding this sum is

$613.90(1  .05)10
 $1,000

Now turn this around and ask: What is the present value to me of this $1,000
obligation 10 years from now? Its present value is what I would have to put in
the bank today to have exactly what I need in 10 years, and we get this by rear-
ranging the above expression:

Present value   $613.90

The present value is found by discounting the future cost back over the 10-year
period at the interest rate, now called the discount rate, of 5 percent.7 If it were
higher—say, 8 percent—the present value would be lower—$463.20. The higher
the discount rate, the lower the present value of any future dollar amount.

The same goes for a benefit. Suppose you expect someone to give you a gift
of $100, but only at the end of six years. This would not have the same value
to you today (i.e., the same present value) as $100 given to you today. If the
applicable discount rate is 4 percent, the present value of that future gift
would be

 $79.03

Discounting is used extensively in benefit–cost analyses. Its main role is to help
in aggregating a series of costs or benefits that are strung out over the life of a

$100
  
(1  .04)6

$1,000
  
(1  .05)10

7 In general, the discount formula is PV  m/(1  r)t, where m is the future value, r is the discount

rate, and t is the number of years involved.
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project or program. Consider the following illustrative numbers, showing ben-
efits for two different programs over their short lives:

Benefits ($) in Year:

1 2 3 4

Project A 20 20 20 20
Project B 50 10 10 10

If we simply add these benefits across the four years for each project, they have
the same total: $80. But Project A has a series of equal annual benefits, whereas
B has substantial benefits in the first period and lower annual benefits there-
after. To compare the total benefits of the two projects, we must calculate the
present value of total benefits for each program. For illustrative purposes we
use a discount rate of 6 percent.

PVA  $20     $73.45

PVB $50     $76.73

Note first that both present values are less than the undiscounted sums of ben-
efits. This will always be true when a portion of a program’s benefits accrues in
future years. Note also that the present value of benefits for B exceeds that of A,
because more of B’s benefits are concentrated early in the life of the program.
That is to say, the time profile of B’s benefits is more heavily concentrated in
earlier years than the time profile of A’s benefits.

Similar calculations are made for costs in order to find the present value of the
stream of annual costs of a program. And the same reasoning applies: discount-
ing reduces the present value of a dollar of cost more the farther in the future that
cost will be incurred. The present value of the stream of benefits minus the present
value of costs gives the present value of net benefits. Alternatively, we could
calculate for each year in the life of a project its net benefits, then calculate the
present value of this stream of net benefits in the same way, by summing their
discounted values.

Choice of Discount Rate
Because discounting is a way of aggregating a series of future net benefits into
an estimate of present value, the outcome depends importantly on which par-
ticular discount rate is used. A low rate implies that a dollar in one year is very
similar in value to a dollar in any other year. A high rate implies that a dollar
in the near term is much more valuable than one later on. Thus, the higher the
discount rate, the more we would be encouraged to put our resources into pro-
grams that have relatively high payoffs (i.e., high benefits and/or low costs)

$10
  
(1  .06)3

$10
  
(1  .06)2

$10
 
1  .06

$20
  
(1  .06)3

$20
  
(1  .06)2

$20
 
1  .06
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in the short run. The lower the discount rate, on the contrary, the more we
would be led to select programs that have high net benefits in the more
distant future.

The choice of a discount rate has been a controversial topic through the years,
and we can only summarize some of the arguments here. First, it is important to
keep in mind the difference between real and nominal interest rates. Nominal
rates are the rates one actually sees on the market. If you take a nominal rate
and adjust it for inflation, you get a real interest rate. Suppose you deposit
$100 in a bank at an interest rate of 8 percent. In 10 years your deposit would
have grown to $216, but this is in monetary terms. Suppose over that 10-year
period prices increase 3 percent per year on average. Then the real value of
your accumulated deposit would be less; in fact, the real interest rate at which
your deposit would accumulate would only be 5 percent (8 percent 3 percent),
so in real terms your deposit would be worth only $161 after the 10 years.8 So
we have to be careful about the interest rate we use for discounting. If the cost
estimates are expected real costs, that is, adjusted for expected inflation, we
want to use a real interest rate for discounting purposes. If our cost estimates
are nominal figures, then we use a nominal interest rate in the discounting
analysis.

The discount rate reflects the current generation’s views about the relative
weight to be given to benefits and costs occurring in different years. One way
of thinking about this is to say that the discount rate should reflect the way
people themselves think about time. Any person normally will prefer a dol-
lar today to a dollar in 10 years; in the language of economics, they have a
positive rate of time preference. We see people making savings decisions
by putting money in bank accounts that pay certain rates of interest. These
savings account rates show what interest the banks have to offer in order to
get people to forgo current consumption. We might therefore take the aver-
age bank savings account rate as reflecting the average person’s rate of time
preference.

The problem with this is that there are other ways of determining people’s
rates of time preference, and they don’t necessarily give the same answer.
Economists at Resources for the Future9 completed a large survey in which
they asked individuals to choose between receiving $10,000 today and larger
amounts in 5 or 10 years. The responses yielded implied rates of discount of
20 percent for a 5-year time horizon and 10 percent for a 10-year horizon.
These were substantially higher than bank savings rates at the time of the
survey.

Another approach in thinking about the discount rate is based on the notion
of the marginal productivity of investment. When investments are made in

8 These are slight approximations. The deposit would actually be worth $160.64, and the real rate

of accumulation would be 4.89 percent.
9 Resources for the Future (RFF) is a well-known Washington organization that specializes in

natural resource and environmental economics research. It publishes a quarterly newsletter

discussing its work. This information comes from RFF, Resources, No. 108, Summer 1992, p. 3.
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productive enterprises, people anticipate that the value of future returns will
offset today’s investment costs; otherwise, these investments would not be
made. The thinking here is that when resources are used in the public sector for
natural resource and environmental programs, they ought to yield, on average,
rates of return to society equivalent to what they could have earned in the pri-
vate sector. Private-sector productivity is reflected in the rates of interest banks
charge their business borrowers. Thus, by this reasoning, we should use as our
discount rate a rate reflecting the interest rates that private firms pay when they
borrow money for investment purposes. These are typically higher than savings
account interest rates.

With the multiplicity of interest rates the real world offers, and these dif-
ferent arguments for choosing a discount rate, it is no wonder that practices
differ among agencies in the public sector. In 1990, for example, the Office of
Management and Budget, the major executive branch spending oversight
agency, used a discount rate of 10 percent. The Congressional Budget Office,
an oversight agency for the U.S. Congress, used a discount rate of 2 per-
cent. The U.S. Environmental Protection Agency uses several discount rates
for evaluating environmental programs. Some agencies also require sensi-
tivity analysis, showing how program net benefits are affected when cal-
culated with slightly higher or lower discount rates. We can conclude that
although discounting is widely accepted, the rate controversy is far from being
resolved.

Discounting and Future Generations
The logic of a discount rate, even a very small one, is inexorable (see the
numbers in Example 6.2). A billion dollars, discounted back over a century at
5 percent, has a present value of only slightly over $7.6 million. The present
generation, considering the length of its own expected life, may not be inter-
ested in programs having very high but long-run payoffs such as this.

The logic is even more compelling if we consider a future cost. One of the
reasons that environmentalists have looked askance at discounting is that it
can have the effect of downgrading future damages that result from today’s
economic activity. Suppose today’s generation is considering a course of action
that has certain short-run benefits of $10,000 per year for 50 years, but which,
starting 50 years from now, will cost $1 million a year forever. This may not be
too unlike the choice faced by current generations on nuclear power or on
global warming. To people alive today the present value of that perpetual
stream of future cost discounted at 10 percent is only $85,000. These costs may
not weigh particularly heavily on decisions made by the current generation.
The present value of the benefits ($10,000 a year for 50 years at 10 percent, or
$99,148) exceeds the present value of the future costs. From the standpoint of
today, therefore, this might look like a good choice, despite the perpetual cost
burden placed on all future generations.

But when future generations are involved, the question of what discount to
use is more controversial. Most, but not all, economists and policymakers prob-
ably would agree that some positive rate of discount is appropriate. Probably
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most also agree that it ought to be fairly low (1 percent, 2 percent?) but beyond
that there is no alternative that is widely agreed upon. We will have more to say
about this in later chapters, especially in connection with the long-run impacts
of global warming.

Distributional Issues
The relation of total benefits and total costs is a question of economic effi-
ciency. Distribution is a matter of who gets the benefits and who pays the
costs. In public sector programs, distributional matters must be considered
along with efficiency issues, which implies that benefit–cost analyses must
incorporate studies of how net benefits are distributed among different groups
in society.

The distribution of benefits and costs is primarily a matter of equity, or fair-
ness. There are two main types of equity: horizontal and vertical. Horizontal
equity is a case of treating similarly situated people the same way. An environ-
mental program that has the same impact on an urban dweller with $20,000 of
income as on a rural dweller with the same income is horizontally equitable.
Consider the following numbers, which illustrate in a simple way the annual

The Effects of Discounting EXAMPLE 6.2
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Similarly, for a given time period, the
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values of a particular program accruing to three different individuals who, we as-
sume, all have the same income. Abatement costs show the costs of the program
to each individual; these may be higher prices on some products, more time
spent on recycling matters, higher taxes, or other factors. The reduced damages
are measures of the value of the improvements in environmental quality accru-
ing to each person.

Person A Person B Person C

Reduced environmental damages ($/year) 60 80 120
Abatement costs ($/year) 40 60 80
Difference 20 20 40

Costs and reduced damages are different for individuals A and B, but the
difference between them ($20/year) is the same; hence, the difference as a
proportion of their income is the same. With respect to these two people, there-
fore, the program is horizontally equitable. It is not, however, for individual C,
because this person experiences a net difference of $40/year. Because Person C
is assumed to have the same income as the other two people, they are clearly
better off as a result of this program; horizontal equity in this case has not been
achieved.

Vertical equity refers to how a policy impinges on people who are in
different circumstances, in particular on people who have different income
levels. Consider the numbers in Table 6.2. These show the impacts, expressed

TABLE 6.2 Vertical Equity*

Person A Person B Person C

Income 5,000 20,000 50,000

Program 1
Reduced damages 150 (3.0) 300 (1.5) 600 (1.2)
Abatement costs 100 (2.0) 100 (0.5) 100 (0.2)

Difference 50 (1.0) 200 (1.0) 500 (1.0)

Program 2
Reduced damages 150 (3.0) 1,400 (7.0) 5,500 (11.0)
Abatement costs 100 (2.0) 800 (4.0) 3,000 (6.0)

Difference 50 (1.0) 600 (3.0) 2,500 (5.0)

Program 3
Reduced damages 700 (14.0) 2,200 (11.0) 3,000 (6.0)
Abatement costs 200 (4.0) 1,000 (5.0) 1,500 (3.0)

Difference 500 (10.0) 1,200 (6.0) 1,500 (3.0)

*Figures in this table show annual monetary values. Numbers in parentheses show the percentage of income these
numbers represent.
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in monetary values, of three different environmental quality programs on
three people with, respectively, a low income, a medium income, and a high
income. In parentheses next to each number is shown the percentage that
number is of the person’s income level. Note, for example, the “difference”
row of Program 1; it shows the difference between how much the person ben-
efits from the program (in terms of reduced environmental damages imping-
ing on him) and how much it will cost him (in terms of the extent to which he
will bear a part of the abatement costs of the program). Note that this net dif-
ference represents 1 percent of the income of each person. This is a
proportional impact; that is, it affects the people of each income level in the
same proportion.

Program 2, on the other hand, is regressive; it provides higher proportional
net benefits to high-income people than to low-income people. Program 3 has a
progressive impact because net benefits represent a higher proportion of the low-
income person’s income than it does of the wealthy person’s income. Thus, an
environmental program (or any program for that matter) is proportional, pro-
gressive, or regressive, according to whether the net effect of that policy has
proportionally the same, greater, or less effect on low-income people as on high-
income people.

It is to be noted that although the net effects of a program may be distributed
in one way, the individual components need not be distributed in the same way.
For example, although the overall effects of Program 2 are regressive, the abate-
ment costs of that program are in fact distributed progressively (i.e., the cost
burden is proportionately greater for high-income people). In this case damage
reduction is distributed so regressively that the overall program is regressive.
This is the same in Program 3; although the overall program is progressive,
abatement costs are distributed regressively.

These definitions of distributional impacts can be misleading. A program
that is technically regressive could actually distribute the bulk of its net
benefits to low-income people. Suppose a policy raised the net income of one
rich person by 10 percent, but raised each of the net incomes of 1,000 low-
income people by 5 percent. This policy is technically regressive, although
more than likely the majority of its aggregate net benefits go to low-income
people.

It is usually hard to estimate the distributional impacts of environmental
programs, individually or in total. To do so requires very specific data show-
ing impacts by income groups, race, or other factors. In recent years,
epidemiologists have collected much better environmental and health data
broken down by income, race, and other socioeconomic variables. We still
lack good estimates of how program costs are distributed among these
groups because these depend on complex factors related to tax collections,
consumption patterns, the availability of alternatives, and so on. Despite the
difficulties, however, benefit–cost analyses should try to look as closely as
possible at the way in which the aggregates are distributed through the
population.
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While distributional aspects of local pollution-control programs are im-
portant to understand, issues of global equity are critical in considering
such problems as global warming, and the steps that might be undertaken to
combat it. The greenhouse phenomenon will affect countries in different
ways. Most of the developed countries have economies that are heavily de-
pendent on manufacturing and services, and these are not closely related to
weather and climate. Things like insurance, health care, banking, and enter-
tainment can be done most anywhere, and they can move around fairly eas-
ily. Likewise, most manufacturing is not weather dependent, though of
course it is subject to short run disruptions if it is forced to relocate. On the
other hand, economies that are heavily dependent on agriculture, forestry
and fisheries are likely to be much more heavily impacted, because these ac-
tivities are weather dependent. But these are the sectors that are so impor-
tant in many less developed countries, which are also the countries having
relatively higher numbers of people at lower levels of income and wealth.
All of which means that global warming is likely to have a strongly regres-
sive impact in the world, hurting poorer people much greater than it does
richer ones.

Risk Analysis

The future can never be known with certainty. Uncertainty about future
benefits and costs can arise from many sources. It is difficult to predict ex-
actly the preferences of future generations, who may feel differently than
we do about matters of environmental quality. The complexities of world
meteorological systems make predicting future global environmental fac-
tors very uncertain. Uncertain advancements in pollution-control technolo-
gies could markedly shift future abatement costs. New chemicals, and even
many that have been around for years, can have damage effects that are
very uncertain.

Because of the high levels of uncertainty in environmental factors, policy ana-
lysts have sought to develop modes of analysis specifically directed at the risk fac-
tor in environmental decisions. Risk analysis involves essentially three steps:

• Risk assessment: The study of where risk comes from and how people
normally respond to it.

• Risk valuation: The study of what values, in terms of concepts such as
willingness to pay, people place on risk reduction.

• Risk management: The study of how different policies affect levels of envi-
ronmental risk to which people are exposed.

Risk Assessment
Suppose there is a landfill into which a hazardous chemical has been dumped
for a number of years. Suppose also that the residents of a nearby community



132 Section Three Environmental Analysis

rely on a local groundwater aquifer for their water supply. Risk assessment in
this case means estimating the extent of the risk that the dump site poses for the
community. It consists of several steps:

1. Exposure analysis: Engineers, hydrologists, and others must determine the
likelihood that the chemical will migrate to the aquifer, and how much the
citizens of the community will be exposed to it if it does. It could be that other
pathways of exposure also might have to be considered.

2. Dose–response analysis: Scientists must determine the relationship be-
tween exposure levels to the chemical and impacts such as incidences of
cancer. Relationships like this are sought by laboratory scientists and by
epidemiologists.

3. Risk characterization: Combining steps (1) and (2) makes it possible to esti-
mate the specific risks faced by members of the community in terms of, for
example, the number of premature deaths they could expect.

Risk Valuation
While the work of risk assessment is the province of physical and health scien-
tists, risk valuation falls primarily to economists. If the dump site is cleaned up,
thereby leading to a reduced level of health risk to the nearby people, how
much is this actually worth to them?

In order to answer questions like this, special concepts are needed with
which they may be described. One of these is expected value. When future
events are probabilistic, we may be able to estimate the most likely or expected
values of their occurrence. Consider the problem of predicting the number of
excess cancer deaths caused by the hazardous waste dump site. Suppose we are
told by scientists that the probabilities in any year of getting cancer deaths from
this source are as shown in Table 6.3. These show a probability distribution
of excess cancer deaths. For example, the probability of having no deaths is
0.80, of one death is 0.14, of two deaths is 0.05, and so on.10 The probability of
getting four or more deaths is so low that we can treat it as zero. The expected
value of cancer deaths is found by essentially taking a weighted average, where
each number of deaths in the distribution is weighted by its probability of
occurrence. According to this calculation, the expected number of deaths per
year is 0.27.

We now can deal with the valuation question. Suppose it’s estimated that
cleaning up the hazardous waste site will lower the expected number of pre-
mature deaths from 0.27 to 0.04. How much is this worth to the people of the
community? Experience has shown that the scientific results of relative risks
stemming from different sources may not agree very well with how people
actually feel about different types of risk. For example, people may be willing
to pay substantial sums to have a chemical taken out of their water supply

10 These are illustrative numbers only.



TABLE 6.3 Calculating the Annual Expected Value of Cancer Deaths 
from Hazardous Chemical at Landfill

Number of Deaths Probability Expected Value of Deaths

0 .80 0  .80  0.00
1 .14 1  .14  0.14
2 .05 2  .05  0.10
3 .01 3  .01  0.03
4 .00 4  .00  0.00

Expected value: 0.27
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even though the health risk is relatively low, whereas they may not be willing
to pay much for improved seat belts, which would reduce their overall risk by
a great deal.

One way of looking at how people value risky situations is to look at how
they react to cases that have similar expected values but quite different profiles
of risk.

Consider the following numbers:

Program A Program B

Net Benefits Probability Net Benefits Probability

$500,000 .475 $500,000 .99
$300,000 .525  $10,000,000 .01

Expected value: $395,000 Expected value: $395,000

These two programs have exactly the same expected value. Suppose we have
only a one-time choice between the two, which perhaps relates to the choice of a
nuclear vs. a conventional power plant to generate electricity. With Program A
the net benefits are uncertain, but the outcomes are not extremely different and
the probabilities are similar—it is very nearly a 50–50 proposition. Program B,
however, has a very different profile. The probability is very high that the net
benefits will be $500,000, but there is a small probability of a disaster in which
there would be large negative net benefits. If we were making decisions strictly
on the basis of expected values, we would treat these projects as the same; we
could flip a coin to decide which one to choose. If we did this, we would be
displaying risk-neutral behavior—making decisions strictly on the basis of
expected values. But if this is a one-shot decision, we might decide that the low
probability of a large loss in the case of Program B represents a risk to which we
do not wish to expose ourselves. In this case, we might be risk averse, preferring
Program A over B.
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There are many cases in environmental pollution control where risk aversion
is undoubtedly the best policy. The rise of planetary-scale atmospheric change
opens up the possibility of catastrophic human dislocations in the future. The
potential scale of these impacts argues for a conservative, risk-averse approach
to current decisions. Risk–averse decisions also are called for in the case of
species extinction; a series of incremental and seemingly small decisions today
may bring about a catastrophic decline in genetic resources in the future, with
potentially drastic impacts on human welfare. Global issues are not the only
ones for which it may be prudent to avoid low risks of outcomes that would
have large negative net benefits. The contamination of an important ground-
water aquifer is a possibility faced by many local communities. In addition, in
any activity in which risk to human life is involved, the average person is likely
to be risk averse.

Risk Management
Once policymakers know how people value risk and the degree of risk inherent
in situations of environmental damages, they are in the position to consider
policies and regulations designed to manage those risks. This may incorporate
risk–benefit analysis.

Suppose an administrative agency, such as the EPA, is considering whether
a particular pesticide should be allowed on the market. It might do a study
comparing the benefits farmers and consumers would gain, in the form of
production cost savings, when the pesticide is used, as well as of the increased
health risks to farm workers, who must handle it, and possibly to consumers
if there are pesticide residues on the market crop. In essence this is a
benefit–cost analysis in which the cost side is treated more explicitly in terms
of risk.

Another type of analysis is comparative-risk analysis, which focuses on
looking at different policy options and the levels of risk they entail. For exam-
ple, in the landfill example the authorities may look at the different ways of
managing the landfill and water supply system (capping the landfills, looking
for an alternative water supply) in terms of the levels of risk to which each al-
ternative exposes people in the affected communities.

Summary
In previous chapters we put the issue of environmental improvement in a
trade-off type of format with willingness to pay (benefits) on one side and
abatement costs on the other. In this chapter we started to focus on the problem
of measuring these benefits and costs. To do this measurement researchers
have to use some underlying analytical framework to account for these bene-
fits and costs. We considered several types of frameworks (impact analysis and
cost-effectiveness analysis), then settled on the primary approach used in
resource and environmental economics: benefit–cost analysis. The rest of the
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chapter was devoted to a discussion of the main conceptual issues involved in
benefit–cost analysis. These are

• The basic analytical steps involved.

• Determining the appropriate size of a project or program.

• The difference between net benefits and the benefit–cost ratio as a decision
criterion.

• Discounting.

• Distributional issues.

• Risk analysis.

Having discussed the basic structure of benefit–cost analysis, we turn in the
next two chapters to a discussion of the problems of actually measuring the
benefits and costs of specific environmental programs.

Questions for Further Discussion
1. Suppose air pollution control authorities in southern California propose to

control mobile-source emissions by requiring that 10 percent of all new cars
sold in the region be electric. Contrast the different perspectives that would
be involved in analyzing this proposal with (a) economic impact analysis,
(b) cost-effectiveness analysis, and (c) benefit–cost analysis.

2. Suppose we are comparing two ways of protecting ourselves against mobile-
source air pollution: putting additional controls on the internal combustion
engine or developing an entirely different type of engine that is cleaner. How
would changes in the discount rate be likely to affect the comparison among
these two options?

3. Below are some illustrative numbers for benefits and costs arising from a
program to restrict emissions of a pollutant. Current emissions are 10 tons
per month. Identify the emission level at which net benefits would be maxi-
mized. Show that this is not the same as the emission level that gives the
highest benefit–cost ratio. Explain the discrepancy.

Emissions (tons/month) Benefits ($ mil) Costs ($ mil)

10 0 0
9 4 2
8 8 4
7 18 6
6 32 9
5 44 14
4 54 21
3 62 36
2 68 48
1 72 64
0 74 86
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4. Suppose the costs of an environmental pollution-control program are ex-
pected to be equal to $80 per year, and that benefits will be $50 per year for
50 years, then $150 per year thereafter. At a discount rate of 4 percent, what
are the net benefits of this program? What would the net benefits be at a dis-
count rate of 2 percent? Comment on the difference.

5. When setting public policy on environmental risks, should we base it on the
levels of risk to which people think they are exposed or on the risk levels as
scientists have determined them to be in fact?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter 7
Benefit–Cost Analysis:
Benefits

Remembering the provisos about the distribution of income and the avail-
ability of information, we already have made the connection between benefits
and willingness to pay. We see that the benefits of something are equal
to what people are willing to pay for it. The question is: how is willingness to
pay to be estimated in specific cases? For goods and services sold on markets
it may be relatively easy to estimate willingness to pay. To estimate people’s
willingness to pay for potatoes, for example, we can observe them buying
potatoes—so many potatoes at certain prices—and develop a good idea of the
value people place on this item. This will not work, however, when valuing
changes in environmental quality. There are no markets where people buy
and sell units of environmental quality. Instead, we have to fall back on indi-
rect means. As one environmental economist put it: “Benefit estimation often
involves a kind of detective work for piecing together the clues about the
values individuals place on [environmental services] as they respond to other
economic signals.”1

The measurement of benefits is an activity pursued on many levels. For an
analyst working in an environmental agency, it can turn into a plug-in-the-
numbers exercise. So many acres of clam bed destroyed (information pro-
vided by a marine biologist) times the going price of clams (provided by a
quick trip to the local fish market) equals damages of water pollution in the
“X” estuary. At the other extreme, for an environmental economist whose in-
terest is in extending the technique, it can be an excursion into sophisticated
means of squeezing subtle information from new sets of data. Our path in this
chapter lies between these extremes. We review the main techniques environ-
mental economists have developed to measure the benefits of improvements
in environmental quality. The objective is to understand the economic logic

1 A. Myrick Freeman III, “Benefits of Pollution Control,” in U.S. Environmental Protection 

Agency, Critical Review of Estimating Benefits of Air and Water Pollution Control, Washington, DC,

EPA 600/5-78-014, 1978, pp. 11–16.
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behind these techniques, without getting bogged down in the theoretical and
statistical details.2

The Damage Function: Physical Aspects

When environmental degradation occurs, it produces damages; the emissions
control model of Chapter 5 is based in part on the relationship between emis-
sions and marginal damages. Thus, the benefits of environmental quality im-
provements stem from the reduced damages this would produce. To measure an
emissions damage function, it’s necessary to go through the following steps:

1. Measure emissions.

2. Determine the resulting levels of ambient quality through the use of diffusion
models.

3. Estimate the resulting human exposure that these ambient levels would
produce.

4. Estimate the physical impacts of these exposure levels.

5. Determine the values associated with these physical impacts.

The primary work of environmental economists is in step 5, and we will devote
most of the chapter to this activity. Let us begin, however, with some brief com-
ments on the first four steps.

Some of the most important damages caused by environmental pollution are
those related to human health. Air pollution, especially, has long been thought
to increase mortality and morbidity3 among people exposed to it, certainly in
the episodic releases of toxic pollutants, but also from long-run exposure to
such pollutants as SO2 and particulate matter. Diseases such as bronchitis, em-
physema, lung cancer, and asthma are thought to be traceable in part to pol-
luted air. Water pollution also produces health damages, primarily through
contaminated drinking water supplies. So the measurement of the human
health damages of environmental pollution is a critical task for environmental
economists.

Many factors affect human health—lifestyles, diet, genetic factors, age, and
so on—besides ambient pollution levels. To separate the effects of pollution, one
has to account for all the other factors or else run the risk of attributing effects
to pollution that are actually caused by something else (e.g., smoking). This
calls for large amounts of accurate data on health factors, as well as the numer-
ous suspected causal factors. The major work here is that of epidemiologists,
who derive statistical results from large data sets to derive relationships be-
tween ambient pollution exposure and adverse health effects. One of the first
such studies of air pollution and human health in the United States was done by

2 There are a number of books reviewing the current state of environmental benefits measurement.

These are listed in the bibliography at the end of the chapter.
3 Morbidity refers to the incidence of ill health and can be expressed in many ways: for example,

days missed from work, days spent in the hospital, and the duration of particular symptoms.
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Lave and Seskin in the 1970s.4 The data were for 1969 and refer to published in-
formation on standard metropolitan statistical areas (SMSAs). They concluded
that, in general, a 1 percent reduction in air pollution produces a 0.12 percent re-
duction in death rates. In the last few decades, literally thousands of additional
studies have been done to investigate the linkage between pollution and human
health, in terms of both premature mortality and morbidity. A study sponsored
by the California Air Resources Board (CARB) showed clear relationships in chil-
dren between exposure to air pollutants and reduced lung function.5 A study by
Ritz and colleagues showed a relationship between birth defects and the expo-
sure of pregnant women to air pollutants.6 Bell and colleagues studied national
data and showed a pronounced relationship between ozone levels and increased
risk of death.7 Studies of this type are gradually increasing our knowledge about
how environmental pollutants affect the health and welfare of human beings as
well as the health of the many nonhuman parts of the natural world. The next
step, where environmental economics comes into play in a major way, is to
value these outcomes so that the information can be used in classic benefit–cost
type studies.

Measuring Damage Costs Directly

There are a number of situations where it would appear possible to measure
directly the monetary costs of health and other types of outcomes.

Health Costs
The greatest concern about diminished air and water quality is the impacts these
have on human health. One approach to assessing damages in this case is to esti-
mate the increased medical and other costs associated with particular pollution-
related illnesses. This is called the cost of illness (COI) approach. For example,
Table 7.1 shows data from a recent study of this type on asthma, a disease that
has increased rapidly in recent years and that researchers believe may be related
to air pollution. The estimates are divided into direct and indirect costs. Direct
costs are the costs of medical visits to hospitals or doctors’ offices, together with
the costs of medications used to fight asthma. Indirect costs are related to the op-
portunity costs of lost work time for people who become ill, lost school days, and
lost economic productivity of people who die prematurely from asthma.

With the COI perspective, the benefits of pollution control are the reduced
health-related costs they produce. This could be regarded as a minimum, or

4 Lester B. Lave and Eugene P. Seskin, Air Pollution and Human Health, Johns Hopkins Press,

Baltimore, MD, 1977.
5 California Air Resources Board, “The Children’s Health Study,” CARB, Sacramento, 2002.
6 Beate Ritz et al., “Ambient Air Pollution and Risk of Birth Defects in Southern California,”

American Journal of Epidemiology, Vol. 155, No. 1, January 2002, pp. 17–25.
7 Michelle L. Bell et al., “Ozone and Short-Term Mortality in 95 U.S. Urban Communities,

1987–2000,” Journal of the American Medical Association, Vol. 292, No. 19, November 2004, 

pp. 2372–2378.
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lower-bound, assessment of these benefits, because the improved health also
produces a better quality of life for those who are impacted. Many researchers
in the health area have sought to create health indices that capture the im-
provements in physical health parameters that less environmental pollution
would produce. This involves assigning numeric values to various health
states, both mortality and morbidity, to develop aggregate measures of health
outcomes. These indices are sometimes “monetized” to develop estimates of
values of health outcomes that can be compared with the monetary costs of pol-
lution control. They do not rely, however, on the basic concept of willingness to
sacrifice as a measure of value. We will take this up below.

The Effects of Pollution on Production Costs
Air pollution can reduce yields of exposed crops; it also can reduce the growth
rates of commercially valuable timber. Water pollution can adversely affect firms
and municipalities that use the water for production purposes or for domestic
use. Diminished water quality also can have a negative impact on commercial
fishing industries. Soil contamination can have serious impacts on agricultural
production. Pollution in the workplace can reduce the effectiveness of workers
and often can increase the rate at which machinery and buildings deteriorate. In
these cases the effects of pollution are felt on the production of goods and ser-
vices. The damage caused by the pollution comes about because it interferes in
some way with these production processes, in effect making it more costly to
produce these outputs than it would be in a less polluted world.

How we actually measure production-related benefits of reducing pollution
depends on circumstances. Suppose we are looking at a small group of agricul-
tural producers living in a certain region who will be affected by reduced air-
borne emissions coming from an upwind factory. Pollutants from the factory
have depressed yields, so reducing emissions will cause yields to increase. The
crop being produced is sold in a national market, and its price will be unaffected

TABLE 7.1 Estimated Cost of Adult Asthma in the United States

Cost for Average Adult $/Year

Direct costs:
Drugs 1,605
Hospital visits 805
Other (primarily physicians) 770

Subtotal 3,180

Indirect costs:
Complete work cessation 1,062
Lost days but still employed 486
Other 184

Subtotal 1,732

Grand total 4,912

Source: M. G. Cisternas et al., “A Comprehensive Study of the Direct and Indirect Costs of Adult
Asthma,” Journal of Allergy and Clinical Immunology, 111(6), June 2003, pp. 1212–1218.
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by the output changes in this one region. This situation is depicted in Figure 7.1.
In this diagram, S1 is the supply curve for this group of farms before the im-
proved air quality; S2 is the supply curve after the improvement. Price of the
output is p1. Before the change, these farmers produce at an output level of q1,
whereas after the improvement their output increases to q2.

One way of approximating the benefits of this environmental improvement
is to measure the value of increased output produced by this group of farms.
This is the increased output, q2  q1, multiplied by the price of the crop. This
gives an estimate corresponding to the area (d  e) in Figure 7.1.

A number of studies have been done along these lines.8 Murphy et al.9 stud-
ied the effects on agriculture of eliminating ozone precursor emissions from
motor vehicles in the United States. They estimated that the benefits to the agri-
cultural sector of this would amount to between $3.5 and $6.1 billion annually.
Another study was done by Page et al.10to measure crop-related air pollution

Quantity of output

$

p1

a

b

c

d

e

S1 S2

q1 q2

FIGURE 7.1 Benefits from Reduced Production Costs

8 These are reviewed in Gardner M. Brown Jr. and Mark L. Plummer, “Market Measures of User

Benefits,” in Acid Deposition: State of Science and Technology, Report 27, Methods for Valuing

Acidic Deposition and Air Pollution Effects, National Acid Precipitation Assessment Program,

Washington, DC, U.S. Superintendent of Documents, 1990, pp. 27–35 to 27–73.
9 James Murphy, Mark Delucchi, Donald McCubbin, and H. J. Kim, “The Cost of Crop Damage

Caused by Ozone Air Pollution from Motor Vehicles” (April 1, 1999). Institute of Transportation

Studies. Paper UCD-ITS-REP-99-03. http://repositories.cdlib.org/itsdavis/UCD-ITS-REP-99-03.
10 W. P. Page, G. Abogast, R. Fabian, and J. Ciecka, “Estimation of Economic Losses to the

Agricultural Sector from Airborne Residuals in the Ohio River Basin,” Journal of Air Pollution Control

Association, 32(2), February 1982, pp. 151–154.
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losses in a six-state area. They estimated annual losses in the production of soy-
beans, wheat, and corn and then aggregated these to see what the present value
of total losses would be during the period 1976–2000. They came up with an es-
timate of about $7 billion.

A more refined approach to this problem is possible. The problem with tak-
ing just the value of the increased output is that production costs also may have
changed. When air pollution diminishes, farmers actually may increase their
use of certain inputs and farm this land more intensively. How do we account
for this possibility? We can analyze the full change by using net incomes of the
farmers (total value of output minus total production costs).

The situation before the change:

Total value of output: a  b  c

Total costs: b  c

Net income: a

The situation after the change:

Total value of output: a  b  c  d  e

Total costs: c  e

Net income: a  b  d

Thus, the improvement in net incomes is (a b d)  a, or an amount equal to
area b  d in Figure 7.1.

How we measure this amount depends on how much information we are
able to get. If we have studied these farms and know their supply curves be-
fore and after the change, we can measure the increased net income directly.
If the supply curves are not known, we might look at the increased values of
agricultural land in the area. In many cases, added net incomes of this type will
get capitalized into land values, and we can use the increased land values to
estimate the benefits of the environmental improvements.

Materials Damage
Air pollutants cause damage to exposed surfaces, metal surfaces of machinery,
stone surfaces of buildings and statuary, and painted surfaces of all types of
items. The most heavily implicated pollutants are the sulfur compounds, par-
ticulate matter, oxidants, and nitrogen oxides. For the most part, the damage is
from increased deterioration that must be offset by increased maintenance and
earlier replacement. In the case of outdoor sculpture, the damage is to the
aesthetic qualities of the objects.

In this case the dose–response relationship shows the extent of deterioration
associated with exposure to varying amounts of air pollutants. The basic phys-
ical relationships may be investigated in the laboratory, but in application to
any particular area one must have data on the various amounts of exposed ma-
terials that actually exist in the study region. Then it is possible to estimate the
total amount of materials deterioration that would occur in an average year of
exposure to the air of the region with its “normal” loading of various pollutants.
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One must then put a value on this deterioration. Taking a strict damage-
function approach, we could estimate the increased cost of maintenance (labor,
paint, etc.) made necessary by this deterioration,11 but this would be an under-
estimate of the true damages from a willingness-to-pay perspective. Part of the
damages would be aesthetic—the reduced visual values of less sightly build-
ings and painted surfaces. We might arrive at these values through contingent
valuation methods, discussed later. In addition, the maintenance cost approach
would not be complete if pollution causes builders to switch to other materials
to reduce damages.

Problems with Direct Damage Approaches
The basic problem with direct damage estimates is that they are almost always
seriously incomplete. Consider the case of measuring health damages by lost
productivity and medical expenditures. We note, first, that these tend to be mar-
ket measures. They measure the value of marketed goods and services a person
might, on average, produce. So the many nonmarket contributions people
make, both inside and outside the home, sometimes don’t get counted. This
method also would assign a zero value to a person with disabilities unable to
work or to a retiree. There are also numerous monetary, as well as psychic,
benefits received by others—friends and relatives, for example—that the pro-
ductivity measure does not account for. Nor does it account for the pain and
suffering of illness. Similar conclusions may be drawn about using medical
expenditures to estimate damages from reduced environmental quality. Sup-
pose we estimate the damages to you of getting a head cold. We come up with
an estimate of $1.27, the cost of the aspirin you consume to reduce the discom-
fort. This probably would be a serious understatement of the true damages of
the cold. If you were asked how much you would be willing to pay to avoid the
cold, the answer is likely to be substantially more than the cost of the aspirin.
This is perhaps an unfair example because major medical expenditures for a
person suffering from air pollution–induced lung cancer are much more signif-
icant than a bottle of aspirin. But the principle is valid.

Another major problem with attempts to measure damage functions directly
is that people and markets normally will change and adjust to environmental
pollution, and a full accounting of the damages of pollution must take these
adjustments into account. Farmers raising crops affected by pollution may shift
to other crops, while the prices of the damaged crops may change, affecting con-
sumers. People often will change their behavior when faced with polluted air or
water, engaging in what is called averting behavior, or making major changes
in lifestyle. These effects are difficult to measure when using a direct approach
to damage measurement. For this reason, we must turn back to our fundamen-
tal concept for determining value: willingness to pay.

11 This approach is taken from R. L. Horst, E. H. Manuel Jr., R. M. Black III, J. K. Tapiero, K. M.

Brennan, and M. C. Duff, “A Damage Function Assessment of Building Materials: The Impact of

Acid Deposition,” Washington, DC, U.S. Environmental Protection Agency, 1986.
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Willingness to Pay

There are essentially three ways of trying to find out how much people are will-
ing to pay for improvements in environmental quality. We can illustrate them
by considering a case of noise pollution. One feature of the modern world is
high-speed roadways (expressways, freeways, and turnpikes), and a major
characteristic of these roads is that the traffic on them creates noise. Thus, the
people who live nearby suffer damages from this traffic noise. Suppose our job
is to estimate the willingness to pay of people living near expressways to reduce
traffic noise. How might we do this?

1. The homeowners themselves may have made expenditures to reduce the
noise levels inside their homes. For example, they may have installed addi-
tional insulation in the walls of their homes or put double-thick glass in the
windows. When people make expenditures such as these, they reveal some-
thing about their willingness to pay for a quieter environment. In general,
then, if we can find cases where market goods are purchased in order to
affect a consumer’s exposure to the ambient environment, we may be able
to analyze these purchases for what they say about the value people place on
changes in that ambient environment. The technical term for this is the study
of averting costs.

2. The noise in the vicinity of the road may have affected the prices that nearby
residents may have paid for their houses. If two houses have exactly the same
characteristics in all respects except the level of exterior noise, we would
expect the one in the noisier environment to be less valuable to prospective
buyers than the one in the quieter environment. If the housing market is
competitive, the price of the noisier house would be lower than the other one.
Thus, by looking at the difference in house prices we can estimate the value
people place on reduced noise pollution. In general, therefore, any time the
price of some good or service varies in accordance with its environmental
characteristics, we may be able to analyze these price variations to determine
people’s willingness to pay for these characteristics.

3. The third way is deceptively simple. It is to conduct a survey among home-
owners and ask them how much they would be willing to pay for reductions
in noise levels around and inside their homes. This direct-survey approach
has received a lot of attention from environmental economists in recent
years, primarily because of its flexibility. The primary method in this survey
type approach is called contingent valuation. Virtually any feature of the
natural environment that can be described accurately to people can be stud-
ied by this method.

The first two of these methods involve the study of individuals’ choices so as
to uncover the implied values that have led them to make these decisions. For
this reason they are often called revealed preference methods, since individu-
als are essentially revealing their underlying values. The third method involves
asking people directly what their willingnesses to pay are, and are therefore
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called stated preference approaches. In the remainder of the chapter we will ex-
amine some of the ways these methods have been applied to estimate the bene-
fits of improvements in environmental quality.

Willingness to Pay: Revealed 
Preference Methods

The thought behind these indirect approaches is that when people make market
choices among certain items that have different characteristics related to the
environment, they reveal the value they place on these environmental factors.
Perhaps the most important is what they reveal about the values of health and
human life.

Using willingness to pay to measure health benefits has the virtue of being con-
sistent with other types of economic-demand studies, and it recognizes that even
with something as important as health care, it is people’s evaluations of its worth
that should count. But the concept must be used with care. In any real-world sit-
uation, willingness to pay implies ability to pay; one cannot express a willingness
to pay for something if one lacks the necessary income or wealth. So we must be
sensitive to the income levels of people whose demand we are trying to measure.
If the analysis includes a substantial number of people with low incomes, the
measured willingness to pay may be lower than what might be justified. We may
not want to lower the estimated health benefits of an environmental program
simply because the target population has lower-than-average incomes.

Another feature about health care as a normal economic good is that people
may be willing to pay for the health of others. I do not care if my daughter eats
meat; her own willingness to pay is a good expression of her demand for meat.
I do care about her health, however, and, to her own willingness to pay for good
health, I would be willing to add a substantial sum of my own. Thus, strictly
individualistic measures of willingness to pay for health improvements may
underestimate the true benefits of programs that increase health.

The Value of Human Health as Expressed in Averting Costs
Air and water pollution can produce a variety of adverse health conditions,
ranging from slight chest discomfort or headaches all the way to acute episodes
requiring hospital care. People often make expenditures to try to avoid, or
avert, these conditions, and these averting costs are an expression of their will-
ingness to pay to avoid them. A number of studies have been done in which
these averting expenditures have been analyzed for what they tell about will-
ingness to pay.12 One study was done of a sample of people in the Los Angeles
area in 1986 looking at expenditures they made to avoid a variety of respiratory
symptoms. Expenditures included such things as cooking with electricity rather
than gas, operating a home air conditioner, and driving an air-conditioned car.

12 These are reviewed in Maureen L. Cropper and A. Myrick Freeman III, “Environmental Health

Effects,” in John B. Braden and Charles D. Kolstad (eds.), Measuring the Demand for Environmental

Quality, North-Holland, Amsterdam, 1991, pp. 200–202.
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Their estimates of the willingness to pay to avoid various respiratory symptoms
ranged from $0.97 for shortness of breath to $23.87 for chest tightness.

One place where averting-cost analysis has been done is to value water qual-
ity, because of the usually ready availability of alternatives to water of dubious
quality, such as water filtration devices and bottled water. At the other extreme,
averting behavior has been studied to deduce the value of a statistical life, a
concept discussed more fully in the next section.13

The Value of Human Life as Expressed in Wage Rates
Diminished air quality and contaminated water can lead to deteriorated health
and death. How are these impacts to be valued? It is tempting to say that
“human life is beyond measure,” but that is not the way people behave in the
real world. We can see by casual observation that individuals do not, in fact,
behave as if prolonged life, or the warding off of disease, is in some sense an
ultimate end to which all their resources must be devoted. We see people engag-
ing in risky activity, in some sense trading off risk for the benefits received. Al-
most everybody drives a car, some people smoke, some rock climb, many strive
to get tans, and so on. We also see people allocating portions of their income to
reducing risk: buying locks, installing smoke alarms, staying away from dark
places at night. In addition, we observe people making differential judgments of
their own worth: parents with children buying more life insurance than single
people, and so on. All of this suggests that people treat the risk of death in a
reasonably rational manner, and that we could use willingness to pay as a way
of evaluating the benefits of reducing the risk of death or illness.

But we must be clear on exactly what is involved. There is a joke about the
stingy millionaire, walking down a street, who gets held up. The robber points
a gun at her and says, “Your money or your life,” and the victim replies: “Ah, let
me think about that.” Estimating the willingness-to-pay value of a human life
does not involve this kind of situation. People are not asked for their willing-
ness to pay to save their own lives. Under some circumstances a person pre-
sumably will be willing to give everything he owns, but these are not the kinds
of situations people normally face. When I express a willingness to pay for re-
ducing air pollution, the relevant concept is the value of a statistical life (VSL),
not the life of some particular individual. This does not imply that people are
assumed to care only about the average, or random, person and not about spe-
cific people. People obviously feel closer to their relatives, friends, and neighbors
than to strangers. What is involved is the value people place on rearranging the
living conditions of a large group of people by, for example, reducing their
exposure to environmental pollutants in order to lower the probability that
some randomly determined individual from the group will suffer illness or
premature death. Suppose, for example, that the average person in a group of
100,000 people would be willing to pay $20 to lower the probability of a random
death among members of that group from 7 in 100,000 to 6 in 100,000. Then the

13 Glenn C. Blomquist, “Self Protection and Averting Behavior, Values of Statistical Lives, and

Benefit Cost Analysis of Environmental Policy,” Review of Economics of the Household, 2(1), 2004,

pp. 89–110.
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total willingness to pay is $20(100,000)  $2,000,000, which is the value of a
statistical life based on willingness to pay.

The most fully developed revealed preference approach to measuring the will-
ingness to pay for reducing risk to life is through industrial wage rate studies.
Suppose there are two jobs similar in all respects except that in one, because of
the type of machinery used, the risk of death is somewhat higher than in the
other. Suppose that initially the wage rates in the two industries were the same.
In this case it would obviously be preferable to work in the safer industry—
same wage, lower risk. Workers would then seek to move from the dangerous
industry to the safer industry. This would tend to drive down the wage in the
safer industry and increase the wage in the other, as firms sought to keep work-
ers from leaving that industry. Thus, a wage differential would evolve between
the two industries; the amount of that differential would show how workers
valued the differences between them in terms of risk of death. The wage differ-
ential, in other words, represents an implicit valuation of a statistical life. By
analyzing wage differences such as this, we can get a measure of the benefits
people would get from reducing pollution-related premature deaths.

Table 7.2 summarizes some of the recent results of wage-rate studies aimed at
estimating the value of a statistical life in the United States. Note that the esti-
mates range from $700,000 to over $10 million. What accounts for these differ-
ences? Different data and statistical techniques probably account for most of
them. These studies are difficult because there are many other factors that have
to be taken into account and because it is hard to get exactly the right data. For

TABLE 7.2 Implied Value of a Statistical Life as Estimated in Recent
Labor Market Studies

Study
Value of a Statistical 

Life in 2000 ($ million)

Moore and Viscusi (1990) 20.8
Kniesner and Leeth (1991) 0.7
Gegax, Gerking, and Schulze (1991) 2.1
Leigh (1991) 7.1–15.3
Berger and Gabriel (1991) 8.6, 10.9
Leigh (1995) 8.1–16.8
Dorman and Hagstrom (1998) 8.7–20.3
Lott and Manning (2000) 1.5, 3.0

Sources: M. C. Berger and P. E. Gabriel, “Risk Aversion and the Earnings of U.S. Immigrants and
Natives,” Applied Economics, Vol. 23, 1991, pp. 311–318; T. J. Kniesner and J. D. Leeth, “Compensating
Wage Differentials for Fatal Injury Risk in Australia, Japan, and the United States,” Journal of Risk and
Uncertainty, 4(1), 1991, pp. 75–90; J. P. Leigh, “No Evidence of Compensating Wages for Occupational
Fatalities,” Industrial Relations, 30(3), 1991, pp. 382–395; J. P. Leigh, “Compensating Wages, Value of a
Statistical Life, and Inter-Industry Differentials,” Journal of Environmental Economics and Management,
28(1), 1995, pp. 83–97; J. R. Lott and R. L. Manning, “Have Changing Liability Rules Compensated
Workers Twice for Occupational Hazards? Earnings Premiums and Cancer Risks,” Journal of Legal 
Studies, 29, 2000, pp. 99–130; M. J. Moore and W. K. Viscusi, “Models for Estimating Discount Rates for
Long-Term Health Risks Using Labor Market Data,” Journal of Risk and Uncertainty, Vol. 3, 1990, pp.
381–401; P. Dorman and P. Hagstrom, “Wage Compensation for Dangerous Work Revisited,” Industrial
and Labor Relations Review, 52(1), 1998, pp. 116–135; and D. Gegax, S. Gerking, and W. Schulze, “Perceived
Risk and the Marginal Value of Safety,” Review of Economics and Statistics, 73(4), 1991, pp. 589–596.
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example, most worker accident and wage data apply to industry groupings, and
within these groups there may be substantial variation among individual firms,
not only because of technological differences among them but also because some
firms may have done a lot more than others to make the workplace safer. It is
also the case that wage-rate studies such as these are predicated on the reason-
ably efficient working of the labor market, and this may not be the case in some
industries. Union agreements, collusion among firm managers, and lack of in-
formation can upset the competitive wage-making process in some industries.
These problems do not mean that these studies are not useful, only that we have
not yet reached a point where they are giving us a consistent story.

Valuing Children’s Health
Most willingness-to-pay studies in the health area are focused on the valuations
of adults. But a large percentage of the people impacted by environmental pol-
lution are children, and it is not clear that the WTP estimates of adults are ap-
plicable also to children. Children may be more heavily impacted than adults
by given concentrations of pollutants in the air and water. And children them-
selves are in no position to offer WTP information on their health. Thus, what
we need are WTP estimates of adults for reducing health risks to children, and
these may be quite different than their WTP to reduce health risks to them-
selves. For example, Liu and co-workers found that a mother’s WTP for her
child’s health was greater than the WTP for her own health.14 Blomquist and co-
workers gathered data on the use of seat belts and found that they implied a
VSL of $3.7 million for the average child under five years of age, and $2.8 mil-
lion for adults.15

The Value of Environmental Quality 
as Expressed in House Prices
The wage-rate studies we just looked at estimate the willingness to pay to be ex-
posed to a lower risk of death, which is a specific consequence of being exposed
to lower levels of environmental pollution. But there are wider benefits to a
cleaner environment than simply health benefits. A more inclusive approach is
to examine people’s willingness to pay to live in a less polluted environment.
This would include the health effects but also other dimensions such as aesthetic
impacts.

Suppose you had two houses that were exactly the same in terms of all their
physical characteristics—number of rooms, floor area, age, and so on—as well
as in locational factors—distance to neighbors, distance to shopping facilities,
and so forth. Assume, however, that one house is located in an area of substantial

14 J.-T. Liu, J. K. Hammitt, J.-D. Wang, and J.-L. Liu, “Mother’s Willingness to Pay for Her Own and

Her Child’s Health: A Contingent Valuation Study in Taiwan,” Health Economics, Vol. 9, 2000, 

pp. 319–326.
15 Glenn C. Blomquist, Ted R. Miller, and David T. Levy, “Values of Risk Reduction Implied by

Motorist Use of Protection Equipment: New Evidence from Different Populations,” Journal of

Transport Economics and Policy, Vol. 30, 1996, pp. 55–66.
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air pollution, whereas the other is located in an area with relatively clean air. We
would expect the market prices of these two houses to differ because of the air
quality difference. This conclusion generalizes to a large housing market in-
volving many properties. The surrounding air quality is essentially a feature of
the location of a house so, as houses are bought and sold in the house market,
these air quality differences would tend to get “capitalized” into the market
prices of the houses.16 Of course, homes differ in many respects, not just in
terms of air quality. So it is necessary to collect large amounts of data on many
properties and then use statistical techniques to identify the role played by air
pollution, as well as other factors.17

Assuming we had collected enough data and conducted the appropriate
statistical analyses, we might end up with a relationship such as that shown in
Figure 7.2. This shows that as the particulate content of the surrounding air
increases, house prices decrease, everything else held equal. Information of this
type can then be used to estimate homeowners’ marginal willingness to pay
(benefits) for small decreases in particulate exposure. Smith and Huang re-
cently reviewed a number of studies of this type. They found that, in general,
the marginal willingness to pay for a one-unit decrease in exposure to total
suspended particulate matter (TSP) was in the range of $100 to $300 for most

16 Capitalized means that house prices adjust to reflect the present value of the stream of future

damages to which homeowners would be exposed if they lived in the various houses.
17 The technical name for this type of approach is “hedonic” analysis. When the price of

something is related to the many characteristics it possesses, we can study patterns of price

differences to deduce the value people place on one of those characteristics.
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studies.18 Another recent study of house prices by Chattopadhyay estimated
that people are willing to pay on average about $310 for a one-unit decrease in
exposure to PM10.19

The same kind of approach might be used with some cases of water pollution.
In Chapter 4 we used lake pollution to introduce the concept of a public good.
Suppose a lake is surrounded by a number of residences. The market price of
these homes will be affected by many things: their age, size, condition, and so on.
They also will be affected by the water quality of the lake. If this water quality
degrades over time, we would expect the market values of the surrounding
properties to go down. The deteriorating water quality means that homeowners
will obtain less utility from living in that vicinity, other things remaining equal,
and this will get capitalized into the values of the houses. One approach to mea-
suring the benefits of cleaning up the lake is to estimate the overall increase in
property values among the homes in the vicinity of the lake. We have to remem-
ber, however, that this is likely to be only a partial estimate of total benefits. If
nonresidents have access to the lake or park, they also would be gaining benefits,
but these would not show up in property value changes. Property value changes
to measure benefits from pollution reduction also can be used in other situations:
for example, in valuing the damage from noise around airports and major high-
ways and in measuring the benefits flowing from urban parks.

House price studies can also be used to estimate VSLs. Houses near superfund
sites, for example, expose residents to higher degrees of risk, and the extent to
which these house prices are lower than others can give an implied VSL. In one
study, for example, the researchers found that this gave a VSL of $4.7 million.20

The Value of Environmental Quality 
and Intercity Wage Differentials
We talked about using wage rate differences among jobs to measure the value
of reducing health risks from pollution. Wage rate studies also have been used
to estimate the value of living in a cleaner environment. Suppose there were
two cities, alike in every respect, but one has higher air pollution than the other.
Suppose that initially wage rates in the two cities were equal. Since everything
else is exactly the same, it would be more desirable to work in the less polluted
city—same wages but less air pollution. Workers would therefore migrate to the
cleaner city. To keep a labor force in the dirty city, one of two things must
happen: the air must be cleaned up or a higher wage must be offered to offset

18 TSP is expressed in terms of micrograms per cubic meter. See V. Kerry Smith and Ju-Chin

Huang, “Can Markets Value Air Quality? A Meta Analysis of Hedonic Property Value Models,”

Journal of Political Economy, 103(1), 1995, pp. 209–227.
19 PM10 refers to the concentration of particulate matter composed of particles less than 

10 microns in diameter. See S. Chattopadhyay, “Estimating the Demand for Air Quality: New

Evidence Based on the Chicago Housing Market,” Land Economics, 75(1), February 1999, 

pp. 22–38.
20 Ted Gayer, James T. Hamilton, and W. Kip Viscusi, “Private Values of Risk Trade-offs at Superfund

Sites: Housing Market Evidence on Learning about Risk,” Review of Economics and Statistics, 

Vol. 82, 2000, pp. 439–451.
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the damages of living in more polluted air. So we could study wage rate differ-
entials among cities with different degrees of air pollution to measure the value
that people place on cleaner air. This would give us a way of estimating the ben-
efits of cleaning up the air in the more polluted cities.

The Value of Environmental Amenities 
as Expressed in Travel Costs
One of the first approaches that environmental economists ever used to esti-
mate the demand for environmental amenities is a method that takes travel
costs as a proxy for price. Although we don’t observe people buying units of en-
vironmental quality directly, we do observe them traveling to enjoy, for exam-
ple, recreational experiences in national and state parks, swimming and fishing
experiences in lakes and streams, and so on. Travel is costly; it takes time as well
as out-of-pocket travel expenses. By treating these travel costs as a price that
people must pay to experience the environmental amenity, we can estimate,
under some circumstances, a demand function for those amenities.

By getting travel cost data for a large number of people, we can build up
estimates of the aggregate willingness to pay for particular environmental
amenities. Of course, information must be obtained on more than just their
travel costs. Families will differ in terms of many factors, not just in terms of
their travel costs to this park. They will have different income levels, they will
differ in terms of the presence of alternative parks and other recreational expe-
riences available to them, and so on. So surveys have to collect large amounts of
data on many visitors to be able to statistically sort out all these various influ-
ences on park visitation rates.

This approach may be used to estimate the benefits of improving the quality
of the environment at the visitation site, for example, by improving the water
quality at a recreation lake so that fishing is better. To do this we must collect in-
formation not only on the travel costs of recreators to a single recreation site but
on the travel costs to many different sites with differing natural characteristics.
Then we can parse out the effects on visitation of various qualitative aspects of
different sites. From this we can then determine their willingness to pay for im-
provements in these qualitative changes.

Willingness to Pay: Stated Preference Methods

We come now to what might seem as a more direct way of assessing willingness
to pay. This is a stated preference approach, because it involves asking people
directly to indicate their willingness to pay for some environmental feature, or
some outcome that is closely connected to the state of the environment.

The best known stated preference method is a technique called contingent
valuation. In this method individuals are asked to make willingness-to-pay
responses when placed in contingent situations. If we were interested in measu-
ring people’s willingness to pay for something like potatoes, we could station
ourselves at stores and see them choosing in real situations. But when there are
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no real markets for something, such as an environmental quality characteristic,
we can only ask them to tell us how they would choose if they were faced with
a market for these characteristics.

Contingent valuation methods have been utilized in two different types of
situations: (1) to estimate valuations for specific features of the environment, for
example, the value of view-related amenities, the recreational quality of
beaches, preservation of wildlife species, congestion in wilderness areas, hunt-
ing and fishing experiences, toxic waste disposal, preservation of wild rivers,
and others;21 and (2) to estimate the valuations people place on outcomes that
are related to environmental quality. A major justification for more stringent en-
vironmental regulations has always been the improvements in human health
that these would produce. What is important here are the valuations that peo-
ple place on such things as reduced risk of premature mortality, decreased risk
of chronic lung disease, decreased risk of asthma, and so on.

In fact, the use of contingent valuation methods has also spread into nonen-
vironmental areas, such as estimating the value of programs for reducing the
risks of heart attacks, the value of supermarket price information, and the value
of a seniors companion program. Over time the method has been developed
and refined to give what many regard as reasonably reliable measures of the
benefits of a variety of public goods, especially environmental quality.

The basic steps in a CV analysis are the following:

1. Identification and description of the environmental quality characteristic or
health outcome to be evaluated.

2. Identification of respondents to be approached, including sampling proce-
dures used to select respondents.

3. Design and application of a survey questionnaire through personal, phone,
or mail interviews (in recent years, focus groups sometimes have been used).

4. Analysis of results and aggregation of individual responses to estimate
values for the group affected by the environmental change.

The nature of CV analysis can best be understood by looking more closely at
the questionnaire design phase.

Valuing an Environmental Amenity
In this case the questionnaire is designed to elicit from respondents their
willingness to pay for some feature of the environment. The questionnaire
would normally have three components.

1. A clear statement of exactly what the environmental feature or amenity is
that people are being asked to evaluate.

21 For a review of many of these studies and of the general problems of CV analysis, see Robert

Cameron Mitchell and Richard T. Carson, Using Surveys to Value Public Goods: The Contingent

Valuation Method, Washington, DC, Resources for the Future, 1989; and Ronald G. Cummings,

David S. Brookshire, and William D. Schulze, Valuing Environmental Goods: An Assessment of the

Contingent Valuation Method, Rowland and Allanheld Publishers, Totowa, NJ, 1986.
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2. A set of questions that will describe the respondent in economically relevant
ways, such as income, residential location, age, and use of related goods.

3. A question, or set of questions, designed to elicit willingness-to-pay responses
from the respondent.

The central purpose of the questionnaire is to elicit from respondents their
estimate of what the environmental feature is worth to them. In economic
terms this means getting them to reveal the maximum amount they would be
willing to pay rather than go without the amenity in question. A number of
techniques have been used to get at this response. The most obvious is to ask
people outright to provide the number with no prompting or probing on the
part of the interviewer. Other approaches include using a bidding game,
where the interviewer starts with a bid at a low level and progressively in-
creases the value until the user indicates that the limit has been reached. Al-
ternatively, the interviewer could start with a high figure and lower it to find
where the respondent’s threshold value is located. Another method is to give
the respondents printed response cards with a range of values, and then ask
the respondents to check off their maximum willingness to pay. Exhibit 7.1
presents some examples of questions used in several contingent valuation
studies.

One great advantage of contingent valuation is that it is flexible and ap-
plicable to a wide range of environmental amenities, not just those that can
somehow be measured in conjunction with some marketable good. Virtually
anything that can be made comprehensible to respondents can be studied
with this technique.

CV was first used in 1963 by Bob Davis to estimate the benefits of outdoor
recreation opportunities in the Maine backwoods. He found that the modal
willingness to pay per family for the use of a wilderness recreation area was
between $1.00 and $2.00 per day.22

A contingent valuation study of bird hunting in Delaware found that the
average willingness to pay for a bagged duck was $82.17; this value was in-
fluenced by, among other things, the amount of congestion in the hunting
area.23

J. Loomis and co-workers found that the average respondent in their CV
survey would be willing to pay $21 per month for improved water quality in
the Platte River.24

22 Robert K. Davis, “The Value of Big Game Hunting in a Private Forest,” in Transactions of the

Twenty-ninth North American Wildlife Conference, Wildlife Management Institute, Washington, 

DC, 1964.
23 John MacKenzie, “A Comparison of Contingent Preference Models,” American Journal of

Agricultural Economics, Vol. 75, August 1993, pp. 593–603.
24 John Loomis, Paula Kent, Liz Strange, Kurt Fausch, and Alan Covich, “Measuring 

the Total Economic Value of Restoring Ecosystem Services in an Impaired River Basin: 

Results from a Contingent Value Survey,” Ecological Economics, 33(1), 2000, 

pp. 103–117.
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Sample of Questions 
Used in Several Contingent 
Valuation Studies EXHIBIT 7.1

stopped. Without this funding, Atlantic

salmon would soon be extinct in the Con-

necticut River. Now suppose that a private

foundation is formed to continue the

salmon restoration effort. This foundation

would be funded by private donations.

Please assume that next week a represen-

tative will ask for your donation.

The basic category would cost

$______. At this level of funding Atlantic

salmon would continue to exist in the

southern section of the Connecticut River,

but in such small numbers that few peo-

ple would see them and salmon fishing

would not be allowed. Keeping in mind

your budget and other financial commit-

ments, would you pay this amount?

1. YES. In fact I would pay as much as

$________. (Please write in the MAXI-

MUM amount that you would pay.)

2. NO. The amount is too much. I would

pay $_______. (Please write in the

MAXIMUM amount that you would

pay.)

Sources: Water quality: Robert Cameron
Mitchell and Richard T. Carson, Using Surveys
to Value Public Goods: The Contingent Valuation
Method, Resources for the Future, Washington,
DC, 1989. Salmon restoration: Tom Stevens,
Martha K. Field, Thomas A. More, and Ronald
J. Glass, “Contingent Valuation of Rare and
Endangered Species: An Assessment,” in
Benefit and Cost Transfers in Resource Planning,
7th Interim Report, W-133, 1994.

STUDY TO ESTIMATE BENEFITS
OF NATIONAL FRESHWATER
QUALITY IMPROVEMENTS

1. How many people in this household

are under 18 years of age?

2. During the last 12 months, did you or

any member of your household boat,

fish, swim, wade, or water-ski in a

freshwater river, lake, pond, or stream?

Here are the national water pollution goals:

Goal C—99 percent of freshwater is at

least boatable,

Goal B—99 percent of freshwater is at

least fishable,

Goal A—99 percent of freshwater is at

least swimmable.

3. What is the highest amount you would

be willing to pay each year:

a. To achieve Goal C?

b. To achieve Goal B?

c. To achieve Goal A?

4. Considering the income classes listed

in the accompanying card, what cate-

gory best describes the total income

that you and all the members of the

household earned in 20__?

STUDY TO ESTIMATE THE VALUE
OF SALMON RESTORATION
Suppose that because of budget cuts,

all state and federal funding to continue

the restoration effort to restore Atlantic

salmon to the Connecticut River is

Banzhaf and co-workers found that residents in the Adirondack region of
New York would be willing to pay between $48 and $107 for ecological
improvements in air and water that might flow from currently proposed envi-
ronmental regulations.25

25 Spencer Banzhaf, Dallas Burtraw, David Evans, and Alan Krupnick, “Valuation of Natural

Resource Improvements in the Adirondacks,” paper presented at National Center for

Environmental Economics, EPA workshop, October 26–27, 2004.
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Holmes et al., using a contingent valuation approach, found that riparian
landowners along the Little Tennessee River would be willing to pay $89.50 per
foot along the river for restoration activities.26

Brookshire and Coursey did a CV study to determine people’s willingness to
pay for a change in tree density in an urban park from 200 to 250 trees per acre.
The median willingness to pay among their respondents was $9.30. In eliciting
these responses, researchers showed respondents pictures of the park with dif-
ferent tree densities.27

Stevens et al. used CV to estimate the benefits people would receive from re-
ducing damages due to air pollution from power plants in the White Mountains
of New Hampshire. These were amenity damages from reduced visibility at
scenic vistas. Respondents were shown a series of computer-generated photos
of a view showing varying degrees of visibility corresponding to different lev-
els of pollution control. For moderate levels of improved visibility, willingness
to pay ranged from $3 to $12.28

Valuing Health Outcomes
A major justification for many environmental regulations is to reduce the dam-
ages to human health caused by pollution. Epidemiological studies have drawn
links between the presence of pollutants in air and water and a variety of ad-
verse health impacts. Contingent valuation studies have been done to value
these outcomes, or their avoidance, in terms of willingness to pay.

The studies have been of two general types: those estimating respondents’
willingness to pay to avoid premature mortality, and those estimating willing-
ness to pay to achieve certain reductions in morbidity. The latter can be further
subdivided into studies of chronic diseases, such as bronchitis and asthma, and
temporary but acute health conditions.29

In the mortality studies the outcomes have been expressed probabilistically,
i.e., the willingness to pay for a reduction of a certain amount in the probability of
premature death. We discussed above how responses in the case can be used to
estimate the value of a statistical life (VSL).30 Studies of chronic illnesses have also
usually been aimed at probabilistic measures, e.g., willingness to pay to lower the
probability of having chronic bronchitis. Acute health conditions have usually

26 Thomas P. Holmes, John C. Bergstrom, Eric Huszar, Susan B. Kask, and Fritz Orr III, “Contingent

Valuation, Net Marginal Benefits, and the Scale of Riparian Ecosystem Restoration,” Ecological

Economics, 49(1), May 2004, pp. 19–30.
27 David S. Brookshire and Don L. Coursey, “Measuring the Value of Public Goods: An Empirical

Comparison of Elicitation Procedures,” American Economic Review, 77(4), September 1987, 

pp. 554–566.
28 T. H. Stevens, Ina Porras, John Hastrad, Wendy Harper, Cleve Willis, and L. Bruce Hill, “The Value

of Visibility: A Comparison of Stated Preference Methods,” forthcoming in Journal of Regional

Analysis and Policy.
29 For a discussion of these matters see Alan J. Krupnick, Valuing Health Outcomes: Policy Choices

and Technical Issues, Resources for the Future, Washington, DC, 2004.
30 See above, pp. 146–47.
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been valued as though they were certain to be avoided, e.g., willingness to pay to
avoid a common cold, or a visit to the emergency room of a hospital.

Table 7.3 presents a small selection of health related willingness-to-pay mea-
sures as reported in three different studies, one of the United States, one of
Canada, and one of European respondents.

Problems of CV Analysis
The most problematic aspect of contingent valuation is its hypothetical charac-
ter. When people buy potatoes, to go back to our example, they have to “put
their money where their mouth is,” as the saying goes. It is a real situation and if
the wrong choices are made, people suffer real consequences. In a CV question-
naire, however, the same real-world implications are not present. People face a
hypothetical situation to which they may give hypothetical responses not gov-
erned by the discipline of a real marketplace. In thinking about this, two types of
questions come up: First, will people know enough about their real preferences
to be able to give valid responses, and, second, even if they know their prefer-
ences, will they have incentives to misrepresent them to the investigator?

Everyone develops experience buying some things, but not others, on the
market. In 17th-century New England, people were used to buying and selling
pews in the church. In some countries official papers from public officials re-
quire standard monetary bribes. In contemporary society there are going prices
for cantaloupes and blood. When people face market prices for a good or ser-
vice over a period of time, they have time to learn about their values, adjust
their purchases, and settle on a willingness to pay that accurately represents
their preferences. But when asked to place a monetary value on something that
does not normally carry a price, it may be much more difficult to state one’s true
willingness to pay. What would you be willing to pay for 10 more beautiful sun-
sets per year? People also develop ideas over time about the appropriate extent
of the market in allocating certain goods and services; when asked to put a
value on something that is currently beyond the market, their answers may

TABLE 7.3 Selected Willingness to Pay Estimates for Health Outcomes

Valuation (1990 U.S. Dollars)

Outcome U.S. EPA1 Canada2 Europe3

Reduced mortality, implied VSL $4.8 mil $2.9 mil $3.0 mil
WTP to avoid a case of chronic bronchitis $260 thous $186 thous $103 thous
WTP to avoid a case of chronic asthma $25 thous — —
WTP to avoid an ER visit $194 $399 $218
WTP to avoid a “restricted activity day” $38 $51 $73

Sources:

1 U.S. EPA: The Benefits and Costs of the Clean Air Act Amendments of 1990, 1990 to 2010, Washington, DC, 1999, 
Appendix H, pp. H-1 to H-47.*
2 Canada: Air Quality Valuation Documentation, Stratus Consulting, User Guide, Boulder, CO, 1999.*
3 Europe: ExternE, Externalities of Energy, Volume 7, Methodology, Brussels, European Commission, 1998.*
*As referenced in Alan J. Krupnick, Valuing Health Outcomes: Policy Choices and Technical Issues, Resources for the Future,
March 2004, p. 50.
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reflect not just the value of a particular item, but something about what kind of
an economic system they want to live in, which is a much broader question.

The other question is whether respondents could normally be expected to
have incentives to misstate their true willingness to pay. Environmental quality
characteristics are public goods, as we saw in Chapter 4. People can be expected
to understate their preferences for these kinds of goods when they expect that
their answers will be used to establish payment schedules for the goods. Yet, in
CV studies, there is no threat that responses could be used, for example, to set
taxes to pay for the item being evaluated. So, perhaps, this source of bias is un-
likely. The opposite bias may be more likely. People may be led to give an in-
flated estimate of their willingness to pay hoping, perhaps, that others will do
the same thing, realizing that their share of the cost of making the item available
will, in any case, be very small.

There have been hundreds of contingent valuation studies carried out to
estimate people’s willingness to pay for environmental quality. Despite the dif-
ficulties, CV analysis offers great flexibility and a chance of estimating many
values that no other technique can match. The technique is still evolving, how-
ever, and we can expect it over time to produce increasingly reliable estimates
of the value people place on environmental assets of all types.

Problems in Benefit Estimation

Many problems remain in estimating the benefits of improved environmental
quality. Good data are always hard to come by. Better techniques are always
useful to separate out the effects of other factors and isolate the true environ-
mental impacts. More thought has to be given to the conceptual problems that
remain. We will indicate very briefly some of the latter.

Discounting
One of the most important is the matter of discounting. Should we discount fu-
ture benefits, as we talked about in the last chapter, and, if so, what discount
rate is appropriate? When we discount the future value of something, we re-
duce its present value, and the longer in the future these benefits will be real-
ized, the lower their present value. So discounting tends to decrease the relative
value of programs that produce benefits far in the future and increase those that
produce benefits in the next few years. This might make sense with certain
types of benefits. People today presumably would put more value on reducing
environmentally related premature deaths next year than they would on pre-
mature deaths 50 years from now. But there are some significant environmental
issues, such as global warming, where substantial impacts are expected to occur
in the distant future, and in this case discounting tends to reduce substantially
the importance of programs addressing this problem.

There is no easy answer to this problem. We cannot simply reject discounting
altogether; even future generations would be unlikely to agree with that if
they could make their wishes known. In ordinary affairs, however, the present
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generation is undoubtedly too oriented to the short run; too much reliance is
placed on recent history and not enough on future possibilities. For society as a
whole, a longer-run perspective is appropriate. As mentioned in the last chap-
ter, perhaps the best approach is to combine discounting with the idea of sus-
tainability. Discounting is appropriate as long as it does not lead to a reduction
in the long-run environmental capital of the society.

Willingness to Pay vs. Willingness to Accept
An alternative way of approaching the problem of valuing environmental im-
provements is to ask people how much they would be willing to accept to give
up some environmental amenity. To value better air quality we could ask either
how much people would be willing to pay for a small improvement or how
much they would have to receive to compensate them for a small reduction in
air quality. Suppose public authorities are contemplating locating a hazardous
waste incinerator in a particular community. As a measure of the damages
suffered by the community, we could take the amount of money required to get
the community willingly to accept the incinerator (rather than, in other words,
the amount they would be willing to pay to keep it out).

Clearly, willingness to accept is not constrained by one’s income, as is will-
ingness to pay. So it may be no surprise that when people are asked willingness-
to-accept questions, their answers are usually higher than their willingness-to-
pay responses for the same item. To some extent it may depend on what they
are asked. For a small change we would expect the two measures to be close.
Suppose what is involved is a single cantaloupe. If I am willing to pay $1.99 for
one more cantaloupe, that is also probably close to what it would take to com-
pensate for my loss of a single cantaloupe, but for large changes (what are called
nonmarginal changes) this may not be the case. If we are talking, for example,
of large changes in air pollution in my neighborhood that will substantially
change my welfare, the two measures may be quite different.

Economists have taken several approaches to resolving this problem. One is
to look closely at the questionnaire and the way questions are asked of respon-
dents. Experience has shown that responses will differ according to how
questions are phrased; therefore, one possibility is that the differences between
willingness to pay and willingness to accept are traceable primarily to the way
questions are being framed. The other approach is to replace the standard
economic principles, which imply that there should be no difference between
these two measures, with new concepts that can explain the difference.

Nonuse Values
When people buy potatoes, we assume that they do so because they expect to
eat them; the value of potatoes to people lies in their use value. This reasoning
extends also to environmental assets, but in this case there may be more. When
people voluntarily donate money for the preservation of unique environmental
assets that they may never even see, except perhaps in photographs, something
other than use value must be involved. People’s willingness to pay for these
environmental characteristics also must involve certain nonuse values. One
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possibility is that although perhaps not currently in a position to experience
directly a particular environmental asset, people often want to preserve the
option to do so in the future. Option value is the amount a person would be
willing to pay to preserve the option of being able to experience a particular
environmental amenity in the future. People may even be willing to pay to pre-
serve something they in all likelihood will never see—African wildlife, for
example. In this case, what is involved is existence value, a willingness to pay
simply to help preserve the existence of some environmental amenity. Such
altruistic values may be focused to some extent on future generations, in which
case they might be called bequest values. Lastly, we might add a stewardship
value, which is a value not related necessarily to human use of the environ-
ment, but rather to maintaining the health of the environment for the continued
use of all living organisms. One of the reasons contingent valuation studies
have become more common is that questions can be phrased so as to get at these
nonuse values.

Summary
Benefit measurement is a major focus of study within environmental econom-
ics. New techniques are being developed to uncover values that previously
were hidden from view. From legislatures and courts a brisk demand has arisen
for benefits information on which to base laws and legal settlements. Public en-
vironmental agencies have devoted considerable time and effort to generating
benefits estimates in order to justify their policy rulings. After reviewing briefly
what we mean by benefits, we discussed some of the main techniques environ-
mental economists use to measure these benefits. Health impacts, previously
assessed by direct damage estimation, are now more frequently pursued
through willingness-to-pay procedures, especially wage-rate studies showing
how people value risks to health. We also covered house-price studies, produc-
tion cost studies, and travel cost studies. Finally, we reviewed the technique of
contingent valuation. This technique allows benefits to be measured over a
much wider range of environmental phenomena than other techniques permit.
Indeed, contingent valuation techniques allow analysts to push beyond tradi-
tional use values and explore some of the less tangible, but no less real, sources
of environmental benefits, such as option value, existence value, and steward-
ship value.

Questions for Further Discussion
1. Suppose you were hired by the homeowners located around a lake to deter-

mine the benefits of improving the water quality in the lake. How might you
go about doing it?

2. One of the main studies used in evaluating the EPA’s decision to ban leaded
gasoline estimated that the avoided medical costs and avoided remedial
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education costs of such a ban would be about $225 million. What are the
advantages and disadvantages of using this number as a measure of the
health-related benefits of the ban? (For more on this, see Albert L. Nichols,
“Lead in Gasoline,” in Richard D. Morgenstern (ed.), Economic Analysis at
EPA, Assessing Regulatory Impact, Resources for the Future, Washington, DC,
1997, pp. 49–86.)

3. Suppose you want to determine the aggregate willingness to pay among stu-
dents at your school for reducing litter on the school grounds. How might
you do this?

4. What is the usual meaning that economists give to the expression “the value
of a human life”? What are the different ways of estimating this value?

5. Design some contingent valuation–type questions for evaluating the value to
people of improving the air quality in the Grand Canyon.

6. Survey 10 other students, asking them how much they would be willing to
pay for one visit to their favorite beach. What qualifying questions did your
respondents ask you before they could assign a dollar value? What are some
factors influencing people’s willingness-to-pay value?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter 8
Benefit–Cost Analysis:
Costs

In this chapter we look at the cost side of benefit–cost analysis. The importance
of accurate cost measurement often has been underestimated. The results of a
benefit–cost analysis can be affected as easily by overestimating costs as by
underestimating benefits. In developing countries, where people place a high
priority on economic growth, it is critically important to know how environ-
mental programs will affect that growth rate and how costs are distributed
among different social groups. In industrialized countries, opposition to envi-
ronmental policies frequently centers on their estimated costs, which means
that those doing benefit–cost analyses of these programs are well advised to
get the cost estimates right. In this chapter we will first take up some general
considerations about costs, then look at some specific issues and examples of
cost estimation.

The Cost Perspective: General Issues

Cost analysis can be done on many levels. At its simplest, it focuses on the costs
to a single community or firm of an environmental regulation or of a single en-
vironmental project, such as a wastewater treatment plant, incinerator, or beach
restoration project. The reason for calling these the simplest is that they usually
proceed by costing out a definite engineering specification that has clear bound-
aries and for which the “rest of the world” can rightly assume to be constant.

At the next level we have costs to an industry, or perhaps to a region, of meet-
ing environmental regulations or of adopting certain technologies. Here it is no
longer possible to rely on simple engineering assumptions; we must do things
such as predict with reasonable accuracy how groups of polluting firms will
respond to changes in laws on emissions or how they will respond to changes
in recycling regulations. Problems will arise because not all firms will be alike—
some small, some large, some old, some new, and so on—and each of them will
usually have multiple possibilities for reacting to regulations.
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At a still higher level, our concern may be with the costs to an entire economy
of achieving stated environmental goals. Estimating costs at the national level calls
for an entirely different approach. Here everything is connected to everything else;
when pollution-control regulations are imposed, adjustments will reverberate
throughout the economy. Tracing them out requires macroeconomic data and usu-
ally fairly sophisticated aggregate models. After taking a look at several general
issues in cost estimation, we will deal with the subject at these different levels.

The With/Without Principle
There is an important principle that has to be kept in mind in this work. In
doing a benefit–cost analysis of how firms will respond to new laws, we want
to use the with/without principle and not the before/after principle. We want to
estimate the differences in costs that polluters would have with the new law,
compared to what their costs would have been in the absence of the law. This is not the
same as the difference between their new costs and what their costs used to be
before the law. Consider the following illustrative numbers that apply to a man-
ufacturing firm for which a pollution-control regulation has been proposed:

Estimated production costs:

Before the regulation: $100

In the future without the regulation: $120

In the future with the regulation: $150

It would be a mistake to conclude that the added costs of the pollution-control
regulation will be $50 (future costs with the regulation minus costs before the
law). This is an application of the before/after principle and does not accurately
reflect the true costs of the law. This is so because in the absence of any new law,
production costs are expected to increase (e.g., because of increased fuel costs
unrelated to environmental regulations). Thus, the true cost of the regulation is
found by applying the with/without principle. Here, these costs are $30 (costs in
the future with the regulation minus future costs without the regulation). Of
course this makes the whole job of cost estimation harder because we want to
know not historical costs of a firm or an industry but what its future costs would
be if it were to continue operating without the new environmental laws.

The with/without scenario calls for baseline analysis, the estimation of
what future cost levels could be expected to be in the absence of the regulation.
What makes baseline analysis so difficult is that future technical change (better
procedures, better equipment, etc.) will lower costs, and it is normally very
hard to predict with accuracy how fast this technical change will take place.

No-Cost Improvements in Environmental Quality
Sometimes environmental improvements can be obtained at zero social cost,
except the political cost of making the required changes in public laws or regula-
tions. In virtually any type of political system, usually some laws and administra-
tive practices are instituted primarily to benefit certain groups within society for
political reasons rather than to move toward economically efficient resource use
or achieve deserving income redistributions. These regulations, besides transfer-
ring income to the favored groups, often have negative environmental effects.



Chapter 8 Benefit–Cost Analysis: Costs 163

Consider, for example, coastal zone flood insurance in the United States.
Commercial insurance for property constructed in the coastal zone would nor-
mally have such high premiums, because of the expected losses from floods,
that few coastal homeowners could afford it. The U.S. government, and some-
times state governments, will often subsidize coastal zone insurance so that
people building in these areas can get insurance at substantially less than com-
mercial rates. The effects of this have been to reduce the private monetary costs
of building and maintaining houses in the coastal zone; thus, substantial devel-
opment has occurred there, with attendant environmental impacts. A reduction
in these public subsidies to coastal homeowners not only would work to reduce
these environmental impacts but also would lead to an increase in national
income. Of course, coastal homeowners would suffer losses.

There are many other examples such as this. Agricultural subsidies in many
developed countries have provided the incentive to develop intensive, chemical-
based production methods, which have resulted both in increased agricultural
output and in the nonpoint-source water and air pollution to which these meth-
ods lead. Reducing these agricultural subsidies would increase national income
and reduce the environmental impacts, though of course some farmers would
be worse off.

The Distribution of Costs
The overall social costs of environmental regulations are important in assessing
their cost-effectiveness. Beyond this, however, a major factor behind many pol-
icy controversies is how these total costs are distributed among different groups
in society. Environmental regulations initially may lead to increased production
costs in the industry to which the regulation applies, as firms undertake the
pollution-control steps required by the regulations. But changes will not be con-
fined to this one industry. As firms alter production technology, input mixes, and
other aspects of their operations, their prices are likely to change, for both out-
puts and inputs. So some, or perhaps all, of the consequences of the regulation
will be shifted to consumers and input-supplying firms. Employees of the regu-
lated firms will be impacted when production rates increase or decrease in the
affected industries. Very often there will be important regional differences in
these impacts, because often industries are more concentrated in certain regions
than in others. It is important, then, to be concerned not only with total costs, but
also with how these costs are distributed.

Concepts of Cost

Opportunity Costs
In economics the most fundamental concept of costs is opportunity costs. The
opportunity cost of using resources1 in a certain way is the highest value these
resources would have produced had they not been used in the manner under

1 Remember that resources is a word that can have two meanings: It can be a short way of saying

natural resources or a general reference analogous to the word inputs. Here we are using it in the

second sense.
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consideration. If resources are used to produce cars, they can’t be used to pro-
duce something else. If resources are used to enforce air pollution regulations,
they can’t be used to implement land-use regulations. It is the forgone values of
these alternative uses that constitute the opportunity costs of pursuing a partic-
ular course of action.

Costs are incurred by all types of firms, industries, agencies, and other
groups. From the perspective of a private firm, the opportunity cost of produc-
ing a good or service is what they could have produced if they had chosen a dif-
ferent output. We must differentiate private costs from social opportunity
costs. The latter represent the costs to society of using resources in a
particular way, meaning all costs, no matter to whom they accrue. We discussed
earlier how social costs include private costs, but also include external costs, in
the form of pollution damage costs incurred by third parties, whenever they
exist.2

Sometimes items that a private group might consider a cost (e.g., a tax) is not
a cost from the standpoint of society. Sometimes items that particular decision
makers do not consider as costs really do have social costs. Suppose a commu-
nity is contemplating building a bicycle path to relieve congestion and air pol-
lution downtown. Its primary concern is what the town will have to pay to
build the path. Suppose it will take $1 million to build it, but 50 percent of this
will come from the state or federal government. From the town’s perspective
the cost of the bike path will be a half million dollars, but from the standpoint of
society the full opportunity costs of the path are $1 million.

When most people think of cost they usually think of money expenditure.
Often the monetary cost of something is a good measure of its opportunity
costs, but frequently it is not. Suppose the bike path is going to be put on an old
railroad right-of-way that has absolutely no alternative use, and suppose the
town must pay the railroad $100,000 for this right-of-way. This money is
definitely an expenditure the town must make, but it is not truly a part of the
opportunity costs of building the path because society gives up nothing in
devoting the old right-of-way to the new use.

Environmental Costs

It may seem paradoxical to think that environmental protection control pro-
grams might have environmental costs, but this is in fact the case. Most specific
emissions-reduction programs are media based; that is, they are aimed at re-
ducing emissions into one particular environmental medium such as air or
water. So when emissions into one medium are reduced, they may increase into
another. Reducing untreated domestic waste outflow into rivers or coastal
oceans leaves quantities of solid waste that must then be disposed of, perhaps
through land spreading or incineration. Reducing airborne SO2 emissions from
power plants by stack-gas scrubbing also leaves a highly concentrated sludge
that must be disposed of in some way. Incinerating domestic solid waste creates
airborne emissions.

2See Chapter 4, p. 71.
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Media switches are not the only source of environmental impacts stemming
from environmental improvement programs. There can be direct effects—for
example, sediment runoff from construction sites for new treatment plants or
sewer lines. There also can be unforeseen impacts when firms or consumers
adjust to new programs. Gasoline producers reduced the amounts of lead in
their product, but because consumers still insisted on high-powered perfor-
mance they added other compounds, which ended up having environmental
impacts in their own right. With the beginning of community programs to
charge consumers for solid waste disposal, some have been faced with substan-
tial increases in “midnight dumping,” that is, illegal dumping along the sides of
roads or in remote areas.

Some of the potential environmental impacts from these public projects or
programs can be mitigated; that is, steps can be taken to reduce or avoid them.
More enforcement resources can help control midnight dumping, extra steps
can be taken to reduce construction-site impacts, special techniques may be
available to reduce incinerator residuals, and so on. These mitigation costs must
be included as part of the total costs of any project or program. Beyond this, any
remaining environmental costs must be set against the overall reduction in
environmental damages to which the program is primarily aimed.

Enforcement Costs
Environmental regulations are not self-enforcing. Resources must be devoted to
monitoring the behavior of firms, agencies, and individuals subject to the regu-
lations and to sanctioning violators. Public environmental facilities, such as
wastewater treatment plants and incinerators, must be monitored to be sure
they are being operated correctly.

There is an important application of the opportunity idea in the enforcement
phenomenon. Many environmental laws are enforced by agencies whose en-
forcement budgets are not strictly tailored to the enforcement responsibilities
they are given. Thus, budgets can be stable, or even declining, at the same time
that new environmental laws are passed. Enforcing the new laws may require
shifting agency resources away from the enforcement of other laws. In this
case the opportunity costs of new enforcement must include the lower levels of
compliance in areas that now are subject to less enforcement.

Costs of Single Facilities

Perhaps the easiest type of cost analysis to visualize is that for a single, engi-
neered project of some type. There are many types of environmental quality
programs that involve publicly supported construction of physical facilities
(although the analysis would be the same whatever the ownership), such as
public wastewater treatment plants, of which hundreds of millions of dollars’
worth have been built over the last few decades. Other examples include flood
control projects, solid-waste handling facilities, hazardous-waste incinerators,
beach-restoration projects, public parks, wildlife refuges, and so on.
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Facility-type projects such as these are individualized and substantially
unique, although of course they have objectives and use technology that is
similar to that used for many other projects. To estimate their costs, primary re-
liance is placed on engineering and technical specifications, developed largely
through experience with similar types of facilities. Consider the simple example
shown in Table 8.1. It gives the estimated costs of a new 130-unit wind-energy
project currently (2008) proposed for a patch of shoal water off Cape Cod in
Massachusetts. The plant would have 130 wind turbines for generating electric-
ity, with an onshore connection to the New England power grid. The rated ca-
pacity of the plant would be 468 megawatts, but how much power it actually
produces during a year would of course depend on wind velocity and duration.
The project would be built and operated by a private firm, but public concern is
strong because of possible environmental costs.

The table shows capital costs, the up-front costs of procuring and installing
the turbines, along with the costs of connecting them to the grid. These are
shown in total, and in annualized form. The latter are the capital costs allocated
to one year’s operation and depend on assumptions about the discount rate and
years of life. The annual operation and maintenance costs are also shown.

Environmental costs come under two headings: ecological costs and costs
stemming from the scenic aspects of the project. The former include possible
impacts on fish and bird life, as well as possible disruptions of marine recre-
ation activities. These are estimated to be of negligible magnitude. The proposal
has been especially controversial because of the potential negative impacts on

TABLE 8.1 Projected Costs of a 468 MW Wind-Driven Power Plant 
in Nantucket Sound

Total ($1,000) Annual ($1,000)a

Capital costs
Foundations 143,200 16,800
Turbines 456,800 53,700
Grid connections 161,000 18,900
Other 134,300 15,800

Total 895,300 105,200

Decommissioning costsb 24,804 2,914
Operations and maintenance 27,000
Environmental costs

Ecological costs Negligible
Scenic costs (not estimated)

Grand total 135,100
(Costs per installed kw $289.00)
(Costs per anticipated kw-hr $0.0518)

a Based on an interest rate of 10 percent.
b The wind turbines have a design life of 20 years; decommissioning costs are the costs of dis-installing the entire system
at the end of its useful life.

Source: Adapted from U.S. Army Corps of Engineers, Draft Environmental Impact Statement on the Cape Wind Energy
Project, Section 3.0.
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the scenic quality of this region. The turbines will be visible from places that
appeal to hundreds of thousands of visitors and residents for whom the scenic
values of the region are of great importance. The study does not attempt to
quantify this type of cost, however.3

With the exception of unmitigated environmental costs, these cost items are
all expenditure figures, and only close inspection can tell if they represent true
social opportunity costs. Suppose, for example, that in the construction phase a
number of local unemployed people are hired. Although the construction costs
include their wages, their opportunity costs would be zero because society had
to give up nothing when they went to work on the plant. It might be that the
land on which the plant is to be placed is town land that is to be donated. In this
case there will be no specific cost entry for land, but there will be an opportunity
cost related to the value the land could have had in its next best use. Suppose
that the construction firm is able to get subsidized loans from local banks (i.e.,
borrow money at lower than market rates). Then the true opportunity costs of
construction will be higher than the monetary costs indicated. This also goes for
any operating costs that could potentially qualify for renewable energy subsi-
dies. There are no specific rules for making these adjustments; only a knowl-
edge of the specific situations can reveal when it is important enough to make
them and where sufficient data are available to do the job.

Costs of a Local Regulation

Environmental regulations are frequently enacted at the local level and have an
impact on local firms. In fact, in the political economy of pollution control, it is
often the fear of these local impacts that deters communities from enacting the
regulations. Fears of lost payrolls and the secondary losses to other firms from
shrinking local markets loom large at the local level; from a national perspective
the opportunity costs are less severe.

Suppose in a particular small town there is a large apple orchard that provides
substantial local employment. Suppose further that presently the orchard man-
agers use relatively large applications of chemicals to control apple pests and
diseases, and that the chemical runoff from this activity threatens local water
supplies. Assume the community enacts an ordinance requiring the orchard to
practice integrated pest management (IPM), a lower level of chemical use cou-
pled with other means to compensate for this reduction. Assume further, for pur-
poses of illustration, that the IPM practices increase the costs of raising apples in
this orchard.4 What are the social costs of this regulation?

If the orchard raises and sells the same number of apples it previously did, the
true social opportunity costs of the regulation are the increased production costs.
If local consumers are willing to pay somewhat higher prices for locally grown

3 The study was done by the U.S. Army Corps of Engineers; for details see the source indicated in

Table 8.1.
4 In fact, various authorities and scientific studies suggest that some IPM practices can actually

lower costs relative to chemical-intensive growing techniques.
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apples, some of this cost gets passed on to these consumers. Suppose, however,
that competitive conditions make it impossible for the orchard to sell its apples
for any higher price than pertained before. In this case the higher production
costs must be reflected in lower incomes of the apple orchard owners them-
selves, or perhaps of the orchard workers, if they will accept lower wages.

Suppose the orchard was just breaking even before the local IPM ordinance,
and that the statute leads to such cost increases that production is substantially
curtailed; in fact, assume for purposes of argument that the orchard goes out of
business. Clearly there will be local costs: lost payrolls of orchard workers, lost
income to the local orchard owners, lost income to local merchants because their
markets shrink. But these lost incomes are not likely to be social opportunity
costs in their entirety, unless the workers become permanently unemployed.
Assuming they transfer to other job opportunities (this requires, obviously, that
the economy be operating at full employment), their new incomes will offset, at
least partly, the lost incomes they were earning previously. There may be certain
valid opportunity costs in the form of adjustment costs, as workers and owners
have to move to new places of employment.

What about the value of the apples no longer produced in this orchard? If
we assume that there are many other orchards in neighboring towns and other
regions to take up the slack with essentially no cost increases, then this lost pro-
duction is offset by others, consumer prices are stable, and the social opportu-
nity costs of this marginal rearrangement of apple production are basically nil.

To summarize, when we are dealing with a single local ordinance affecting
one firm and the economy is at or near full employment, ensuing resource ad-
justments ensure that social opportunity costs are small, limited to the costs of
actually carrying out the adjustments. From the standpoint of the affected com-
munity, of course, costs will seem high, because of lost local incomes brought
about by the increased apple production costs.

Costs of Regulating an Industry

These conclusions do not follow when we impose an environmental regulation
on an entire industry. Higher production costs for the industry are true social
opportunity costs because they require added resources that could have been
used elsewhere. But in dealing with whole industries, we cannot make the
assumption, as we did with the one apple orchard, that its production could
easily be picked up by the others.

Consider first the standard approach to estimating increased industry pro-
duction costs, which is to measure the added expenditures that an industry
would have to make to come into compliance with an environmental regula-
tion. Cost estimation in this case requires the analyst to predict how polluters
will respond to environmental regulations and then to estimate the costs of this
response. If the regulation is very specific, requiring, for example, that manufac-
turing firms install a certain piece of pollution-control equipment or that farmers
adopt certain cultivation practices to avoid soil runoff, the cost estimation may
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be fairly straightforward. But if the regulation leaves the polluters considerable
latitude in making their response, it may be hard to predict exactly what they
will do and, therefore, what their costs will be.

Suppose, for example, a group of pulp mills are required to reduce their
emissions by some percentage, and that we (a public agency) wish to estimate
the impact of this on the production costs of the firms in the industry. In effect,
we want to estimate the aggregate marginal abatement cost function for this
group of firms. To do this with reasonable accuracy requires enough knowledge
about the pulp business to be able to predict how the firms will respond, what
treatment techniques they will use, how they might change their internal pro-
duction processes, and so on. Or suppose we wanted to estimate the costs
among farmers of a ban on a certain type of pest control chemical. In this case
the analysis would want to identify the alternatives that farmers had available
to replace this chemical, what impacts this would have on yields, how much
additional labor and other inputs they would use, and so on.

An Example
The Clean Air Act requires plants having significant emissions of hazardous air
pollutants (HAP) to install maximum achievable control technology (MACT) to
control these emissions. One such industry is the wood products industry, con-
sisting of all types of plants producing plywood, wood flooring, processed wood,
wood trusses, and a variety of other products. In setting the MACT for this in-
dustry, EPA has to look at the costs that these plants would experience in meeting
various technology standards. As is true of most studies of regulatory cost there
are too many plants in the industry to do a detailed cost study of each one.

A common way of proceeding in cases such as this is to estimate costs for a
relatively small number of firms within each clearly defined segment of the
industry, then use these data to extrapolate costs for all of the firms in that sector.
Table 8.2, for example, shows representative cost data for an average small firm in
the plywood veneer segment of the wood products sector. The first section in the
table shows investment costs needed to install the new equipment that will allow
the firms to reduce their emissions flows. These are the up-front investment costs
of new machinery and equipment required to reduce emissions. The second part
of the table shows annualized costs. These include the conventional items such as
energy, labor, and so on, and also the annualized investment costs.

The table shows an entry for “testing, monitoring, and reporting,” reflecting
the concern that historically the costs of actually implementing regulations
have not been adequately accounted for. A substantial part of these costs are
borne by the sources themselves.

Total annual costs are shown as $430,000 for the average firm. There were
61 such firms in existence when the study was done; thus, the total expected
national costs of meeting the regulation in this sector are $26.2 million. The cost-
effectiveness of this expenditure is estimated at $43,000 per ton of reduced emis-
sions. Note that these costs are incomplete in at least one sense. In regulatory
programs of any type, public enforcement resources are required in order to get
large-scale compliance by the regulated firms. Table 8.2 contains nothing about
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these costs, but in a full social benefit–cost analysis, they obviously would have
to be included.

Sources of Cost Data
Where does one get the cost data necessary to construct these representative
firms? Many of the basic data are generated through cost surveys of existing
firms. In effect, questionnaires are sent out to these firms asking them to supply
information on number of employees, processes used, costs of energy and ma-
terials, and so on. With a sufficiently detailed questionnaire and a reasonably
high response rate by firms, researchers hope to get a good idea of basic cost
conditions in the industry and how they might be affected by environmental
regulations.

One problem with cost surveys is that they are usually better at getting infor-
mation on past cost data than on future costs under new regulations. Firms can
probably report past cost data with more reliability than they can estimate future
costs of meeting environmental constraints. Historical data may not be a good
guide to the future, especially because environmental regulations almost by de-
finition confront firms with novel situations. In these cases it is common to sup-
plement survey data with technical engineering data that can be better adapted
to costing out the new techniques and procedures that firms may adopt.

The “representative firm” approach, although dictated by the large number of
firms in an industry, has its own problems, especially when those firms are sub-
stantially heterogeneous among themselves. In following this procedure, for
example, the EPA runs into the problem of whether costs of the real plants in the
industry, each of which is to some degree unique, can be accurately represented

TABLE 8.2 Costs per Year of a Typical Plywood Veneer Plant 
to Install Maximum Available Control Technology
(MACT) for Hazardous Air Pollutants (HAPs)

Cost Item Costs per Year ($)

Investment costs:
Purchase 1,100,000
Installation 320,000

Annual costs:*
Capital costs 120,000
Labor:

Operating 154,000
Maintenance 68,000

Supplies 28,000
Power 17,000
Testing, monitoring, and reporting 43,000

Total annual costs 430,000

*Annualized at 7 percent with a 15-year assumed equipment life.

Source: Adapted from U.S. EPA, Economic Impact Analysis of the Plywood and Composite Wood
Products, NESHAP Final Report, Office of Air Quality, November 2002.
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by a composite cost estimate. In this case accurately means close enough that
individual firms will not be inclined to take the agency to court on grounds
that their own unique cost situations are misrepresented by the figures for the
“representative” firm. Many court battles have been fought over this issue.

Misrepresentation of Costs
Because the regulated firms themselves are the source of much cost data used
to develop the regulations, there is clearly a question whether these firms will
supply accurate data. By overstating the costs of reaching certain reductions in
emissions, firms may hope to convince agencies to promulgate weaker regula-
tions than they would if the agencies had an accurate idea of costs. It is a very
common sight in public hearings on establishing emission control regulations
to see firms making vigorous claims that the regulations will be unduly costly
for them to meet. There is evidence that many of these claims have been exag-
gerated in the past. This issue will come up numerous times when we examine
the incentives surrounding different types of environmental policies. In effect,
regulated firms have private information about their costs that regulating agen-
cies often don’t have.

Actual vs. Minimum Pollution Control Costs
The costs shown in Table 8.2 show the estimated costs of the plywood veneer
sector meeting the environmental standards imposed by law. There is an im-
portant question of whether these costs are the least costs necessary to achieve
the emission reductions sought in the law. This is an important point because,
as we saw in Chapter 5, the efficient level of emissions or ambient quality is de-
fined by the trade-off of emission abatement costs and environmental damages.
If abatement costs used to define the efficient level are higher than they need to
be, the point so defined will be only a pseudo-efficient outcome.

When there is a single facility involved, we must rely on engineering judg-
ment to ensure that the technical proposal represents the least costly way of
achieving the objectives. When what is involved is an entire industry, both tech-
nical and economic factors come into play. As discussed earlier, in order for the
overall costs of a given emission reduction to be achieved at minimum cost, the
equimarginal principle has to be fulfilled. Frequently, environmental regula-
tions work against this by dictating that different sources adopt essentially the
same levels of emission reductions or install the same general types of pollution-
control technology. As will be seen in later chapters, many environmental
laws are based on administratively specified operating decisions that firms
are required to make. These decisions may not lead, or allow, firms to achieve
emission abatement at least cost. Thus, industry costs such as those depicted in
Table 8.2 may not represent minimum abatement costs.

There is no easy way out of this dilemma. If one is called on to do a benefit–
cost analysis of a particular environmental regulation, one presumably is com-
mitted to evaluating the regulation as given. In cases such as this it would no
doubt be good policy for the analyst to point out that there are less costly ways
of achieving the benefits.



172 Section Three Environmental Analysis

The Effect of Output Adjustments on Costs
The increase in abatement expenditures may not be an accurate measure of
opportunity costs when an entire industry is involved. This is because market
adjustments are likely to alter the role and performance of the industry in the
wider economy. For example, when the costs of a competitive industry increase,
the price of its output increases, normally causing a reduction in quantity
demanded. This is pictured in Figure 8.1, which shows supply and demand
curves for two industries. For convenience the supply curves have been drawn
horizontally, representing marginal production costs that do not vary with out-
put. Consider first panel (a). The initial supply function is C1, so the initial
quantity produced is q1. The pollution-control law causes production costs to

FIGURE 8.1 Output Adjustments in Industries Subject
to Pollution-Control Regulations
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rise, represented by a shift upward in supply from curve C1 to C2. Suppose we
calculate the increased cost of producing the initial rate of output. This would
be an amount equal to the area (a  b  c). The comparable cost in panel (b) is
(d  e  f ). This approach to measuring costs, however, will overstate the true
cost increase because when costs and prices go up, quantity demanded and out-
put will decline.

How much output declines is a matter of the steepness of the demand curve.
In panel (a), output declines only from q1 to q2, but in panel (b), with the flatter
demand curve, output will decline from r1 to r2, a much larger amount. The cor-
rect measure of the cost to society is (a  b) in panel (a) and (d e) in panel (b).
Note that the original approach to cost estimation, calculating the increased cost
of current output, is a much better approximation to the true burden on society
in panel (a) than in panel (b). This is because the output adjustment is much
larger in the latter. The lesson here is that if increased expenditures are to be
taken as true opportunity costs, they must be calculated taking into account
price and output adjustments that occur in the industries affected by the envi-
ronmental regulations.

Figure 8.1 also can illustrate something about the distribution of pollution-
control costs. Firms in the affected industries bear these costs in the beginning,
but the final burden depends on how the cost increase is passed forward to con-
sumers or backward to workers and stockholders. Note that in both panels
(a) and (b) the market prices of the goods increased by the amount of the cost
increase, but the response is quite different. In panel (a) consumers continue
buying close to what they did before; little adjustment is called for in terms of
output shrinkage in the industry. Thus, workers and shareholders in this indus-
try will be little affected, in relative terms. In panel (b) the same price increase
leads to a large drop in output. Consumers have good substitutes to which they
can switch when the price of this output goes up; in effect, they can escape the
full burden of the price increase. The industry adjustment, however, is large.
Resources, particularly workers, will have to flow out of the industry and try to
find employment elsewhere. If they can, the costs may be only temporary
adjustment costs; if not, the costs will be much longer run.

Long-Run Technical Change and Pollution-Control Costs
In the short run, firms must make whatever adjustments they can within the
constraints of available technology and operating procedures. In the long run,
however, costs can change because these technologies and procedures can be al-
tered. Scientific and engineering research and development yield new and bet-
ter (less costly) ways of controlling emissions. Some are straightforward, such
as a new way of handling and treating residuals; some are more profound, such
as a change in the basic technology of production so that fewer residuals are
produced in the first place. When firms are subject to emission reduction re-
quirements, they have an incentive to engage in research and development
(R&D) to find better emissions abatement technology. There is some evidence
that in reality this may draw resources away from output-increasing R&D
efforts, thereby affecting the firm’s ability to reduce costs in the long run. There



174 Section Three Environmental Analysis

The Environmental Industry EXHIBIT 8.1

the rest are technology and equipment

based. The early growth of the industry

was based on cleaning up the sins of the

past, or controlling emissions from out-

dated facilities. Growth in the future will

depend more on developments in pollu-

tion prevention.

The U.S. environmental industry had total

revenues of over $190 billion in 1998 and

employed more than 1.3 million people.

These are very substantially higher than

the comparable numbers of 1980, as the

data below indicate. More than half of the

industry actually comprises services, while

Environmental Industry—Revenues and Employment, 

by Industry Segment: 1980 to 2002

[59.0 represents $59,000,000,000. Covers approximately 59,000 private and public

companies engaged in environmental activities.]

Revenue (bil. dol.) Employment (1,000)

Industry Segment 1980 1990 2002 1980 1990 2002

Industry total 59.0 152.3 221.3 462.5 1,223.8 1,510.0

Analytical services1 0.4 1.5 1.3 6.0 18.0 15.0

Wastewater treatment works2 10.9 19.8 30.2 53.9 88.8 123.7

Solid waste management3 11.2 26.1 42.7 83.2 205.5 284.4

Hazardous waste management4 0.6 6.3 4.7 6.8 53.9 38.6

Remediation/industrial services 2.4 11.1 11.1 6.9 133.3 105.9

Consulting and engineering 1.7 12.5 18.7 20.5 147.1 193.7

Water equipment and chemicals 6.9 13.5 20.8 62.4 92.7 135.3

Instrument manufacturing 0.2 2.0 3.9 2.5 18.0 30.9

Air pollution control equipment5 3.3 13.1 18.6 28.3 96.4 126.0

Waste management equipment6 3.5 8.7 9.9 41.9 69.6 74.1

Process and prevention technology 0.1 0.4 1.4 2.1 9.3 30.9

Water utilities7 11.9 19.8 32.3 76.9 98.5 139.1

Resource recovery8 4.4 13.1 14.1 48.7 142.9 110.1

Clean energy systems and power9 1.5 4.3 11.5 22.4 49.9 102.3

1 Covers environmental laboratory testing and
services.
2 Mostly revenues collected by municipal
entities.
3 Covers such activities as collection,
transportation, transfer stations, disposal,
landfill ownership, and management 
for solid waste.
4 Transportation and disposal of hazardous,
medical, and nuclear waste.
5 Includes stationary and mobile 
sources.

6 Includes vehicles, containers, liners,
processing, and remediation equipment.
7 Revenues generated from the sale of water.
8 Revenues generated from the sale of
recovered metals, paper, plastic, and so on.
9 Includes solar, wind, geothermal, and
conservation devices.

Source: Environmental Business International,
Inc., San Diego, CA, Environmental Business
Journal, monthly (copyright) (as published in
Statistical Abstract of the United States: 1999,
p. 251, and 2003, p. 239).
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is also evidence, however, that environmental regulations have led to unantici-
pated, marketable products or processes stemming from their research. Some
studies have even shown that after investing in pollution-control R&D, some
firms have reduced their long-run production costs. In cases such as this, the
short-run cost increases arising from pollution-control regulations are not accu-
rate estimates of the long-run opportunity costs of these regulations.

Critical to the success of any effort to innovate in pollution-control technol-
ogy is the economic health of the envirotech industry. This is the industry
consisting of firms producing goods and services that are used by other firms to
reduce their emissions and environmental impacts. It also contains firms that
engage in environmental clean-up, such as the clean-up of past hazardous
waste dump sites. A healthy envirotech industry is one that produces a brisk
supply of new pollution-control technology and practices. The growth of this
industry over time will have a lot to do with how fast marginal abatement costs
come down in the future (see Exhibit 8.1).

Costs at the National Level

We finally come to the most aggregative level for which cost studies are nor-
mally pursued, the level of the national economy. The usual question of interest
is the extent of the macroeconomic cost burden of the environmental regulations
a country imposes, or might be planning to impose, in a given period of time.
Sometimes interest centers on the totality of the regulations put in place. Some-
times the focus is on specific regulations that will nevertheless have a broad
impact on a national economy, such as a program of CO2 emissions reduction.

There are basically two ways of approaching this question: bottom up and
top down. The bottom-up approach looks at expenditures made throughout the
economy for pollution-control purposes. Firms in the economy are subject to a
number of pollution-control regulations. In response they install and operate a
wide variety of technological means to reduce emissions. These expenditures
detract from other outputs (assuming full employment) because of the input
diversion. Economy-wide surveys can be done to estimate the size of these
pollution-control expenditures. Some results are shown in Table 8.3, which
presents pollution abatement costs (PAC) as a proportion of GDP for a number
of developed economies at the end of the 1990s. These ranged from a low of
0.3 percent in Mexico to a high of 1.3 percent in Austria.

In the long run, numbers such as these may not give an entirely accurate pic-
ture of how pollution controls are affecting the national economy. Expenditures
for plant, equipment, labor, and other inputs for reducing emissions can affect
other economic sectors not directly covered by environmental regulations, and
macroeconomic interactions of this type need to be accounted for to get the
complete picture. An industry subject to environmental controls, and trying to
lower its emissions, puts increasing demand on the pollution-control industry,
which expands output and puts increasing demands on other sectors, for
example, the construction sector, which respond by increasing output.
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The long run economic change—growth or decline—is a matter of the accu-
mulation of capital: human capital and inanimate capital. It also depends on tech-
nical change, getting larger amounts of output from a given quantity of inputs.
So an important question is how environmental laws will affect the accumula-
tion of capital and the rate of technical innovation. Diverting inputs from con-
ventional sectors to pollution-control activities may lower the rate of capital
accumulation in those conventional sectors. This can be expected to reduce the
rate of growth of productivity (output per unit of input) in the production of
conventional output and thus slow overall growth rates. The impacts on the
rate of technical innovation in the economy are perhaps more ambiguous, as
mentioned previously. If attempts to innovate in pollution control reduce the
efforts to do so in other sectors, the impact on future growth could be negative;
however, efforts to reduce emissions might have a positive impact on the over-
all rate of technical innovation, which would have a positive impact. More
research is needed on this question.

The standard way to proceed in working out these relationships is through a
top-down analysis using macroeconomic modeling. The basic question is
whether, and how much, pollution-control expenditures have resulted in a low-
ering of national economic performance. To explore this, mathematical models
are constructed using the various macroeconomic variables of interest, such as
total output, perhaps broken down into several economic subsectors: employ-
ment, capital investment, prices, pollution-control costs, and so on. The models
are first run using historical data, which show how various underlying factors
have contributed to the overall rate of growth in the economy. Then they are
rerun under the assumption that the pollution-control expenditures were in fact

TABLE 8.3 Pollution-Control Expenditures (PACs)
as a Percentage of Gross Domestic
Product (GDP), Selected OECD
Countries, 1990 and 2000

PAC as Percentage of GDP

Country 1990 2000

Austria 1.1 1.3a

Canada 0.7 0.6a

France 0.6 0.9
Iceland 0.2 0.3
Japan 0.3 0.6a

Mexico 0.3 0.2
Norway 0.4 0.3
Spain 0.6 0.6a

United States 0.6 0.7b

a1999.
b1994.

Source: Organization for Economic Cooperation and Development,
“Pollution Abatement and Control Expenditure in OECD Countries,”
ENV/EPO/SE(2003)1, Paris, 17 July 2003, p. 33.
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not made. This comes out with new results in terms of aggregate output
growth, employment, and so on, which can be compared with the first run. The
differences are attributed to the pollution-control expenditures.

Table 8.4 shows a few results of a review study done by the Organization for
Economic Cooperation and Development (OECD) pertaining to the macroeco-
nomic costs of environmental expenditures in a number of developed countries.
They show the percentage difference in gross domestic product (GDP) with
environmental regulations compared to what it would have been without the
regulations. Two things stand out. One is that in several countries GDP was ac-
tually higher in the year indicated under environmental controls than it would
have been without them. This is attributed to the fact that these years were
relatively early in the life of the environmental programs, when the stimulating
effect of pollution-control expenditures was still somewhat dominant. The
other conclusion is that for countries whose GDP was lower as a result of the
environmental programs, the effect was quite small. These results confirm what
others have found—that environmental regulations have lowered the growth
rates of the countries applying them, but only by small amounts.

Future Costs and Technological Change

Many of the big controversies in environmental policy involve differences of
opinion about what future pollution-control costs are likely to be, especially the
future cost consequences of today’s decisions. A good example of this is the cost
of CO2 emission reduction to reduce the effects of global warming. In the
United States, much of the stated opposition to undertaking vigorous reduc-
tions in CO2 stems from a concern that the future costs of doing so will be too
high. Others say that the costs need not be high if the most effective policy
approaches are used.

If the time horizon is short, future costs will depend on the adoption by pol-
luters of currently available technologies. These technologies may be reason-
ably well known (e.g., catalytic converters in cars), in which case it will not be

TABLE 8.4 Effect of Environmental Regulations on Gross
Domestic Product, Selected OECD Countries

Percentage Difference of GDP with 
Environmental Regulations 

Compared to Without

Austria (1985) 0.2
Finland (1982) 0.6
France (1974) 0.1
Netherlands (1985) 0.6
United States (1987) 0.7

Source: Organization for Economic Cooperation and Development, The Macro-Economic
Impact of Environmental Expenditures, Paris, 1985, p. 27.
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too hard to estimate what these new pollution-control costs will be. Much of the
earlier discussion in this chapter is based on this perspective.

But when the relevant time horizon is longer, say 10 years or more (as it
surely is with global warming), it is no longer easy to know what technological
changes will occur, when they will be available for widespread adoption, and
what impact they will have on pollution-control costs. Much discussion and
research have been directed at the idea of a large-scale changeover to a hydrogen
fuel system in cars and trucks, for example. But it is not easy to see when that
might arrive and what its impacts may be, or whether other technologies may
be more appropriate and feasible. In the long run, in other words, estimating
future costs is likely to be very difficult.

One of the important aspects of this is how research, development, and
adoption of new pollution-control technologies respond to environmental poli-
cies and regulations. This is a topic we will encounter a number of times in the
next section dealing with the different types of pollution-control policies.

Summary
In this chapter we reviewed some of the ways that costs are estimated in
benefit–cost studies. We began with a discussion of the fundamental concept of
opportunity costs, differentiating this from the notion of cost as expenditure.
We then looked at cost estimation as it applied to different levels of economic
activity. The first was a cost analysis of a single facility, as represented by the
estimated costs of a wastewater treatment facility. We then considered the costs of
an environmental regulation undertaken by a single community, distinguishing
between costs to the community and opportunity costs to the whole society.

We then shifted focus to cost estimation for an entire industry, giving special
attention to the difference between short-run and long-run costs and the prob-
lem of achieving minimum costs. We finally expanded our perspective to the
national economy as a whole, where cost means the loss in value of marketed
output resulting from environmental regulations.

Questions for Further Discussion
1. Over the last two years, emission abatement costs in industry X have been

about $1 million per year. A new regulation will lead to abatement costs of
$1.8 million per year. Does this mean that the regulation will cause increased
abatement costs of $800,000 per year? Explain.

2. In order to protect the quality of its nearby water resources, a community
places a restriction on any housing development closer than 100 feet to a wet-
land. How might you estimate the social costs of this regulation?

3. “The costs of achieving emission reductions in the future will depend impor-
tantly on the types of policies used to reduce emissions today.” Explain.
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4. A tax on gasoline is proposed in order to raise money for pollution control ac-
tivity of several public agencies. The tax will be 10¢ per gallon, and last year
10.3 million gallons of gasoline were used by motorists (this is strictly an
illustrative number). Does this mean that we can anticipate $1,030,000 in
revenues from this tax? Explain.

5. Most industries are composed of firms which, though perhaps producing
roughly the same thing, are very different; some are large and some small;
some are profitable and others not; some are located in one part of the coun-
try and some in others; some perhaps have undertaken a certain amount of
voluntary emissions reductions and some have not; and so on. How does this
complicate the job of estimating the total social costs of pollution control
regulations?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.





Section

Environmental
Policy Analysis

The public policy problem arises when there is a discrepancy between the

actual level of environmental quality and the preferred level. How can this

state of affairs be changed? Something has to be done to change the way

people behave on both the production and consumption sides of the system.

The available public policy approaches for doing this are as follows:

Decentralized policies
Liability laws
Changes in property rights
Voluntary action

Command-and-control policies
Standards

Incentive-based policies
Taxes and subsidies
Transferable discharge permits

In the chapters of this section we discuss each of these policy approaches,

but before that we must address briefly a prior question: What criteria are

appropriate to evaluate alternative policies and identify the one best suited to

any particular environmental problem? We consider a number of these criteria

in the next chapter, then analyze in depth the specific policy approaches listed

above.

4
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Chapter9
Criteria for Evaluating
Environmental Policies

There are many different types of environmental policies. Each type anticipates
that administrators and polluters will respond in particular ways. Each type has
specific characteristics that make it more likely to succeed in some circum-
stances and not in others. When we evaluate the effectiveness and appropriate-
ness of a policy for addressing a given problem in environmental pollution con-
trol, it is important to have clearly in mind a set of policy evaluation criteria.
The criteria to be used in later chapters to discuss specific environmental poli-
cies are the following:

• Efficiency.

• Cost-effectiveness.

• Fairness.

• Incentives for technological innovations.

• Enforceability.

• Agreement with moral precepts.

Efficiency

A state of affairs is efficient if it is one that produces for society a maximum of
net benefits. Note that we have said “society.” Efficiency is sometimes miscon-
strued to mean the maximum of somebody’s net income. While efficiency does
not rule that out, it involves substantially more than this; it involves the maxi-
mum of net benefits, considering everybody in the society.

Efficiency in the case of pollution control implies a balance between abate-
ment costs and damages. An efficient policy is one that moves us to, or near, the
point (either of emissions or of ambient quality) where marginal abatement
costs and marginal damages are equal.
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One way of thinking about environmental policies is along a continuum
from centralized to decentralized. A centralized policy requires that some con-
trol administrative agency be responsible for determining what is to be done.
To achieve efficiency in a centralized policy, the regulatory agency in charge
must have knowledge of the relevant marginal abatement cost and marginal
damage functions, then take steps to move the situation to the point where they
are equal.

A decentralized policy gets results from the interaction of many individual
decision makers, each of whom is essentially making her own assessment of the
situation. In a decentralized approach, the interactions of the individuals in-
volved serve to reveal the relevant information about marginal abatement costs
and marginal damages and to adjust the situation toward the point where they
are equal.

Cost Effectiveness

It is often the case that environmental damages cannot be measured accurately.
This sometimes makes it useful to employ cost-effectiveness as a primary pol-
icy criterion. A policy is cost-effective if it produces the maximum environ-
mental improvement possible for the resources being expended or, equiva-
lently, it achieves a given amount of environmental improvement at the least
possible cost. For a policy to be efficient it must be cost-effective, but not nec-
essarily vice versa. A policy might be cost-effective even if it were aimed at the
wrong target. Suppose the objective is to clean up New York harbor, regardless
of what the benefits are. We would still be interested in finding policies that
did the job cost-effectively; however, for a policy to be socially efficient, it
must not only be cost-effective, but also balance costs with benefits. To be effi-
cient, the harbor-cleaning project must balance marginal benefits with
marginal cleanup costs.

The capability of a policy to achieve cost-effective emission reductions (i.e.,
yield the maximum improvement for the resources spent) is also important for
another reason. If programs are not cost-effective, the policymakers and admin-
istrators will be making decisions using an aggregate abatement cost function
that is higher than it needs to be, leading them to set less restrictive targets in
terms of desired amounts of emission reductions. This is shown in Figure 9.1,
for a case of SO2 emissions. With a cost-ineffective policy, the perceived marginal
abatement cost is the higher one, labeled MAC1; whereas with a cost-effective
approach, marginal abatement costs would be MAC2. Thus, with the MD func-
tion as shown, the emissions level a1 appears to be the efficient level of pollu-
tion, whereas with a cost-effective program the efficient level would be a2. The
real problem with having costs higher than they need to be is that society will
be inclined to set its objectives too low in terms of the amount of emission
reduction sought.
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Efficiency and cost-effectiveness are important because, although preserv-
ing environmental resources is critically important, it is only one of the many
desirable things that people seek. Advocates are usually convinced that their
objectives are automatically worth the cost, but success depends on persuad-
ing large numbers of other people that environmental policies are efficiently
designed. Thus, the resources devoted to environmental quality improve-
ment ought to be spent in ways that will have the greatest impact. This is
especially important in less developed economies, where people have fewer
resources to put in environmental programs and can ill-afford policies that
are not cost-effective and efficient. Cost-effectiveness also becomes an impor-
tant issue in industrialized countries during times of recession or economic
stagnation.

Cost-effectiveness (and efficiency, since cost-effectiveness is part of effi-
ciency) clearly involves pollution-control costs in a major way. But accurate in-
formation about pollution-control costs is for the most part private information
in a market system. Public policymakers typically do not have totally accurate
information about the pollution-control costs that firms and industries face in
the real world. What we have here is what economists call asymmetric infor-
mation; polluters have better information about the costs of different pollution-
control technologies than do public policymakers. As we shall see, different
types of pollution-control policies create different levels of incentives for pol-
luters to achieve cost-effective pollution control by making full use of their
own private information regarding the costs of alternative pollution-control
technologies.

FIGURE 9.1 Mistaking the Efficient Emissions Level When
Abatement Technologies Are Not Cost-Effective
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Fairness

Fairness, or equity, is another important criterion for evaluating environmental
policy (or any policy, for that matter). Equity is, first and foremost, a matter of
morality and the concerns about how the benefits and costs of environmental
improvements ought to be distributed among members of society. Fairness is
also important from the standpoint of policy effectiveness, because policies may
not be supported as enthusiastically in the political arena if they are thought to
be inequitable. Having said this, however, it has to be recognized that there is no
agreement on how much weight should be put on the two objectives: efficiency
and distribution. Consider the following hypothetical numbers, which might re-
late, for example, to the costs and benefits of several alternative approaches to air
pollution control in a given region.

Distribution of 
Net Benefits

Program Total Costs Total Benefits Net Benefits Group X Group Y

A 50 100 50 25 25
B 50 100 50 30 20
C 50 140 90 20 70
D 50 140 90 40 50

The first three columns show total costs, total benefits, and net benefits, respec-
tively. Suppose Group X and Group Y refer to a low-income group and a high-
income group, respectively. Programs A and B have the same net benefits, but
these are distributed more progressively in B than in A. We might agree that B
is preferable to A because it has the same net benefits and “better” distributional
effects. But compare Programs B and C. The net benefits of Program C are much
higher than in B. Unfortunately, they are not distributed as progressively as
those of B; in fact, they are distributed more toward high-income people. How
should we choose between B and C? Some might argue that B is best, for distri-
butional reasons; others might argue for C on overall efficiency grounds. Or
compare Programs B and D. In this case, D has the advantage in overall effi-
ciency, although, as in the case of C, more of the net benefits go to high-income
people. Here we also see that low-income people would be better off in absolute
terms, although not relatively, with D than with B. On these grounds, D might
be preferred.

Suppose, on the other hand, that Group X and Group Y refer to people in two
different regions of the country. Now we see that there is an issue of
interregional equity. If we knew, for example, that the Group Y region was
where the problem originated that is being addressed by these possible pro-
grams, C and D might definitely be regarded as inequitable, because most of the
net benefits go to this region.

Equity considerations also loom large in the making of international environ-
mental policy. As we will discuss later in chapters on global and international
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environmental problems, countries at different stages of development have dif-
ferent views on how the burdens of international pollution-control programs
should be distributed. These views are driven by considerations of what seems
fair in the light of the wide economic disparities around the globe.

Environmental Justice
Equity considerations are behind what has recently become prominent as the
movement for environmental justice. The concern is that racial minorities and
low-income people are disproportionately exposed to environmental contami-
nants, both those outside the home such as air and water pollution and those
within the home and workplace such as lead. The primary concern has been
largely about exposure to the pollutants coming from hazardous waste sites.
The question is whether hazardous waste sites are disproportionately located in
areas where there are relatively large populations of low-income people and
people of color and, if that is so, what to do about it from a policy perspective.
We will take up these matters at greater length in Chapter 16.

The relative scarcity of information on the distributional impacts of environ-
mental policies argues for putting more effort into finding out what they are. In
the 1990s the Environmental Protection Agency sought to implement a require-
ment that distributional analysis be included in all benefit-cost studies of envi-
ronmental policies.1 This means an analysis that shows how the total benefits
and costs of a regulation are distributed among various income, ethnic, and
racial groups within society. If this effort is pursued with vigor, it should lead
over time to better overall information about efficiency–equity trade-offs in
environmental policies.

Incentives for Technological Improvements

In our studies of environmental policy, much of the focus normally gets put on
the performance of public officials because they appear to be the source of that
policy. What needs to be kept clearly in mind, however, is that it is private par-
ties, firms, and consumers whose decisions actually determine the range and
extent of environmental impacts,2 and the incentives facing these private par-
ties determine how and where these impacts will be reduced. Thus, a critically
important criterion that must be used to evaluate any environmental policy is
whether that policy provides a strong incentive for individuals and groups to
find new, innovative ways of reducing their impacts on the ambient environ-
ment. Does the policy place all the initiative and burden on public agencies, or
does it provide incentives for private parties to devote their energies and
creativities to finding new ways of reducing environmental impacts?

1 U.S. Environmental Protection Agency, Environmental Equity, Reducing Risk for All Communities,

EPA 230-R-92-008, Washington, DC, June 1992, p. 28.
2 We must keep in mind, however, that many serious cases of environmental destruction have

been caused by public agencies.
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It is easy to miss the importance of this by concentrating on particular abate-
ment cost and damage functions in the standard analysis. These show the
efficient level of emissions with current technology, but over the longer run it is
important that we try to shift the functions with new technology. It is especially
important to try to shift downward the marginal abatement cost function, to
make it cheaper to secure reductions in emissions, because this will justify
higher levels of environmental quality. Technological change, flowing from pro-
grams of research and development (R&D), shifts the marginal abatement cost
function downward. So do education and training, which allow people to work
and solve problems more efficiently. So ultimately we want to know whether,
and how much, a particular environmental policy contains incentives for pol-
luters to seek better ways of reducing pollution. The greater these incentives,
the better the policy, at least by this one criterion. As we shall see, a major criti-
cism of much of historic environmental policy has been that it does not create
strong incentives of this type.3 And the importance of having strong incentives
for new technology is becoming more widely understood, especially in very
long-run and pervasive issues like reducing global warming.

Long-run technical change is hard to predict with accuracy. There are, of
course, more factors involved in bringing about change than just the static
financial impacts as depicted in our simple model. The development and
widespread adoption of new pollution-control technology is a complex socio/
economic process. It involves resources being devoted to invention and devel-
opment, patent and copyright laws, decisions about adoption by existing and
new sources, as well as by firms that supply portions of necessary infrastructure
for the new technologies. New inventions, and the ideas giving rise to them, are
in the nature of public goods, and we saw earlier that private markets will nor-
mally undersupply public goods—which means that the rate of technological
change in pollution control may be too slow in the absence of the public policy
to remote it.

As mentioned, the most important element is the incentive effect produced
by stringent pollution-control regulations. It is hard to suppose, for example,
that society will get enough effort devoted to technical change to reduce the cost
of CO2 emission reductions if there is essentially no public policy requiring that
these emissions be reduced. Another important dimension is the relative stabil-
ity of the policy environment. A regulatory environment that is easy to change,
with requirements that are frequently adjusted and altered, will create uncer-
tainties that reduce the incentives for long-run investments. Regulations that
are expected to be in place over time will create stronger incentives, other things
of course being equal.

A major factor in technological innovation is the status of the envirotech
industry. As shown in the last chapter,4 this industry consists of a wide variety
of firms that produce new technology and operating procedures for use by

3 See, for example, Byron Swift, “Barriers to Environmental Technology Innovation and Use,”

Environmental Law Institute, January 1998.
4 See Exhibit 8.1, p.174.
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polluting firms to help reduce their emissions more cost-effectively. The health
and vigor of the envirotech industry, therefore, is of paramount importance for
long-run improvements in technology. The economic health of this industry is
directly related to the nature and stringency of environmental regulations.

Enforceability

There perhaps is a natural tendency among people to think that enacting a law
automatically leads to the rectification of the problem to which it is addressed.
Among some in the environmental community this tendency is depressingly
strong. But anybody with even a cursory understanding of public policy knows
this is not true. Regulations have to be enforced. Enforcement takes time and re-
sources, just like any other activity, and since public budgets are always limited,
the requirements of enforcement have to be balanced with other public func-
tions.5 That enforcement is an important problem can be seen by studies that
have looked at the incidence of noncompliance by polluting firms. An example
is given in Exhibit 9.1. All of which means that policy enforceability is an
important criterion for judging particular policies.

Enforceability involves a clearly specified set of steps, such as the following:

• A statement of which polluters are subject to regulation.

• Specification of the units of compliance and what performance is to be
measured.

• Specification on how performance is to be measured, using what particular
technologies and procedures.

• Description of requirements for self-monitoring, if this is to be required, and
record keeping.

• Statements of what performance will constitute a violation, and what these
violations will entail in terms of penalities.6

The reason for pursuing this is that policies differ in terms of how easy it is to
enforce them. Some may require sophisticated technical measures to get rea-
sonable enforcement; others may be enforceable at much lower cost. There is no
sense in attempting a dazzling new policy approach if it is essentially impossi-
ble or very costly to enforce. It may be better to settle for a less perfect policy
that is more easily enforceable.

There are two main steps in enforcement: monitoring and sanctioning. Mon-
itoring refers to measuring the performance of polluters in comparison to what-
ever requirements are set out in the relevant law. The objective of enforcement

5 It is also clear that enforcement is a political football. Public officials can increase or decrease

enforcement activity to match their positions on how stringent environmental regulations ought

to be.
6. These and other criteria are set out in International Network for Environmental Compliance and

Enforcement (“Creating Environmental Laws and Requirements That Are Enforceable”), available

at www.inece.org/princips/ch3.pdf; see also Clifford S. Russell, Applying Economics to the

Environment, Oxford University Press, New York 2001, chap. 11.
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The Importance 
of Enforcement

utility and petroleum refining industries,

many of the companies investigated

agreed to take remedial actions on the

basis of EPA’s preliminary findings rather

than actual findings of noncompliance.

However, because EPA targeted facilities

that were determined to be most likely to

have violated their permits, the results of

these intensive investigations may not rep-

resent conditions at other facilities.

In the petroleum refinery industry, EPA

also performed investigations to deter-

mine if facilities accurately reported the

number of emissions leaks from valves,

pumps, compressors, and other equip-

ment. Federal regulations require refiner-

ies to monitor equipment for leaks on a

routine basis and to fix leaking equip-

ment. The failure to identify and fix these

leaks can result in excess fugitive emissions

of volatile organic compounds and other

hazardous air pollutants.

In the pulp and paper and wood prod-

ucts industries, EPA found widespread

noncompliance. As shown in Table 1, of

the 96 facilities where EPA has completed

investigations, 75 (about 78 percent)

were not in compliance.

In recent years, EPA has performed inten-

sive investigations in four industries and

identified widespread noncompliance. In

three industries—electric utilities, pulp

and paper mills, and wood products—

these investigations focused primarily on

compliance with New Source Review re-

quirements. Under the Clean Air Act, facil-

ities must obtain a New Source Review

permit for new construction or major

modifications that increase a facility’s

emissions of certain regulated air pollu-

tants. According to an EPA air enforce-

ment official, routine inspections do not

necessarily identify instances in which fa-

cilities have made physical or operating

changes that could increase emissions and

require them to revise their existing per-

mits or obtain New Source Review per-

mits. In the fourth industry—petroleum

refining—EPA investigated compliance

with both New Source Review require-

ments and regulations that require the

monitoring of “fugitive emissions” leaking

from valves, pumps, and other equip-

ment. In the pulp and paper and wood

products industries, EPA found wide-

spread noncompliance. In the electric

Table 1 Violations Found through EPA’s Intensive Investigations 

in Two Industries

Number of Facilities Number of Facilities Proportion Not in

Industry Investigated Not in Compliance Compliance

Pulp and paper 12 11 92 percent

Wood products 84 64 76 percent

Total 96 75 78 percent

Source: EPA.

Common types of violations included the
failure to

• install pollution control devices (both

industries),

• obtain New Source Review permits

required by the Clean Air Act (both

industries),

(Continued)

INTENSIVE INVESTIGATIONS FOUND

WIDESPREAD NONCOMPLIANCE EXHIBIT 9.1
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is to get people to comply with an applicable law. Thus, some amount of moni-
toring is normally essential; the only policy for which this does not hold is that
of moral suasion. Monitoring polluting behavior is far more complicated than,
say, keeping track of the temperature. Nature doesn’t really care, and so it won’t
willfully try to outwit and confound the monitoring process. Polluters, how-
ever, can often find ways of frustrating the monitoring process. The more
sophisticated and complicated that process, the easier it may be for polluters to
find ways of evading it. In recent years great strides have been made in devel-
oping monitoring technology, particularly for large sources of airborne and
waterborne pollutants.

Sanctioning refers to the task of bringing to justice those whom monitoring
has shown to be in violation of the law. This may sound like a simple step; if
violators are found, we simply take them to court and levy the penalties spec-
ified in the relevant law, but things are much more complicated than this.
Court cases take time and energy and resources. With many laws and many
more violators, the burden on the legal system of trying to bring all violators
to justice may be overwhelming. In many cases the data underlying the sanc-
tions will be imperfect, leading to challenges and costly conflicts. To create a
demonstration effect it may be desirable for authorities to sanction only a few
of the most egregious violations, but this opens up the problem of trying to
determine just which violators to single out. Very often authorities try to
achieve voluntary compliance and encourage violators to remedy the situa-
tion without penalty.

There is a paradox built into the sanctioning process. One might think that
the greater the potential sanctions—higher fines, long jail terms for violators,
and so on—the more the law would deter violators. But the other side of the
coin is that the higher the penalties, the more reluctant courts may be to apply
them. The threat to close down violators, or even to levy stiff financial penalties,
can in turn threaten the economic livelihoods of large numbers of people.

annual fugitive emissions from the 17 re-

fineries investigated could be more than

6,000 tons per year greater than previ-

ously believed. By extrapolating these

findings, EPA estimated that refineries

may be emitting an additional 40,000 tons

of volatile organic compounds each year

because leaks are not properly identified

and repaired promptly.

Source: Government accounting Office, 
Air Pollution: EPA Should Improve Oversight of
Emissions Reporting by Large Facilities, 
GAO-01-46, April 2001, pp. 10–12.

• meet emissions limits (pulp and

paper), and

• perform required testing (pulp and

paper).

At 17 refineries investigated for leaks of

volatile organic compounds, EPA found a

larger proportion of leaking emissions

points and a larger volume of leaks than

the companies reported. Specifically,

whereas the companies reported finding

leaks in 1.3 percent of the potential emis-

sions points, EPA’s investigators found

leaks in 5 percent. EPA estimated that

EXHIBIT 9.1 (Continued)
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Courts are usually reluctant to throw a large number of people out of work, and
so may opt for less drastic penalties than allowed by the law. So the sanctioning
process can become much more complicated than the simple model implies.

Materials Balance Issues

Remembering back to Chapter 2, we need to remind ourselves of the materials-
balance aspects of pollution control. Given a certain quantity of residuals, if the
flow going into one environmental medium (e.g., the water) is reduced, the
flow going into the others (air and/or land) must increase. Thus, one important
dimension of a pollution-control policy is how well it addresses these potential
cross-media transfer problems. The first thing is to be able to recognize cases
where important problems of this nature might be encountered. The next thing
is to shape the policies so as to reduce their potential impact. This might be
done, for example, by simply proscribing certain actions or, if enough informa-
tion is available, by specifying acceptable trade-offs across technologies and
environmental media—that is, by allowing only transfers that substantially
reduce total damages from a given quantity of residuals.

Moral Considerations

We earlier discussed questions of income distribution and the impacts of differ-
ent environmental policies on people with different levels of wealth. These are
ethical issues on which different people will have varied opinions, but they are
important to discuss when deciding on alternative public policies. But moral
considerations extend beyond these distributional questions. The innate feel-
ings that people have about what is right and wrong undoubtedly affect the
way they look at different environmental policies. These have to be weighed in
the balance along with the more technical criteria discussed previously.

Take, for example, the question of choosing between effluent taxes and efflu-
ent subsidies. Both are economic incentive-type policies, and both might have
roughly the same effect in given cases of pollution control. From the standpoint
of effectiveness, one might argue that subsidies would be better. Polluters might
very well respond quicker and with greater willingness to a subsidy program
than to one that is likely to cost them a lot of money. Strictly from the standpoint
of getting the environment cleaned up as soon as possible, subsidies might be
the most effective; however, this may run counter to the ethical notion that peo-
ple who are causing a problem ought not to be “rewarded” for stopping, which
is how subsidies are sometimes viewed.

Some people would take this idea further, arguing that because we should
regard polluting behavior as essentially immoral to begin with, we should
adopt policies that tend to recognize it as such.7 By this criterion, policies that

7 Frank Ackerman and Lisa Heinzerling, Priceless: On Knowing the Price of Everything and the Value of

Nothing, The New Press, New York, 2004.
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declare outright that certain types of polluting behavior are illegal are to be pre-
ferred to policies that do not. Another idea grounded in morality is that those
who cause a problem ought to bear the major burden of alleviating it. We see
this, for example, in discussions of global environmental issues. The industrial
nations, especially the most economically developed among them, are largely
responsible for the atmospheric buildup of CO2 and the deterioration of the
protective ozone layer. Many people take the view that these countries ought to
bear the major burden in rectifying the situation.

Government Failure

In Chapter 4, we discussed the idea of market failure, a situation where, because
of externalities of one type or another, unregulated markets may not yield effi-
cient and equitable results. This is especially true in the case of pollution,
because of the public-good nature of environmental quality. This leads, in turn,
to the conclusion that public policy is called for to rectify the situation.

It is important to recognize another type of failure, however, that makes the
outcome of public policy somewhat problematic. This is called government
failure, which refers to systematic tendencies and incentives within legislatures
and regulating agencies that work against the attainment of efficient and equi-
table public policy.

If public action were always undertaken by reasonable people seeking ratio-
nally to advance the public interest, we could perhaps be confident that these
public policies were consistently making the pollution problem better. But this
unfortunately doesn’t fit reality. The policy process is a political phenomena as
well as a problem-solving one. As such, policy outcomes are also affected by the
vagaries of the political struggle, by the continuous attempts to accumulate and
wield influence, and by simple grandstanding and political theatrics. What
comes out of this process may not resemble anything like informed, rational
public policy that advances the welfare of society. This is not a justification for
doing nothing; rather, it is a reason for making sure that environmental policies
and regulations have clearly stated objectives, well-designed means, and trans-
parent ways of assessing results.

Summary
The purpose of this chapter is to review a number of criteria that may be useful
in evaluating environmental policies in different circumstances. These criteria
are

• Efficiency.

• Cost-effectiveness.

• Fairness.

• Incentives for technological innovations.
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• Enforceability.

• Agreement with moral precepts.

With these criteria at hand, it is now time to launch into discussions of the
various types of environmental policies. We will begin with several traditional
decentralized approaches, following this with a look at the use of standards, a
centralized approach that has been the most frequently used historically.
Finally, we will look at what are called incentive-based types of policies.

Questions for Further Discussion

1. “Efficiency implies cost-effectiveness, but cost-effectiveness does not imply
efficiency.” Explain this statement.

2. Environmental policy is sometimes criticized for being a white, middle-class
preoccupation. How might you interpret this position, using the concepts
presented in this chapter?

3. Do you think that the impacts of the program to control automobile pollution
are progressively or regressively distributed? How about the program to en-
sure the quality of public water supply systems?

4. Is there ever a justification for adopting an environmental regulation that
cannot be, or will not be, enforced?

5. Suppose we adopt a regulation requiring that all new cars have catalytic con-
verters installed to reduce tailpipe emissions. Explain how this could have a
beneficial impact in the short run but a less beneficial impact in the long run.

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter10
Decentralized Policies:
Liability Laws, Property
Rights, Voluntary Action

By “decentralized” policies we mean policies that essentially allow the individ-
uals involved in a case of environmental pollution to work it out themselves.
Think back to the previous example of water quality in a lake. Suppose there are
several industrial plants around the lake. One is a food-processing plant, and
the water of the lake is an important input in its operation. The other is an in-
dustrial operation that uses the lake for waste disposal. How is it possible to
balance the pollution damage suffered by the first firm with the abatement costs
of the second? A decentralized approach to finding the efficient level of ambient
water quality in the lake is simply to let the two plants work it out between
themselves. They might do this either through informal negotiations or through
more formal interaction in a local court of law. Decentralized approaches can
have several real advantages over other types of public policy:

• Because the parties involved are the ones producing and suffering the envi-
ronmental externalities, they have strong incentives to seek out solutions to
the environmental problems.

• The people involved may be the ones with the best knowledge of damages
and abatement costs; therefore, they may be best able to find the right bal-
ance among them, that is, to find efficient solutions.

Liability Laws

Almost everybody has an intuitive notion of liability and compensation. To be
liable for some behavior is to be held responsible for whatever untoward con-
sequences result from that behavior. Compensation requires that those causing
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the damage compensate those damaged in amounts appropriate to the extent
of the injury.

One approach to environmental issues, therefore, is to rely on liability laws.
This would work simply by making polluters liable for the damages they cause.
The purpose of this is not simply to compensate people after they have been
injured, though that is important. The real purpose is to get would-be polluters
to make careful decisions. Knowing that they will be held liable for environ-
mental damages in effect internalizes what would otherwise be ignored
external effects.

The Principle
Consider Figure 10.1. It’s the familiar model of environmental pollution show-
ing marginal abatement costs and marginal damages, both related to the rate at
which some production residual is emitted.1 Suppose that the actual emission
rate is initially at e1, substantially above the efficient rate e*. Suppose further that
there now is put into place a liability law requiring polluters to compensate those
damaged in an amount equal to the damages caused. The effect of the law is to
internalize the environmental damages that were external before the law. They
now become costs that polluters will have to pay and therefore will want to take

FIGURE 10.1 Policy Options: Liability and Property
Rights Approaches
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1 Liability laws are often used in the case of short-run environmental damage caused by accidents;

in this case the horizontal axis would index the amount of pollutant released as the result of an

accident. They also cover cases where there is the threat of damage.
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into account when deciding on their emission rate. At e1, the total damages, and
hence the amount of the compensation payment, would be a monetary amount
equal to the area (b  c  d).

This polluter could reduce its compensation payments by reducing emis-
sions. As it does that, of course, its marginal abatement costs increase. But as
long as the marginal abatement costs are less than marginal damages, it would
have an incentive to move to the left—that is, to reduce its rate of emissions. In
theory, then, a liability system could automatically lead this polluter to emission
level e*. We say “automatically” because it would not require any centralized
control authorities to intervene and mandate emission reductions. It requires,
rather, a system of liability laws that would permit those damaged by pollution
to be compensated for damages suffered.

Theoretically, this approach appears to address the incentive question—
getting people to take into account the environmental damages they may
cause—as well as the question of compensating those who are damaged. It may
appear to solve the problem of determining just where e* is along the emission
axis. But whether this is actually true or not depends on the legal process
through which the amount of liability and compensation is established. In the
United States and other countries with similar legal traditions, this might be
established through common-law processes. Alternatively, it might be the result
of statutory enactments by legislators.

Common Law
Common-law systems rely on court proceedings in which plaintiffs and defen-
dants meet to make claims and counterclaims, and in which juries are often
called on to decide questions of fact and amounts of compensation. Judgments
normally are based on precedent established from similar cases in the past.
Common-law cases usually involve actions of one private party, the polluter,
that damage another private party. They may also involve cases, under the
public trust doctrine of public or private actions, that damage publicly held
resources (e.g., a fresh or saltwater fishery in public waters).

In common law countries such as the United States (with the exception of the
state of Louisiana), Canada (with the exception of Quebec), and the United
Kingdom, doctrines of liability have developed through the evolution of court
decisions. The law now recognizes strict liability, which holds polluters re-
sponsible for damages regardless of circumstances, and negligence, which
holds them responsible only if they do not take appropriate steps to avoid the
damage. A firm handling hazardous materials might be held strictly liable for
damages done by these wastes. Thus, any damages that resulted, regardless of
how careful the firm had been in handling the waste, would require compensa-
tion. On the other hand, negligence would hold it responsible only if it failed to
take appropriate steps to ensure that the materials did not escape into the sur-
rounding environment. Another distinction is between joint and several and
nonjoint liability. In the former, one party can be held liable for all of the dam-
ages stemming from a collective act of pollution; for example, one party may
have to come up with the entire cleanup costs of a site to which they and many
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others contributed. In nonjoint liability a party will be held liable only for its
portion of the total.

The question is whether common-law procedures can identify something ap-
proaching e*, the efficient levels of emissions. In theory, and perhaps in practice,
e* may be discovered by the court by sifting through the claims and counterclaims
made by polluters and parties suffering the damages. But many complexities can
affect outcomes.

The critical factors in a liability system are where the burden of proof lies
and what standards have to be met in order to establish that proof. In the
United States, those who believe they may have been injured by pollution must
file an action within a specified time period, typically two or three years, and
then in court must establish a direct causal link between the pollution and the
damage. This involves two major steps: first to show that the polluting mater-
ial was a direct cause of their damage, and then that the material did in fact
come from the specific defendant that appears in court. Both steps are difficult
because the standards of proof required by the courts may be more than current
science can supply. Most chemicals, for example, are implicated in increased
disease only on a probabilistic basis; that is, exposure to the substance
involves an increased probability of disease, not certainty. Even though we
“know” that smoking “causes” lung cancer, for example, this causal link
remains probabilistic; an increased number of people will get lung cancer if
they smoke, but we can’t tell exactly which ones. In Woburn, Massachusetts,
contamination of well water was estimated by some epidemiologists to have
probably caused 6 of the 12 excess cases of leukemia in the town. But under
traditional standards of proof, a plaintiff could not conclusively prove that a
specific cancer was caused by the water contamination. In other words, without
being able to show explicitly how the polluting material operated in a particu-
lar body to produce cancer, the plaintiff cannot meet the standard of proof
historically required in U.S. courts.2

The other link in the causal chain is to show that the material to which one
was exposed came from a particular source. This won’t be difficult in some
cases; the oil on the Alaskan shoreline definitely came from the Exxon Valdez
tanker wreck, the hazy atmosphere over the Grand Canyon definitely comes
from the power plant, and so on. But in many cases this direct linkage is un-
known. For an urban dweller in New York or Los Angeles, which specific in-
dustrial plant produced the SO2 molecules that a particular person may have
breathed? For the people living in towns of the Connecticut Valley, which spe-
cific tobacco farms were responsible for the chemicals that showed up in their
water supply? Without being able to trace a polluting substance to specific
defendants, those who have been damaged by it may be unable to obtain
compensation.

2 In some cases the law is beginning to change to recognize the special characteristics of

pollution-caused damage. For example, statutes of limitation are being changed to count from

the time the disease first becomes apparent, in recognition of the fact that many pollution-caused

diseases may not show up for many years after exposure. Some courts also are beginning to allow

statistical cause-and-effect linkages.
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Another major point to make about liability systems can best be under-
stood by introducing the concept of transactions costs. In general terms,
transactions costs are the costs of reaching and enforcing agreements. The
concept was first introduced in economics to apply to the costs that buyers
and sellers encounter in making a successful transaction: costs of searching
out information, costs of bargaining over terms, and costs of making sure an
agreement is actually carried out. But the transactions costs also apply to lia-
bility systems where plaintiffs and defendants are competing in a court of law
to determine the question of liability and the appropriate amounts of com-
pensation. In this case transactions costs are all the legal costs associated with
gathering evidence, presenting a case, challenging opponents, awarding and
collecting damages, and so on.

If the case is relatively simple, with one party on each side and a reason-
ably clear case of damage, the liability system may function, with a minimum
of transactions costs, to give something approaching the efficient level of
emissions. In the case of the two small factories on a small lake, the two can
go to court and argue about the economic values to each of them of using the
lake for their purposes. Because these values are comparable, it presumably
would not be too difficult for a judge to determine the extent of the damages
that the one firm is inflicting on the other. But transactions costs in many
cases are likely to be very high. Complicated scientific questions often are in-
volved, and judges and juries may find it virtually impossible to sort them
out clearly (see Exhibit 10.1). And there may be many, many more than two
parties involved, making it very difficult to agree on comprehensive solu-
tions. In the case of the Exxon Valdez oil spill in 1989, for example, probably
tens of thousands of people regarded themselves as having been directly
damaged, hundreds of lawyers represent all the different sides, and numer-
ous environmental groups, government organizations, and business groups
were involved.

An important problem with using common law to address environmental
damage is that economics and the law may use different criteria for identifying
who is damaged from pollution. Under standard principles of economics, a per-
son is “damaged” if they would be willing to pay to have the pollution reduced.
On these grounds, for example, a person in New York could claim to be dam-
aged by Exxon Valdez even though they were never in Alaska. But legal doc-
trine requires that people have legal standing to proceed with a lawsuit. This re-
quires normally that they show a close nexus between the degraded
environment and their physical health and welfare. Thus, a person in New York
may genuinely be worse off because of an Alaskan oil spill, in the economic
sense, but lack legal standing to proceed with a case in court.

We may rely on private liability arrangements through common law to iden-
tify efficient pollution levels when relatively few people are involved, causal
linkages are clear, and damages are easy to measure. These conditions may be
met in some localized cases of pollution, but for most cases of environmental
externalities they are not, and so we must consider other means of arranging
relationships between polluters and the people they affect.
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Common Law Courts and 
Questions of Science EXHIBIT 10.1

But the process by which the water might

have gotten contaminated was much

more complicated. The plaintiffs tried to

keep it simple; the defendants sought to

open up new possibilities and uncertain-

ties. Eventually, it came down to a series

of very complex technical questions on

which the jury was asked to render judg-

ment. At one point the judge said: “My

God, to ask them a question like that:

You’re talking to plain folks, you know.

You’ve got to cast these in some form of

language that is not hedged around with

reservations and clauses and subclauses

and commas and all that.”1

In fact, these questions were basically

unanswerable by juries composed of ordi-

nary people. “Science could not deter-

mine the moment when these chemicals

had arrived at the wells with the sort of

precision Judge Skinner was demanding

of the jurors. The judge was, in effect, ask-

ing the jurors to create a fiction that

would in the end stand for truth. Or, if

they found themselves unable to do that,

to end the case by saying they couldn’t

answer the questions based on the evi-

dence. If these questions really were nec-

essary to a just resolution of the case, then

perhaps the case was one that the judicial

system was not equipped to handle.”

1Source of quotes: Jonathan Harr, A Civil
Action, New York, Random House Vintage,
1996, pp. 368, 369.

The citizens of Woburn, Massachusetts

thought they had found the cause of the

excess cases of childhood leukemia in the

town: the industrial chemicals that had

contaminated their water groundwater

supplies. Furthermore, they believed they

had found the culprit, or at least two of

them: manufacturing companies who had

been in operation near the town and had

engaged in questionable, probably illegal,

disposal methods for their used chemicals.

So they sued in state court, alleging

that the companies had improperly

dumped their chemicals, that these chem-

icals had then migrated to the town’s

water supply, and that the contaminated

water led to the deaths of the children.

The case proceeded to a jury trial, and this

is where things became complicated.

For a plaintiff to win a common law

case it’s necessary to show clearly who

committed the action and how this action

affected the people claiming damage.

The folks of Woburn thought the connec-

tion was clear, and wanted the jury simply

to find for the plaintiff or the defendant.

But the judge thought that the case, as

it proceeded, would require much more

data: who dumped what, when, and

how, and definitive information on when

the material reached the town wells, and

what damage it might have caused. Epi-

demiologists could provide probabilistic

answers to the last question, though this

was subject to challenge by the companies.

Statutory Law
Another way to institute a system of liability for pollution is to include the
appropriate provisions within statutory pollution-control laws. A number of
countries, individually and in international agreements, have sought to use
this means to address the problem of maritime oil spills. One particularity
of oil tanker spills is that it is very difficult to monitor the behavior of the
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polluters in this case. It is an episodic emission, so there is no continuous flow
to measure, and spill probabilities depend on many practices (navigation,
tanker maintenance, etc.) that are difficult for public authorities to monitor
continuously. When polluter behavior is difficult to monitor, liability provi-
sions may give them an incentive to undertake the appropriate steps to reduce
the probability of accidents. The most recent such U.S. law is the Oil Pollution
Act of 1990. This details the acts for which compensation is required and how
the amounts will be determined. It also has terms requiring companies, prior
to operations, to provide financial assurances showing that they will be able to
meet payments if conditions require. In addition to national laws several inter-
national agreements have been directed at specifying the liability requirements
of companies whose tankers release, accidentally or not, large quantities of oil
into the ocean.

Workmen’s compensation laws normally allow compensation for damages
to individuals from workplace exposure to pollutants, such as toxic chemicals
and excessive noise. The Radiation Exposure Compensation Act of 1990 pro-
vides for compensation to individuals damaged by radiation from nuclear
weapons testing or working in uranium mines. In Japan a compensation statute
enacted in 1973 is called The Law for the Compensation of Pollution-Related
Health Injury. The law establishes an administrative structure and a health
certification procedure, whereby victims living in designated parts of the coun-
try can be compensated for medical expenses and lost earnings from specific,
officially designated, pollution-related diseases. These diseases are minamata
(mercury poisoning), itai-itai (cadmium poisoning), chronic arsenic poisoning,
emphysema, chronic bronchitis, asthma, and asthmatic bronchitis. The part of
the law dealing with compensation for air pollution damages was terminated in
1988 as a result of pressure from industry and finance interests. Their view was
that because ambient standards were then being met, there was no further need
for compensation.3

A law of compensation for pollution damage also exists in the Netherlands.
The compensation is paid from a special fund at whose expense “any person
suffering damage which is due to air pollution occurring above the territory of
the Netherlands, and which for reasons of equity shall not be borne by that per-
son, may be granted, on application, compensation.”4

Another major law that incorporates liability provisions is the Compre-
hensive Environmental Response, Compensation and Liability Act of 1980
(CERCLA). In effect, it holds polluters liable for two types of costs: cleanup
costs at certain legacy dump sites in which companies may have disposed of
toxic materials in the past, and compensation for damages to public resources

3 Ken’ichi Miyamoto, “Japan,” in European Environmental Yearbook, 4th ed., Doc Ter, Institute for

Environmental Studies, Milan, 1990.
4 Alfred Rest, “Responsibility and Liability for Transboundary Air Pollution Damage,” in Cees

Flinterman, Barbara Kwiatkowska, and Johan G. Lammers (eds.), Transboundary Air Pollution:

International Legal Aspects of the Co-operation of States, Martinus Nijhoff Publishers, Dordrecht,

Holland, 1986, p. 324.
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stemming from intentional or accidental releases of hazardous materials into
the environment. In the former, the amount of compensation is related to the
costs of cleanup, which may not be associated very closely with the amounts of
damages actually caused. In the latter, compensation is more closely connected
to damages, and major controversy surrounds how to measure these damages
in particular cases. We will study CERCLA in greater detail in Chapter 16.

How well these types of statutory liability laws work in providing the correct
incentive for polluters depends heavily on the formulas specified for determin-
ing the exact amount of the liability. The laws can provide the correct incentives
only if the compensatory payments required from each polluter approach the
actual amounts of damage they cause.

Property Rights

In the previous section we discussed the case of a small lake that one firm used
for waste disposal and another for a water supply. On deeper thought we are
led to a more fundamental question: Which one of the firms is really causing
damage and which firm is the one suffering damages? This may sound coun-
terintuitive because you might naturally think that the waste-disposing firm is
of course the one causing the damage. But we might argue just as well that the
presence of the food-processing firm inflicts damages on the waste-disposing
firm because its presence makes it necessary for the latter to take special efforts
to control its emissions. (Assume for purposes of argument that there are no
other people, such as homeowners or recreators, using the lake.) The problem
may come about simply because it is not clear who has the initial right to use the
services of the lake—that is, who effectively owns the property rights to the
lake. When a resource has no owner, nobody has a very strong incentive to see
to it that it is not overly exploited or degraded in quality.

Private property rights are, of course, the dominant institutional arrange-
ment in most developed economies of the West. Developing countries also are
moving in that direction, as are even the ex-Socialist countries. So we are famil-
iar with the operation of that institutional system when it comes to person-
made assets such as machines, buildings, and consumer goods. Private prop-
erty in land is also a familiar arrangement. If somebody owns a piece of land, he
has an incentive to see to it that the land is managed in ways that maximize its
value. If somebody comes along and threatens to dump something onto the
land, the owner may call upon the law to prevent it if he wants to. By this diag-
nosis, the problem of the misuse of many environmental assets comes about
because of imperfectly specified property rights in those assets.

The Principle
Consider again the case of the lake and the two firms. Apparently there are two
choices for vesting ownership of the lake. It could be owned either by the pol-
luting firm or by the firm using it for a water supply. How does this choice affect
the level of pollution in the lake? Would it not lead to zero emissions if owned
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by the one firm and uncontrolled emissions if owned by the other? Not neces-
sarily, if owners and nonowners are allowed to negotiate. Of course, this is the
very essence of a property rights system. The owner decides how the asset is to
be used and may stop any unauthorized use, but also may negotiate with
anybody else who wants access to that asset.

Look again at Figure 10.1. Suppose the marginal damage function refers to all
the damages suffered by the brewery—call this Firm A. Assume the marginal
abatement cost curve applies to the firm emitting effluent into the lake—call
this one Firm B. We have to make some assumption about who owns the lake,
Firm A or Firm B. We will see that, theoretically, the same quantity of emissions
will result in either case, provided that the two firms can come together and
strike a bargain about how the lake is to be used.

In the first case, suppose that Firm B owns the lake. For the moment we need
not worry about how this came about, only that this is the way it is. Firm B may
use the lake any way it wishes. Suppose that emissions initially are at e1. Firm B
is initially devoting no resources at all to emissions abatement. But is this where
matters will remain? At this point marginal damages are $r, whereas marginal
abatement costs are nil. The straightforward thing for Firm A to do is to offer
Firm B some amount of money to reduce its effluent stream; for the first ton any
amount agreed on between 0 and $r would make both parties better off. In fact,
they could continue to bargain over the marginal unit as long as marginal
damages exceeded marginal abatement costs. Firm B would be better off by
reducing its emissions for any payment in excess of its marginal abatement
costs, whereas any payment less than the marginal damages would make Firm A
better off. In this way, bargaining between the owners of the lake (here Firm B)
and the people who are damaged by pollution would result in a reduction in ef-
fluent to e*, the point at which marginal abatement costs and marginal damages
are equal.

Suppose, on the other hand, that ownership of the lake is vested in Firm A,
the firm that is damaged by pollution. In this case we might assume that the
owners would allow no infringement of their property, that is, that the emission
level would be zero or close to it. Is this where it would remain? Not if, again,
owners and others may negotiate. In this case Firm B would have to buy per-
mission from Firm A to place its wastes in the lake. Any price for this lower than
marginal abatement costs but higher than marginal damages would make both
parties better off. And so, by a similar process of bargaining with, of course,
payments now going in the opposite direction, the emissions level into the lake
would be adjusted from the low level where it started toward the efficient level e*.
At this point any further adjustment would stop because marginal abatement
costs, the maximum the polluters would pay for the right to emit one more ton
of effluent, are equal to marginal damages, the minimum Firm A would take in
order to allow Firm B to emit this added ton.

So, as we have seen in this little example, if property rights over the environ-
mental asset are clearly defined, and bargaining among owners and prospective
users is allowed, the efficient level of effluent will result irrespective of who was
initially given the property right. In fact, this is a famous theorem, called the
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Coase theorem, after the economist who invented it.5 The wider implication is
that by defining private property rights (not necessarily individual property
rights because private groups of people could have these rights), we can estab-
lish the conditions under which decentralized bargaining can produce efficient
levels of environmental quality. This has some appeal. The good part of it is that
the people doing the bargaining may know more about the relative values
involved—abatement costs and damages—than anybody else, so there is some
hope that the true efficiency point will be arrived at. Also, because it would be
a decentralized system, we would not need to have some central bureaucratic
organization making decisions that are based mostly on political considerations
instead of the true economic values involved. Ideas like this have led some
people to recommend widespread conversion of natural and environmental
resources to private ownership as a means of achieving their efficient use.

Rules and Conditions
How well is this property rights approach likely to work in practice? In order
for a property rights approach to work right—that is, to give us something
approaching the efficient level of environmental pollution—essentially three
main conditions have to be met:

1. Property rights must be well defined, enforceable, and transferable.

2. There must be a reasonably efficient and competitive system that allows
interested parties to come together and negotiate about how these environ-
mental property rights will be used.

3. There must be a complete set of markets so that private owners may capture
all social values associated with the use of an environmental asset.

If Firm A cannot keep Firm B from doing whatever the latter wishes, of
course, a property rights approach will not work. In other words, owners must
be physically and legally able to stop others from encroaching on their property.
Owners must be able to sell their property to any would-be buyer. This is espe-
cially important in environmental assets. If owners cannot sell the property, this
will weaken their incentives to preserve its long-run productivity. This is be-
cause any use that does draw down its long-run environmental productivity
cannot be punished through the reduced market value of the asset. Many econ-
omists have argued that this is a particularly strong problem in developing
countries; because ownership rights in these settings are often “attenuated”
(i.e., they do not have all the required characteristics specified above), people do
not have strong incentives to see that long-run productivity is maintained.

Transactions Costs
We saw previously that the efficient use of the lake depended on negotiations
and agreement between the two interested firms. Negotiating costs, together

5 Ronald H. Coase, “The Problem of Social Cost,” Journal of Law and Economics, Vol. 3, October

1960, pp. 1–44.
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with the costs of policing the agreement, could be expected to be fairly modest.
What we are referring to here is transactions costs, the idea that we introduced
in the preceding section. In the simple lake case, transactions costs would prob-
ably be low enough that the firms would be able to negotiate on the efficient
level of emissions. But suppose Firm A, the firm using the lake as a water sup-
ply source, is replaced with a community of 50,000 people who use it not only
for a water supply, but also for recreational purposes. Now the negotiations
must take place between a single polluting firm on one side and 50,000 people,
or their representatives, on the other side. For each of these individuals the
value of improved water quality is small relative to the value to the firm of pol-
luting the lake. Moreover, the level of water quality in the lake is a public good
for these individuals. This seriously increases the transactions costs of negotiat-
ing an agreement among different users.

To make matters worse, suppose that instead of one polluting firm there are
1,000 polluting firms, together with a few thousand homeowners who are not yet
hooked into the public sewer system and so are using septic tanks on the shores
of the lake. Here the possibilities of vesting the ownership of the lake in one per-
son, and expecting negotiations between that person and prospective users to
find the efficient levels of use, essentially vanish. This is another way of saying
that in large and complex cases of environmental degradation, where free-rider
problems abound, very high transactions costs will seriously reduce the potential
of the private property approach to identify the efficient level of emissions.

The Absence of Markets
For private property institutions to ensure that an environmental asset is put to
its best use, the process also must work in such a way that the owner is able to
capture the full social value of the resource in that use. Suppose you own a
small island in the Florida Keys. There are two possible uses: develop a resort
hotel or devote it to a wildlife refuge. If you build the hotel, you get a direct flow
of monetary wealth because the tourism market is well developed in that part
of the world and you can expect customers to find your hotel and pay the going
rate for your services. But there is no comparable “market” for wildlife refuge
services. The value of the island as refuge may well be much higher than its
value as resort, in terms of the actual aggregate willingness to pay of all the peo-
ple in the country and the world. But there is no good way for them to be able
to express that value; there is no ready market such as the one in the tourism
market where they in effect can bid against the tourists who would visit the is-
land. You might think that a nature conservancy could buy up the island if its
value as refuge really is higher than its value as hotel. But nature conservancies
run on the basis of voluntary contributions, and islands and other lands are in
effect public goods.6 We saw earlier that when public goods are involved,

6 The Nature Conservancy is a national group that seeks to protect sensitive resources from

damage by buying them outright. Over the last 50 years, they have helped to protect more than

11 million acres of ecologically sensitive land in the United States; some has been transferred to

other public and private conservation groups; the rest still belongs to the Nature Conservancy.

Many individual states also have conservancy groups.
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voluntary contributions to make something available are likely to be a lot less
than its true value because of free-riding behavior. The upshot is that, while
you as an owner could certainly expect to reap the full monetary value of the
island as resort, you would not be able to realize its full social value if you held
it as a preserve.

Or consider again the case above with the lake on which are located the
chemical company and the brewery. Suppose there was a unique fish species in
the lake that was of no value to either company, but of high value to society at
large. In this case assigning exclusive property rights to either of the companies
would not be an effective way of protecting the fish.

The new market-based programs for reducing environmental emissions are
examples of property-rights-like approaches to pollution control. We will look
at these in Chapter 13. Exhibit 10.2 recounts another market-based environ-
mental program, for preserving wetlands. Because of this market the value of
an acre of preserved wetland can be registered in private transactions, and thus
serve as an inducement for substantial increases in the supply of this essential
resource.

Another example is the conservation of biological diversity and the stock of
unique genetic material contained in the millions of animal and plant species
worldwide. A disproportionately large share of these species are located in
developing countries, but these are countries also where development pres-
sures have led to high rates of land clearance and habitat destruction. When
landholders in these countries are considering their options, they weigh the
value of the land in different uses. Unfortunately, there is no way at present that
they can capture the value of the land left as species habitat. No ready economic
markets exist where these services can be sold; if they did, landholders could
reap private benefits from keeping land undeveloped or using land in ways that
are consistent with the preservation of species.

One role for public authorities in this situation might be to create the demand
side for such a market. This could be done by offering to pay the landowners an
amount equal to the wider ecological value of the land, provided these ecologi-
cal values were not impaired by the landholders’ use of the land. Of course, this
would involve enormous difficulties in measuring these ecological values with
some degree of accuracy, as well as in finding sources of funds to pay for these
services. But without these kinds of market or marketlike institutions, private
property rights institutions are unable to give society the fully efficient amounts
of preservation and environmental quality.7 The strongest feature of a property
rights system is that it gives owners the incentive to protect and manage their
assets so as to maximize their market value. For this to result in socially efficient
levels of resource use, property rights must be well defined and defensible,
transactions costs must be reasonably low, and there must exist markets
through which the owners can actually realize the full social values of their
decisions.

7 A private U.S. drug company agreed to pay the government of a Latin American country certain

sums of money for plant species useful in drug development. We will discuss this in Chapter 20.
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A Developing Market for 
Wetlands Preservation EXHIBIT 10.2

the demand was there, all kinds of busi-
nesses emerged to fill the demand.

The resulting market has turned out to
be larger than anyone imagined. Accord-
ing to a report by the National Research
Council (a part of the National Academy
of Sciences), between 1993 and 2000,
permits were issued to allow the damage
of approximately 24,000 acres of wet-
lands. In return, developers promised to
create, enhance, restore, or protect some
42,000 acres of wetlands. It is unclear how
much developers are paying to fulfill their
obligations—or even whether this mitiga-
tion is actually being accomplished—but a
report by the US General Accounting
Office (GAO) analyzed some wetlands
mitigation arrangements and found that
in order to mitigate for over 1,440 acres of
adversely affected wetlands, developers
had paid as much as $64.2 million. If these
figures are correct, the average cost of the
wetlands mitigation analyzed by the GAO
was approximately $44,583 an acre. Cou-
pling this number with the estimates pro-
vided by the National Research Council,
we can estimate that between 1993 and
2000 there may have been as much as
$1.07 billion dollars worth of wetlands
mitigation transactions in the US. Or, to
put it another way, on an average year,
approximately $152.9 million dollars is
transacted in wetlands mitigation.

But beyond the amount of money
changing hands as a result of trading in
wetlands mitigation, what is interesting
about the system is that it sets a value—
around $44,000 an acre—on preserved
wetlands. This allows the value of the
wetland’s ecological goods and services
to enter the economic system. By virtue of
this market, one small environmental ex-
ternality has been partially internalized.

Source: Ricardo Bayon, “Making Environmental
Markets Work: Lessons from Early Experience
with Sulfur, Carbon, Wetlands, and Other
Related Markets,” Forest Trends, 2004
(www.forest-trends.org).

In 1972 the US Congress passed the Clean
Water Act, one of several environmental
laws signed in time for the world’s first
official Earth Day that same year. In order
to protect America’s rapidly disappearing
rivers, swamps, lakes, and other wetlands,
the Clean Water Act sets limits on how
these bodies of water could be developed.
The process was simple: After the Clean
Water Act it became illegal to dredge,
fill, or otherwise damage a wetland with-
out a specific permit from the US govern-
ment, specifically from the US Army Corps
of Engineers. The idea was that, before
granting such a permit, the Corps of Engi-
neers would determine, first, whether the
damage was avoidable and, secondly—
assuming the damage was warranted and
unavoidable—whether it could be mini-
mized or mitigated.

Though the Clean Water Act was, at
first glance, a straightforward command-
and-control style law, markets became
involved because of the way the rules
for mitigation were implemented. As it
turned out, though the Clean Water Act
in principle gave the Corps of Engineers
the power to halt development projects
that were going to damage wetlands, in
practice the Corps rarely said “no” to any
such projects. Instead, it usually gave de-
velopers the permit to damage a wetland
on the condition that they could compen-
sate for this damage by creating, enhanc-
ing, restoring, and—in some very rare
cases—protecting a similar wetland, with
similar functions and values, somewhere
else.

It was these mitigation provisions that
ultimately ended up creating the environ-
mental market in wetlands or, to be more
precise, in the mitigation of damage to
wetlands. As a result of the Clean Water
Act, in order to obtain permits to develop
on wetlands sites, developers became will-
ing to pay for projects designed to create
or restore wetlands in a way that would
satisfy the Corps of Engineers. And, once



Chapter 10 Decentralized Policies: Liability Laws, Property Rights, Voluntary Action 207

Markets for Green Goods
Once property rights are established, might new private markets be formed that
could move the economy toward improved environmental quality? Among the
citizenry at large there is steadily growing concern about the impacts of envi-
ronmental pollution. This represents an opportunity for private entrepreneurs
to make available goods and services that are produced in more environmen-
tally benign ways. Consider Figure 10.2 (a), for example. It shows a demand
function by consumers for “clean power,” i.e., electricity the generation of
which produces less in the way of air pollutants than standard fossil-based
technologies. This function is labeled D1 in the figure. If the technological options
available to produce green power (solar, wind, etc.) give a supply function of S1,
we could expect private markets to come into being and produce about q1 units of
clean power, at a price of p1. If better technology is made available, the clean
energy supply function might shift to S2, increasing the amount of clean energy
sold on the market to q2 and lowering its price to p2.

8

The significance for this can be seen in Figure 10.2 (b), which shows the de-
mand for fossil-based power. The lowering price in the green power market
serves to shift back the demand curve for fossil power, because these two goods
are substitutes for one another. In other words, the growth in a voluntary green
power sector would lead to a shift back in the demand for dirty power.

How much might we expect private markets of this type to come into being
and lead to reduced pollution? Clearly some will develop, because we can
actually see growing markets in green power, organic food, recycled paper, and
so on. Will they be able to provide the socially efficient amount of pollution
reduction? Not likely. When I buy green power, I am conferring benefits not

FIGURE 10.2 Private Markets for a “Green Good”
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8 The economic parameter of prime importance here is the “price elasticity of demand,” defined

as the percentage change in quantity demanded of something produced by a 1 percent change

in its price. The bigger this elasticity (in a negative sense, since p and q are moving in opposite

directions), the bigger the quantity increase that would result from a price drop such as that from

p1 to p2 in the diagram.
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only on myself, but also on others whose air is made cleaner as a result. My pur-
chase, in other words, produces a public good, and we have seen that private
markets, left to themselves, will undersupply public goods. So although this
means can move us part of the way toward efficient pollution reduction, it most
assuredly cannot do the whole job.

Voluntary Action

By voluntary action we mean cases where individuals (including individual
firms) engage in pollution-control behavior in the absence of any formal, legal
obligation to do so. One might think that in this market-driven, competitive
world, voluntary pollution control would be quite scarce, but this may not be
true. There are many who feel that programs based on voluntary restraint can
be used quite effectively. Table 10.1 is a partial list of voluntary programs that
have been used in the United States. There are various social forces that pre-
sumably must be in operation for these programs to be effective. One of these is
moral suasion; another is informal community pressure.

Moral Suasion
A classic case of moral suasion is the Smokey Bear and Woodsy Owl effort of the
National Forest Service, a publicity campaign aimed at getting people to be
more sensitive about littering in the woods and about avoiding things that
would raise the risk of forest fires. While there are fines and penalties for doing
these things, the campaign was not based on threats of penalties as much as it
was on appealing to people’s sense of civic morality. “Don’t Be a Litterbug”
campaigns are essentially the same type of approach.

In the early days of recycling, communities often mounted voluntary efforts,
where appeals were made on the basis of civic virtue. In some cases these efforts
were successful; in others they fell flat. Today we are moving in the direction of
more mandatory recycling programs, although it is true that they still must rely
heavily on moral suasion to get high rates of compliance. Other situations
clearly exist where appeals to civic morality may be effective public policy. This
is especially the case with “emissions” such as litter, where violators are nor-
mally scattered throughout a population in a way that makes it impractical to
monitor them and detect violations as they occur.

The good thing about moral suasion is that it may have widespread spillover
effects. Whereas an effluent tax on a single type of effluent will have no impact
on emissions of other types of waste products, appeals to civic virtue for one
problem may produce side effects on other situations.

Of course, not all people are equally responsible from an ethical standpoint.
Some people will respond to moral arguments; others will not. The burden of
this policy will fall, therefore, on the part of the population that is morally more
sensitive; those who respond less to moral arguments will be free riding on the
others, enjoying the benefits of others’ moral restraint but escaping their right-
ful share of the burden.
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TABLE 10.1 Examples of Voluntary Pollution-Control Programs 
in the United States

Program Type Examples

Public programs aimed at individuals 
and based mostly on moral suasion.

“Give a hoot, don’t pollute”; “Pitch-in”;
community recycling programs.

EPA programs requiring firms to set
their own goals and monitor
progress.1

33/50 Program—firms challenged to
reduce emissions of certain toxics 33 percent
by 1992 and 50 percent by 1995.

Climate Leaders—encourages firms to
develop greenhouse gas reduction
strategies.

EPA programs that encourage, but
do not require, environmentally
friendly process changes.

Green Lights—encouraging firms to
adopt energy efficiency changes to reduce
electricity consumption.

Design for the Environment—encourage
firms to develop and adopt certain
“green” processes and technologies.

Statutory or voluntary programs that
provide information about
environmental performance of
polluters.

Toxic Release Inventory—make available
toxic release data for public to use in
programs of informal pressure or to
design regulations.

Voluntary programs of information
release.

Programs based on negotiated
public-private agreements.

Energy Star Program—publicize names
of firms that adopt energy efficiency plans.

Project XL—provides some regulatory
relief for firms if they adopt pollution-
control measures that are more stringent
than those required by law.

Programs undertaken unilaterally
by polluters without the participation
of public agencies.

Responsible Care—program started by
the American Chemical Association to
foster safe handling of chemicals.

ISO14001—voluntary establishment of
international standards for adopting
environmental management systems.

1The EPA hosts a voluntary standards Network, which helps government agencies adopt standards that reduce costs,
enhance public–private partnerships, and address environmental, health, and safety issues.

Source: Keith Brouhle, Charles Griffiths, and Ann Wolverton, “The Use of Voluntary Approaches for Environmental
Policy Making in the U.S.,” U.S. EPA, National Center for Environmental Economics, Working Paper #04-05, May 2005.

It is easy to be cynical about moral suasion as a tool for environmental
improvement. In this era of increasing mass society and heightened environ-
mental destruction, tough-minded policymakers are naturally drawn toward
environmental policies that have more teeth in them. This would probably be
a mistake. It perhaps is true that we cannot rely very heavily on moral suasion
to produce, for example, a significant reduction in air pollution in the Los



210 Section Four Environmental Policy Analysis

Angeles basin or substantial drops in the use of groundwater-contaminating
farm chemicals. But in our search for new, effective public policy devices to
address specific pollution problems, we perhaps underestimate the contribu-
tion of the overall climate of public morality and civic virtue. A strong climate
in this sense makes it possible to institute new policies and makes it easier to
administer and enforce them. From which we can also deduce the importance
of politicians and policymakers doing things that replenish this moral climate
rather than erode it.

Informal Community Pressure
Another means through which some voluntary programs work is through
informal pressure on polluters to reduce their emissions. It is informal be-
cause it is not exercised through statutory or legal means, and it is pressure
because it attempts to inflict costs on those who are responsible for excessive
pollution. The costs in this case are in terms of such things as loss of reputa-
tion, the loss of local markets (perhaps going so far as to involve boycotts), or
a loss of public reputation leading to declines in the stock values of firms that
are publicly owned. The pressure is exercised through activities of local
citizens groups, newspaper stories, demonstrations, discussions with pol-
luters, and so on.

A major factor in voluntary actions of this type is the information that is
available about polluters’ emissions. If good data are lacking on the quantity
and quality of emissions from particular sources, it will be difficult to mobilize
public concern and focus it on the responsible parties. This is one of the moti-
vations behind the U.S. Toxic Release Inventory, a program established under
the Emergency Planning and Community Right to Know Act (1986) and the
Pollution Prevention Act (1990), whereby polluters are required to report their
toxic emissions, which are then published in such a way that communities can
identify emissions that directly affect them. This public disclosure approach is
being pursued also in other countries.

Summary
In this chapter we began the exploration of different types of public policies that
might be used to combat environmental pollution. The chapter discusses two
main decentralized types of approaches to environmental quality improve-
ment. The first was to rely on liability rules, which require polluters to compen-
sate those they have damaged. In theory, the threat of liability can lead potential
polluters to internalize what would ordinarily be external costs. By weighing
relative compensation and abatement costs, polluters would be brought to effi-
cient emission levels. While liability doctrines may work well in simple cases of
pollution where few people are involved and cause-and-effect linkages are
clear, they are unlikely to work reliably in the large-scale, technically compli-
cated environmental problems of contemporary societies.
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The second major approach we discussed was reliance on the institution of
private property rights. Looked at from this perspective, environmental exter-
nalities are problems only because ownership of environmental assets is often
not clearly defined. By establishing clear property rights, owners and others
who would like to use environmental assets for various purposes can negoti-
ate agreements that balance the relative costs of different alternatives. Thus,
negotiations among parties theoretically could bring about efficient emission
rates. But problems of transactions costs, especially related to the public
goods aspects of environmental quality, and lack of markets for environmen-
tal services work against relying primarily on traditional property rights in-
stitutions in environmental quality issues. We will see in a subsequent chap-
ter, however, that some new types of property rights approaches may hold
greater promise.

Finally, we mentioned the idea of moral suasion, which may be useful
when it is impossible to measure the emissions stemming from particular
sources. The problem of moral free riding was discussed, as was the problem
of public disclosure as a means of encouraging ethical behavior in environ-
mental matters.

Questions for Further Discussion
1. It would seem that neighbors could easily negotiate among themselves to

settle problems of local externalities such as noise and unsightly land uses.
Yet most communities control these problems with local laws and regula-
tions. Why?

2. Suppose courts changed rules regarding burden of proof, requiring polluters
to show that their emissions are harmless, rather than pollutees to show that
they have been harmed. What impact might this have?

3. Suppose a community weighed each resident’s solid waste disposal when it
was picked up and published the individual totals each year in the local
newspaper. Do you think this would lead to a reduction in the total quantity
of solid waste disposed of in the community?

4. For what types of pollution problems is voluntary action likely to be the most
effective policy approach?

5. Accidents with trucks carrying hazardous wastes are fairly common. Sup-
pose regulators enact a rule requiring that the perpetrators of such an acci-
dent be liable for a sum equal to the average damages of all such accidents in
the industry. Would this lead trucking companies to take the socially efficient
amount of precaution against such accidents?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter 11
Command-and-Control
Strategies: The Case 
of Standards

A command-and-control (CAC) approach to public policy is one where, in
order to bring about behavior thought to be socially desirable, political author-
ities simply mandate the behavior in law, then use whatever enforcement
machinery—courts, police, fines, and so on—that is necessary to get people to
obey the law. In the case of environmental policy, the command-and-control
approach consists of relying on standards of various types to bring about
improvements in environmental quality. In general, a standard is simply a man-
dated level of performance that is enforced in law. A speed limit is a classic type
of standard; it sets maximum rates that drivers may legally travel. An emission
standard is a maximum rate of emissions that is legally allowed. The spirit of
a standard is, if you want people not to do something, simply pass a law that
makes it illegal, then send out the authorities to enforce the law.

Figure 11.1 is our familiar graph showing marginal abatement costs and mar-
ginal damages related to the rate at which some production residual is emitted
into the environment. Suppose that initially the actual level of effluent is at e1, a
rate substantially above the efficient rate of e*. To achieve e* the authorities set
an emission standard at that level; e* becomes a mandated upper limit for the
emissions of this firm. The standard is then enforced by sending out whatever
enforcement authorities are necessary to measure and detect any possible viola-
tions. If infractions are found, the source is fined or subject to some other penalty.
If the firm reduces emissions in accordance with the standard, it will be incurring
an amount equivalent to area a per year in total abatement costs. These total
abatement costs are the compliance costs of meeting the standard.

Standards are popular for a number of reasons. They appear to be simple and
direct. They apparently set clearly specified targets. They appeal, therefore, to
the sense that everybody has of wanting to come directly to grips with environ-
mental pollution and get it reduced. Standards also appear to be congenial to



Chapter 11 Command-and-Control Strategies: The Case of Standards 213

our ethical sense that pollution is bad and ought to be declared illegal. The legal
system is geared to operate by defining and stopping illegal behavior, and the
standards approach conforms to this mindset.

We will see, however, that the standards approach is a lot more complex than
might first appear. Standards appear to offer a method to take away the free-
dom of sources to pollute, replacing it with mandated changes in behavior. In
fact, a very practical reason for the popularity of standards is that they may per-
mit far more flexibility in enforcement than might be apparent. What appears to
be the directness and unambiguousness of standards becomes a lot more prob-
lematic when we look below the surface.

Types of Standards

There are three main types of environmental standards: ambient, emission,
and technology.

Ambient Standards
Ambient environmental quality refers to the qualitative dimensions of the sur-
rounding environment; it could be the ambient quality of the air over a particu-
lar city or the ambient quality of the water in a particular river. So an ambient
standard is a never-exceed level for some pollutant in the ambient environ-
ment. For example, an ambient standard for dissolved oxygen in a particular
river may be set at 3 parts per million (ppm), meaning that this is the lowest
level of dissolved oxygen that is to be allowed in the river. Ambient standards
cannot be enforced directly, of course. What can be enforced are the various
emissions that lead to ambient quality levels. To ensure that dissolved oxygen
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never falls below 3 ppm in the river, we must know how the emissions of the
various sources on the river contribute to changes in this measure, then intro-
duce some means of controlling these sources.

Ambient standards are normally expressed in terms of average concentra-
tion levels over some period of time. For example, the current national primary
ambient air quality standard for sulfur dioxide (SO2) is 80  g/m3 on the basis of
an annual arithmetic mean and 365  g/m3 on a 24-hour average basis.1 The
standard, in other words, has two criteria: a maximum annual average of 
80  g/m3 and a maximum 24-hour average of 365  g/m3. The reason for taking
averages is to recognize that there are seasonal and daily variations in meteoro-
logical conditions, as well as in the emissions that produce variations in ambient
quality. Averaging means that short-term ambient quality levels may be worse
than the standard, so long as this does not persist for too long and it is balanced
by periods when the air quality is better than the standard.

Emission Standards
Emission standards are never-exceed levels applied directly to the quantities of
emissions coming from pollution sources. Emission (or effluent) standards are
normally expressed in terms of quantity of material per some unit of time; for
example, grams per minute or tons per week. Continuous emissions streams
may be subject to standards on “instantaneous” rates of flow: for example,
upper limits on the quantity of residuals flow per minute or on the average
residuals flow over some time period.

It is important to keep in mind the distinction between ambient standards
and emission standards. Setting emission standards at a certain level does not
necessarily entail meeting a set of ambient standards. Between emissions and
ambient quality stands nature, in particular the meteorological and hydrologi-
cal phenomena that link the two.

Research to study the linkage between emission levels and ambient quality
levels is an important part of environmental science. The environment usually
transports the emissions from point of discharge to other locations, often
diluting and dispersing them along the way. Chemical processes occur in all
environmental media that often change the physical character of the pollutant.
In some cases this may render the emitted substance more benign. Organic
wastes put in rivers and streams will normally be subject to natural degrada-
tion processes, which will break them down into constituent elements. Thus,
the ambient quality of the water at various points downstream depends on the
quantity of emissions as well as the hydrology of the river: its rate of flow, tem-
perature, natural reaeration conditions, and so on.

The link between emissions and ambient quality also can be vitally affected
by human decisions. A classic case is automobiles. As part of the mobile-source
air-pollution program, emission standards have been set for new cars in terms
of emissions per mile of operation. But because there is no effective way of con-
trolling either the number of cars on the roads or the total number of miles each

1 µg/m3 stands for micrograms per cubic meter.
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is driven, the aggregate quantity of pollutants in the air, and thus, ambient air
quality, is not directly controlled.

Emission standards can be set on a wide variety of different bases. For example:

1. Emission rate (e.g., pounds per hour).

2. Emission concentration (e.g., parts per million of biochemical oxygen de-
mand, or BOD, in wastewater).

3. Total quantity of residuals (rate of discharge times concentration times
duration).

4. Residuals produced per unit of output (e.g., SO2 emissions per kilowatt-hour
of electricity produced).

5. Residuals content per unit of input (e.g., SO2 emissions per ton of coal
burned in power generation).

6. Percentage removal of pollutant (e.g., 60 percent removal of waste material
before discharge).

In the language of regulation, emission standards are a type of performance
standard because they refer to end results that are meant to be achieved by the
polluters who are regulated. There are many other types of performance stan-
dards: for example, workplace standards set in terms of maximum numbers of
accidents or levels of risk to which workers are exposed. A requirement that
farmers reduce their use of a particular pesticide below some level is also a per-
formance standard, as is a highway speed limit.

Technology Standards
There are numerous standards that don’t actually specify some end result, but
rather the technologies, techniques, or practices that potential polluters must
adopt. We lump these together under the heading of technology standards. The
requirement that cars be equipped with catalytic converters or seat belts is a
technology standard. If all electric utilities were required to install stack-gas
scrubbers to reduce SO2 emissions,2 these would be, in effect, technology stan-
dards because a particular type of technology is being specified by central
authorities. This type of standard also includes what are often called design
standards or engineering standards. There are also a variety of product stan-
dards specifying characteristics that goods must have and input standards that
require potential polluters to use inputs meeting specific conditions.

At the edges the difference between a performance standard and a technol-
ogy standard may become blurred. The basic point of differentiation is that a
performance standard, such as an emission standard, sets a constraint on some
performance criterion and then allows people to choose the best means of
achieving it. A technology standard actually dictates certain decisions and tech-
niques to be used, such as particular equipment or operating practices to be
used by polluters. For illustrative purposes, Exhibit 11.1 shows some typical

2 A scrubber is a device that treats the exhaust gas stream so as to remove a substantial

proportion of the target substance from that stream. The recovered material then must be

disposed of elsewhere.
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Standards Applicable 
to Snowmobiles EXHIBIT 11.1

driving. Snowmobiles also emit as much

carbon monoxide in an hour as a 2001

model auto does in 1,520 miles of dri-

ving. They are also very noisy. In the last

decade there has been a political struggle

over emission standards applicable to

snowmobiles. Another aspect of the fight

has been over efforts to control the

entrance of snowmobiles into national

parks, especially Yellowstone National

Park. The tabulation shows standards

recently proposed by the EPA. As of now

they are tied up in court battles, since

the snowmobile industry regards them

as too restrictive, and environmental

groups regard them as not restrictive

enough.

Snowmobiling has become a major

wintertime activity in the United States.

Historically, snowmobiles were built with

two-stroke engines, the same kind of

engine that has been used to power lawn

mowers and outboard motors. In a two-

stroke engine fuel enters the combustion

chamber at the same time that exhaust

gases are expelled from it. As a result, as

much as one-third of the fuel passes

through the engine without being com-

busted. This causes poor fuel economy

and high levels of emissions, particularly

hydrocarbons and carbon monoxide. In

one hour, a typical snowmobile emits as

much hydrocarbon as a 2001 model

automobile emits in 24,300 miles of

Emission Standards Applicable Carbon Monoxide Hydrocarbons 

to New Snowmobiles g/kw-hr g/kw-hr

Current average 397 150

2006/20071 275 100

2010 275 75

20122 200 75

Yellowstone 2003 120 15

Yellowstone Entry Standards Number of Snowmobiles Allowed (vehicles/day)

Clinton 2003 0

Bush 950

Noise Standards for Yellowstone Decibels

Yellowstone 73 dB(A)

Elsewhere None3

1 Half of snowmobiles sold in 2006 must comply
with the EPA standards. With a few exceptions,
all snowmobiles sold in 2007 must comply.
2 EPA’s 2012 standards allow manufacturers to
trade additional reductions in HC for increases in
CO emissions, provided that CO emissions are
reduced at least 30%, HC emissions are reduced
at least 50%, and the total of HC  CO emis-
sions sums to 100%. Thus, for example, HC
reductions of 60% and CO reductions of 40%
would satisfy the requirement, as would HC
reductions of 70% and CO reductions of 30%.

3 EPA has authority under Section 6 of the
Noise Control Act of 1972 to regulate noise
from “transportation equipment (including
recreational vehicles and related equipment).”
But the Agency’s Office of Noise Abatement
and Control was disbanded in 1982, and EPA
has not issued any regulations under the
statute in the 22 years since then.

Source: James E. McCarthy, Snowmobiles:
Environmental Standards and Access to National
Parks, Congressional Research Service, July 16,
2004.
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standards, applicable in this case to snowmobiles. The carbon monoxide, hy-
drocarbon, and noise limits are emission standards; the limit on snowmobiles
entering Yellowstone National Park can be thought of as a technology standard,
since it restricts the use of certain machines in this setting.

Standards Used in Combination
In most actual pollution-control programs, different types of standards are used
in combination. National air pollution control policy contains all three, as we
shall see in Chapter 15. In the Total Maximum Daily Load program for water
pollution control, authorities establish ambient standards for water quality, emis-
sion standards to reduce incoming pollution loads, and technology standards
in the form of best management practices. We will encounter this program in
Chapter 14.

The Economics of Standards

It would seem to be a simple and straightforward thing to achieve better envi-
ronmental quality by applying standards of various types. Standards appear to
give regulators a degree of positive control to get pollution reduced, but stan-
dards turn out to be more complicated than they first appear. The discussion
in the rest of this chapter will focus on the efficiency and cost-effectiveness of
standards, as well as the problem of enforcement.

Setting the Level of the Standard
Perhaps the first perplexing problem is where to set the standard. We saw in the
case of the decentralized approaches to pollution control—liability laws and
property rights regimes—that there was, at least, the theoretical possibility that
the interactions of people involved would lead to efficient outcomes. But with
standards we obviously can’t presume this; standards are established through
some sort of authoritative political/administrative process that may be affected
by all kinds of considerations.

The most fundamental question is whether, in setting standards, authorities
should take into account only damages or both damages and abatement costs.
Look again at Figure 11.1, particularly at the marginal damage function. One
approach in standard setting has been to try and set ambient or emission stan-
dards by reference only to the damage function. Thus, one looks at the damage
function to find significant points that might suggest themselves.

A principle used in some environmental laws has been to set the standard at
a “zero-risk” level: that is, at the level that would protect everyone, no matter
how sensitive, from damage. This would imply setting emission standards at
the threshold level, labeled et in Figure 11.1. This concept is fine as long as there
is a threshold. Recent work by toxicologists and other scientists, however,
seems to indicate that there may be no threshold for many environmental
pollutants, that in fact marginal damage functions are positive right from the
origin. In fact, if we followed a zero-risk approach, we would have to set all
standards at zero. This may be appropriate for some substances, certain highly
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toxic chemicals, for example, but it would be essentially impossible to achieve
for all pollutants.

The standard might instead be set at a level that accepts a “reasonably small”
amount of damages, for example, e0, the point where the marginal damage
function begins to increase very rapidly. Here again, however, we would be set-
ting the standard without regard to abatement costs. A different logic might
suggest that in setting the standard, damages ought to be balanced with abate-
ment costs. This would put us squarely within the logic used in discussing the
notion of economic efficiency and, in this way, lead us to set the standard at e*,
the efficient emission level. Exhibit 11.2 discusses some of these issues in the
context of the recent controversy about how the EPA sets ambient air quality
standards.

Note that there is, in effect, a certain amount of “balancing” going on when
standards are set on the basis of an average over some time period. In this case
short-run periods, when ambient quality is relatively low, are considered
acceptable as long as they do not last “too” long. A judgment is being made, in
effect, that it is not necessary to install enough abatement technology to hold
ambient quality within the standard under all conceivable natural conditions.
In other words, an implicit trade-off is being made between the damages that
will result from the temporary deterioration of ambient quality below the stan-
dard and the high costs that would be necessary to keep ambient quality within
the standard under all conditions.

Uniformity of Standards
A very practical problem in standard setting is whether it should be applied
uniformly to all situations or varied according to circumstances. This can be
illustrated by using the problem of the spatial uniformity of standards. The
ambient air-quality standards in the United States, for example, are essentially
national. The problem with this is that regions may differ greatly in terms of the
factors affecting damage and abatement cost relationships, so that one set of
standards, uniformly applied across these local variations, may have serious
efficiency implications.

Consider Figure 11.2. It shows two marginal damage functions, one of which
(labeled MDu) is assumed to characterize an urban area, whereas the other
(labeled MDr) applies to a rural area. MDu lies above MDr because there are
many more people living in the urban area, so the same quantity of emissions
will affect the health of more people there than in the rural region. Assume that
marginal abatement costs (labeled MAC) are the same in the two regions. Since
the marginal damages are much higher in the urban than in the rural area, the
efficient ambient level of benzene is much lower in the former than in the latter
region; the efficient level is er in the rural region and eu in the urban area. Thus,
a single, uniform standard cannot be efficient simultaneously in the two re-
gions. If it is set at eu, it will be overly stringent for the rural area, and if it is set
at er, it will not be tight enough for the urban region. The only way to avoid this
would be to set different standards in the two areas. Of course, this confronts us
with one of the great policy trade-offs: the more a policy is tailored so that it
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The Search for 
an “Intelligible 
Principle” EXHIBIT 11.2

could not legally be considered by the

EPA.

So what “intelligible principle” is the

EPA supposed to follow? A number of peo-

ple have suggested alternative approaches:

1. Significant tightening: tighten the stan-

dard until there is no significant im-

provement that could be gained by

further improvement.

2. Knee-of-the-curve: tighten the stan-

dard until there is a significant drop-

off in added benefits from further

tightening.

3. De minimis rule: tighten the standard

until further tightening would produce

benefits that are too small to worry

about.

But do these qualify as “intelligible

principles”? It would seem that whatever

rule the EPA should choose, it’s always

going to be faced with the question of

whether it would be worth it to tighten

the standards a little more; in other

words, will the benefits of tightening the

standard exceed the cost?

Despite the fact that the Clean Air Act

does not contain explicit language of this

kind, the U.S. Supreme Court reversed

the decision of the Appeals Court, saying

in effect that the EPA had, in fact, devel-

oped over the years procedures for

intelligent interpretation and implemen-

tation of the health-related criterion con-

tained in the CAA. In effect it has taken the

general criteria as expressed in the law

and evolved procedures for setting stan-

dards in a reasonably intelligent way. Of

course, that does not necessarily satisfy

the combatants in the policy process,

who still fight over where the standards

should be set.

Under the Clean Air Act the U.S. Congress

sets emission standards for cars. But to set

ambient air pollution standards for the

criteria pollutants, it gives the job to the

EPA; in effect, it delegates to that agency

the legal power to set and enforce these

standards. So in the EPA the battles take

place over where the standard should be

set, with people on one side saying it

shouldn’t be too strict and people on the

other saying it should be stricter. There

appears to be no major agreed-upon pro-

cedure for setting the standard.

In 1999 the U.S. Court of Appeals for

the District of Columbia made a novel de-

cision: It found, at the legal request of the

American Trucking Association, that the

Congress had engaged in an unconstitu-

tional delegation of power to the EPA to

set the standards for ozone and particu-

late matter. According to the U.S. Consti-

tution, Congress is the only body that

may legislate new federal statutes. Many

years ago the Supreme Court decided

that this power may be delegated to a

regulating agency provided Congress

provides that agency with an “intelligible

principle” for making the decision. The

trucking association and its allies asserted

that the Clean Air Act contains no such

intelligible principle, hence the EPA’s

standard-setting was effectively illegal.

Of course, the CAA does contain lan-

guage containing the criteria that EPA is

supposed to follow in setting the stan-

dards: They are supposed to set standards

“requisite to protect the public health”

with “an adequate margin of safety.”

There is no mention of cost here (i.e., it

doesn’t say something like “tighten the

standards until the added costs exceed

the added benefits”), and in fact the Ap-

peals Court concurred that cost factors

Setting Air Quality
Standards under
the Clean Air Act
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applies to different and heterogeneous situations, the more efficient it will be in
terms of its impacts, but also the more costly it will be in terms of getting the in-
formation needed to set the diverse standards and enforcing them once they
have been established.

The curves in Figure 11.2 could be used to represent other heterogeneous sit-
uations as well as differences in geographical regions. For example, MDu might
represent marginal damages in a particular region under some meteorological
conditions, or in one season of the year, whereas MDr could represent the mar-
ginal damage function for the same area but under different meteorological
conditions or at a different time of year. Now a single standard, enforced
throughout the year, cannot be efficient at all points in time; if it is efficient at
one time, it will not be at the other.

Standards and the Equimarginal Principle
Having discussed the issue of setting the standard at the efficient level of
emissions, we needs to remember that the efficient level itself is defined by the
minimum marginal abatement cost function. This means that, where there are
multiple emissions sources producing the same effluent,3 the equimarginal
principle must hold. The principle states that in order to get the greatest reduc-
tions in total emissions for a given total abatement cost, the different sources of
emissions must be controlled in such a way that they have the same marginal
abatement costs. This means that different sources of a pollutant would normally
be controlled to different degrees, depending on the shape of the marginal
abatement cost curve at each source. A major problem with standards is that
there is almost always an overwhelming tendency for authorities to apply the
same standards to all sources. It makes their regulatory lives much simpler, and

0

Ambient levels of benzene

$

MDr

eu

MAC

er

MDu

FIGURE 11.2 Regional Variation in Efficiency Levels

3 That is, in cases of “uniformly mixed” emissions.
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it gives the impression of being fair to everyone because all are apparently being
treated alike. But identical standards will be cost-effective only in the unlikely
event that all polluters have the same marginal abatement costs.

Consider Figure 11.3, showing the marginal abatement cost relationships for
two different sources, each emitting the same waste material. Note that the mar-
ginal abatement cost functions differ; for Firm A they increase much less rapidly
as emissions are reduced than they do for Firm B. Why the difference? They
may be producing different outputs with different technologies. One firm
might be older than the other, and older technology may be less flexible, mak-
ing it more costly to reduce emissions than at the plant with the newer equip-
ment. One plant may be designed to use a different type of raw material input
than the other. This, in fact, mirrors the situation in the real world. Normally
one can expect considerable heterogeneity in abatement costs among groups of
firms even though they are emitting the same type of residual.

Assume that emissions are currently uncontrolled. Thus, they are at 20 tons/
month at each firm, or a total of 40 tons/month. Assume now that authorities
wish to reduce total emissions to 20 tons/month by setting emission standards.
How should the standards be set? The procedure that may seem most obvious—

FIGURE 11.3 Marginal Abatement Costs for Two Sources
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Emission Level
(tons/month) A B

20 0.00 0.00
19 1.00 2.10
18 2.10 4.60
17 3.30 9.40
16 4.60 19.30
15 6.00 32.50
14 7.60 54.90
13 9.40 82.90
12 11.50 116.90
11 13.90 156.90
10 16.50 204.90
9 19.30 264.90
8 22.30 332.90
7 25.50 406.90
6 28.90 487.00
5 32.50 577.00
4 36.30 677.20
3 40.50 787.20
2 44.90 907.20
1 49.70 1037.20
0 54.90 1187.20
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it certainly has to most environmental regulators—is to apply the same standard
to each source; in this case, 10 tons/month. This has the superficial appearance
of being fair, of treating these sources alike, because each would be reduced in
the same proportion from their current levels. Of course, the problem is that the
sources are economically unlike in that they have significantly different mar-
ginal abatement costs. By applying uniform standards to dissimilar sources,
we violate the equimarginal principle and end up getting far less total emission
reduction than we might for the costs involved. At emission levels of 10 tons/
month Source A has marginal abatement costs of $16.50/ton, whereas Source B
has marginal abatement costs of $204.90/ton. Remembering that total costs are
the sums of the marginal costs, we calculate total compliance costs as $75.90 for A
and $684.40 for B, or a grand total of $760.30.

How much higher is this than the costs that would result from a program sat-
isfying the equimarginal principle? A look at Figure 11.3 shows that we could
achieve the total reduction we want and satisfy that principle by having Firm A
cut its emissions to 5 tons/month and Firm B to 15 tons/month. At these levels
their marginal abatement costs would be the same ($32.50/ton) and the total
cost of the cutback would be $272.30 ($204.40 for A and $67.90 for B), a 64 per-
cent reduction in total costs from the equal-standards case. To put it perhaps
more dramatically, for the $760.30 cost of the equal-standards case, we could
achieve a much larger reduction in total emissions by cutting back sources in ac-
cordance with the equimarginal principle. In fact, cutting Firm A back to zero
emissions (total cost: $430.70) and Firm B back to emissions of 12 tons/month
(total cost: $322.60) would give total compliance costs about the same as the
equal-standards case but with substantially lower total emissions (12 tons/
month rather than 20 tons/month).

To summarize: Standards are usually designed to be applied uniformly
across emission sources. This practice is almost inherent in the basic philosophy
of the standards approach, and to many people this strikes them as an equitable
way to proceed. But if marginal abatement costs in the real world vary across
sources, as they usually do, the equal-standards approach will produce less re-
duction in total emissions for the total compliance costs of the program than
would be achieved with an approach that satisfied the equimarginal principle.
The greater the differences in marginal abatement costs among sources, the
worse will be the performance of the equal-standards approach. We will see in
the chapters ahead that this difference can be very large indeed.

Could standards be set in accordance with the equimarginal principle?
Unless the applicable law required some sort of equiproportional cutback
there may be nothing to stop the authorities from setting different standards
for the individual sources.4 To get an overall reduction to 20 tons/month in the
previous example, they could require Source A to reduce to 5 tons/month and

4 An equiproportionate cutback is one that reduces each source by the same percentage of its

original emissions. In the example in the text, the 10-ton cutback for each source was equal in

absolute terms and also equiproportionate, as each source was assumed to be initially at an

emission level of 20 tons per month.
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Source B to cut back to 15 tons/month. The difficult part of this, however, is
that to accomplish this the authorities must know what the marginal abate-
ment costs are for the different sources. This point needs to be stressed. For
almost any real-world pollution problem, there will normally be multiple
sources. For a public agency to set individual standards in accordance with the
equimarginal principle it would have to know the marginal abatement cost relation-
ship for each of these sources. We talked in Chapter 9 about the problem of asym-
metric information.5 Polluters normally have a substantial amount of private
information about pollution-control costs. These costs will usually vary among
sources, so for the regulators to establish cost-effective pollution-control regula-
tions, they will have to find some way to obtain this information. The primary
source of data would have to be the polluters themselves, and there is no reason
to believe they would willingly share this information. In fact, if they realize, as
they certainly would, that the information would be used to establish individ-
ual source standards, they would have every incentive to provide the adminis-
tering agency with data showing that their marginal abatement costs rise very
steeply with emission reductions. Thus, there are real problems with authorities
attempting to establish source-specific emission standards. Nevertheless, a con-
siderable amount of this is done informally, through the interactions of local
pollution-control authorities, charged with enforcing common standards, and
local sources, each of whom is in somewhat different circumstances. We will
come back to this later when we discuss issues of enforcement.

Standards and Incentives

As discussed in Chapter 9, in the evaluation of any policy approach it is critical
to look at how it affects the incentives of the firms subject to regulation. In the
case of standards we can usefully divide the discussion into short-run and
long-run incentive effects.

Short Run
In the short run, the question is whether the policy creates incentives for sources
to reduce emissions to efficient levels and in cost-effective ways. The command-
and-control approach based on standards is seriously deficient in this regard. A
basic problem is that standards are all or nothing, either they are being met or
they are not. If they are being met, there is no incentive to do better than the
standard, even though the costs of further emission reductions may be quite
modest. By the same token, the incentives are to meet the standards, even
though the last few units of emission reduction may be much more costly than
the damages reduced.

In addition, standards in practice tend to take decision flexibility away from
polluters. This is certainly the case with technology standards, which dictate the
procedures that polluters must follow, even though other procedures may be

5 See above, p. 184.
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available to achieve the goal at lower cost. In fact, they may be motivated to
avoid other techniques in order to protect themselves against charges of non-
compliance, even if these other approaches show considerable promise. Better
to play it safe, adopt the technology specified by the standard, and let the pub-
lic control authorities themselves be saddled with the job of defending the
correctness of the choice. Rather than leave firms free to use their own creativ-
ity in devising the technological means to achieve a goal, a technology standard
instead places the burden on the public authority to make the correct technology
decisions. Perverse effects of this type are a major reason why, in recent years,
environmental policy has moved strongly toward incentive-based systems, as
we shall discuss in the next chapter.

Long Run
In the long run, a desirable quality for pollution-control policies is that they
produce strong incentives to search for the kinds of technical and managerial
changes that will make it less costly to achieve reductions in emissions. How
well do standards perform according to this criterion?

It is easy to deal with the case of technology standards. Here the incentives to
find cheaper ways (considering all costs) of reducing emissions are effectively
zero. If control authorities dictate in detail the specific technology and practices
that polluters may legally use to reduce emissions, there are no rewards to find-
ing better approaches.

Now consider emission standards. Figure 11.4 shows marginal abatement
costs of a firm in two situations: MAC1 refers to such costs before a given tech-
nological improvement; MAC2 is the marginal abatement cost curve the firm
could expect to have after investing some large amount of resources in an R&D

FIGURE 11.4 Cost Savings from Technological Change:
The Case of Standards
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effort to develop better treatment or recycling technology. Without any pollution-
control program at all there is absolutely no incentive to spend the money on
the R&D. But suppose the firm is now faced with having to meet emission
standards of e2 tons/year. With the original marginal abatement costs the total
annual cost of compliance for this firm is (a  b) per year. If the R&D program
is successful, compliance costs would be only b/year. The difference, a/year, is
the amount by which compliance costs would be reduced and represents, in
fact, the incentive for engaging in the R&D effort. We will see in the next chapter
that this is a weaker effect than is provided by economic-incentive types of pro-
grams. Nevertheless, it is an incentive, which is more than we could say for
technology standards.

To understand fully the incentive effects of standards, one has to look closely
at the details. Figure 11.4 depicts a standard applied to total emissions. Histori-
cally, most standards have been applied to emissions per unit of input or out-
put of industrial firms. For electric utilities, an emission standard per unit of
fuel burned is a standard per unit of input. There are important incentive im-
plications of setting standards this way. Consider the following expression,
showing how total emissions from an industrial operation are related to under-
lying performance factors:

Total
emissions

Total
output

Inputs used for
unit of output

Emissions per
unit of input   

6 Automobile emission standards have always been in terms of output, for example, grams of

pollutant per mile driven. We will talk about this in Chapter 15.

Suppose authorities apply an input standard to, for example, coal-burning
power plants. The standard could be expressed in terms of maximum amounts
of SO2 emissions allowed per ton of coal burned. This is a standard applied to
the last term of the equation, and so the power plant will presumably reduce its
emissions per unit of input to the level of the standard. But there are two other
ways of reducing total emissions, as depicted in the first two terms to the right
of the equals sign. One is to reduce total output through, for example, encour-
aging consumers to conserve electricity. The other is to reduce the amount of
coal needed per unit of electricity generated, in other words, for the plant(s) to
increase fuel efficiency. But the plants will have no incentive to reduce emis-
sions in these last two ways because the standard has been written in terms only
of the last factor in the expression.

In recent years regulators have been moving more toward output-based
standards, that is, standards expressed in terms of allowable emissions per unit
of output.6 If you multiply together the last two terms of the expression, you get
emissions per unit of output. If you now place a standard on this factor, note
that polluters can reduce it in two ways: by reducing inputs per unit of output
and by reducing emissions per unit of input. The incentives of the polluters
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have been broadened. So in the case of a power plant, an output-based standard
would involve both incentives: to reduce emissions per unit of coal burned
(perhaps by switching to low-sulfur coal) and to become more fuel efficient
(perhaps by upgrading the boilers of the plant).

Political-Economic Aspects of Standards
The theory of standards is that they are established by regulatory authorities,
then responded to by polluters. In fact, this process can lead to patterns of
political give-and-take between the parties that substantially affects the out-
come. Suppose that the authorities are making every effort to set the standard at
something approaching the efficient level of emissions. In Figure 11.4, e2 is their
view of the efficient level before the technical change. But the new technology
lowers the marginal abatement cost curve, and we know from Chapter 5 that
this will reduce the efficient level of emissions. Suppose the authorities estimate
that, given their view of marginal damages, the new technology shifts the effi-
cient emission level to e3 in Figure 11.4, and that they now change the standard
to reflect this. Now the firm’s compliance cost will be (b  c) per year. The
difference is now (a  c). So the firm’s cost savings will be substantially less
than when the standard was unchanged; in fact, compliance costs may actually
be higher than before the R&D program. In other words, the firm could suppose
that because of the way regulators may tighten the standards, they would be
worse off with the new technology than with the old methods. The standard-
setting procedure in this case has completely undermined the incentive to pro-
duce new pollution-control technology. This is a case of what might be called
perverse incentives. A perverse incentive is one that actually works against the
objectives of the regulation. In this case, standard setting can work against long-
run improvements in pollution-control technology.7

If emission standards create incentives for technological change, is it not
desirable to establish very stringent standards so as to increase that incentive?
This is another place where political considerations come into play. If, in
Figure 11.4, the standard is set at e3 right at the beginning, this would mean cost
savings of (a  d  e) with the new technology rather than just a as it would be
with the standard set at e2. This type of approach goes under the heading of
technology forcing. The principle of technology forcing is to set standards that
are unrealistic with today’s technology in the hope that it will motivate the
pollution-control industry to invent ways of meeting the standard at reasonable
cost. By “unrealistic with today’s technology,” we mean simply so costly that it
would lead to widespread economic hardship.

But stricter standards also create another incentive: the incentive for polluters
to seek relief from public authorities by delaying the date when they become ap-
plicable. In an open political system, firms may take some of the resources that

7 There is another perverse incentive lurking in equiproportionate reductions. If polluters realize

that they will be subject to an equiproportionate cutback in the future, it is better for them to

increase their base now by increasing their emissions. When the cutback is imposed, they will be

able to emit higher amounts than they would have had they not inflated their base.
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might have gone for pollution-control R&D and devote them instead to influ-
encing political authorities to delay the onset of strict standards. The stricter and
more near-term the standards, the more of this activity there is likely to be. Thus,
technology forcing is another one of those strategies where the effectiveness of
moderate amounts does not imply that more will be even more effective.

It needs to be remembered also that to a significant extent new R&D for
pollution control is carried out by a pollution-control industry rather than the
polluting industries themselves. Thus, to draw conclusions about the incentives
of pollution-control policy for technological change means to predict how these
policies will contribute to the growth and productivity of the pollution-control
industry. Technology standards are stultifying on these grounds because they sub-
stantially drain off the incentives for entrepreneurs in the pollution-control indus-
try to develop new ideas. Emission standards are better in this respect, as we have
seen. The evidence for this is the fact that representatives of the pollution-control
industry usually take the side politically of stricter environmental standards; in
fact, they see the fortunes of their industry tied almost directly to the degree of
stringency in the emissions standards set by public authorities.

The Economics of Enforcement

All pollution-control programs (perhaps with the exception of voluntary
programs, mentioned in the last chapter) require enforcement. Much of the
ongoing political conflict over environmental regulations involves questions of
enforcement, one side often saying that it is too harsh, the other side maintain-
ing that it isn’t harsh enough. In this section we deal briefly with some economic
issues related to enforcement, discussing these particularly in their relation to
enforcing standards. In later chapters we will discuss enforcement issues
related to other types of policy instruments.

Enforcing Emission Standards
There are two primary dimensions of enforcement, monitoring and sanctioning.
Consider Figure 11.5. This shows a marginal abatement cost function (MAC)
representing as usual the marginal costs to the firm of reducing emissions. But
on the other side, instead of a marginal damage function as in the standard
model, there is a marginal penalty function. The line marked MPC represents
the expected penalties that firms can be expected to face for violating an emis-
sion standard. Penalties arise when firms are detected to be exceeding their emis-
sion standard and when fines or other penalties are levied as a result. Suppose a
standard is set at e*. Perhaps this was established by comparing abatement costs
with damages, or perhaps on some other criterion. What is relevant here is the
way firms will actually be motivated to reduce their emissions.8 MPC is zero

8 In the last chapter we discussed liability rules as a way of controlling emissions. In penalty

function terms, liability rules turn the marginal damage function into an MPC curve, because they

would make firms responsible for paying for the damages their emissions produce.
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below e*; the firm is only penalized for emissions in excess of the standard, and
the shape of the MPC curve shows how penalties would increase as the size of
the violation increases.

If current emissions are at e0, the firm will clearly reduce them because mar-
ginal abatement costs at this point are well below the marginal penalty costs
currently in effect. But it will stop reducing emissions at e1, because to go lower
than this would require higher abatement costs than it would save in terms of
reduced penalties. Unless something changes, therefore, the firm’s emissions
will end up at e1, and the amount of noncompliance will be e*  e1.

The only way to reduce noncompliance is to raise the penalty function.
Basically there are two ways of doing this: raise monitoring activities so as to be
better able to detect noncompliance, or raise fines for those who have been
detected as noncompliant. Of course, authorities could do both and, if they did
so enough, the penalty function could be raised to something like the dotted line
labeled MPC’, which would then ensure a noncompliance rate of zero.

This analysis shows several things. It shows the basic result that there is a
trade-off in enforcement; to get higher levels of compliance authorities will nor-
mally have to devote more resources to enforcement. There may be some trade-
off also between monitoring and fines. The MPC curve of Figure 11.5 can be
raised or lowered by changes in either one of these enforcement elements.

We should also note that monitoring in this case requires measuring, or esti-
mating, the quantities of emissions, because the MPC function is essentially
expressed in term deviations of actual emissions from the emission levels set in
the standard. This deviation could apply to hourly, daily, or annual quantities.
Over the years there have been major advances in monitoring technology. In the
early days of rigorous pollution control, much of the enforcement effort depended

Emissions

$

e*

MAC

MPC⬘

MPC

e1 e0

FIGURE 11.5 The Economics of Enforcement
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on self-monitoring, where sources themselves kept the books on emissions
flows over time. This permitted the agencies to visit firms periodically to audit
the records at each source. Agencies could also make random checks to measure
emissions. The rate of auditing and random visits could be varied according to
agency budgets. More recently technologies have been developed for undertak-
ing continuous measurement and electronic reporting (via the Internet, for ex-
ample) of emissions in some cases. The future will undoubtedly also see new
developments in remote monitoring technology.

The other main factor behind the MPC function of Figure 11.5 is the size of
the fines or other sanctions (e.g., jail terms). Most pollution-control statutes con-
tain provisions on the size of the fine (or jail term) that may be levied against
violators if and when they are caught and found guilty. In many cases, fines
have been set too low, lower than the abatement costs required to meet the
standards.9 In these situations firms can actually save money by dragging their
feet on compliance. With low sanctions like this, enforcement is therefore likely
to be much more difficult and costly than if sanctions are higher. Sources faced
with the possibility of having to pay substantially higher fines would presum-
ably have a stronger incentive to come into compliance.

It needs to be kept in mind also that sanctioning ordinarily involves using the
court system to pursue legal action. The functioning of courts may put some
limits on what enforcing agencies may do. For example, if monetary fines or
other penalties expressed in the law are very high, courts may be reluctant to
hold sources in rigorous noncompliance because of the economic dislocation
this may produce.

Enforcing Technology Standards
Technology standards require that sources adopt and operate approved techni-
cal means of pollution control. In this case an important distinction is between ini-
tial compliance and continued compliance. Initial compliance is where a polluter
charged with meeting a particular technology standard installs the appropriate
equipment. To monitor initial compliance it is necessary to have inspectors visit
the site, check to see that the equipment is installed, and make sure it will oper-
ate in accordance with the conditions of the standard. Having ascertained this,
the administering agency can then give the firm the necessary operating permit,
but this does not ensure that the equipment will continue to be operated in the
future in accordance with the terms of the permit. It may deteriorate through
normal use, it may not be maintained properly, future operating personnel may
not be properly trained, and so on. Without some amount of monitoring, there-
fore, there is no assurance that the source will continue to be in compliance. But
here, again, the administering agency has great flexibility in setting up a moni-
toring program. It can vary from very infrequent visits to randomly selected sites
all the way up to permanent observers stationed at each source.

9 U.S. Environmental Protection Agency, Consolidated Report on the National Pollution Discharge

Elimination System Permit Enforcement Program (EPA/IG E1H28-01-0200-0100154), Washington,

DC, 1990.
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General Issues

When enforcement costs are included in the analysis, the question arises
whether standards should be set, at least in part, with enforcement costs in
mind. Stricter standards may involve larger enforcement costs because they re-
quire larger operating changes on the part of sources. Less strict standards may
be achievable with fewer enforcement resources for the opposite reason. Public
environmental agencies are usually faced with budget stringencies. In some
cases, greater overall reductions in emissions may be obtained by using less
strict standards that can be easily enforced than by stricter standards involving
higher enforcement costs.

One very common feature of environmental standards is that they are usu-
ally set and enforced by different groups of people. Standards often are set by
national authorities; enforcement is usually done by local authorities. For
example, the air quality standards established under the Clean Air Act are set at
the federal level, but enforcement is mostly carried out by state-level agencies.
This has a number of important implications. One is that standards often are set
without much thought to costs of enforcement; it is more or less assumed that
local authorities will find the necessary enforcement resources. Of course, this is
not the case in practice. With limited enforcement budgets, local authorities
may react to new programs by reducing resources devoted to other programs.
Another implication is that, in practice, environmental policies incorporating
standards end up having a lot more flexibility than might at first appear. Laws
written at national levels are specific and apparently applicable everywhere.
But at the local level, “where the rubber meets the road,” as they say, it’s a mat-
ter of local pollution-control authorities applying the law to local sources, and
in this process there can be a great deal of informal give-and-take between the
authorities and local plant managers, with participation by local environmental
groups as well. A cynic, or a political realist, might conclude that standards
approaches are favored because of the very fact that in the real world of tight
public agency budgets, they permit partial or incomplete compliance. One of
the advantages (some might say disadvantages) of policies using standards is
that they permit flexibility in enforcement.

Summary
The most popular approach to environmental pollution control historically has
been the setting of standards. This has been called the command-and-control
approach because it consists of public authorities announcing certain limits on
polluters, then enforcing these limits with appropriate enforcement institutions.
We specified three primary types of standards: ambient, emission, and technol-
ogy. Initial discussion centered on the level at which standards should be set
and the regional uniformity of standards.

A leading problem with standard setting is the question of cost-effectiveness
and the equimarginal principle. In most standards programs the administrative
bias is to apply the same standards to all sources of a particular pollutant. But
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pollution control can be cost-effective only when marginal abatement costs are
equalized across sources. When marginal abatement costs differ among sources,
as they almost always do, uniform standards cannot be cost-effective. In prac-
tice, differences among sources in their marginal abatement costs often are
recognized informally by local administrators in applying a uniform national
standard.

We dealt at length also with the question of the long-run impact of standards
through their effects on the incentives to look for better ways of reducing emis-
sions. Technology standards completely undermine these incentives. Emission
standards do create positive incentives for R&D in pollution control, although
we will see that these are weaker than those of economic-incentive types of
pollution-control policies, the subject of the next two chapters. Finally, we
discussed the all-important question of enforcement.

Questions for Further Discussion
1. Environmental protection programs are frequently designed to require all

polluters to cut back emissions by a certain percentage. What are the per-
verse incentives built into this type of program?

2. If emission standards are ruled out because of, for example, the impossibility
of measuring emissions (as in nonpoint-source emissions), what alternative
types of standards might be used instead?

3. In Figure 11.2, show the social cost of setting a uniform national standard,
applicable to both rural and urban areas (to do this, you can assume that the
national standard is set at either eu or er).

4. Consider the example of Figure 11.3. Suppose we define as fair a cutback in
which the two sources have the same total costs. Would an equiproportion-
ate reduction be fair in this sense? A reduction meeting the equimarginal
principle? Is this a reasonable definition of fair?

5. It is sometimes suggested that the most equitable way to resolve the trade
and environment problem would be for all countries to adopt the same
emission standards. What are the pros and cons of this from an economic
standpoint?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter12
Incentive-Based
Strategies: Emission
Charges and Subsidies

In the last chapter we discussed some of the advantages and disadvantages of
using a standards approach to pollution control. Although standards seemingly
offer direct control of polluting activities, in many applications they have seri-
ous drawbacks by virtue of their tendency to treat all sources alike even though
they may be very different and to lock in certain technologies. A major problem
is that they typically are unable to take advantage of the private information
that polluters have about means and procedures they could use to reduce pol-
lution. Incentive-based (IB) environmental policies are designed to rectify these
drawbacks. IB plans work by having public authorities first set overall objec-
tives and rules, and leaving firms enough latitude that their normal commercial
incentives will lead to the adoption of cost-effective pollution-control proce-
dures and technologies.

There are basically two types of incentive policies: (1) charges and subsidies
and (2) transferable discharge permits. Both require centralized policy initia-
tive to get started but rely on flexible firm responses to attain efficient pollution
control. In the first, firms are given latitude to respond however they wish to
what is essentially a new price for using the services of the environment. The
second is designed to work more or less automatically through the interactions
among polluters themselves or between polluters and other interested parties.
In recent years many countries, including the United States, have introduced
programs of transferable discharge permits, also called market-based incentive
programs. In Europe, many countries have relied upon environmental charges
to motivate emission reductions, as well as raise public revenues. Exhibit 12.1
notes some of the plans adopted in Europe. In this chapter we examine the eco-
nomics of emission charges and subsidies. In the next chapter we will consider
the technique of transferable discharge permits.
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Environmental economists have long favored the idea of incorporating
incentive-based policies more thoroughly into environmental policies. These
can serve to put more teeth into environmental policies in many cases and sub-
stantially improve the cost-effectiveness of these policies. But keep in mind
something said before: No single type of policy is likely to be the best in all
circumstances. Incentive-based policies are no exception. They have strengths
and they have weaknesses. The strengths are sufficiently strong to encourage
greater reliance on them in many circumstances. But there are many types of
environmental problems where they may not be as useful as other approaches.

Emission Charges

Firms pollute because they do not take into account the social damage their ac-
tions cause. Thus, the most straightforward approach to controlling emissions
is for authorities to charge a price for these emissions. This can be done in two
ways: by charging for each unit of emissions or by giving a subsidy for each unit
of emissions that the source cuts back.

We deal first with emission charges, sometimes also called “emission taxes.”
In a charge system polluters are told: “You may discharge any amount of resid-
uals you wish, but your emissions will be measured and you will be required to

Green Taxes in Europe EXHIBIT 12.1

Italy and Germany introduced green

taxes in the latter 1990s, on mineral fuels

and electricity. In the U.K., a “climate

change” tax on industry and business use

of energy was introduced in 2001.

More recently, Norway in 2004 intro-

duced a tax on estimated mercury releases

from landfills; Denmark in 2005 intro-

duced a tax on phosphorus added to ani-

mal feed.

Source: Organization for Economic Coopera-
tion and Development: Environmentally Related
Taxes in OECD Countries: Issues and Strategies
(2001); Instrument Mixes Addressing Mercury
Emissions to Air (2004); Instrument Mixes
Addressing Non-Point Sources of Water Pollution
(2005); The Political Economy of the Norwegian
Aviation Fuel Tax (2005); The United Kingdom
Climate Change Levy (2004).

Since the early 1990s many countries in

Europe have introduced green taxes, on

emissions directly or on activities and/or

products that contribute to emissions.

Finland was one of the first countries

to institute a tax on CO2 emissions; this

was instituted in 1990, and revenues used

to partly offset cuts in taxes on employ-

ment. Norway followed in 1991 with a

tax on mineral oils, and in 1999 with a tax

on aviation fuel.

Sweden introduced a significant tax re-

vision in 1991; reductions in income taxes

were offset by new taxes on carbon diox-

ide and sulfur. Denmark introduced a CO2

tax in 1992. The Netherlands introduced a

general fuel tax in 1988, and a number of

other taxes on emissions and a new en-

ergy tax in the mid-1990s.
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pay a certain charge for every unit (e.g., ton) of effluent you discharge.” For ex-
ample, one of the first emission charges proposed in the United States was in
1970, when President Nixon recommended a tax of 15 cents per pound on sul-
fur emissions from large power plants. It was never adopted. When an emission
charge is put into effect, firms responsible for emissions must essentially pay for
the services of the environment—transportation, dilution, chemical decomposi-
tion, and so on—just as they must pay for all other inputs used in their operations.
And just as they have always had an incentive to conserve on scarce labor and
other conventional production inputs, they will now have an incentive to con-
serve on their use of environmental services. How do they do this? Any way
they wish (within reason). This may sound flippant but in fact it represents the
main advantage of this technique. By leaving polluters free to determine how
best to reduce emissions, this type of policy attempts to harness their own en-
ergy and creativity and their desire to minimize costs, to find the least-cost way
of reducing emissions. It could be any combination of treatment, internal
process changes, changes in inputs, recycling, shifts to less polluting outputs,
and so on. The essence of the charge approach is to provide an incentive for
the polluters themselves to find the best way to reduce emissions, rather than
having a central authority determine how it should be done. And in so doing,
they will have a strong incentive to use the private information they have about
pollution-control costs of alternative technologies.

The Basic Economics
The essential mechanics of an emission charge are depicted in Figure 12.1. The
numbers refer to a single source of a particular pollutant. The top panel shows
the analysis numerically, while the bottom shows essentially the same informa-
tion graphically. The tax has been set at $120/ton/month. The second column
in the top panel shows the firm’s marginal abatement costs and the third column
shows total abatement costs. The last two columns show the total monthly tax
bill the firm would pay at different emission levels, and the total cost, consisting
of the sum of abatement costs and the tax bill. We see that the minimum total
cost of $855 occurs at an emission rate of 4 tons/month. Let’s pursue the logic
of this by considering marginal abatement costs. Suppose the firm is initially
emitting 10 tons/month; if it were to cut emissions to 9 tons, it would cost $15
in abatement costs, but it would save $120 in total tax bill, clearly a good move.
Following this logic, it could improve its bottom line by continuing to reduce
emissions as long as the tax rate is above marginal abatement costs. The rule for
the firm to follow is, thus: Reduce emissions until marginal abatement costs are
equal to the charge on emissions. This is shown diagrammatically in the bottom
part of Figure 12.1. With a continuous marginal abatement cost function, it’s
possible to talk about fractions of tons of emissions, something we could not do
in the upper panel. So the graph is drawn to agree with the integer values
above; that is, the charge of $120 leads the firm to reduce emissions to exactly
4 tons/month.

After the firm has reduced its emissions to 4 tons/month, its total (monthly)
tax bill will be $480. Its monthly abatement costs will be $375. Graphically, total
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abatement costs correspond to the area under the marginal abatement cost func-
tion, labeled b in the figure. The total tax bill is equal to emissions times the tax
rate, or the rectangle labeled a. Under a charge system of this type, a firm’s total
cost equals its abatement costs plus the tax payments to the taxing authority.

Why wouldn’t the firm simply disregard the charge, continue to pollute as it
has been doing, and just pass the charge on to consumers in the form of higher
prices? If the firm stayed at 10 tons of emissions, its total outlay would be
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FIGURE 12.1 An Emissions Charge

Emissions Marginal Total Abatement Total Tax Bill
(tons/month) Abatement Cost Cost at $120/Ton Total Costs

10 0 0 1,200 1,200
9 15 15 1,080 1,095
8 30 45 960 1,005
7 50 95 840 935
6 70 165 720 885
5 95 260 600 860
4 120 375 480 855
3 150 525 360 885
2 185 710 240 950
1 230 940 120 1,060
0 290 1,230 0 1,230
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$1,200/month, consisting entirely of tax payment. This is much higher than the
$855 it can achieve by cutting back to 4 tons/month. The assumption in an
emissions charge program is that competitive pressures will lead firms to do
whatever they can to minimize their costs. Thus, when there is competition in
the industry subject to the emission tax, it will lead firms to reduce emissions in
response to the tax. By the same token, however, we must recognize that if com-
petition is weak, firms may not respond in this way. Electric power plants, for
example, are usually operated by regulated monopolies subject to oversight by
public utility commissions. They may not respond to charges on SO2 emissions
in the same way as firms that operate in more competitive economic climates.

For competitive firms, the amount of the response will depend on several
factors. The higher the charge, the greater the reduction, and vice versa. In the
example of Figure 12.1, a tax of $50 would have led the source to reduce emis-
sions only to 7 tons/month, whereas one of $180 would have produced a
cutback to 2 tons/month; that is, the firm would select an emissions quantity
closest to where MAC equals the charge. Also, the steeper the marginal abate-
ment cost function, the less emissions will be reduced in response to a tax. We
will come back to this later.

Compare the charge approach with an emission standard. With the tax the
firm’s total outlay is $855. Suppose that, instead, the authorities had relied on an
emission standard to get the firm to reduce emissions to 4 tons/month. In that
case the firm’s total outlay would be only the $375 of abatement costs. Thus, the
charge system ends up costing the firm more than the standards approach. With
a standard the firm has the same total abatement costs as in the charge system,
but it is still essentially getting the services of the environment free, whereas
with a charge system it has to pay for those services. But while polluting firms
would thus prefer standards to emission charges, there are good reasons, as we
shall see, why society would often prefer charges over standards.

The Level of the Charge
In competitive situations, higher charges will bring about greater reductions in
emissions, but just how high should the charge be set? If we know the marginal
damage function, the answer presumably would be to set the charge so as to
produce the efficient level of emissions, as in Figure 12.2. At a charge rate of t*,
emissions are e*, and marginal damages equal marginal abatement costs. The
firm’s total costs of emission control are divided into two types: total abatement
costs (compliance costs) of e and total tax payments of (a  b  c  d). The for-
mer are the costs of whatever techniques the firm has chosen to reduce emis-
sions from e0 to e*, whereas the latter are payments to the control agency cover-
ing the charge on the remaining emissions. From the standpoint of the firm, of
course, these are both real costs that will have to be covered out of revenues.
From the standpoint of society, however, the tax payments are different from the
abatement costs. Whereas the latter involve real resources and therefore real so-
cial costs, the emission charges are actually transfer payments, payments made
by the firms (ultimately by people who buy the firms’ output) to the public sec-
tor and eventually to those in society who are benefited by the resulting public
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expenditures. When a firm considers its costs, it will include both abatement
costs and tax payments; when considering the social costs of a tax program, it is
appropriate to exclude transfer payments.

The reduction of emissions from e0 to e* has eliminated damages of (e  f ).
Remaining damages are (b d), an amount less than the firm pays in taxes. This
underscores the idea that the emission charge is based on the right to use envi-
ronmental resources, not on the notion of compensation. But a “flat tax” like
this (one tax rate for all emissions) has been criticized because it would often
lead to situations where the total tax payments of firms would substantially ex-
ceed remaining damages. A way around this is to institute a two-part emission
charge. We allow some initial quantity of emission to go untaxed, applying the
charge only to emissions in excess of this threshold. For example, in Figure 12.2
we might allow the firm e1 units of emissions free of tax and apply the tax rate
of t* to anything over this. In this way the firm would still have the incentive to
reduce emissions to e*, but its total tax payments would be only (c  d). Total
abatement costs, and total damages caused by the e* units of emissions, would
still be the same.

How might the charge be set if regulators did not know the marginal damage
function? Emissions are connected to ambient quality; the lower the emissions
the lower the ambient concentration of the pollutant, in general. So one strategy
might be to set a tax and then watch carefully to see what this did in terms of
improving ambient quality levels. We would have to wait long enough to give
firms time to respond to the tax. If ambient quality does not improve as much
as desired, increase the charge; if ambient quality improves more than is

FIGURE 12.2 An Efficient Emission Charge

0

t*

e1

a

b

c

Emissions (tons/year)

$

d e

f

Marginal
abatement

costs

Marginal
damage

e* e0



238 Section Four Environmental Policy Analysis

thought appropriate, lower the charge. This is a successive approximation
process of finding the correct long-run emissions charge. It is not at all clear
whether this approach would be practicable in the real world. In responding to
a charge, polluters would invest in a variety of pollution-control devices and
practices, many of which would have relatively high up-front costs. This invest-
ment process could be substantially upset if, shortly afterward, the authorities
shift to a new tax rate. Any agency trying to use this method to find the efficient
charge rate would undoubtedly find itself embroiled in a brisk political battle.
Rather than planning to make successive adjustments in the tax rate, there
would be a strong incentive for policymakers to determine the correct rate at
the beginning. This would put a premium on prior study to get some idea of the
shapes of the aggregate abatement and damage cost curves.

Emission Charges and Cost-Effectiveness
Perhaps the strongest case for a policy of effluent charges is to be made on
grounds of their effects in controlling multiple sources of emissions in a way that
satisfies the equimarginal principle. If the same tax rate is applied to different
sources with different marginal abatement cost functions, and each source
reduces its emissions until its marginal abatement costs equal the tax, then mar-
ginal abatement costs will automatically be equalized across all the sources.

This is depicted in Figure 12.3.1 We assume here that there are two sources of a
particular type of emission, labeled Source Aand Source B. Also assume that these
emissions, after they leave the respective sources, are uniformly mixed together,
so that the emissions of the two plants are equally damaging in the downstream,
or downwind, impact area. The marginal abatement costs for the two sources are
the same as those we used in the last chapter. They are shown in graphical form
at the bottom of Figure 12.3. The marginal abatement costs of Source A increase
much less rapidly with reductions in emissions than do those of Source B. In the
real world, differences like this are normally related to the fact that the firms are
using different production technologies. They may be producing different outputs
(e.g., a pulp mill and a food-canning firm), or they may be plants in the same in-
dustry but using different production techniques (e.g., coal-fired and oil-fired
electric power plants). According to the graphs, the production technology used
by Source B makes emission reduction more costly than it is at Source A. If we im-
pose an effluent charge of $33/ton on each source, the operators of Source A will
reduce their emissions to 5 tons/month; those at Source B will cut back to
15 tons/month (dealing only with integer values). After these reductions, the two
sources will have the same marginal abatement costs. The total reduction has
been 20 tons per month, which the effluent charge has automatically distributed
between the two firms in accordance with the equimarginal principle.

Note very carefully that the emission tax has led Source A to reduce its emis-
sions by 75 percent, whereas Source B has reduced its emissions by only 25 per-
cent. The emissions tax leads to larger proportionate emission reductions from
firms with lower marginal abatement costs. Conversely, firms having steeper

1 We have seen a graph like this several times before, for example, in Figures 11.3 and 5.5.
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FIGURE 12.3 Emission Charges and the Equimarginal Rule

Marginal Abatement Costs

Emission Level (tons/month) Source A Source B

20 0.0 0.0
19 1.0 2.1
18 2.1 4.6
17 3.3 9.4
16 4.6 19.3
15 6.0 32.5
14 7.6 54.9
13 9.4 82.9
12 11.5 116.9
11 13.9 156.9
10 16.5 204.9

9 19.3 264.9
8 22.3 332.9
7 25.5 406.9
6 28.9 487.0
5 32.5 577.0
4 36.3 677.2
3 40.5 787.2
2 44.9 907.2
1 49.7 1,037.2
0 54.9 1,187.2
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marginal abatement costs will reduce emissions less, in proportionate terms.
Suppose that instead of the charge the authorities had instituted a proportionate
cutback on the grounds that “everybody should be treated alike”; therefore,
they require each source to reduce emissions by 50 percent. Our two sources in
Figure 12.3 both reduce emissions to 10 tons/month. At this point their marginal
abatement costs would be different. Furthermore, we can calculate total abate-
ment costs by remembering that total cost is the sum of marginal costs. Thus,
for example, for Source A the total costs of 10 tons of emissions would be $(1.0  
2.1  . . .

 16.5)  $75.9.
The following tabulation compares the compliance costs of the equipropor-

tionate reduction and the effluent charge.

Total Compliance Costs ($/month)

Equiproportionate Reduction Effluent Charge

Source A 75.9 204.4
Source B 684.4 67.9

Total 760.3 272.3

Note how much the totals differ. The total compliance cost of an equipropor-
tionate cutback is about 2.8 times the total cost of an emission charge. The simple
reason is that the equiproportionate cutback violates the equimarginal principle;
it requires the same proportionate cutback regardless of the height and shape of
a firm’s marginal abatement costs. The difference in total costs between these
two approaches is quite large with these illustrative numbers. We will see in later
chapters that in the real world of pollution control these differences are often
much larger. The extra amount spent to treat all firms with the same proportion-
ate percentage could have been used to further reduce pollution.

The higher the tax rate, the more emissions will be reduced. In fact, if the tax
rate were increased to something over $55/ton, Firm A would stop emitting this
residual entirely. The marginal abatement cost function for Firm B increases so
rapidly, however, that an extremely high charge (more than $1,187/ton) would
be required to get this source to reduce emissions to zero. A single effluent
charge, when applied to several firms, will induce a greater reduction by firms
whose marginal abatement costs increase less rapidly with emission reductions
than from firms whose marginal abatement costs increase more rapidly. Be-
cause the firms are paying the same tax rate, they will have different total abate-
ment costs and different tax bills. In Figure 12.3 the total abatement costs are
equal to area b for Source A and area d for Source B. On the other hand, the
monthly tax bill sent to Source A would be only a, compared to a bill of c sent to
Source B. Thus, the less steeply the marginal abatement cost of a firm increases,
the larger that firm’s emission reduction will be and the smaller its tax bill.

It needs to be emphasized that the efficiency results of the emission charge
approach (i.e., that it satisfies the equimarginal principle) are achievable even
though the administering agency knows nothing about the marginal abatement costs of
any of the sources. This is in clear contrast with the standards approach, where the
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public agency has to know exactly what these marginal abatement costs are for
each firm in order to have a fully efficient program. In a charge approach the
only requirement is that firms pay the same tax and that they are cost minimiz-
ers. After each one has adjusted its emissions in accordance with its marginal
abatement costs (which we can expect them to know themselves), they will all be
emitting at the appropriate rates to satisfy the equimarginal principle.

Emission Taxes and Nonuniform Emissions
So far the discussion has proceeded under the assumption that the emissions of
all sources are uniformly mixed together; that is, the emissions from one source
have the same marginal impact on ambient quality levels as those from other
sources. In the real world this is not always the case. Very often the situation is
something like, although of course more complicated than, that depicted in
Figure 12.4. Here there are two sources. Source A, however, is about twice as far
away from the center of population as Source B. This means that emissions from
Source A do not produce as much damage in the urban area as emissions from
Source B. If the two sources are emitting some material into a river that flows to-
ward the city, the emissions of Source A have a longer time in the water to be
broken down and rendered less harmful than do the emissions from Source B.
Or if it is an air pollution problem, Source A is much farther upwind than
Source B, so there is more time for its emissions to be spread out and diluted
than there is for the emissions from Source B. There could be other reasons than
location differences for the different impacts; for example, they may emit resid-
uals at different times of the year when wind patterns are different. Studying
the location problem will allow us to examine the general problem of nonuni-
form emissions.

In this case a single emission charge applied to both sources would not be
fully efficient. A single charge addresses only the problem of differences in mar-
ginal abatement costs, not differences in damages caused by the emissions from
different sources. In Figure 12.4, a one-unit reduction in emissions from Plant B
would improve environmental quality (reduce damages) in the urban area
more than a one-unit reduction in emissions from Plant A, and this fact must be

Source A Source B Population Center 
(Damage)

Direction of environmental flow

distance (A) = 2 x distance (B)

distance (B)

FIGURE 12.4 Nonuniform Emissions
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taken into account in setting emission charge rates. Suppose emission reduc-
tions at Source B are twice as effective at reducing damages as reductions in
emissions at Source A. This means, in effect, that the effluent tax paid by Source
B must be twice as high as the effluent charge paid by Source A.2 Thus, after
adjustment to these tax levels the marginal abatement cost of Source B would be
twice the marginal abatement cost of Source A. But the damage reduction per
dollar spent in reducing emissions would be equalized across the two sources.

The logic of the preceding discussion would seem to imply the conclusion
that in these cases we would have to charge different emission charges to each
source. To do this we would have to know the relative importance of the emis-
sions from each source in affecting ambient quality. But finding out exactly
what these relative differences are would be a difficult job, as would the ad-
ministrative task of charging a different tax rate to each firm. The best response
here might be to institute what is called a zoned emission charge. Here the ad-
ministering agency would divide a territory into separate zones; the actual
number of zones would depend on the circumstances of the case. Within each
zone the agency would charge the same emission charge to all sources, whereas
it would charge different charges in different zones.

Naturally the zones would be identified by grouping together sources whose
emissions have similar effects on ambient quality levels. Figure 12.5, for exam-
ple, shows the schematic of a river with a dozen different sources of emissions
and one urban area where water quality is measured and water quality targets
are established. The 10 upstream sources are strung along the river at increasing
distances from the urban area. Thus, each has a different impact on measured

Zone 1 Zone 2 Zone 3 Zone 4
Urban
Area

Key: Emission sources

Water-quality monitoring station

1 3

2 4

5 7

6

8

9

10 11

12

1

X

X

FIGURE 12.5 Zoned Emissions Charge

2 The technical concept here is called a “transfer coefficient.” A transfer coefficient is a number

that tells how the emissions from any particular source affect ambient quality at some other point.

In the example above, suppose 1 ton of SO2 emitted by B would increase SO2 concentration over

the urban area by 0.1 ppm. Then a ton emitted from Source A would increase the ambient

concentration by 0.05 (assuming an effect that is strictly proportional to distance). If the transfer

coefficient for Source B is 1, that for Source A is 0.5, so the tax at A has to be half the tax at B.

More generally, if the transfer coefficient at A is t1, and that of B is t2, then the tax at A should be

t1 t2 times the tax at B.
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water quality at the monitoring station, and a fully cost-effective program of
emissions reductions would have to account for this fact in addition to their dif-
ferent marginal abatement costs. But it would be administratively very costly to
apply a different emissions charge to each source. We might, in this case, fall
back on a zoned emission charge.

We first define different zones along the river, then apply the same tax to all
sources within the same zone, but different taxes to sources in different zones.
Each zone would contain sources whose emissions have roughly the same im-
pact on measured water quality. In Figure 12.5, for example, four upstream
zones along the river are sketched out. The three sources in Zone 1 would pay
the same charge, as would the four sources in Zone 2, and so on. Sources 11 and
12 are downstream from the urban area and may not get taxed at all. Of course,
this is a simplified diagram to show the basic idea; in the real world, there
would also very likely be downstream damages. By using a zone system, we
can achieve a certain amount of administrative simplification while recognizing
differences in the locations of different groups of sources.

Emissions Charges and Uncertainty
Pollution-control policies have to be carried out in a world of uncertainty.
Administrating agencies often do not know exactly what emissions are being
produced by each source or exactly what the human and ecosystem impacts
are. Another source of uncertainty is the shape of the marginal abatement cost
curve of the sources subject to control; these may be known reasonably well by
the polluters themselves, but administrators usually will be very unsure of how
high they are, how steep they are, how much they differ from source to source,
and so on. It is one of the advantages of emissions charges that they can bring
about cost-effective results even within that state of uncertainty.

Nevertheless, when administrators set taxes at certain levels, they normally
will be uncertain about how much emission reduction will ensue, for that de-
pends on how sources respond to the tax. This is one of the drawbacks of emis-
sion charges. It may be difficult to predict accurately how much total emissions
will decrease because exact knowledge of marginal abatement costs is often
lacking. Observe Figure 12.6. It shows two different marginal abatement cost
functions, a steep one (MAC1) and one that is much less steep (MAC2). Consider
MAC1. If the charge were set at the relatively high rate of th, this source would
reduce emissions to e1, whereas if it were set at the low rate of tl, it would adjust
emissions to e2. These two emission rates are relatively close together. In other
words, whether the charge is high or low, the emissions rate of this source
would not vary much; we could count on having an emissions rate of some-
thing in the vicinity of e1 and e2.

But for the firm with the less steep marginal abatement costs (MAC2) things
are much more unstable. If the charge were set low, it would change emissions
to e4, whereas with a high charge emissions would go all the way down to e3. In
other words, for given changes in the tax rate, this firm would respond with
much larger changes in emission rates than would the source with the steeper
MAC curve.
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The upshot of this discussion is that if most firms in a particular pollution
problem have relatively flat MAC functions, regulators may have trouble finding
the charge rate that will give us just the amount of reduction in total emissions
we want. Since they don’t know exactly where the MAC functions really are,
they don’t know exactly how high to set the tax. If they set it a little high or a
little low, these firms will respond with large changes in their emissions. This is
one of the main reasons administrators opt for standards: they seem to offer a
definite control on quantities of emissions produced. In the next chapter, we
will discuss an incentive approach that addresses this problem.

Emission Charges and Tax Revenues
Another important aspect of emission charges is that they lead to tax revenues
accruing to the government (see Example 12.1). Carrying this line of thought
further has suggested to many people that society could benefit by replacing
certain existing taxes with emission taxes. Many countries tax employment, for
example. When firms hire workers, they must pay employment taxes to cover
such things as the public costs of unemployment insurance and social security
payments. But employment taxes lead to reduced levels of employment
because, in effect, they make hiring workers more expensive. A government,
therefore, might reduce its employment taxes and increase emission taxes in
such a way as to keep its total tax revenue the same. This action has come to be
known as the double-dividend hypothesis. This refers to the fact that society
would gain both from the emissions taxes (through reduced emission damage)
and from reduced employment tax (through increased employment).

But predicting the revenue impacts of emission taxes may be difficult. Sup-
pose, in Figure 12.6, an emission tax was increased from tl to th. If the aggregate
marginal abatement costs of the affected firm is MAC1, total tax revenue will in-
crease from (b  c) to (a  b). But if the marginal abatement cost is actually
MAC2, raising the emission tax will cause tax revenues to decrease from (e f )
to (d  e). This is because in the case of MAC2 the tax increase leads to a large

FIGURE 12.6 Emission Charges, Uncertainty, and Tax Revenues
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Charges for Pollution Control 
versus Charges for Raising 
Revenue EXAMPLE 12.1

NOx, volatile organic compounds, and

particulate matter. The current values are

$5.28 per ton for up to 1,000 tons per

year, $10.57 per ton for total annual emis-

sions between 1,000 tons and 4,000 tons,

and $15.85 per ton for sources emitting

more than 4,000 tons per year. New

Mexico charges $10 per ton for these

types of pollutants, but $150 per ton for

emissions of toxic pollutants.

Emission permit charges like these,

and similar ones for waterborne dis-

charges in many states, may sound rather

substantial, but probably are much more

effective at raising revenues than at pro-

ducing reductions in emissions. We are

probably in a situation as depicted in the

accompanying graphic.

The initial emission level is e1, and the

authorities set a maximum target of e* for

the firm. An emission tax rate of t* would

provide the incentive needed to bring

about a reduction of emissions to e*. But

this would entail a substantial tax obliga-

tion for the firm. Instead, the authorities

establish a charge at a rather low level, for

example, t1. This has very modest incen-

tive effects; it leads the firm to reduce

emissions from e1 to e2. But it provides a

tax revenue to the regional agency equal

to the cross-hatched area, which is enough

to fund the public agencies that are run-

ning the program.

Because emission charges generate mone-

tary tax receipts by government, they

often have been thought of as a useful

way of raising money to cover costs rather

than as a way to motivate reductions in

emissions. In recent years there has been

some small movement toward emission

charges in the United States. The Clean Air

Act of 1990 requires states to use permit

fees (in Chapter 14 we will study this pro-

gram and the permit system it incorpo-

rates) to recover the administrative costs

of running the permit program. Permit

fees are simply the charges polluters have

to pay in order to procure their operating

permits from the environmental regula-

tory authorities. Some states have set per-

mit fees that vary by quantity of emissions;

thus, the fees effectively become emission

charges. Maine, for example, has installed

a three-part emission fee for sulfur oxides,

$

Emissions

0

Marginal
abatement

costs

e2 e1e*

t *

t1

decrease in emissions, while in the case of MAC1 it does not. Thus if the tax
authorities don’t know much about the shape and location of the relevant mar-
ginal abatement, they may be in for some major surprises in terms of changes in
tax revenues.

Research on the double-dividend idea has also brought out another impor-
tant factor. This is the potential impact of increased prices of the goods and ser-
vices produced by the sectors subject to emission taxes. This can have a direct
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negative effect on the welfare of consumers of these goods and services. It can
also have an indirect effect working through changes in the labor market.3

Emission Charges and the Incentives to Innovate
In a dynamic world, it is critical that environmental policies encourage techno-
logical change in pollution control. One of the main advantages of emission
charges is that they provide strong incentives for this. This is shown in 
Figure 12.7, which shows two marginal abatement cost curves for a single firm.
MAC1 represents the current condition. It shows the costs the firm would expe-
rience in cutting back its emissions with the particular technology it currently
uses. MAC2, on the other hand, refers to abatement costs that the firm would ex-
perience after engaging in a relatively expensive R&D program to develop a
new method of reducing emissions. Assume the firm has a reasonably good
idea of what the results of the R&D will be, although of course nothing is ever a
sure thing. We can use it to measure the strength of the incentives for this firm
to put money into the R&D program.

Suppose the firm is subject to an effluent charge of t/ton of emissions. Initially
it will reduce emissions to e1; at this point its total pollution-related costs will
consist of (d  e) worth of abatement costs and a tax bill of (a  b  c). If it can
lower its marginal abatement cost curve to MAC2 through the R&D activities, it

FIGURE 12.7 Emission Charges and the Incentive for R&D
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3 See Don Fullerton and Gilbert E. Metcalf, “Environmental Taxes and the Double-Dividend

Hypothesis: Did You Really Expect Something for Nothing?” Chicago-Kent Law Review, 73(1),

1998, pp. 221–256.
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would then reduce its emissions to e2. At this point it would pay (b e) in abate-
ment costs and a in taxes. The reduction in total costs has been (c d). If the firm
had instead been faced with an emissions standard of e1, its cost savings with the
new technology would have been only d, as we saw in the last chapter. Also, as
we saw in the last chapter, if public authorities shift the standard to e2 when the
new technology becomes available (giving the same emissions reduction as the
tax would have), the firm could actually experience an increase in costs because
of its R&D efforts.

Thus, the firm’s R&D efforts will lead to a bigger reduction in its pollution-
control-related costs (abatement costs plus tax payments) under a policy of
emission charges than under a standards approach. Additionally, under the
charge system the firm would automatically reduce its emissions as it found ways to
shift its marginal abatement cost function downward, whereas under the standard
no such automatic process would result. The difference is that under a charge
approach, polluters must pay for emissions as well as for abatement costs,
whereas with standards they only need to pay abatement costs. So their poten-
tial cost savings from new pollution-control techniques are much larger under
the charge program.

Emission Charges and Enforcement Costs
Charges pose a different type of enforcement problem than standards. Any
charge system requires accurate information on the item to be taxed. If emis-
sions are to be taxed, they must be measurable at reasonable cost. This means
that residuals flowing from a source must be concentrated in a small enough
number of identifiable streams that monitoring is possible. This rules out most
nonpoint-source emissions because they are spread thinly over a wide area in a
way that makes them impossible to measure. It would normally be impossible
to tax the pollutants in city street runoff because the diffuse nature of the “emis-
sions” makes them impossible to measure. This also may rule out certain toxic
chemical emissions, which, in addition to being nonpoint source, often involve
such small quantities that their flow rates are difficult to measure.

With emission charges the taxing authorities would be sending a tax bill to
the polluting firms at the end of each month or year, based on their total quan-
tity of emissions during that period. So the agency would require information
on cumulative emissions from each source. This is more involved than just in-
formation on rate of discharge because cumulative discharge is rate times dura-
tion. There are several ways of getting this information. Perhaps the most ideal
would be to have permanent monitoring equipment that measures emissions
continuously over the time period in question. Lacking such technology, one
could fall back on periodic checking of the rate of emissions, with an estimate of
the duration based on normal business considerations or perhaps self-reporting
by firms. Alternatively, engineering studies might be carried out to determine
prospective emission quantities under specified conditions of operation, inputs
used, and so on.

It is probably fair to say that the monitoring requirements of an emissions
charge policy are more stringent than those for the typical standards program.
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Polluters, of course, have incentives to find ways, legal and otherwise, to get
their tax bills reduced. One way to do this is to influence the monitoring
process enough so that reported emissions are smaller. Once they do get their
tax bills, recipients will have every incentive to contest them if they appear to
be based on uncertain data or have other technical weaknesses. The lack of
high-quality monitoring and reporting procedures has undoubtedly con-
tributed to the unpopularity of effluent charge policies for environmental
quality control.

Other Types of Charges
So far we have discussed only one type of charge, an effluent or emissions
charge. Because it is the emission of residuals that leads directly to environ-
mental pollution, charges on emissions presumably have the greatest leverage
in terms of altering the incentives of polluters. But it is often impossible or im-
practical to levy charges directly on emissions. In cases where we can’t measure
and monitor emissions at reasonable cost, charges, if they are to be used, would
obviously have to be applied to something else. A good case of this is the prob-
lem of water pollution from fertilizer runoff in agriculture. It is impossible to tax
the pounds of nitrogen in the runoff because it is a nonpoint-source pollutant
and thus not directly measurable. The same problem applies to agricultural pes-
ticides. What may be feasible instead is to put charges on these materials as they
are bought by farmers: that is, say, a charge per ton of fertilizer or per 100
pounds of pesticide purchased. The charge is to reflect the fact that a certain
proportion of these materials ends up in nearby streams and lakes. Because they
are paying higher prices for these items, farmers would have the incentive to
use them in smaller quantities. Higher prices also create an incentive to use the
fertilizer in ways that involve less wastage, for example, by reducing the
amounts that run off.4

Placing a charge on something other than emissions is usually a “second-
best” course of action made necessary because direct emissions can’t be closely
monitored. In cases such as this we have to watch out for distortions that can
come about as people respond to the charge, distortions that can substantially
alleviate the effects of the tax or can sometimes make related problems worse.
We mentioned in Chapter 1 the move by many U.S. communities to tax house-
hold trash. One technique is to sell stickers to the residents and require that each
bag of trash have a sticker on it. The rate of tax is determined by the price of the
stickers, and it is relatively easy to monitor and enforce the system through the
curbside pickup operations. But the per bag tax will produce an incentive to
pack more into each bag, so the reduction in total quantity of trash may be less
than the reduction in the number of bags collected.

4 This is a case of taxing “goods” to control environmental “bads.” See Gunnar S. Eskeland and

Shantayanan Devarajan, “Taxing Bads by Taxing Goods: Pollution Control with Presumptive

Charges,” World Bank, 1996 (www-wds.worldbank.org/servlet/WDS_IBank_Servlet?pcont=

details&eid=000009265_3961219092355).
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Distributional Impacts of Emission Charges
There are two primary impacts of effluent charges on the distribution of income
and wealth:

1. Impacts on prices and output of goods and services affected by the charges.

2. Effects from the expenditure of tax funds generated by the charges.

Businesses subject to a charge will experience an increase in costs because of
both the abatement costs and the tax payments. From the firm’s standpoint
these constitute increases in production cost, which they will presumably pass
on to consumers like any cost of production. Whether and how much they can
do this depends on competitive conditions and the conditions of demand. If
the charge is applied to a single firm or small group of firms within a compet-
itive industry, it will not be able to push its price up above the industry price,
and so will have to absorb the cost increase. In this case the impacts will be felt
entirely by owners of the firm and the people who work there. Many firms fear,
or pretend to fear, being in precisely this situation and base their public objec-
tions to taxes on this outcome. If the charge is applied to an entire industry,
prices will go up and consumers will bear part of the burden. How much
prices go up depends on demand conditions.5 Price increases often are thought
of as regressive because, for any given item, an increase in its price would affect
poor people proportionately more than higher-income people. For something
that both poor and well-off people consume, such as electricity, this conclusion
is straightforward. For price increases in goods consumed disproportionately
by more well-to-do people (e.g., airline travel), however, the burden would be
mostly on them.

The burden on workers is tied closely to what happens to the rate of output
of the affected firms. Here again, the extent of the output effect depends on
competitive conditions and the nature of the demand for the good. If the emis-
sion tax program is applied to a single firm in a competitive industry or if the
demand for the output of an industry is very responsive to price, output ad-
justments will be relatively large and workers could be displaced. The long-run
burden is then a matter of whether good alternative sources of employment are
available.

While burdens because of price and output changes may be real, we have to
remember that, on the other side, the charge program is creating substantial
benefits in the form of reduced environmental damages. To know how a pro-
gram affects any particular group, we would have to account also for how these
benefits are distributed.

Effluent charges also could involve substantial sums going from consumers
of the goods produced by the taxed industry to the beneficiaries, whoever they
may be, of the funds collected by the taxing authorities. These funds could be
used for any number of purposes; how they are used would determine their

5 This was discussed in greater detail in Chapter 8.
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impacts. They might, for example, be distributed to lower-income people to off-
set the effects of price increases. They even might be returned in part to the
firms paying the effluent taxes. This is done in some European countries to help
finance the purchase of pollution-control technology. As long as the return pay-
ments do not make the marginal emissions tax rate effectively lower, the incen-
tive effects of the charge are not affected. Alternatively, they might be used to
pay for other environmental initiatives in places where direct public action is
called for. They even might be used to reduce overall budget deficits, with
benefits flowing to general taxpayers.

Abatement Subsidies

An emission charge works by placing a price on the environmental asset into
which emissions are occurring. Essentially the same incentive effects would re-
sult if, instead of a charge, we instituted a subsidy on emission reductions. Here
a public authority would pay a polluter a certain amount per ton of emissions
for every ton it reduced, starting from some benchmark level. The subsidy acts
as a reward for reducing emissions. More formally, it acts as an opportunity
cost; when a polluter chooses to emit a unit of effluent, it is in effect forgoing the
subsidy payment it could have had if it had chosen to withhold that unit of
effluent instead. Table 12.1, using the same numbers as in the preceding discus-
sion on emission charges, shows how this works in principle. The firm’s base
level is set at its current emissions rate: 10 tons/month. It receives $120 per ton
for every ton it cuts back from this base. The fourth column shows its total sub-
sidy revenues, and the last column shows total subsidies minus total abatement
costs. This net revenue peaks at 4 tons/month, the same emissions level the
firm would choose with the $120 tax. In other words, the incentive for the firm
is the same as for the tax.

TABLE 12.1 An Abatement Subsidy

Marginal Total Total Subsidy Total Subsidy Minus
Emissions Abatement Abatement at Total

(tons/month) Cost Cost $120/Ton Abatement Costs

10 0 0 0 0
9 15 15 120 105
8 30 45 240 195
7 50 95 360 265
6 70 165 480 315
5 95 260 600 340
4 120 375 720 345
3 150 525 840 315
2 185 710 960 250
1 230 940 1,080 140
0 290 1,230 1,200  30
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Although an abatement subsidy like this would have the same incentive
for each individual source, total emissions may actually increase. To under-
stand why, note the difference in the financial position of this firm when it
emits 4 tons of pollutant under the two programs: With the tax it has total
costs of $855 (see Figure 12.1), whereas with the subsidy it has a total revenue
of $345. Thus, the financial position of the firm is much different. In effect, it
will be earning higher profits after the imposition of the subsidy, and this can
have the effect of making this industry more attractive for potential new
firms. There is the possibility, in other words, of having the emissions per
firm go down but the number of firms in the industry increase, and therefore
total emissions increase. This feature is a major drawback of simple subsidies
like this.

Although subsidies linked directly to emission reductions have never become
particularly popular, governments around the world have frequently resorted to
many other types of subsidies to further the goals of pollution reduction. A few
of these are listed in Exhibit 12.2.

Deposit-Refund Systems
One place where subsidies may be more practical is in deposit-refund systems.
A deposit-refund system is essentially the combination of a tax and a subsidy.
For example, a subsidy (the refund) is paid to consumers when they return an
item to a designated collection point. The purpose of the subsidy is to provide
the incentive for people to refrain from disposing of these items in environmen-
tally damaging ways. The funds for paying the subsidy are raised by levying
taxes (the deposit) on these items when they are purchased. In this case, the pur-
pose of the tax is not necessarily so much to get people to reduce the consump-
tion of the item, but to raise money to pay the subsidy. The tax is called a deposit
and the subsidy a refund, but the principle is clear.

Deposit-refund systems are particularly well suited to situations where a
product is widely dispersed when purchased and used, and where disposal is
difficult or impossible for authorities to monitor. In the United States, a number
of individual states6 have enacted deposit-refund systems for beverage contain-
ers, both to reduce litter and to encourage recycling. This approach also has been
widely used in Europe. But many other products could be handled effectively
with this type of system.

In the late 1960s, Germany instituted a deposit-refund on waste lubricating oil.
Each year very large quantities of waste oil are disposed of improperly, putting
many air, water, and land resources under threat. In the German system, new
lubricating oil is subject to a tax (a deposit), the proceeds of which go into a spe-
cial fund. This fund is then used to subsidize (the refund side) a waste oil recov-
ery and reprocessing system. The terms of the subsidy are set so as to encourage

6 As of 2008 these were California, Connecticut, Delaware, Hawaii, Iowa, Maine, Massachusetts,

Michigan, New York, Oregon, and Vermont.
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competition in the recovery/reprocessing system and to provide an incentive for
users to reduce the extent to which oil is contaminated during use.7

In Sweden and Norway, deposit-refund systems have been instituted for
cars. New-car buyers pay a deposit at time of purchase, which will be refunded
when and if the car is turned over to an authorized junk dealer. Experience with
these systems shows that success depends on more than just the size of the de-
posit-refund. For example, it is essential that the collection system be designed
to be reasonably convenient for consumers.

7 Peter Bohm, Deposit-Refund Systems, Johns Hopkins Press for Resources for the Future, Baltimore,

MD, 1981, pp. 116–120.

Types of Environmentally 
Related Subsidies EXHIBIT 12.2

Subsidies in the Form of Example

Tax benefits. Tax exemptions for pollution-control

equipment or recycling equipment.

Exemptions of ethanol-blended gas

from federal taxes.

Reduced environmental fines. Reductions in normal fines if firms

undertake extensive pollution-control

plans.

Public grants to encourage environmental EPA grants to communities to fund

programs. “brownfields” programs.1

Grants to farmers to adopt

conservation practices.

Grants to businesses or communities

to establish recycling programs.

Development rights purchase programs. Public purchases of agricultural

development rights to maintain land

in agriculture or open space.

Public support of environmental market Public rules on procurement of 

development. products made from recycled

materials.

Cash payments for people who turn in

old high-emitting automobiles.

Cost-sharing grants. Grants made to localities to cover a

portion of the cost of building

wastewater treatment facilities.

1 Brownfields are contaminated industrial sites that pose relatively low risks, but may be

avoided by private developers because of potential liability problems.
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Other items for which deposit-refund systems might be appropriate are con-
sumer products containing hazardous substances, such as batteries containing
cadmium, and car batteries.8 Automobile tires also might be handled this way.
The deposit-refund system also might be adaptable to conventional industrial
pollutants. For example, users of fossil fuels might pay deposits on the quanti-
ties of sulfur contained in the fuels they purchase; they would then get refunds
on the sulfur recovered from the exhaust gas. Thus, they would lose their
deposit only on the sulfur that went up the stacks.

Summary
Emission charges attack the pollution problem at its source, by putting a price on
something that has been free and, therefore, overused. The main advantage of
emission charges is their efficiency aspects: if all sources are subject to the same
charge, they will adjust their emission rates so that the equimarginal rule is sat-
isfied. Administrators do not have to know the individual source marginal
abatement cost functions for this to happen; it is enough that firms are faced
with the charge and then left free to make their own adjustments. A second
major advantage of emission charges is that they produce a strong incentive to
innovate, to discover cheaper ways of reducing emissions.

The apparent indirect character of emission charges may tend to work against
their acceptance by policymakers. Standards have the appearance of placing
direct control on the thing that is at issue, namely, emissions. Emission charges,
on the other hand, place no direct restrictions on emissions but rely on the self-
interested behavior of firms to adjust their own emission rates in response to the
tax. This may make some policymakers uneasy because firms apparently are still
allowed to control their own emission rates. It may seem paradoxical that this
“indirect” character of effluent taxes can sometimes provide a stronger induce-
ment to emission reductions than seemingly more direct approaches.

But emission charges require effective monitoring. They cannot be enforced
simply by checking to see if sources have installed certain types of pollution-
control equipment. If emission charges are to have the appropriate incentive ef-
fects, they must be based closely on cumulative emissions. Thus, point sources
where emissions can be effectively measured are the likely candidates for pol-
lution control via emissions charges.

An advantage of emission charges is that they provide a source of revenue
for public authorities. Many have recommended that tax systems be changed to
rely less on taxes that have distorting economic effects and more on emissions
charges. This requires that authorities be able to predict with accuracy the
effects of particular emissions charges on rates of emissions.

Emissions subsidies would have the same incentive effect on individual pol-
luters, but they could lead to increases in total emission levels. One place where
subsidies have been used effectively is in deposit-refund systems, which are
essentially tax and subsidy systems in combination.

8 As of 2008, nine U.S. states have deposit refund systems for car batteries.
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Questions for Further Discussion

1. How might an emission charge program be designed to address the problem
of automobile emissions?

2. Explain how emission charges solve the equimarginal problem.

3. Opponents of emission charge policies sometimes assert that they are simply
a way of letting firms buy the right to pollute. Is this a reasonable criticism?

4. When emission charges are put into effect, who ultimately ends up paying
for them? Is this fair?

5. Emission charges are sometimes seen as creating a “double burden”: Firms
must pay the costs of reducing emissions and also pay the government for
polluting discharges. How might a charge system be designed to reduce this
double burden?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter13
Incentive-Based
Strategies: Transferable
Discharge Permits

An effluent charge requires that some central public authority establish a charge
rate, monitor the performance of each polluter, and then collect the tax bills. It
is essentially an interaction between polluters and public authorities in which
we might expect the same type of adversarial relationship we get in any tax
system. In this chapter we take a look at a policy approach which, while incor-
porating economic incentives, is designed to work in a more decentralized fash-
ion. Rather than leaving everything to a centralized public agency, it works
through the decentralized market interactions of polluters themselves. It’s
called the system of transferable discharge permits.

These programs have proliferated in recent years. The most well known is
the SO2 trading scheme introduced as part of the Clean Air Act of 1990, and a
new NOx trading plan has recently been started among a group of eastern
states. California has started several programs within its own borders. The
countries of the European Union have recently inaugurated a multicountry
trading plan to reduce CO2 emissions.

General Principles

In a transferable discharge permit system, polluters are allocated a certain num-
ber of emission permits, each one of which entitles its owner to emit one unit
(pound, ton, or however the permit is calibrated) of the waste material specified
in the plan. Thus, if a source has 100 permits, it would be entitled to emit, dur-
ing some specified time period, a maximum of 100 units of the pollutant in
question. But the discharge permits are transferable; they may be bought and
sold by anybody that is allowed to participate in the permit market, at whatever
price is agreed upon by the participants.
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There are essentially two types of permit trading plans: credit trading
programs (CRE) and cap-and-trade programs (CAP). CRE programs work by
allowing firms to sell the credits they create by reducing their emissions more
than is required under existing regulations. Suppose, for example, a firm cur-
rently emitting 100 tons of a pollutant is required to reduce its emissions to 80
tons. If a CRE program were in effect, it would give this firm the opportunity to
reduce its emissions to less than the 80 (say, 70) and sell the “credit” (in this case
80  70  10) to a buyer. Who might the buyer be? Perhaps another source that
wishes to expand its operation, or a new firm that wants to start up in the area.
By having a CRE program in effect, society can accommodate these expansions
without suffering an increase in overall emissions. CRE programs were devel-
oped in the early days of federal air pollution control programs. A CRE pro-
gram was also used effectively in facilitating the phase-out of leaded gas in the
1970s. We will look at these in greater detail in Chapter 15.

Cap-and-trade programs work a little differently. The first step in a CAP pro-
gram is to make a centralized decision (by a regulatory agency or some other
collective entity) on the aggregate quantity of emissions to be allowed. Permits
are then written in accordance with this quantity. These permits are then dis-
tributed among the sources responsible for the emissions. Some formula must
be used to determine how many permits each source will receive; we will come
back to this problem later. Assuming that the total number of permits is less
than current total emissions, some or all emitters will receive fewer permits
than their current emissions.

Suppose, for example, that a CAP program has been instituted to reduce the
amount of sulfur emitted by a group of power plants. Current total emissions
are, say, 150,000 tons of sulfur per year, and policymakers have decided that this
must be reduced to 100,000 tons per year. Let’s focus on the situation of one of
the power plants, which we suppose to be emitting 7,000 tons of sulfur cur-
rently. This plant is initially given 5,000 discharge permits. The plant manager
now has three choices.

1. Reduce the emissions to the level covered by the number of permits the plant
was initially awarded.

2. Buy additional permits and emit at levels higher than the original award
level (e.g., buy 1,000 permits to add to its 5,000 initial distribution, so its
emissions would now be 6,000 tons/year).

3. Reduce emissions below the level of the original award, then sell the
permits it doesn’t need (e.g., reduce emissions to 4,000 tons/year and sell
1,000 permits).

It may not be obvious that the buying and selling of permits among polluters
(and perhaps others) would lead to the distribution of total emissions among
polluters in a way that satisfies the equimarginal principle. We can examine
this with the help of Figure 13.1. Here there are two polluters whose emissions
are uniformly mixed together (we will treat the case of nonuniform emissions
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later). They have different marginal abatement costs; costs go up much more
rapidly for B than for A as emissions are reduced. Assume that initially neither
firm is controlling any of its emissions; therefore, total emissions are 210 tons
per year, 120 tons from A and 90 tons from B. Suppose regulators now wish to
reduce total emissions by 50 percent, that is, to 105 tons per year. They create
105 transferable discharge permits, each one of which entitles its possessor to
emit 1 ton/year. They then distribute these permits to the two sources, using
some agreed-upon allocation rule. Let’s assume that each is allocated permits in
proportion to its current emission rates. Thus, A gets 60 permits and B gets
45 permits in the original distribution.

Firm A will have to cut back to 60 tons/year and Firm B will have to reduce
to 45 tons per year, unless they can agree to redistribute the permits among
themselves through buying and selling. Suppose Firm B were to cut back to
45 tons; at this point its marginal abatement costs would be $4,000/ton. If it
could buy an extra discharge permit for some price less than $4,000, it would be
better off because this would allow it to save the difference in abatement costs.
Firm A’s marginal abatement cost would be $1,200 per ton if it reduces emis-
sions in accordance with its original holding of 60 permits. If A could sell a per-
mit for some price above $1,200, it would be better off because the revenue from
the sale would more than cover the added abatement costs required to reduce
its emissions by that unit. Thus, A would be willing to sell a permit for anything
above $1,200 and B would be willing to buy a permit for anything below $4,000.
Each would obviously be better off by trading the permit, at whatever price
they could agree upon between these two extremes. A way of saying this is that
there are “gains from trade” for these two polluters in trading a permit from
A to B.

After this trade, A will be emitting 1 ton less, or 59 tons per year; and B will
be emitting 1 ton more, or 46 tons per year. But in this situation their marginal
abatement costs will still be different. As long as this is true, there will continue
to be gains from trade for each of them through trading additional permits.

Emissions (tons/year)

40 120 45 65 90

1200
1500

A B

60

MACA

MACB

Emissions (tons/year)

4000

$ $

1500

FIGURE 13.1 How Transferable Discharge Permits Work
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Gains from trade would continue to exist and permits would continue to be
traded until marginal abatement costs are equalized. This occurs at emission
levels of 40 tons for A and 65 tons for B. At this point Source A has reduced its
holdings of discharge permits to 40 (the 60 permits it was initially awarded
minus the 20 sold to B), whereas B has increased its holdings to 65 permits
(45 from the original allocation plus the 20 bought from A). Note, however, that
as long as the total number of permits in circulation is constant, total emissions
will be constant.

Of course, in the bargaining process between A and B it is unlikely that they
would have proceeded just one permit at a time. More than likely they would
have some idea of the prices for which permits could be bought and sold and
the level of their marginal abatement costs, so they could trade blocks of per-
mits for agreed-upon prices. But the essential point is that as long as marginal
abatement costs are unequal between these sources, they can both become bet-
ter off by trading permits at some price between these marginal abatement
costs. Thus, in the trading of permits and the adjusting of emissions in accor-
dance with their permit holdings, these sources would be led to an outcome
that satisfies the equimarginal principle.

In order for the equimarginal principle eventually to be satisfied in this case,
it is obviously necessary that all permit buyers and sellers be trading permits at
the same price. What this requires is a single overall market for permits where
suppliers and demanders may interact openly and where knowledge of trans-
actions prices is publicly available to all participants. The normal forces of com-
petition would then bring about a single price for permits. The permits would
in general flow from sources with relatively low marginal abatement costs to
those with high marginal abatement costs. Although the previous example
shows how two sources would redistribute permits among themselves, we
would expect that in markets with many sources participating, trading would
be a continuous phenomenon because of the built-in incentive for polluters to
look for better ways of reducing emissions and because of natural changes in a
growing economy.

We would also anticipate the development of standard market institutions—
permit brokers and bankers, permit trading on stock exchanges, and so on—
that develop on any market dealing with rights like this, giving us a fully
developed market in traded discharge permits, as pictured in Figure 13.2. The
demanders in this market would be new firms that wish to begin operations in
the trading area or existing sources that wish to expand their operations and
require more permits to cover expected increases in emissions. Suppliers of
permits would include firms leaving the area or going out of business, and most
especially firms that have invested in better abatement techniques and now
have excess permits to sell. In any particular year there would be a tendency for
a market price to establish itself, such as p* in Figure 13.2, and for a certain num-
ber of permits to change hands, such as q* in the figure.

In recent years the idea of transferable discharge permits has become quite
popular among some environmental policy advocates, as well as among poli-
cymakers themselves. Table 13.1 lists some of the trading programs now in
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effect, or in planning. Some of the largest programs have to do with air pollution.
On the water pollution control side there has been a proliferation of programs
for particular water bodies.

Unlike effluent charge approaches, which basically make people pay for some-
thing they were once getting free, CAP programs begin by creating and distribut-
ing a new type of right. These rights will have a market value as long as the total
number of permits created is limited. From a political standpoint, it is perhaps
easier for people to agree on a pollution-control policy that begins by distributing
valuable new rights than by notifying people they will be subject to a new tax. Of
course, like any pollution-control policy, CAP programs have their own set of
problems that have to be overcome if they are going to work effectively. What
looks in theory like a neat way of using market forces to achieve efficient pollu-
tion reduction must be adapted to the complexities of the real world.

The Initial Rights Allocation
The success of the CAP approach in controlling pollution depends critically on
limiting the number of rights in circulation; this is the “cap.” Because individ-
ual polluters will no doubt want as many as they can get in the first distribution,
the very first step of the program is one of potentially great controversy: what
formula to use to make the original distribution of emission rights. Almost any
rule will appear to have some inequities. For example, they might be distrib-
uted equally among all existing sources of a particular effluent. But this would

FIGURE 13.2 A Market for Discharge Permits
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TABLE 13.1 Selected Trading Programs Operating or Planned, 2008

Program Status Item Traded

1990 Clean Air Act Title Operating Tons of SO2 emissions from power plants

Southern California
Reclaim

Operating Tons of SO2 and NOX from large
industrial sources

New South Wales
Greenhouse Gas

Planned Tons of greenhouse gas from electricity
sector

Kyoto Protocol Clean
Development Mechanism

Planned Tons of greenhouse gases from projects
in developing countries

European Trading Scheme Operating Tons of greenhouse gases from large
power, industrial, and cement plants

Regional Greenhouse Gas
Initiative

Planned Tons of greenhouse gases from large
plants in northeastern U.S. states

Renewable Energy
Certificates

Operating Certificates for each 1,000 kwh of
renewable energy produced

Illinois Emission Reduction
Market System

Operating Tons of volatile organic compounds
emitted from large sources in 8 Illinois
counties

Long Island Sound
Nitrogen Trading Program

Operating Pounds of waterborne nitrogen emissions
from wastewater treatment plants

Chesapeake Bay
Agreement

Planned Pounds of waterborne nutrients
(nitrogen and phosphorus)

San Francisco Bay Offset
Program

Planned Kilograms of waterborne mercury
emissions

Ohio Wetlands Mitigation
Program

Operating Acres of restored, enhanced, or
preserved wetlands

encounter the problem that firms vary a lot in size. Some pulp mills are larger
than others, for example, and the average size of pulp mills, in terms of value of
output, may be different from the average size of, say, soda bottling plants. So
giving each polluter the same number of permits may not be fair.

Permits might be allocated in accordance with the existing emissions of a
source. For example, each source might get permits amounting to 50 percent of
its current emissions. This may sound equitable, but, in fact, it has built-in in-
centive difficulties. A rule like this does not recognize the fact that some firms
already may have worked hard to reduce their emissions. One easily could
argue that those firms that, out of a good conscience or for any reason, have
already invested in emission reduction should not now be penalized, in effect,
by receiving emission permits in proportion to these lower emission levels.1

1 When we study (in Chapter 15) the Clean Air Act of 1990, we will see that this was the source of

great conflict when the details of the SO2 trading program were being hammered out.
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This tends to reward firms who have dragged their feet in the past.2 It could go
even further. If polluters believe that permits will soon be allocated in this way,
they may have the incentive to increase today’s emission rate because this would
give them a larger base for the initial allocation of permits.

Each allocation formula has its problems, and those setting the CAP must find
some workable compromise if the approach is to be widely accepted. Closely
related to this issue is the question of whether the rights should be given away
or perhaps sold or auctioned. In principle it doesn’t matter as long as the permits
get distributed fairly widely. Subsequent market transactions will redistribute
them in accordance with the relative marginal abatement costs of polluters
whatever the original distribution may have been. But free distribution of per-
mits will confer windfall gains on the recipients, the amount of which would
depend on the market price of the permits. What a sale or auction would do is
transfer some of the original value of the rights into the hands of the auctioning
agency. This might be a good way for public agencies to raise funds for worthy
projects, but it has to be recognized that a plan like this would create political ob-
jections. A hybrid system would be to distribute a certain number of permits free
and then auction some number of additional permits. Or a small surcharge
might be put on permits in the original distribution.

Establishing Trading Rules
For any market to work effectively, clear rules must exist governing who may
trade and the trading procedures that must be followed. Furthermore, the rules
should not be so burdensome that they make it impossible for market participants
to gauge accurately the implications of buying or selling at specific prices. This im-
plies a hands-off stance by public agencies after the initial distribution of the
rights. Working against this is the normal tendency for environmental agencies to
want to monitor the market closely and perhaps try to influence its performance.
The supervising agency, for example, may want to have final right of approval
over all trades, so as to be able to stop any trades it considers undesirable in some
way. The problem with this is that it is likely to increase the uncertainty among po-
tential traders, increase the general level of transactions costs in the market, and
interfere with the efficient flow of permits. The general rule for the public agency
should be to set simple and clear rules and then allow trading to proceed.

One basic rule that would have to be established is who may participate in
the market. Is this to be limited to polluters or may anyone trade? For example,
may environmental advocacy groups buy permits and retire them as a way of
reducing total emissions? One’s first reaction is to say that such groups ought to
be allowed to buy permits, because that is evidence that society’s willingness to
pay for lower total emission levels exceeds the price of the permits, which
should be the same as marginal abatement costs. This conclusion is probably
valid if we are dealing with a local or regional environmental group whose

2 This is just another example of the perverse incentives built into any program that asks every-

body to cut their consumption by x percent from their current rate. It favors those who have

consumed at high rates in the past and hurts those who have tried hard to live frugally.
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membership is roughly coincidental with the trading area and that has raised
money specifically to buy discharge permits in that region. It may not be valid
if large, national advocacy groups were to use their resources to buy permits in
a regional market, because the amount they were willing to pay for permits
might have no close relationship to underlying true social willingness to pay. Of
course, if the trading areas are essentially national in size, or very large, this will
not be a problem.

These and other trading rules will have to be worked out for particular pro-
grams in particular circumstances. A body of common law governing discharge
permit transactions also will develop over time. The rest of this chapter deals
with some of the important economic dimensions of these trading institutions.

Reducing the Number of Permits
In most CAP programs the total number of permits and their initial distribution
are established by a public agency like the EPA. Then the sources are allowed to
trade with one another, and perhaps with other groups who are not polluters.
One question that presents itself is, how does the total number of permits get
reduced over time? If the efficient level of emissions is going down because of
technological change, how do authorities reduce the overall number of permits
in circulation?

There are essentially two ways this can be brought about. One is through the
market. Public agencies could buy back permits and essentially retire them, in
the sense of making them unavailable for future sale. The same result can be
encouraged by allowing other organizations or individuals, particularly those
from the environmental community, to purchase permits. Exhibit 13.1 recounts
how one group is trying to buy and retire carbon credits in a voluntary trading
program.

Another way of producing a reduction in permits over time is to date the per-
mits, that is, have each permit apply to emissions during a particular time
period, say a given year. Then individual sources could be awarded, not a single
number of permits applicable to each future year, but a declining sequence of
permits, each applicable to a particular future year. In other words, instead of a
source holding 100 permits for all future years, they might be given 100 permits
for year 1, 95 permits for year 2, 90 for year 3, and so on.

Nonuniform Emissions
Suppose we are trying to design a CAP program to control total airborne SO2

emissions in a region where there are numerous different sources, power plants,
industrial plants, and so on, scattered rather widely around the area. A schematic
of this situation is depicted in Figure 13.3. All the emission points are not equally
situated relative to the prevailing wind or to the area of highest population den-
sity. Some sources are upwind, others are downwind, of the populated area. We
assume they are not all equal in terms of marginal abatement costs, but neither
are they equal in terms of the impact of their emissions on ambient SO2 levels
over the populated area. In technical terms, they have different transfer coeffi-
cients linking their own emissions with damages in the urban area.
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EXHIBIT 13.1
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Having distributed discharge permits, we now allow them to be traded. As
long as the number of permits in circulation is held constant, we have effec-
tively controlled total SO2 emissions. But if we allow straight trading, unit for
unit, of permits among all sources, the damage caused by that total could
change. For example, if a downwind firm sold permits to an upwind firm, the
total number of permits would remain the same but there would now be more
emissions upwind of the population and, therefore, more damage.3

The problem is similar to the one encountered under the effluent charge
policy; in effect each firm is differently situated relative to the damage area, so
the emissions of each will have a different impact on ambient quality in that
area. If the program were simply to allow trading of permits among all sources
on a one-for-one basis, it could easily come to pass that a firm or group of firms
with higher transfer coefficients, whose emissions therefore have a greater im-
pact on ambient quality, could accumulate larger numbers of permits. A contro-
versy exists, for example, over whether trading in SO2 permits under the 1990
Clean Air Act has led to concentration of permits in the hands of midwestern
power plants, with negative impacts on air quality in the northeast.4

One way to get around this might be to adjust the trading rules to take into
account the impacts of individual sources. Suppose the emissions from Source A
were twice as damaging as the emissions of Source B simply because of the
location of the two sources. Then the administrators of the program might set a
rule that if Source A is buying permits from Source B, it must buy two permits

FIGURE 13.3 Nonuniform Emissions and CAP Programs
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3 This is sometimes called the “hot spot” problem.
4 See the New York Times, May 2, 2000.
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to get one. If this principle is extended to a situation with many sources, things
can quickly get very complicated. Authorities would have to determine, for
each source, how many permits would have to be purchased from each other
source in order for the purchasing source to be credited with one new permit. If
there were five sources, the agency would have to figure out only 10 such trad-
ing ratios, but if there were 20 different sources, it would have to estimate 190 of
these ratios.5 One way around this would be to use a zoned system, analogous
to the zoned effluent charge we talked about earlier. Authorities would desig-
nate a series of zones, each of which would contain sources that were relatively
similar in terms of their location and the impact of their emissions on ambient
quality. Four such zones are shown in Figure 13.3. Authorities then could do
one of two things: (1) allow trading by firms only with other firms in the same
zone or (2) make adjustments for all trades across zone boundaries similar to
the technique discussed previously. Thus, for example, if sources in Zone A
were judged to have transfer coefficients twice the size, on average, as sources
in Zone B, any trade between sources in these two zones would be adjusted by
that same factor of two: Any firm in Zone A buying permits from any firm in
Zone B would have to buy two permits in order to get credit for one new one;
any source in Zone B would have to buy only half a permit from a firm in Zone A
to get credit for one new permit.

CAPs and Problems of Competition
The question of allowing trading across zone boundaries or, on the contrary,
restricting it to within zones has a much wider importance than might first
appear. CAP programs work through a trading process in which buyers and
sellers interact to transfer title to valuable rights. Markets work best when there
is substantial competition among buyers and among sellers; they work signifi-
cantly less well if there are so few buyers or sellers that competitive pressures
are weak or absent. In cases where there are few traders, one of them, or per-
haps a small group, may be able to exercise control over the market, colluding
on prices, perhaps charging different prices to different people, using the
control of discharge permits to gain economic control in its industry, and so on.
From the standpoint of fostering competition, therefore, we would like to set
our trading zones as widely as possible, to include large numbers of potential
buyers and sellers.

But this may work against the ecological facts. In many cases there may be
meteorological or hydrological reasons for limiting the trading area to a rela-
tively narrow geographical area. If the objective was to control airborne emis-
sions affecting a particular city, for example, we would probably not want to
allow firms located there to trade permits with firms in another city. Or if our
concern is controlling emissions into a particular lake or river, we could not
allow sources located there to trade permits with sources located on some en-
tirely different body of water. Thus, for environmental reasons it may well be

5 In general, if there were n sources, there would have to be [n(n  1)] 2 trading ratios

established.
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desirable to have trading areas restricted,6 whereas for economic reasons we
would want to have trading areas defined broadly. There is no magic rule to tell
exactly how these two factors should be balanced in all cases. Authorities can
only look at specific cases as they arise and weigh the particularities of the
environmental features with the subtleties of the competitive conditions in the
industries where trading will occur.

CAP Programs and Enforcement
The directly controlling aspect of a CAP program is that sources are constrained
to keep their emissions at a level no greater than the total number of discharge
permits in their possession. Thus, an administering agency would essentially
have to keep track of two things: (1) the number of permits in the possession of
each source and (2) the quantity of emissions from each source. Since the initial
permit distribution will be well known, the agency must have some way of
keeping track of permit transactions among market participants. Trades, in fact,
could become complicated with multiple buyers and sellers and with different
types of transactions, such as temporary rentals and long-term leases in addi-
tion to permanent transfers. Because permit buyers (or renters) would have a
strong incentive to have their purchases revealed to the agency and because all
purchases imply sellers, a system of self-reporting, coupled with modern means
of information transfer, may be sufficient to provide reliable information on
which sources have the permits.

As regards monitoring, the administrative agency must be able to monitor
polluters to see whether emissions at each source exceed the number of permits
it holds. If permits are expressed in terms of total emissions over some period of
time, a means has to be available to measure cumulative emissions at each
source. This is the same requirement as with an effluent charge. If there were
reasonable certainty that emissions were fairly even throughout the year,
authorities could get a check on cumulative emissions by making spot checks of
instantaneous rates. For most industrial sources of pollution, however, there are
considerable daily, weekly, or seasonal variations in emissions; therefore, more
sophisticated monitoring would be required.

Voluntary Trading
CAP programs may be set up on a voluntary basis. We talked above about the
initial cap being established by a government authority. It could, however, be
based on voluntary commitments, i.e., voluntary promises to reduce emissions
that would then provide the incentive for trading. The Chicago Climate Ex-
change (CCX) is this type of institution. Each voluntary participant agrees to an
emission reduction target, for example a 1 percent reduction in greenhouse gases.
Individual participants may then exceed this reduction and sell the resulting
credits. Buyers are participants who are unable or unwilling to reduce their emis-
sions by the required amount.

6 Although not always; we will discuss later the national trading market in lead permits used in the

introduction of leaded gasoline into the U.S. economy.
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One aspect that could increase the effectiveness of voluntary arrangements of
this type is that they contain some incentive for sources to monitor each other, at
least informally. When, and if, some sources emit more than they have permits for,
they are essentially cheating by not buying sufficient permits to cover all of their
emissions. In effect, this reduces the demand for permits below what it would
otherwise be. And this has the effect of lowering the market price of permits. This
clearly works against the interest of any firm holding large numbers of permits,
which gives it an incentive to see that other firms don’t cheat on emissions.

Voluntary markets of this type have helped to fuel the growing market for
offsets in the United States and elsewhere. Many people want to become
carbon-neutral, by offsetting their emissions of CO2 or other greenhouse gases.
They can do this by buying carbon offsets in voluntary markets like CCX, or by
dealing with suppliers who take direct steps (e.g., tree planting) to reduce
greenhouse gas emissions or mitigate their impact.

Transactions in emission credits are a little different from transactions in
physical goods and services. The credits may pass through the hands of many
market intermediaries, as they move from the person or firm that creates them
(plants some trees or reduces their emissions) to the final purchaser. Exhibit 13.2
discusses this problem.

CAPs and the Incentive for R&D
One of our main criteria for judging an environmental policy is whether or not
it creates strong incentives for firms to seek better ways of reducing emissions.
Emission standards were weak in this regard, whereas emission charges were
much stronger. CAP programs in this respect are identical to emissions charges,
at least in theory. Consider the firm in Figure 13.4. Suppose that at present the
firm’s marginal abatement cost function is MAC1. Emission permits sell for p
each, and let us assume that this price is not expected to change. The firm has
adjusted its holdings so that it currently owns e1 permits.7 Its emissions are
therefore e1 and its total abatement costs are (a b). The incentive to do R&D is
to find a less costly way of controlling emissions, so the firm can cut emissions
and sell the surplus permits. How much would it be worth to get marginal
abatement costs shifted to MAC2? With MAC2, the firm would shift to an emis-
sions level of e2. Its total abatement costs here would be (b d), but it would be
able to sell (e1  e2) permits for a revenue of p(e1  e2)  (c  d). The change in
its position would thus be:

7 These marginal abatement cost functions apply to a year; that is, they are the costs per year of

changing emissions. The price p is therefore a one-year purchase (or sale) price—what it would

cost to buy or sell a permit for just one year. If a firm is buying a permit to hold permanently, the

price will be some multiple of the annual value, much as the purchase price of a rental house is

some multiple of its annual rental income.

Total abatement costs
with MAC1

 

Total abatement costs
with MAC2

 

Receipts from 
CAP sale

or (a  b)  (d  b)  (c  d), which equals (a  c). Check this with the savings
under an effluent charge (see Chapter 12). It is exactly the same. The market
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Carbon Offset Markets: 
Real or Greenwashing? EXHIBIT 13.2

offsets are actually reducing atmospheric

carbon as part of the deal? Is there any

way of making sure that, at the end of the

line, somebody is reducing carbon as a

result of your buying some offsets?

The Federal Trade Commission,

charged with consumer protection, has

initiated steps to look into advertising

claims made by suppliers of carbon off-

sets. It comes under the heading of green

marketing, and is aimed at making sure

that suppliers of carbon offsets (and also

renewable energy certificates) can sub-

stantiate their claims that carbon is actu-

ally reduced after people buy offsets. It

would like to make sure that people are

not engaged in greenwashing, that is, sell-

ing carbon offsets without being able to

substantiate that the offsets have led

to real carbon reductions, which could be

intentional, or simply mistaken because of

lack of information.

The FTC has not accused anybody of

actual wrongdoing, but recognizes that it

is a market that depends on accurate

information flowing through the long line

between producers and consumers. If

I buy a car and it doesn’t work right, I can

take it back. But if I buy some carbon off-

sets, it’s almost impossible to know if car-

bon has actually been reduced some-

where. When Gaiam, a company that

makes equipment for yoga, began selling

offsets that were supplied through the

Conservation Fund, a nonprofit organiza-

tion, the general manager actually went

to the tree-growing sites in Louisiana to

verify that additional trees were in fact

being grown.

Source: Based on Louise Story, FTC Asks If
Carbon-Offset Money Is Winding Up True
Green, New York Times, January 9, 2008.

The market for carbon offsets has been

growing rapidly. Last year (2007) about

$54 million was spent on carbon offsets,

which supposedly went to tree planting,

solar energy, wind farms, and other

means of reducing carbon dioxide emis-

sions. This money was spent by people

and corporations who wanted to offset

the increase in atmospheric carbon diox-

ide produced by their products or activi-

ties: buying and using a computer, taking

a trip on an airplane, driving a new car,

and so on.

Dell offers customers a chance to pur-

chase carbon offsets to offset the carbon

emissions created in producing their com-

puters. Volkswagon is telling buyers that it

will offset the carbon implications of pur-

chasing one of their cars. General Electric

and Bank of America will convert credit

card awards points into carbon offsets.

Pacific Gas and Electric in California gives

customers a chance to purchase offsets to

offset the carbon emissions stemming

from their electricity consumption.

In all these cases the offsets are being

produced not by these companies, but

bought on a market that supposedly con-

nects offset buyers with producers. The

market consists of a growing number of

firms, brokers, and others who specialize

in offset transactions. Firms, and some

nonprofits, such as Terra Pass, Carbon-

fund, and the Chicago Climate Exchange,

are intermediaries between those who are

supposedly producing carbon reductions,

either through reducing emissions or

increasing carbon sequestration, and

corporations and individuals who want to

buy these reductions to offset their own

emissions.

But the question is, how are buyers of

offsets to know whether the producers of
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price of the permit has the same incentive as a pollution charge; by not reduc-
ing their emissions, firms are forgoing the increased revenues they could have
obtained by selling some of their permits.

CAP and Uncertainty
In the last chapter we discussed the use of emission charges to reduce pollution;
you can think of that as a price-based system, because it starts with an emission
charge, which leads to a reduction in the quantity of emissions. A CAP program
can be thought of as a quantity-based system, because it starts with the setting
of a quantitative limit on total emissions, which then produces a certain price
for emission permits. We discussed how, when marginal abatement costs are
certain, we couldn’t be sure about how much of a reduction of emissions we
would get from a given emission charge. With a CAP program the situation is
the opposite: If emission control costs are uncertain, we can’t be certain what
price permits will trade for when the quantity of the cap is set at some particu-
lar level. If the cap is set too high, permit prices will be too low, weakening their
incentive effect.8 If the cap is set too low, permit prices could be very high, lead-
ing to economic disruption and volatile permit markets.9

This has led recently to the idea of a safety valve in CAP programs. This is an
upper limit price, which, if it is reached, would trigger an increase in the supply
of permits. If permit prices reach this limit, firms would be able to buy additional
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FIGURE 13.4 TDP and Technological Change

8 This happened in the early stages of the European greenhouse gas program.
9 This happened in the California Reclaim market in the 1990s.
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permits from the governmental authorities operating the program. This effec-
tively puts an upper limit on permit prices during periods when demand
exceeds available supply on the permit market.

Summary
Programs of transferable discharge permits, or cap-and-trade programs, have
become very popular among U.S. environmental policymakers in recent years.
The Clean Air Act Amendments of 1990 contain a CAP program for SO2 reduc-
tion among electric power producers; we will discuss this in Chapter 15. CAP
programs have been proposed for control of solid waste and even for global
CO2 reduction. The spirit behind this approach, the transfer of emission rights
from sources with low control costs to those with high costs, is also behind some
recent developments in the control of nonpoint-source waterborne emissions;
we will discuss these later in the chapter on water pollution (see Chapter 14).
There is the expectation that this approach could give us pollution control at a
substantially lower cost than the current system of technology-based effluent
standards, and also a sense that, politically, they would be more acceptable than
emission charges.

But CAP programs come with their own set of problems. Most especially,
CAP programs take some of the burden of pollution control out of the hands of
engineers and place it under the operation of a market. How that market oper-
ates is obviously critical to whether this type of policy will work. There are a
host of important factors: who gets the permits at the beginning, the strength of
their incentives to minimize costs, the degree of competition in the market, the
transaction rules set by the administering public agency, the ability to monitor
and enforce compliance, and so on. Nevertheless, the transferable discharge
permit system seems to be an idea whose time has come, at least in the United
States.

Both transferable discharge systems and emission charge systems seek to
take the burden and responsibility of making technical pollution-control deci-
sions out of the hands of central administrators and put them into the hands of
polluters themselves. They are not, we should stress, aimed at putting pollu-
tion-control objectives themselves into the hands of the polluters. It is not the
market that is going to determine the most efficient level of pollution control for
society. Rather, they are means of enlisting the incentives of the polluters them-
selves in finding more effective ways of meeting the overall objective of reducing
emissions.

Questions for Further Discussion
1. How might you design a transferable discharge permit system for solid waste?

For phasing out of use a certain type of plastic? For phasing in a program for
using recycled newsprint in newspapers?
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2. Explain how a program of transferable discharge permits works to satisfy the
equimarginal principle.

3. Below are marginal abatement costs of two sources. They currently emit
10 tons each.

a. What would the total abatement costs be for an equiproportional cutback
to a total of 10 tons?

b. Suppose we print up 10 transferable discharge permits, each of which en-
titles the holder to 1 ton of emissions. We distribute them equally to the
two sources. What will the final emissions be for each of the two sources,
and the total abatement costs after all adjustments have been made?

c. Show that if the permits are originally distributed in a different way (say
all to one source and none to the other), the final results will be the same
in terms of total and individual emissions, but the distribution of the gains
from trade will be different between the two sources.

Marginal Abatement Costs

Emissions (tons) Source A Source B

10 0 0
9 2 4
8 4 8
7 6 14
6 8 20
5 10 30
4 12 42
3 14 56
2 18 76
1 28 100
0 48 180

4. What are the pros and cons of letting anybody (banks, private citizens,
environmental groups, government agencies, etc.) buy and sell transferable
discharge permits, in addition to emission sources themselves?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.





Section

Environmental
Policy in the
United States

Having looked at the principles of designing effective environmental policy,

we now turn to an examination of actual policies. In fact, most of the

remainder of the book consists of chapters about public policies that have been

put in place to deal with environmental problems of various types. This

section contains four chapters on U.S. environmental policies. There are three

chapters on federal policy on problems of water, air, and hazardous materials.

Then there is a chapter on environmental policies of the states. Each of these

policy areas is extremely complex, with its own history, character, and

vocabulary. The chapters aim to summarize the main elements of each policy

area, utilizing the ideas discussed in the preceding chapters. Pollution-control

policy is rife with acronyms. The appendix beginning on page 468 contains a

list of acronyms used in the book.

5
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Chapter14
Federal Water
Pollution–Control Policy

Water is biologically necessary for life, but, beyond this, water resources play a
vital and pervasive role in the health and welfare of a modern economy. Water
for direct human consumption is a small but critical part of the domestic sys-
tem, which also includes water used in food preparation, cleaning, and sewage
disposal. Water is an essential element in many industrial and commercial pro-
duction processes, again both as an input and as a medium of waste disposal.
Large amounts of water are used by farmers for irrigation, especially in the
western United States. And in recent decades water-based sports and recre-
ation, both freshwater and saltwater, have become very popular.

The water resource system itself consists of a vast array of interconnected com-
ponents, from the grandiose to the tiny. The surface-water system includes the
huge main-stem rivers and Great Lakes, as well as the thousands of small neigh-
borhood streams and ponds. Add to these the innumerable person-made compo-
nents, from the mill ponds of the first industrial era to the vast reservoirs and
canals of today. Swamps and wetlands abound, ranging from small local bogs to
the huge Everglades in southern Florida. And then there is the vast, but unseen,
system of groundwater aquifers, exceeding surface waters in terms of sheer quan-
tity of water. Saltwater resources are also of vital importance. Marshes and coastal
lowlands are critical for fish and wildlife resources; beaches and scenic coasts are
important recreational resources; coastal waters provide transportation and plea-
sure boating services; and saltwater fisheries are a major source of food.

Efforts to protect these water resources have gone on for a long time but with
increasing vigor in the last few decades. In this chapter we look at federal water
pollution-control policy. Our objective is to review the main elements of that
policy with the economic concepts developed in preceding chapters. We also
look at some recent policy innovations that seek to make use of economic in-
centives to achieve improvements in water quality. Most states and localities
also have active water pollution-control efforts, some of which are tied into the
federal programs; we will consider some of these in a later chapter.
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Types of Water Pollutants

There are many different types of waterborne pollutants. Within the policy
arena it is common to differentiate the following categories:

Conventional pollutants: These represent some of the first water pollutants
that were subject to control. They include biochemical oxygen-demanding
wastes (BOD), total suspended solids (TSS), bacteria, fecal coliform (FC),
oil, grease, and pH.

Nonconventional pollutants: These include chemical oxygen demand
(COD), total organic carbon (TOC), nitrogen, and phosphorous. Fertilizers,
sewage, manure, and detergents are sources of these substances.

Toxic pollutants: These include 65 named (in the Clean Water Act) chemi-
cals, consisting of natural and synthetic organic chemicals as well as metals
discharged from industrial sources.

Waterborne emissions include all the different types of discharges discussed in
Chapter 2. Point sources include outfalls from industry and domestic waste-
water treatment plants. Nonpoint sources include agricultural runoff of pesti-
cides and fertilizers and the chemicals and oils that are flushed off urban streets
by periodic rains. Many sources, especially point sources, have continuous
emissions related to the rate of operation of the industrial plant or the domestic
sewer system. There are also many episodic emissions, such as accidental re-
leases of toxic materials, oil-tanker accidents, or occasional planned releases of
industrial pollutants.

In Chapter 2 we also spoke of cumulative and noncumulative pollutants. In
water pollution control it is more common to speak of persistent and
degradable pollutants. Degradable waterborne pollutants undergo a variety of
biological, chemical, and physical processes that change their characteristics
after emission. Especially important are the oxygen-using chemical processes
that rely on the oxygen contained in receiving waters to degrade the wastes.1

The reason for focusing on oxygen requirements is that oxygen plays a critical
role in water quality. High levels of dissolved oxygen (DO) are usually associ-
ated with high-quality water, water that will support high-quality recreational
uses and that can be used in domestic water-supply systems.

Since DO is used up in the degradation process, one way of measuring the
quantity of waste emitted is through “biochemical oxygen demand,” or BOD,
the amount of oxygen required to decompose the organic material under speci-
fied conditions of temperature and time.2 A substantial proportion of the BOD

1Degradable wastes also include a variety of infectious bacterial agents that can cause such diseases as
typhoid, cholera, and dysentery. Waste heat is also a degradable pollutant; it comes mostly from large-
scale industrial processes that use water for cooling purposes.
2For example, 10 pounds of BOD10 is a quantity of material requiring 10 pounds of oxygen in order to be
completely converted to its constituent elements during a period of 10 days and at a temperature of 20°C.
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load introduced into the water resources of the country comes from municipal
waste-treatment plants. Much of this consists of wastewater from treated do-
mestic waste, which contains a variety of degradable organic compounds. In-
dustrial sources also contribute large amounts of BOD, some stemming from
the sanitary facilities within the plants, but more importantly from the great
variety of water-using steps in the production processes, such as cleaning,
product formation, waste removal, and product transport.

When a BOD load is put into a river or body of water, it produces a tempo-
rary reduction in the DO level of that water as the oxygen is used to degrade the
waste. But over time, through natural aeration processes, the DO content of the
water will normally recover. The DO “profile” would thus look like Figure 14.1
(where the discharge point is marked x). This can be thought of as the average
DO level at various distances downstream from the point at which a BOD load
is introduced, or the DO level at various times after a BOD load has been intro-
duced into a lake. This is called a DO “sag,” and it illustrates the degradation
process by which the water body is assimilating the BOD load. The important
thing to see is that the DO reduction is reversible. It is also noncumulative—if
the BOD source were stopped, the DO sag would shortly disappear.

Early water pollution-control efforts were centered on conventional pollu-
tants such as BOD, suspended solids, and so on, for which there are common
water quality measures such as DO, turbidity, acidity, and coliform count. More
recent programs also focus on toxic pollutants. Toxicity is often a matter of con-
centration; substances that are toxic at high concentrations may not be at low
concentrations. This implies that the diluting ability of water is a valuable qual-
ity in addition to its capacity to transform degradable substances.

Persistent water pollutants are those that remain for a long period of time,
either because they are nondegradable or because the rate of degradation is
very slow. This category includes thousands of inorganic and organic chemi-
cals. Industrial wastes contain many such persistent pollutants. Wastes from
mining operations can contain various metals as well as acid-mine drainage.

FIGURE 14.1 Dissolved Oxygen Profile in Water after a BOD Load Has Been
Introduced
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TABLE 14.1 Major Federal Legislation on Water Pollution Control

1899 Refuse Act

Required permit from the U.S. Army Corps of Engineers before refuse of any kind
could be put into a navigable water. Primary purpose was to ensure navigability, but
it had a brief, and not very successful, reincarnation in the 1960s as a water-quality
measure.

1948 Water Pollution Control Act (WPCA)

Federal government was authorized to conduct investigations, research, and surveys;
however, no federal authority was established to enforce laws, set standards, or limit
discharges. Authorized federal government to make loans to municipalities to
construct sewage treatment facilities.

1956 WPCA Amendments

Authorized the states to establish criteria for determining desirable levels of water
quality; introduced the idea of an “enforcement conference,” sponsored by federal
agencies to bring together state and local interests to develop enforcement plans.
Authorized federal government to make grants for municipal waste treatment
facilities, with federal share up to 55 percent of construction costs.

1965 Water Quality Act

Required the states to develop ambient quality standards for interstate water bodies
and implementation plans calling for effluent reductions from specific sources. State
actions required federal approval, with a strengthened “enforcement conference”
procedure.
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Agriculture is the source of pesticides, fertilizers, and soil runoff. The concept of
“persistent” does not mean permanent in a technical sense; many chemicals,
oils, and solvents break down but over a long period of time. In the process they
pose a persistent threat. Radioactive waste is physically degradable over very
long periods, but measured in terms of a human scale it is essentially a persistent
pollutant. Viruses are also in this category.

Federal Policy: A Brief History

Prior to the 20th century the only public policy initiatives taken toward water pol-
lution control were at the state level. In the “sanitary awakening” of the mid-19th
century, the public began to appreciate the importance of water quality for
human health. Many states instituted public boards of health in response.3 The
first federal law of any note covering water pollution control was actually enacted
at the very end of the 19th century (see Table 14.1). This was the 1899 Refuse Act
empowering the U.S. Army Corps of Engineers to grant permits to anyone desir-
ing to put refuse of any kind into any navigable waterway. The primary objective
of this act was to ensure navigation, not to control water pollution per se.

3 The first such agency was in Massachusetts in 1869.

(Continued)



TABLE 14.1 (Continued)

1972 WPCA Amendments

Provided for a federally mandated system of technology-based effluent standards, with
federal enforcement through the granting of discharge permits. Phase I (starting in
1977) permits were based on “Best Practicable Technology” (BPT); Phase II (starting
in 1983) based on “Best Available Technology” (BAT); states could ultimately take
over permitting process. Declared a goal of zero discharge to be attained by 1985.
Made a large increase in the municipal treatment plant grant program, with federal
share increased to 75 percent of construction costs. Mandated secondary treatment
in municipal treatment plants.

1974 Safe Drinking Water Act

Requires the EPA to set maximum contaminant levels for drinking water; requires
public authorities to protect, monitor, and test water supplies. Amended in 1986 
and 1996.

1977 Clean Water Act

Established procedures for control of toxic effluent in addition to conventional
effluent on which previous acts had focused; sources were required to meet “Best
Conventional Technology” (BCT) for conventional pollutants and BAT for toxics,
starting in 1984; increased authorization for treatment plant subsidies.

1981 Municipal Wastewater Treatment Construction Grant Amendments

Reduced federal share to 55 percent and substantially decreased the authorized
funding level.

1987 Water Quality Act

Postponed some of the deadlines for adopting technology-based effluent standards;
changed the waste treatment subsidy program from federal grants to federal
contributions to state revolving funds; requires states to develop and implement
programs to control nonpoint sources of pollution.

Sources: Allen V. Kneese and Charles L. Schultze, Pollution, Prices and Public Policy, Brookings Institution, Washington,
DC, 1973, p. 31; Tom H. Tietenberg, Environmental and Natural Resource Economics, 2nd ed., Scott, Foresman, Glenview, IL,
1988, pp. 410–411; A. Myrick Freeman III, “Water Pollution Control,” in Paul R. Portney (ed.), Public Policies for
Environmental Protection, Resources for the Future, Washington, DC, 1990, pp. 100–101.
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Very little happened, therefore, until after World War II. Then the Water
Pollution Control Act of 1948 was enacted, which authorized federal
authorities to assist the states in water pollution-control matters. Primary
responsibility, however, was to remain at the state level. The 1948 act also
authorized a program that over the years would become a major element of
the federal effort: subsidies to municipalities to construct waste treatment
facilities. That act also sought to develop new enforcement institutions, so-
called enforcement conferences, where federal, state, and local administrative
authorities would come together and hammer out water pollution-control
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policies. In 1965 came the Water Quality Act, which, besides extending many
provisions of past laws and refunding the municipal waste-treatment sub-
sidy program, sought to encourage the states to develop ambient standards
for water quality.

The early 1970s saw a rapid growth in the environmental movement and in
environmental advocacy in Washington, D.C. There was at the time a feeling
among environmental interest groups that past policy had not worked well
enough and quickly enough to respond to growing pollution problems. The
Environmental Protection Agency (EPA) had recently been formed (1970) and
this gave environmental issues more visibility and greater political representa-
tion. One result was the 1972 Water Pollution Control Act Amendments. This
Act did several things; it set a goal of zero discharges to be attained by 1985,
and it substantially increased the amount of money for the municipal waste-
treatment subsidy program. More importantly, however, it established a pow-
erful, direct federal role in water pollution control.

The primary approach before then was an ambient-based one. States were
supposed to establish ambient water quality standards, then translate these
into specific emission reductions by the many firms and treatment plants
contributing to the problem. The new approach was for federal authorities to
set specific effluent standards for individual point sources of water pollu-
tants. To enforce these standards the law reached all the way back to the 1899
Refuse Act, based on federally issued discharge permits. Each source of wa-
terborne emissions would require a permit specifying the time, place, and
maximum quantity of emissions. To provide the basis for these permits, the
EPA would promulgate what are called technology-based effluent stan-
dards for all sources discharging wastes into the nation’s waters. As we dis-
cuss in more detail later, these are essentially emission standards that are tied
to particular types of pollution-control technology. Thus, the primary ap-
proach to water pollution control was changed from an ambient-based to a
technology-based system. There is now a substantially completed system in
place for establishing and enforcing technology-based effluent standards for
point sources.

More recently, attention has been directed to nonpoint sources. In this case
much of the initiative has been left to the states. A substantial focus of the
program has been to encourage operators (especially farmers, whose opera-
tions account for a large part of nonpoint-source emissions) to adopt best-
management practices (BMPs). A BMP is a federally approved (and often
subsidized) procedure or technique whose adoption will reduce the runoff of
nonpoint-source water pollutants. Agricultural BMPs might include, for example,
changes in certain cultivation practices, construction of dikes or barriers, or
planting of buffer zones around fields. Clearly this is strictly a technology-
based approach to pollution control. The other major part of the Clean Water
Act has been the program of federal grants to municipalities for the construction
of public wastewater treatment plants. We will discuss this program later in
the chapter.
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Technology-Based Effluent Standards

A technology-based effluent standard (TBES) is an effluent standard set at the
level of emissions that a source would produce if it were employing a particu-
lar type of abatement technology. Firms emitting waste materials or energy
usually face a choice among different technologies and methods for reducing
emissions. From among these possibilities each source must choose one partic-
ular package, which may involve, for example, particular types of equipment,
raw materials, internal operating procedures, recycling machinery, treatment
processes, or effluent removal techniques. Different packages of technologies
and operating procedures lead to different costs as well as a different level of
emissions. To establish a TBES, the EPA studies the effluent abatement tech-
nologies and procedures available to a particular type of industrial operation;
after having selected one technology from among the many available, it sets the
emission standard at the level of emissions produced when that technology is
used by firms in that industry.

It would require enormous effort to establish effluent standards for each and
every individual source. Thus, the EPA sets standards for categories of pollut-
ing sources. Take, for example, sugar-beet processing plants.4 This is a process
that uses a large amount of water for cleaning purposes; thus, the wastewater
may contain large amounts of suspended solids and BOD. Table 14.2 shows the
costs and emissions performance of five different technology options for plants
in this industry. These are not costs and emissions for any particular plant; they
are anticipated costs and emissions for a “representative” plant of each type. Each
technological option refers to a particular collection of treatment equipment,

TABLE 14.2 Estimated Total Costs and Emissions from Sugar-Beet Plants Using
Alternative Emission Abatement Technology

Technological Option

No Control A B C D E

Emissions (kg/kkg of raw 
product processed)

BOD* 5.8 3.6 2.2 1.05 .23 0.0
TSS† 10.2 5.7 2.5 1.02 .30 0.0

Total costs ($ mil/year) 0.0 8.0 14.4 23.40 36.50 78.8

*Biochemical oxygen demand.
†Total suspended solids.

4Sugar-beet processing uses substantial quantities of water. Some is used simply to move the

product around the plant, whereas some is used in actual processing. Hydrated lime is used as a

purifying agent, which leaves a large amount of “lime mud” to dispose of. Emission control can

be done with a variety of water recycling and recirculation, screening, settling, stabilization ponds,

and land disposal.
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operating procedures, fuels, and so on, that the plants might adopt. The EPA,
after having developed these estimates,5 must now choose a particular level of
emissions for the standard.

Clearly, lower levels of emissions can be obtained with greater costs; in fact,
emissions into water bodies could be reduced to zero at a very high cost. To pick
one set of emission levels for the standard requires that the EPA use some sort
of criterion. The Water Pollution Control Act of 1972 states that the EPA should
initially set emission standards on the basis of the “best practicable technol-
ogy” (BPT) currently available to the firms. This was Phase I, to be achieved by
1977. Then starting in 1983, firms would be subject to Phase II effluent stan-
dards, based on “best available technology” (BAT).

Thus, to set the Phase I emission standard for sugar-beet processing plants,
EPA would have to determine which of the technologies displayed in the
table represented the “best practicable” level of technology. Clearly, this is
open to interpretation because the notion of “practicable” is not precise by
any means. “Practicable” apparently refers to technology that is reasonably
well known and readily available without excessive costs. Suppose EPA de-
cides that technology C, with an estimated cost of $23.4 million per year, rep-
resents the best practicable technology for this type of processing industry.
Then it would set emission standards at 1.05 kg/kkg for BOD and 1.02 kg/
kkg for total suspended solids. All sugar-beet processing plants would then
be subject to this emission standard. In Phase II EPA would be called on to
select the “best available technology” (BAT) for this type of industry. BAT
would appear to be a more stringent standard than BPT because it includes all
technologies that are available whether or not they are practicable. But the
rules also specify that BAT has to be “economically achievable.” On this basis,
technology E in Table 14.2 might be regarded as the BAT for sugar-beet pro-
cessing plants. On the other hand, some (especially those in the industry)
might argue that such technology doesn’t realistically exist, that it is too costly
to be considered “available” in any economic sense, in which case EPA might
select D as the BAT.

Setting technology-based effluent standards for an industry is obviously a
time-consuming business. It requires large amounts of economic analysis and
hinges on an agency judgment about what available and practicable mean when
applied to pollution-control technology. It is also politically controversial, with
industries ready to challenge in court when they feel the standards are too con-
straining. It is no wonder that the EPA made very slow progress in setting
TBESs after the 1972 law was enacted.

In the 1977 Clean Water Act the criteria for selecting emission standards were
changed. After 1984 sources were to meet standards based on “best conven-
tional technology” (BCT). The notion of “conventional” technology is different,
and weaker, than the idea of “available” technology; it presumably allows more

5 In fact, these numbers would more than likely have been provided by an engineering consulting

firm hired by the EPA. An agency that regulates thousands of plants in dozens of different

industries has to look outside for technical help.
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weight to be put on the costs of installing and operating the technology.6 In some
cases the EPA has set BCT equal to BPT. The EPA also sets TBESs, called “pre-
treatment standards,” for firms discharging wastes into public sewer systems.
Their role is to reduce the burden on public wastewater treatment plants.

Technology-based effluent standards to control water pollution stem from
the desire to find a technological fix for pollution problems. The original notion
behind the 1972 act was that engineering studies by the EPA would identify pre-
ferred pollution-control technologies, and because emission standards would
be based on these technologies, there would be few practical obstacles in the
way of their timely adoption by firms. In fact, the very ambiguity of words like
practicable and conventional means that a great amount of discretion and judg-
ment must be used by people developing the standards. Over the years EPA has
struggled valiantly to clarify the role of discretion and judgment in setting the
standards. Industrial firms also have had views about what these words mean,
which has led through the years to vast amounts of conflict and litigation.

Efficiency and Cost-Effectiveness of TBESs
For a policy to be efficient, it must balance damages and control costs. The
technology-based effluent standards are designed, however, to be applied on a
national basis. The same standards for, say, leather processing plants will be ap-
plied to all leather plants in the country, whether they are located on a river just
upstream from a large urban area or on a river in some remote part of the coun-
try. This is the result of a totally technology-based approach to pollution control,
where questions of economic efficiency have been excluded from consideration.

Cost-effectiveness, as we have discussed many times so far, is a question of
whether society is getting the maximum effect, in terms of reduced emissions,
for the money spent. The simple key to this question is whether the policy is de-
signed so that when sources are in compliance they will have the same marginal
abatement costs. There is nothing in the logic of the TBES process that moves
water-pollution sources in the direction of meeting the equimarginal condition.
The procedure leads instead to the application of the same standards to all firms
within each subcategory. For example, all sugar-beet processing plants in the
country are subject to the same effluent standards. These will be cost-effective
only if all individual plants in each category have exactly the same marginal
abatement costs. This is unlikely to be the case. The EPA has designated around
600 subcategories of water-polluting industries, for each of which TBESs have
been promulgated. But there are tens of thousands of individual industrial
water-pollution sources, so some of the subcategories must contain very large
numbers of sources. There can be little doubt that the sources in most sub-
categories are heterogeneous in terms of the production technology they are
using, so we would expect them to be heterogeneous in terms of their marginal
emission abatement costs. Thus, applying the same emission standards to each
firm cannot be cost-effective.

6 The ambiguities of using these criteria to choose specific technology options led the EPA at one

time to establish a benchmark for BCT of $1.15 per pound of pollutant removed. Anything above

this was considered too costly to be “conventional.”
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Experience with TBESs
In assessing the actual experience with technology-based effluent standards,
there are two questions to consider:

1. How much has the nation’s water quality been improved as a result of the
system?

2. How bad has the cost-effectiveness problem been; in particular, how much
greater improvement could have been obtained with a more cost-effective
regulatory approach?

Both of these questions are extremely complicated. The country’s waters are
very diverse, consisting of many different streams, rivers, lakes, estuaries, and
aquifers, all variously situated with respect to both natural and human factors.
It’s reasonably easy to draw conclusions of a single, small water body, but very
hard to do it for the entire system. Analysts in the EPA have recently undertaken
a large-scale study to try and answer the question: What would the water quality
of U.S. waters be at the present time if the Clean Water Act and its subsequent
regulations had never been adopted?7 Some of their first results are shown in
Table 14.3. This refers to conventional pollutants in the nation’s rivers and
streams. The water quality characteristics of these water courses have been
aggregated into recreational use categories: swimmable waters are those having
high enough water quality to support this type of activity; it also will support the
other two activities, fishing and boating. Fishable waters will support this
together with boating, while boating waters will support only this activity and
not the other two. The nonsupport category represents the lowest quality: waters

7Note that this is a with/without question, not a before/after question. See the discussion of this

issue in Chapter 8.

TABLE 14.3 Rivers and Streams (632,552 Miles) Supporting Recreational Uses:
Comparison of With–Clean Water Act (CWA) and Without–Clean
Water Act (CWA) Conditions in the Mid-1990s

Increase in Use Support

Highest Use
Supported

Without–CWA
Conditions

(miles)

With–CWA
Conditions

(miles) Miles
Percent
Increase

Percent of
Maximum
Increasea

Swimmable 222,120 238,627 16,507 7.4 49.5%
Fishable 399,999 424,712 24,713 6.2 57.8%
Boatable 454,038 475,894 21,856 4.8 59.4%
Nonsupport 178,514 156,658 –21,856 –12.2 59.4%

aAnalysts estimated the mileage of rivers and streams that would support the various uses if all point-source emissions
had been reduced to zero.

Source: Mahesh Podar, A Benefits Assessment of Water Pollution Control Programs since 1972: Part 1, The Benefits of Point
Source Controls for Conventional Pollutants in Rivers and Streams, Final Report, U.S. Environmental Protection Agency,
Office of Water, Office of Policy, Economics, and Innovation, Washington, DC, January 2000.
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that are so degraded they will support none of the recreational categories. The last
three columns show the increases in mileage of rivers and streams that will sup-
port the given activities, first in terms of total mileage, then as a percent of the
without–Clean Water Act (CWA) provisions, and then as a percent of what would
have occurred if it had been possible to reduce all point-source emissions to zero.
Note that the CWA regulations have increased the number of swimmable, fish-
able, and boatable miles by, respectively, 7.4 percent, 6.2 percent, and 4.8 percent
over what they would have been without the CWA. Waters that will support
none of these activities have decreased 12.2 percent. While these percentages may
seem quite modest, note that the increases are about 50–60 percent of what the in-
creases would have been if all point-source emissions had been reduced to zero.
In other words, the Clean Water Act, which has been primarily aimed at point
sources, has moved us 50–60 percent of the way toward zero discharge levels for
point sources. This is a significant accomplishment. But it is apparent also that
there are limits to the extent to which all watercourses could be restored to swim-
mable category solely through point-source control. We must also recognize that
the results of Table 14.3 cover only part of the overall water quality problem. It
does not touch on water pollution in other parts of the water system, namely,
ponds, lakes, coastal areas, estuaries, and underground aquifers. Further analysis
will be needed to cover these resources.

The next important question is the one on cost-effectiveness. Has this
amount of improved water quality been achieved at something approaching
minimum cost? Or, to say the same thing in a different way, for the amount of
money devoted to point-source water-pollution control, have we achieved the
maximum possible in terms of improved water quality? It’s impossible to
examine the entire system to answer this, but studies have been done of partic-
ular river basins to compare the costs of the EPA technology-based approach to
point source control with the least-cost means of attaining the same objectives.
These use large-scale models of individual river basins, incorporating the
different estimated marginal abatement costs of various sources of pollution, to-
gether with the main hydrological features of the basins’ water resources. They
compare the costs of water pollution-control programs in which all sources
were treated alike to those where sources are controlled in accordance with
relative marginal abatement costs.

Some results are shown in Table 14.4. The interesting ones are in the last col-
umn. This shows, for each study, the ratio of program cost using equipropor-
tionate reduction (which is close to the actual requirements of the Clean Water
Act) to a least-cost program, that is, one satisfying the equimarginal principle.
Thus a ratio of 2.0, for example, indicates that the actual cost is two times higher
than the least cost. The costs, and cost ratios, were estimated in most studies for
different target levels of dissolved oxygen. Note that most of the ratios lie be-
tween about 1.5 and 3.1. From these results we can draw the conclusion that the
command-and-control system based on technology-based effluent standards is
significantly more costly than is necessary to reach target levels of water quality.
Had we installed policies and regulations that met cost-effectiveness criteria,
we could have attained substantially greater improvements in water quality
than we have over the last three decades or so.



TABLE 14.4 Comparison of Point-Source Water Pollution–Control Costs,
Technology-Based System versus Least-Cost System for Controlling
Water Pollutants

Ratio of Technology-Based

Water Quality System to Least-Cost

Study Water Resource Target (mg/liter) Control Systema

Johnsonb Delaware Estuary 2.0 mg/liter DO 3.13

3.0 mg/liter DO 1.62

4.0 mg/liter DO 1.43

O’Neillc Fox River (Wisconsin) 2.0 mg/liter DO 2.29

4.0 mg/liter DO 1.71

6.2 mg/liter DO 1.45

7.8 mg/liter DO 1.38

Eheart, Brill, 

and Lyond Willamette River 4.8 mg/liter DO 1.12

7.4 mg/liter DO 1.19

Delaware Estuary 3.0 mg/liter DO 3.00

3.6 mg/liter DO 2.92

Hudson River 5.1 mg/liter DO 1.54

5.9 mg/liter DO 1.62

Mohawk River 6.8 mg/liter DO 1.22

Kneese and Bowere Delaware Estuary 2 ppm DO 3.10

3–4 ppm DO 2.90

Kerrif Willamette River 5.0 mg/liter 1.58

Goodwin and

Dobbinsg Merrimack River (MA) 3.0 ppm DO 1.34

Bennett, Thorpe, 

and Guseh Long Island Sound Total nitrogen

loading (tons) 1.25

a The least cost system is the one satisfying the equimarginal role. The technology-based system is one of equipropor-
tionate reduction, which is the one that comes the closest to the system established under the Clean Water Act.
b Edwin L. Johnson, “A Study in the Economics of Water Quality Management,” Water Resources Research, 3(1), 1967, p. 297.
c William B. O’Neil, “Pollution Permits and Markets for Water Quality,” Ph.D. dissertation, University of
Wisconsin–Madison, 1980, p. 65.
d J. Wayland Eheart, E. Downey Brill Jr., and Randolph M. Lyon, “Transferable Discharge Permits for BOD Control, An
Overview,” in Erhard F. Joeres and Martin H. David (eds.), Buying a Better Environment: Cost Effective Regulation through
Permit Trading, University of Wisconsin Press, Madison, WI, 1983, p. 177.
e Allen V. Kneese and Blair T. Bower, Managing Water Quality: Economics, Technology, Institution, Johns Hopkins Press for
Resources for the Future, Baltimore, MD, 1968, p. 162.
fK. D. Kerri, “An Economic Approach to Water Quality Control,” Journal of the Water Pollution Control Federation, 38(12),
December 1966, pp. 1883–1897.
g A. S. Goodwin and W. Dobbins, “Mathematical Model for Water Pollution Control Studies,” Journal of the Sanitary
Engineering Division, Proceedings, ASCE, 92(SA6), December 1966, pp. 1–9.
h Lynne L. Bennett, Stephen G. Thorpe, and A. Joseph Guse, “Cost-Effective Control of Nitrogen Loadings in Long Island
Sound,” Water Resources Research, 36(12), 2000, p. 3711.
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TBESs and Incentives
The discussion in Chapter 12 showed that emission standards lead to weaker
incentives to innovate in pollution control than economic-incentive types of
policies. In the case of TBESs, incentives are made even weaker by linking the
emission standards to particular control technologies. When polluters are faced
with this type of technology-linked standard, compliance tends to become a
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matter of adopting the technology the authorities have used to set the standard.
Since permanent emissions monitoring is quite costly, administering authorities
can check compliance by making periodic inspections to ascertain whether
sources are using approved emissions-control technology. To minimize the risk
of being penalized for noncompliance, polluters have the incentive to adopt the
particular technology that EPA used to establish the standard. The result is that
although the TBESs are nominally just emission standards, they end up tending
to dictate the particular effluent control technologies chosen by firms. This sub-
stantially undermines the incentives to search for other, cheaper ways to meet
the standards.

This is another important dimension of these incentive effects. Figure 14.2 shows
an abbreviated sketch of a typical residuals and emissions loop. Residuals are
generated in the production process, based on inputs used and the production tech-
nology in place. These residuals then move to what we can call a residuals treat-
ment phase, where some are perhaps converted into recyclable materials and some
are converted in form and quantities, then these enter an emission stream that is
introduced into the environment. The primary focus of the program of technology-
based effluent standards has been on technology in box (2), that is, on getting point
sources to adopt new technological means of handling and testing residuals. This is
known as an end-of-the-pipe program orientation, because it focuses only on the
last step in the residuals/emissions process. It is clear, however, that emissions can
be reduced in other ways as well. One is by developing better recycling technol-
ogy. Another is to go back to the production process itself and introduce changes
that lower the quantity of residuals that are produced. One way of doing this, for
example, is to find ways of using fewer inputs in the production process. Another
is to reduce the rate of output itself (as in, e.g., efforts to get consumers to conserve
energy). As mentioned in Chapter 2, these efforts to reduce the residual stream
have come to be called pollution prevention. By encouraging firms to concentrate
on changing end-of-the-pipe technology, the regulatory program has weakened the
incentives to take vigorous steps in the direction of pollution prevention.

TBESs and Enforcement
Effluent standards are enforced through a system of discharge permits. To dis-
charge wastes into a river or body of water, a firm must have a permit issued
through the relevant EPA-backed state permitting program. The permit specifies
the allowable emissions the source may make and is subject to enforcement by

FIGURE 14.2 End-of-the-Pipe Pollution Control versus
Pollution Prevention

Virgin inputs Emissions

Recycling

Residuals
Production Residuals

Handling
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state authorities. Given the enormous number of discharge points and the diffi-
culties of monitoring emissions, enforcement becomes a critical program
element. One response has been to distinguish between major and minor emit-
ters, using criteria such as quantity, toxicity, conventional pollution load, and im-
pact of emissions. In this way more enforcement resources can be devoted to the
major sources, which account for the largest proportion of total emissions.

Lacking high-quality techniques for monitoring emissions, control authori-
ties are forced back on some other means of ensuring compliance. When emis-
sion standards are tied to certain technologies, enforcing authorities can try to
confirm compliance simply by checking to see if firms have put in place the cri-
terion technology.8 The problem here is that there is a difference between initial
compliance and continued compliance. The fact that a firm has installed cer-
tain pollution-control equipment does not necessarily mean that this equipment
will be operated efficiently in the years to come. If operating costs are substan-
tial and if nobody is effectively monitoring emissions, the incentive will be to
save on operating costs and let emissions increase.

Technology-based effluent standards have an aura of concreteness and direct-
ness. What better way to get pollution reduced than simply to require polluters
to adopt certain types of pollution-control technology? But this engineering-
based approach is far less effective than it appears. We have seen how, from an
economic standpoint, it is likely to be seriously cost-ineffective; for the money
that is being devoted to pollution control under this system, substantially
greater improvements in water quality could be achieved with other policy ap-
proaches. The apparent technological definiteness of the approach (“best prac-
ticable technology,” “best available technology,” etc.) is, in fact, far less effective
in practice. The EPA is required to make countless engineering decisions in
order to develop these standards. Not only is this very difficult for an
administrating agency, but each of these decisions is a place where political
interests can focus influence. The apparent concreteness of technology-based
effluent standards is also substantially undermined by the monitoring and
enforcement problem. What looks like a straightforward technological fix
becomes, in reality, a policy with a great deal of hidden flexibility.

The Municipal Wastewater Treatment 
Plant Subsidy Program

A large proportion of waterborne emissions into the nation’s waterways comes
not from private industries but from people themselves, especially from the
public sewer systems of urbanized areas. Whereas in the case of industrial pol-
lution federal authorities adopted a policy of having polluters themselves pay

8 The word simply in this sentence may be misleading. Nothing is simple in the world of pollution

control. Polluters have challenged virtually every part of the federal pollution-control program,

including enforcement procedures. Thus, over the years, legal doctrine has developed regarding

such things as the specific procedures for visiting sources to check for compliance.



TABLE 14.5 Progress in Public Wastewater Treatment Facilities

1960 1970 1980 1988 1996 2000

Total U.S. population (millions) 180 203 224 246 264 270

Percentage served by waste 
treatment systems 61 71 71 72 72 77

Percentage of served population with:
No treatment 63 41 1 1  1 N/A
Primary treatment only 33 N/A 31 15 9 N/A
At least secondary 4 N/A 68 84 91 97

Source: 1960–1988: Council on Environmental Quality, Environmental Quality, 1990, p. 309; and previous issues; 1996:
Environmental Protection Agency, 1996 Clean Water Needs Survey, Report to Congress, U.S. EPA, Office of Water, September
1997, Appendix C. 2000, Environmental Protection Agency, 2000 Clean Water needs Survey, Report to Congress US EPA
Office of Wastewater Management, p. xix, nd. (Figures rounded to the nearest whole number.)
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for reducing emissions, the response toward public sector pollution has been
different. Here the major approach has been federal subsidies to construct
treatment plants. The inspiration for this type of approach probably comes
from two sources: the normal public works mentality of the Congress and the
fact that it is better politics to “get tough” on industrial polluters than on cities,
towns, and voters.

Treatment of domestic wastes uses both physical and biological processes
and is fairly standardized. The different degrees of treatment are designated
primary, secondary, and tertiary, according to the process used and the extent of
treatment given to the wastes. Primary treatment is essentially a set of physical
steps built around a basic sedimentation process; it can remove about 35–40 per-
cent of the primary BOD in the original waste stream. Secondary treatment uses
biological means (e.g., “activated sludge”) to further treat the waste. Primary
and secondary processes together can reduce BOD by between 85 and 90 per-
cent. These processes, although quite effective in removing BOD, are less so in
handling plant nutrients such as nitrogen and phosphorus. So-called tertiary
treatment, making use of a variety of chemical processes, can reduce waste
loads even more. The sequence of primary, secondary, and tertiary processes is
subject to increasing marginal abatement costs; the greater the reduction one
wants in BOD or other pollutants in the waste stream, the higher the marginal
cost of getting it.

The 1972 WPCA Amendments mandated that all municipal sewer systems
have at least secondary treatment within 11 years. Congress authorized a pro-
gram of federal subsidies to local municipalities to cover 75 percent of the costs of
designing and constructing public wastewater treatment plants. Large sums were
appropriated for the program. From 1960 to 1985, federal grants amounted to
about $56 billion in real terms.9 The figures in Table 14.5 seem to show the impact
of the program. From 1960 to 1988 the percentage of public sewer systems dis-
charging untreated waste declined from 63 percent to less than 1 percent, whereas
the percentage having at least secondary treatment increased substantially.

9 That is, adjusted for inflation; see the discussion of “real” vs. “nominal” values in Chapter 6.
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From these numbers it is clear that great strides have been made in the last
30 years in community wastewater treatment. While the federal program is the
primary basis for this improvement, there are many ways in which it might have
been improved. Any large subsidy program creates its own set of incentives;
some may work toward the objectives of the program, others may not. While the
federal program added large sums to the construction of publicly owned treat-
ment works (POTWs), much of it simply displaced money that was being spent
on this activity at the state and local levels. So although total capital spending for
POTWs did in fact increase during the 1970s and 1980s, it did not increase by as
much as it would appear if one looks strictly at the federal program.

Public subsidy programs are inevitably infused with political factors. From
an efficiency standpoint, one would want to allocate the funds to municipalities
where treatment plant construction would have the maximum impact on
water-quality improvement. The EPA has struggled to find a way of doing this
in the face of overwhelming political pressures. Its approach has been to allo-
cate grant funds on the basis of a “needs” survey. The needs survey was to take
into account existing population, the pollution problem in different bodies of
water, and the needs for preserving higher-quality water in these various bod-
ies. The formula was open to interpretation and subject to judgment, especially
political judgment. There have been strong pressures to allocate grant funds to
states and municipalities more on the basis of their political significance than on
water-quality improvement criteria.

Federal subsidies for POTWs covered capital construction costs, but not oper-
ating costs. Thus, there was a built-in incentive to build plants with excess treat-
ment capacity.10 How much excess capacity this actually produced is open to
question. Some amount is clearly rational to accommodate future population
growth. At the time there was concern that municipalities would use the excess
capacity to attract new industrial growth. One answer to this was to create a pro-
gram of emission standards called pretreatment standards. These are standards
applied to wastewater streams entering public sewer systems from private busi-
ness sources. The objective is to get industrial polluters to undertake some treat-
ment themselves before they put their wastes into the public sewer system.

Over the last three decades industrial pollution and the POTW program have
become more closely interrelated. Prior to the 1970s most industrial polluters
were direct dischargers, with emissions going directly into water bodies and
subject to technology-based effluent standards specified in the Clean Water Act.
At the present time most industrial polluters are indirect dischargers; their
emissions are sent to a POTW for treatment and are subject to the requirements
of the pretreatment program. One thing that facilitated this shift is the “excess
capacity” produced by the federally subsidized POTW program. In turn, most
POTWs are charging unit-based disposal fees to the industrial sources using
their facilities. These are somewhat akin to emission charges, and may be

10 “A community that expects to pay only 5 cents to 25 cents on the dollar will have fewer

incentives to control plant costs than if they had to pay the entire investment.” U.S. Congressional

Budget Office, Efficient Investments in Wastewater Treatment Plants, Washington, DC, 1985, p. 12.
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having the predicted effect—that is, providing an incentive for industrial pol-
luters to search for ways of reducing their waterborne emissions.11

In the 1987 Water Quality Act the treatment plant program was changed. States
continue to receive federal grants, but states now must provide matching funds
equal to 20 percent of the federal funds. The combined funds are used to establish
state revolving funds (SRFs), which are used to make loans to communities to
build wastewater treatment plants. The loans made from the funds are supposed
to be largely paid back (this is why they are called “revolving funds”). This
should substantially reshape local incentives because local groups will now be re-
sponsible for covering the actual costs of constructing their treatment plants.
Although the SRF program was originally designed to expire in 1994, it has
proven to be politically popular and has continued to receive federal funding.

The Safe Drinking Water Act (SDWA)

A similar SRF program has been established to help communities build drink-
ing water treatment facilities. Approximately 90 percent of the population of the
United States obtains its drinking water from public water supply systems.
Although these are exclusively local and community organizations, public and
private, the Safe Drinking Water Act of 1974 moved the federal government into
the business of regulating these local systems.

The SDWA requires the EPA to set maximum contaminant levels (MCLs) for
each recognized contaminant; currently about 100 contaminants have been
identified. MCLs are, in effect, never-exceed levels, and determining where they
should be is not easy. For each substance EPA must set a maximum contaminant
level goal (MCLG), “at a level at which no known anticipated adverse health
effects occur and that allows for an adequate margin of safety.”12 For carcino-
gens and microbes the MCLGs must be set at zero. But to establish an enforce-
able maximum contaminant level, the EPA is permitted to take into account the
feasibility of achieving lower contaminant levels, considering the technologies
available to do so and the costs involved.

In the 1996 amendments to the SDWA some concern was expressed that fea-
sible MCLs for large, better-financed systems might not be feasible for small
communities where costs might loom larger and potential benefits smaller.
Thus, language was put in the law allowing the EPA to establish standards
based on a comparison of both the benefits and the costs of the standard.

Thus, in setting standards under the SDWA, the EPA can identify goals based
solely on health impacts, but set enforceable standards at a less stringent level
that is based on an analysis of both the benefits and costs of achieving them. In
Chapter 5 we discussed this procedure under the general rubric of making

11 Winston Harrington, “Regulating Industrial Water Pollution in the United States,” Discussion

Paper 03-03, Resources for the Future, Washington, DC, April 2003.
12 Mary Tiemann, Safe Drinking Water Act: Implementation and Issues, Congressional Research

Service, Report IB10118, August 20, 2003, p. 3.
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trade-offs in pollution control. The approach also goes under the name balancing
and is controversial in its application to environmental regulations. Environ-
mental groups, in particular, are likely to look askance at balancing because they
think it may give undue prominence to the costs of achieving pollution reduc-
tion. Others look on balancing as an essential part of achieving greater efficiency
and cost-effectiveness in pollution-control programs. We shall discuss this at
greater length in Chapter 16.

Coastal Water Pollution

Much of the effort to reduce water pollution focuses on inland freshwater
bodies. Pollution of coastal waters is also a significant issue, since a large fraction
of the U.S. population lives in close proximity to those waters, and since this
resource is critical to the entire marine ecosystem. The full array of point and
nonpoint sources are involved. One significant source, often revealed in dra-
matic ways by accidental releases, is oil spilled from tankers and barges that are
transporting oil in coastal waters. Given the steady increase in oil imports into
the United States, this will no doubt continue to require regulatory attention.

Ship and barge transportation in these waters has historically been regulated
with a complex mix of state, federal, and international laws. Over the last
30 years the number of significant spills, and the quantity of oil released, have
dropped substantially, as Figure 14.3 shows.

The 1989 major oil spill in U.S. waters of the Exxon Valdez in Alaska led
directly to the federal Oil Pollution Act of 1990. This law made comprehensive
changes in the law through two means: expanding federal response authority

FIGURE 14.3 Volume and Number of Oil Spills for Incidents above 100 Gallons 
in U.S. Coastal Waters, 1973–2004
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and increasing spill liability. It also incorporated specific technology standards,
such as requiring double-hulled tankers and a variety of performance require-
ments for operators.

Of particular interest in reducing the number of spills is the status of liability re-
quirements faced by shippers for damages and cleanup costs of oil spills. Prior to
the 1990 law there were a number of different federal laws governing different as-
pects of liability. Many states also sought to implement their own, widely varying
liability standards. The 1990 law unified these liability standards, significantly in-
creased the range of liability damages for which shippers would be responsible,
and established the Oil Spill Liability Trust Fund, funded by a tax on shippers and
used to compensate victims of damages from spills. The act also specifically rules
out federal preemption of any state actions imposing additional liability or re-
quirements with respect to the discharge of oil, though the conflict between federal
and state jurisdiction in these matters is still being tested in the courts.

Recent Policy Innovations 
in Water Pollution Control

Nonpoint-Source Water Pollution Control
The Environmental Protection Agency estimates that nonpoint-source (NPS)
emissions are responsible for more than 50 percent of water quality standards
violations at the beginning of the 21st century. Major nonpoint sources are agri-
cultural runoff, urban street runoff, and activities related to land clearance and
building construction. The fact that NPS emissions are diffuse and not concen-
trated into specific outfalls has made them very difficult to control. NPS pollu-
tants are also normally very weather related, which makes the runoff patterns
more difficult to monitor.

Difficulties of control explain why NPS pollution has not been addressed as
vigorously as point-source emissions, despite their importance. Early federal
water-quality laws directed state agencies to consider nonpoint-source pollu-
tion in their water-quality programs, but did not require that specific steps be
taken. The 1987 law gives it somewhat more prominence and authorizes federal
money to subsidize local efforts to control NPS pollution. In fact, there is a
major contrast between the national, uniform policy that has been followed to
control point-source emissions and the policy for nonpoint-source pollution. In
the latter case federal authorities have essentially thrown the problem into the
hands of the states. Their reasoning is that “the application of uniform techno-
logical controls . . . is not appropriate for the management of nonpoint sources.
Site specific decisions must consider the nature of the watershed, the nature of
the water body, . . . and the range of management practices available to control
nonpoint source pollution.”13 So in this case there is a recognition that a uniform
national program is not appropriate.

13 U.S. Environmental Protection Agency, Nonpoint Source Pollution in the U.S., Report to Congress,

Washington, DC, 1984, pp. xiii–xiv.
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Passing the major initiative to the states has led to a great variety of programs
for NPS pollution control.14 Traditional approaches such as emission standards
are not common, because of the difficulties of measuring emissions with accu-
racy. This has pushed back the locus of control onto regulating activities and
technologies that typically lead to NPS emissions. These are mostly what we
have called design standards. These are standards that require certain tech-
niques or practices to be used by sources whose activities lead to nonpoint-
source emissions. Standards that rule out agricultural cultivation on steep, eas-
ily eroded land; standards specifying the design of urban storm sewers; and
standards requiring home builders to take certain steps to control construction
site runoff are types of design standards. The 1987 Water Quality Act, for exam-
ple, establishes a program of federal subsidies for farmers to adopt best man-
agement practices (BMPs) to control agricultural pollution. While design stan-
dards may be necessary in the case of NPS emissions, we should keep in mind
the difficulties inherent in their use. They require administrative determination
of what particular technologies and techniques will be allowed in different cir-
cumstances. These involve substantial amounts of pushing and shoving among
regulators and polluters, and probably the weakening of individual incentives
to find new and better ways of reducing emissions.

Another method of controlling NPS emissions is to tax those activities or ma-
terials that lead to the emissions, rather than the emissions themselves. Charges
might be put on fertilizer used by farmers, for example, or on lawn chemicals
used by suburban dwellers. The objective in this case is to induce a reduction in
the use of materials that may ultimately end up in rivers, lakes, or groundwater
aquifers.

Total Maximum Daily Load (TMDL) Program
The national system of technology-based effluent standards has been criticized
from its beginnings, especially by economists, for its relative inflexibility and
cost ineffectiveness. A nationally mandated program based on the premise that
all sources should be subject to the same standards is bound to make water-
quality improvements much more costly than they have to be. Furthermore,
there has been a disconnect between the permit program and ambient water-
quality improvement goals. It is quite conceivable, for example, that all of the
sources on a particular body of water, such as an estuary, could have adopted
the legally mandated emission control technologies, but for the water quality
in the estuary to be substantially diminished. One way this could happen is
through a growth in the number of sources as the economy expands; total
emissions would increase even though each individual source had adopted the
“best conventional technology.” In recent years, therefore, federal water-quality
regulators have sought to reestablish an ambient-based orientation in water
pollution control.

14 Environmental Law Institute, Enforceable State Mechanisms for the Control of Nonpoint Source

Water Pollution, Environmental Law Institute, Washington, DC, 1997 (available at www.epa.gov/

owow/nps/elistudy).
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Although the 1972 Clean Water Act gave federal water pollution control a
technology orientation, it also contained a section that in effect requires an am-
bient approach. In cases where the quality of water bodies is impaired, even
after technology-based controls required by the law have been put in place,
states are required to develop total maximum daily loads (TMDLs) for these
waters; these TMDLs incorporate the following steps:

1. For individual bodies of water, the determination of the total maximum daily
load of individual pollutants that the water body can receive without violating
ambient water quality standards set for that water body.

2. The identification of all the sources, both point source and nonpoint source,
that contribute to the degraded water quality.

3. An allocation of the total daily load among the relevant sources located on
the water body.

According to the law, the states are supposed to take the lead in establish-
ing TMDLs, with backing from the EPA.15 Because of budget limitations, and
attention that was given to technology-based permit programs, little was
done under the TMDL program in the first years of the Clean Water Act.
Regulatory agencies are now grappling with the considerable problems this
approach presents.

Establishing the total maximum daily loading may be the least controversial
aspect of the program. To do this requires drawing a connection between total
loadings and resulting water quality. In some cases this connection may be rea-
sonably simple, while in others it will be complex. Exhibit 14.1 is an excerpt
from the phosphorous TMDL plan for Lake Okeechobee in Florida. The prob-
lem here in setting the total loading is that there is expected to be a very long
time lag between reducing that loading and reduced phosphorous in the water,
due to the accumulated phosphorous in the deposits at the bottom of the lake.
Thus, authorities must choose a total loading that yields improved water qual-
ity in a “reasonable” length of time.

No doubt the much harder job politically will be allocating the total load-
ing among the various pollution sources. There is the standard public goods
problem here, since each source will have the incentive to shift as much of the
total control cost onto other sources. An added problem is that in many cases
nonpoint-source emissions, particularly those from agriculture, are the major
contributing factor in water quality degradation. It has been much more
difficult to develop effective regulatory programs for nonpoint sources than
it has for point sources, a problem that will only intensify with the TMDL
program.

Despite these difficulties the states have made substantial progress in draw-
ing up TMDLs for their polluted water bodies. In the last few years the EPA has
approved over 4,000 TMDLs annually, as shown in Table 14.6.

15 The EPA maintains a Web site that has information on all aspects of the TMDL program. See

www.epa.gov/owow/tmdl/index.html.



Establishing the Lake 
Okeechobee TMDL EXHIBIT 14.1

rounding the lake are the principal land

uses in the area and are responsible for

discharging large quantities of nutrients to

the waters within the watershed through

stormwater runoff.

In order to establish or calculate a

Total Maximum Daily Load (TMDL), a

waterbody specific concentration target

is established, above which the water-

body is unable to meet its designated

uses. In the case of Lake Okeechobee,

that target was determined to be 40 ppb

for total phosphorus in the pelagic zone

of the lake.

This load will be allocated to the sum

of all nonpoint sources. For this TMDL,

all existing direct inflows into Lake

Okeechobee are considered to be non-

point sources.

In order to achieve phosphorus reduc-

tions necessary to meet the TMDL for

Lake Okeechobee, the state will imple-

ment a phased approach. Phased imple-

mentation is necessary because the

processes involving phosphorus cycling

in Lake Okeechobee and the surround-

ing watershed are not fully understood.

The phosphorus dynamics within Lake

Okeechobee sediments are also not fully

understood, except that the contribution

of phosphorus from the sediments to the

water column is significant. As a result,

predictive modeling for the recovery of

the lake uses conservative assumptions

because the degree of uncertainty cannot

be precisely quantified until more data

become available.

Source: Excerpted from Florida Department 
of Environmental Protection, “Total Maximum
Daily Load for Total Phosphorus, Lake Okee-
chobee, Florida,” Tallahassee, FL, August 2001.

Lake Okeechobee is a large, shallow eu-

trophic lake located in subtropical south

central Florida and is a major feature of

the Kissimmee-Okeechobee-Everglades

(KOE) system. . . . The KOE system is a

continuous hydrologic system extending

from Central Florida south to Florida Bay.

Lake Okeechobee is the largest freshwa-

ter lake in Florida and the second largest

freshwater lake within the contiguous

United States, covering approximately

730 square miles. Since 1992, the lake

has had an average lakewide depth of

nine feet. The lake has a maximum stor-

age capacity of 1.05 trillion gallons (at a

depth of 19 feet). Lake Okeechobee is a

multipurpose reservoir providing drink-

ing water for urban areas, irrigation water

for agricultural lands, recharge for

aquifers, freshwater for the Everglades,

habitat for fish and waterfowl, flood con-

trol, navigation, and many recreational

opportunities.

Between 1995 and 2000, phosphorus

loading rates to Lake Okeechobee have

averaged approximately 641 metric tons/

year, with approximately 400 metric tons/

year accumulating into the sediments of

the lake. While the sediments provide a

sink for phosphorus, a portion of the

phosphorus stored in the top 10 cm of

the lake’s sediments is being added 

back into the water column at a rate al-

most equal to the external loading of

phosphorus to the lake on an annual

basis.

Nonpoint sources, which are related to

different types of land uses and are driven

by rainfall and runoff, are the dominant

pollution sources in the Lake Okeechobee

watershed. . . . Agricultural activities sur-
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Emission Trading in Water Pollution Control
If total pollutant loads have been established for a body of water, and that load
has been allocated among the sources of emissions, it is only natural to think
about emission permit trading. As we saw in Chapter 13, trading can often (but
not always) offer substantial improvements over traditional approaches in
terms of cost-effectiveness, leading to much greater pollution reduction per dol-
lar of cost. In fact, water quality trading has been around for some time. In 1981
Wisconsin initiated a BOD trading program among sources on the Fox River.16 

In the 1980s several state-level trading programs were initiated for trading be-
tween point and nonpoint sources of nutrient water pollutants.17 More recently,
many other water quality trading programs have been established; some are in
operation, many more are in planning. A program for nitrogen trading in Long
Island Sound is described in Exhibit 14.2. The EPA has encouraged states, inter-
state agencies, and tribes to devise trading plans for polluted water bodies in
their jurisdictions, and has published guides to help in designing them.18 Several
environmental groups have begun to advocate well-designed water quality trad-
ing plans for addressing different parts of the water pollution-control problem.19

Others have urged caution.

16 Erhard F. Joeres and Martin H. David (eds.), Buying a Better Environment: Cost Effective Regulation

through Permit Trading, University of Wisconsin Press, Madison, WI, 1983, pp. 233–248.
17 David Letson, “Point/Non-Point Source Pollution Reduction Trading: An Interpretive Survey,”

Natural Resources Journal, 32(2), Spring 1992, pp. 219–232.
18 U.S. Environmental Protection Agency, Water Quality Trading Toolkit for Permit Writers, EPA-833-R-07-

004, Washington, DC, August 2007 (www.epa.gov/owow/watershed/trading/WQTToolkit.html).
19 World Resources Institute has developed a model water quality trading plan that local groups

might adapt to their needs. See www.nutrientnet.org.

TABLE 14.6 TMDLs Approved by EPA, 1996 to 2007

Number of TMDLs 
Year Approved

1996 112
1997 341
1998 400
1999 334
2000 1,423
2001 2,574
2002 2,735
2003 3,068
2004 3,219
2005 4,229
2006 4,222
2007 4,051

Source: U.S. EPA, Approved TMDLs by EPA Fiscal Year (October 1 through
September 30) since October 1, 1995 (http://iaspub.epa.gov/waters/
national_rept.control).



Long Island Sound (CT) 
Nitrogen Trading Program EXHIBIT 14.2

performance. Regarding credit life, cred-

its do not carry over to the next year.

Permits: The basis is a watershed per-

mitting approach. The state passed a

rule (Public Act 01-180) which created

the authority for a general permit. Sub-

sequently, the General Permit took effect

in 2002. The General Permit acts as an

umbrella for WWTP nitrogen require-

ments; it replaces the need for separate

and far more complex permits for each

WWTP. The General Permit sets annual

nitrogen limits for each WWTP, below its

TMDL waste load allocation to ensure

TMDL compliance, over a 5 year period.

The General Permit outlines the require-

ments to buy or sell credits based on the

WWTP’s equalized nitrogen loading.

PS involvement: 79 WWTPs

Hot spot avoidance: TMDL is based

on improving water quality at the

endpoint, the estuary. The TMDL sets

transport factors for each PS. This es-

tablishes water quality equivalence pa-

rameters that only target water quality

at endpoint. Hot spots could theoreti-

cally occur between the PS and end-

point, despite water quality being met

at the endpoint.

As a solution, the State reserves the right

to revoke or modify a PS’s authorization

under the General Permit for reasons

necessary to protect human health or

the environment, or to implement the

TMDL. There is also a priority to use fed-

eral funds for nitrogen removal in dis-

tressed communities. Finally, the use of

the NCAB instead of a free market is

meant to protect poorer communities.

Source: Rutgers University, New Jersey
Agricultural Experiment Station, “Further
Details of Four Successful Water Quality
Trading Projects,” n.d. (www.water.rutgers
.edu/Projects/trading/FurtherDetails.pdf).

Details

Watershed area: Entire state of

Connecticut; approx. 5000 sq. miles.

(The Long Island Sound watershed

comprises several states, but only CT is

part of this trading program.)

Pollutants traded: Nitrogen

Accomplishment: Successful use of

watershed permitting. EPA considers

this a model program. In 2002–2003

the state purchased about $1.75 million

in credits. Very few personnel run the

program. The state expects to save

$200 million, or 20%, over the life of the

program by removing nitrogen via trad-

ing vs. command and control approach.

TMDL: TMDL to achieve Long Island

Sound standard for DO approved in

2001. Nitrogen targeted as limiting

nutrient causing algal blooms.

Trading framework: A declining cap

for TN (total nitrogen) over 15 years

sets the framework for annual PS

(point source) allocations of TN in

pounds/day. 79 WWTPs (waste water

treatment plants) have individual TN

allocations based on their percentage

of the total load, and an equivalency

factor which relates the plant distance

to the endpoint. The equivalency fac-

tor makes nitrogen reductions closer to

hypoxic zones more valuable. Thus,

WWTPs with more unfavorable dis-

charges are encouraged to remove ni-

trogen beyond their permit require-

ments and sell the credits.

Cost of credit: CTDEP (Connecticut

Department of Environmental Protec-

tion) resets the cost of a credit annually.

Price is based on capital and O&M costs

of nitrogen removal each year, deter-

mined from annual review of plants’
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It is clear that efficient water quality trading programs will have to be more
geographically circumscribed than the typical air pollution trading system.
Trading networks will be limited to sources discharging into particular water
bodies, since the water quality issues of these individual bodies are hydrologi-
cally distinct from one another. In the proposed nutrient trading plan for the
Chesapeake Bay, for example, trading is to be limited to within the sources of
each of the major tributaries of the Bay.20 Limitations of this type may lead to
problems if the number of sources is small, because markets tend to work better
when there are many potential participants.

There is also the problem of potential hotspots. Many water bodies (such as
the Chesapeake just mentioned) have subsections which, though a part of the
whole, nevertheless have somewhat distinct hydrologic systems. If sources in
these types of areas are able to purchase additional emission permits from else-
where, local water quality may be reduced even though overall water quality is
not. The designers of water quality trading networks are attempting to address
this issue by requiring that trading not lead to any localized diminishment in
water quality as a result of trading.

Questions naturally arise about the suitability of trading for addressing
nonpoint-source water pollution. Trading among individual sources implies
that individual emissions can be monitored and measured. Conventional wis-
dom has been that nonpoint emissions are impossible to measure with accuracy.
Thus, the stress is on using technological approaches such as voluntary or re-
quired adoption of best management practices. But in some cases individual
emissions may be monitored, or estimated with sufficient accuracy, to allow
trading. In the Central Valley of California, selenium discharges from agricul-
ture have caused great damage to wildlife resources in the region. In this case
circumstances are such that total and individual selenium runoff can be moni-
tored, making it possible to implement an effective trading program for reducing
this material.21

Summary
Current federal water pollution-control policy centers on the promulgation
and enforcement of technology-based effluent standards (TBESs). These are
emission standards stemming from the EPA’s findings as to the “best available
technology” or “best practicable technology” for specific industries. These
technology-based standards, although appealing as “technological fixes,”
have a number of drawbacks. They are likely to give far less pollution control
for the money spent than alternative approaches because they normally violate

20 Chesapeake Bay Program Nutrient Trading Negotiation Team, “Chesapeake Bay Program 

Nutrient Trading Fundamental Principles and Guidelines,” March 2001, available at

www.chesapeakebay.net/pubs/subcommittee/nsc/final/15guidancedoc.pdf.
21 Terry F. Young and Joe Karkoski, “Green Evolution: Are Economic Incentives the Next Step in

Nonpoint Source Pollution Control?” Water Policy, Vol. 20, July 2000, pp. 151–173.



the equimarginal principle. They also have negative impacts through reducing
the long-run incentives polluters might have to find better ways of controlling
waterborne emissions.

We also discussed in the chapter the federal program of subsidies for munic-
ipal waste treatment facilities. Over the last several decades the proportion of
the U.S. population being served by advanced (secondary or tertiary) treatment
facilities has been substantially increased. Again, however, because of the per-
verse incentives built into the program, substantially greater progress could
have been made with the money spent.

One objective of a major revision of federal water pollution-control policy
will be to try and find greater opportunities for using incentive-based strategies
to combat water pollution. Most water pollution problems are local or regional,
implying that the permit markets in water pollution control will have to operate
with relatively small numbers of traders.

Questions for Further Discussion

1. Distinguish between a “technology-based” water pollution-control program
and an “ambient-based” program.

2. In order to meet TMDL limits in a cost-effective manner, what is the appro-
priate role of the equimarginal principle? What about the economic
efficiency principle?

3. Controlling the residuals from the production of bleached tissue paper is
about five times costlier than controlling the residuals from unbleached tis-
sue paper. Analyze this difference with our standard pollution-control
model. What does it suggest in terms of public policy toward water pollution
control?

4. What are likely to be the main problems in establishing cap-and-trade
programs for water pollution control?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter15
Federal Air Pollution
Control Policy

As it travels through space, planet earth takes along with itself an enveloping,
but relatively thin, layer of gases, without which it would be a cinder. That layer
of atmospheric gases provides two critical services: direct life support for living
organisms on the earth’s surface and control over the radiation exchange be-
tween earth and space. Both of these services can be upset by human activity.

For human beings and other living organisms, the air is what water is for
fish. Unless you wear a gas mask, there is no escaping what the air has to offer.
The surface air (the troposphere) normally contains about 78 percent nitrogen,
21 percent oxygen, small amounts of other gases, and varying amounts of water
vapor. It also may have many, many other things put there through special acts
of nature and the activities of human beings. The upper layers of the earth’s at-
mosphere (the stratosphere) contain only about 5 percent of the planet’s air, but
it has a critical role to play in making it habitable. Trace gases in the stratos-
phere, particularly ozone, filter out about 99 percent of incoming ultraviolet ra-
diation, acting like a giant sun block, without which we would be exposed to
damaging levels of radiation. Other trace gases in the stratosphere provide
greenhouse services; they trap some of the infrared radiation that is reflected
back from the earth’s surface, warming it and making it more hospitable to liv-
ing organisms. As we have recently found out, both of these vital phenomena
can be disrupted by human activity.

Human disruptions of the atmosphere are not new; instances of local smoke
pollution have occurred for centuries. But in the last few decades, the potential
severity of air pollution problems has grown more acute, owing to the sheer
scale of airborne residuals released and the exotic nature of some of the emitted
substances. There are thousands of potential air pollutants: for example, oxides
of carbon, nitrogen and sulfur, volatile organic compounds, suspended particu-
late matter, photochemical oxidants, radioactivity, heat, and noise. These pollu-
tants cause a diverse set of damages. Perhaps the most important are human
health impacts. Prolonged exposure to airborne substances can lead to lung
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cancer, bronchitis, emphysema, and asthma; accidental releases can have acute
impacts. Air pollution also causes damage to plants, as in, for example, the de-
struction of forests and reduced crop yields stemming from acid deposition. Air
pollution can lead to severe damage of exposed materials, such as the surface
erosion and discoloration of stone and concrete work and the corrosion of met-
als. Stratospheric ozone depletion and enhanced global warming have signifi-
cant implications for humans and the earth’s ecosystem. Not all air pollution is
outdoors; in fact, indoor air pollution is a critical problem in many homes, fac-
tories, mines, and farms.

Many airborne pollutants are emitted on a continuous basis. The sulfur diox-
ide (SO2) emissions from power plants, for example, are continuously produced
as long as the plants are in operation. For individual motor vehicles, emissions
start and stop with their operation, although for an entire urban area, auto and
truck emissions vary continuously throughout the days and seasons according
to the rhythms of economic activity. Episodic, especially accidental, emissions
have been the cause of severe air pollution incidents, for example, the numer-
ous transportation-related accidents that occur in many countries. The links be-
tween emissions and ambient air–quality levels can be complicated because of
the complexities of meteorological phenomena. The best-known example of
this is the creation of local weather conditions that trap air pollutants, some-
times for extended periods of time. The infamous “temperature inversions”
over urban areas are well known.

Annual expenditures in the United States for air pollution control have in-
creased substantially since the early 1970s. Has this had an impact? Table 15.1
shows aggregate U.S. emissions for major air pollutants in 1970, 1980, 1990,
2002, and 2006. These are divided into emissions from stationary sources and
emissions from mobile sources. Most emissions have decreased or stayed about
the same during this period. The very substantial increase in particulate matter
(PM10, or material in which the particle size is less than 10 micrometers in di-
ameter) is because data for releases from agricultural, forestry, and mining op-
erations were first available in the mid-1980s. Sulfur dioxide emissions are
largely from stationary sources, and these have decreased substantially over
this time period. Nitrogen oxides, on the other hand, are largely from mobile
sources, and these have shown a slight increase. The biggest success story has
been with lead emissions; these have decreased dramatically from both mobile
and stationary sources.

Emission data like this do not tell us directly whether pollution-control poli-
cies have been effective. To know this, one needs a with/without analysis: what
emissions were compared to what they would have been if the policies had not
been pursued. As it happens, the EPA was instructed to do such an analysis to as-
sess the impacts of the Clean Air Act Amendments of 1990. Table 15.2 shows a
part of their results. For the major air pollutants, it shows actual 1990 emissions
and projected 2000 emissions with and without the 1990 law. Note that if there
had been no 1990 law, total emissions of most pollutants would have increased
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TABLE 15.2 Estimated Impacts of 1990 Clean Air Act (CAA)

Emissions (hundred tons per day)

1990 Actual 2000 without CAA 2000 with CAA

Volatile organic compounds 62.2 66.0 46.8
Nitrogen oxides 67.3 67.8 49.5
Carbon monoxide 258.6 242.1 201.5
Sulfur dioxide 61.3 64.8 48.5
Particulate matter (PM10) 77.5 78.8 76.9

Source: U.S. Environmental Protection Agency, The Benefits and Costs of the Clean Air Act 1990 to 2010, Washington, DC,
November 1999, pp. C-13, C-46.

TABLE 15.1 Stationary and Mobile Sources of Criteria Pollutants in the United
States, 1970, 1980, 1990, 2002, 2006*

Emissions (million short tons)

1970 1980 1990 2002 2006

Carbon monoxide
Stationary 29.4 24.9 22.5 25.4 22.6
Mobile 174.6 160.5 131.7 86.6 78.0

Nitrogen oxides
Stationary 11.5 12.3 12.1 9.6 7.6
Mobile 15.3 14.8 13.4 11.5 10.6

Volatile organic compounds
Stationary 16.1 15.1 12.0 9.3 11.1
Mobile 18.5 16.0 12.1 7.2 6.2

Sulfur dioxide
Stationary 30.6 25.2 22.2 14.7 13.1
Mobile 0.6 0.7 0.9 0.7 0.6

Particulate matter (PM10)**
Stationary 12.4 6.3 27.1 21.6 18.0
Mobile 0.6 0.7 0.7 0.5 0.4

Lead†

Stationary 39.2 9.5 3.8 3.7 N/A
Mobile 181.7 64.7 1.2 0.5 N/A

*“Criteria pollutants” are discussed in the section on the history of federal air pollution control.
**Beginning in the 1980s, data include PM10 from agriculture and forestry operations.
†Thousand short tons; data in last column refer to 2000.

Source: U.S. Environmental Protection Agency, “1970–2006 Average Annual Emissions, All Criteria Pollutants,” January
2005; available at www.epa.gov/ttn/chief/trends/index.html.

somewhat, while emissions of carbon monoxide actually would have decreased.
This is attributable to both the impacts of previous policies, as well as basic
changes at work in the economy. Emissions with the 1990 program, however, are
substantially lower, with the exception of those of particulate matter. From data
like these we can conclude that the public policies have led to substantial emission
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reductions and no doubt to improved ambient air quality. What needs to be
asked, however, is whether the sums of money the nation has put into air pol-
lution control have bought as much improvement in air quality as they could
have and should have. Let’s look more closely at the policies themselves.

Federal Air Pollution Control Laws: A Brief Sketch

There was little federal concern or statutory activity in air pollution matters
prior to the late 1960s; in this respect, it was similar to water pollution. Air pol-
lution was regarded as primarily a local concern, to be dealt with under local
nuisance laws. Federal laws dealt mainly with providing funds for research
and for state grants to train personnel and obtain technical assistance. However,
in the 1967 Air Quality Act, the Department of Health, Education and Welfare
was charged with establishing criteria through which ambient air quality stan-
dards could be set for six common air pollutants: sulfur dioxide (SO2), nitrogen
oxides (NOx), ozone, particulate matter, carbon monoxide, and lead. These be-
came known as the “criteria” pollutants, and ambient standards for these six
were to be set by the states. By the end of the 1960s, however, frustration was
widespread over the perceived weakness of this federal/state approach. The
Clean Air Act Amendments of 1970 represented a much more aggressive asser-
tion of federal power into air pollution matters. It established the basic contours
of air pollution policy that persist to the present: uniform national ambient air
quality standards, a variety of technology-based emission standards, and
stricter emission standards for automobiles.

In the Clean Air Act Amendments of 1977, federal legislators addressed
some of the problems created by the uniform ambient standards of the 1970
Act. Air quality was worse in some cities than others, and better in rural areas.
There was widespread concern after the 1970 law that cities in areas with air
quality already better than the national ambient standard could compete un-
fairly for new industrial development. New firms might be attracted to these
areas by the promise of less strict emissions controls than firms would face in
areas where air quality was already worse than the standards. The 1977 CAA
amendments differentiated PSD areas (PSD stands for “prevention of signifi-
cant deterioration”—for a list of acronyms used in this chapter, see the appen-
dix starting on page 468) and nonattainment areas. Different technology-based
effluent standards would apply to PSD regions, where air quality was already
better than the standard, than to nonattainment regions.1

After the 1977 act there were no new federal air pollution statutes until 1990,
a reflection of the Reagan administration’s desire to reduce the “burden” of reg-
ulations on the U.S. economy. There were, however, some significant policy
innovations that occurred during this period within the existing laws. These
were programs based on the trading of emission reduction credits, which we
will discuss in more detail later in this chapter.

1The PSD regions were differentiated into three classes; see the detail in Table 15.3.
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TABLE 15.3 Major Federal Air Pollution Laws

Air Pollution Control Act (APCA) of 1955

Authorized the Secretary of Health, Education and Welfare to spend up to $5 million
a year to do research and to help the states in training and technical assistance on
matters of air pollution. Extended in 1959 and 1962.

Motor Vehicle Exhaust Study Act of 1960

Directed the Secretary of HEW to do a study on “Motor Vehicles, Air Pollution and
Health” within two years.

Clean Air Act (CAA) of 1963

Authorized federal grants to states to develop state and local air pollution control
programs; established a conference system to deal with problems of interstate air
pollution; extended authorization for federal research on air pollution.

Motor Vehicle Air Pollution Control Act of 1965

Authorized the Secretary of HEW to set emission standards for new cars (but no
deadline was established); dealt with international air pollution and called for more
research.

CAA Extension of 1966

Extended the CAA of 1963 and added authority to make grants to states to support
air pollution-control programs.

Air Quality Act (AQA) of 1967

Provided for additional grants to states to plan air pollution control programs;
provided for interstate air pollution control agencies, expanded research on fuels
and vehicles; required HEW to establish air quality regions of the country, publish air
quality criteria and control technology reports for the common pollutants; required
states to establish ambient air quality standards for the “criteria” pollutants and
develop attainment programs; authorized HEW to give financial assistance to states
to establish motor-vehicle inspection programs.

CAA Amendments of 1970

Established national ambient air quality standards (NAAQSs) for criteria pollutants;
required the establishment of new-car emission standards along with certification
programs; EPA was to establish emission standards for major toxic or hazardous
pollutants; EPA to establish technology-based emission standards for all new sources
(NSPS) of the common air pollutants; required state implementation plans (SIPs) to
control existing stationary sources of air pollutants.

CAA Amendments of 1977

Established the goal of “prevention of serious deterioration” (PSD) in areas already
cleaner than the national standards; established three classes of already clean areas:

Class I areas: no additional air quality deterioration permitted (includes national
parks, etc.).
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The Clean Air Act Amendments of 1990 contain five main sections, dealing
with (1) motor vehicles and fuels, (2) acid rain, (3) urban air quality, (4) air tox-
ics, and (5) stratospheric ozone problems. The law is notable for including an
innovative transferable discharge permit system for SO2 emissions; it also con-
tinues many of the command-and-control approaches that have characterized
federal programs to date.

The continued problem of motor-vehicle pollution was addressed by a fur-
ther tightening of new-car emission standards and expansion of state inspection
and maintenance (I&M) programs. In addition, the law mandated many new
technologies, such as reformulated fuel, fume-catching nozzles at gas stations,
and the development of a generation of clean cars.

The law also attempts to deal more directly with toxic air pollutants. In ear-
lier laws, the EPA had been directed to address the problem of airborne toxics,
but over the years they had made relatively little progress. The 1990 act specifi-
cally lists 189 toxic materials that are to be controlled and requires that the EPA
establish technology-based effluent standards to apply to sources emitting
more than 10 tons/year of a single toxic or 25 tons/year of any combination of
toxic compounds. The standard is to be the “maximum achievable control tech-
nology” (MACT), defined as technology based on the “best control technologies

TABLE 15.3 (Continued)

CAA Amendments of 1977

Class II areas: some air quality deterioration to be permitted (includes most PSD
regions).

Class III areas: air quality to be allowed to deteriorate to level of NAAQSs.

Established a technology standard “lowest achievable emission rate” (LAER) for new
sources in nonattainment areas and “best available control technologies” (BACT) for
new sources in PSD regions.

CAA Amendments of 1990

Established tougher tailpipe standards for new cars, with longer warranty period;
mandated pilot program of “clean” cars in some cities; reformulated fuels in some
cities; Phase II pumps at gas stations; onboard fume canisters on cars; streamlined
stationary-source permitting procedures; provided for reduction of 189 toxic airborne
emissions through TBES (“maximum achievable control technology,” MACT);
provided for stricter local plans to reduce ozone, carbon monoxide, and particulates
in the worst cities; further rules for phasing out of CFCs; provided for a system of
transferable discharge permits among power plants to reduce sulfur dioxide
emissions.

Sources: Arthur C. Stern, “History of Air Pollution Legislation in the United States,” Journal of Air Pollution Control
Association, 32(1), January 1982, pp. 44–61; Paul R. Portney, “Air Pollution Policy,” in Paul R. Portney (ed.), Public Policies
for Environmental Protection, Resources for the Future, 1990, chap. 3; EPA Journal, January/February 1991, pp. 8–9.
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that have already been demonstrated”2 in the designated industrial categories.
The EPA has become aware over the years of some of the negative side effects of
specifying too closely the technologies that polluters must use to reduce emis-
sions and has tried to change its focus to setting standards the industry must
achieve, rather than dictating equipment that industry must install. Only time
will tell if this more flexible regulatory approach will bear fruit.

Regarding criteria pollutants, the 1990 act seeks to come to grips with the
continuing nonattainment problem. In the 1977 law the metropolitan areas of
the country had been given until 1987 to come into compliance with ambient
standards. Although some progress had been made, many cities still failed to
meet the standards at the end of the 1980s. Previous laws treated all these
regions alike, but in 1990 an effort was made to recognize degrees of nonat-
tainment. A system was established in the law to classify cities in terms of the
severity of their air pollution problems. The law specifies five classifications for
ozone, two for carbon monoxide, and two for particulate matter. Control pro-
grams of increasing severity are specified for cities in increasingly serious
nonattainment categories. For example, emissions of volatile organic com-
pounds and nitrogen oxides produce ground-level ozone, which, in turn, is
instrumental in producing urban smog. In 1990, 96 cities failed to meet the
national air-quality standard for ozone. The 1990 act places these cities into five
categories according to the severity of their ozone levels: “marginal,” “moderate,”
“serious,” “severe,” and “extreme.” Only one city—Los Angeles—is in the
extreme category. The law then specifies increasingly stringent control tech-
niques for cities according to which category they are in. These techniques are
based primarily on the enforcement of technology-based effluent standards and
the outright specification of technologies that must be adopted in the various
regions.

Current federal air pollution statutes are long and complex, but they can be
boiled down to the following:

• National ambient air quality standards for criteria pollutants, with pollution-
control programs of varying stringency based on the severity of the air
pollution in different regions.

• Technology-based effluent standards for stationary sources of airborne emis-
sions on (1) all new sources, (2) existing sources in nonattainment regions,
and (3) sources of toxic emissions.

• Emission standards for new cars, with inspection and maintenance programs
(I&M) in some states.

• A variety of new technology specifications for automobile pollution (“clean
cars,” reformulated fuel, on-board vapor-catching devices, etc.).

• A number of transferable discharge programs targeted at specific airborne
emissions.

• The phaseout of CFCs.

2EPA Journal, 17(1), January/February 1991, p. 32.
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In the next few sections we look more closely at these major parts of the air
pollution control program (the discussion of the CFC phaseout is postponed
until Chapter 20).

National Ambient Air Quality Standards

The 1970 Clean Air Act specifies a system of national ambient air quality stan-
dards (NAAQS) for criteria pollutants, to be applied uniformly across the coun-
try. In Chapter 11 we discussed the question of uniformity in standards. Unless
marginal damage and marginal abatement costs happen to be the same in all re-
gions, uniform national standards will not be efficient. They will be overly strin-
gent where marginal damages are relatively low and/or marginal abatement
costs relatively high, or not stringent enough where marginal damages are rela-
tively high and/or marginal abatement costs relatively low.

A fundamental issue is how the level of the standard is chosen. The current
standards for criteria pollutants are shown in Table 15.4. From an efficiency

TABLE 15.4 National Primary and Secondary Ambient Air–Quality Standards 
as of 2000*

Pollutant Primary Standard Secondary Standard

Particulate matter (PM10)
Annual mean 50 µg/m3 Same as primary
Daily mean 150 µg/m3 Same as primary

Particulate matter (PM2.5)
Annual mean 15 µg/m3 Same as primary
Daily mean 65 µg/m3 Same as primary

Carbon monoxide
8-hour mean 9 ppm None
1-hour mean 35 ppm None

Nitrogen dioxide
Annual mean 0.053 ppm Same as primary

Ozone
1-hour mean 0.12 ppm Same as primary
8-hour mean 0.08 ppm Same as primary

Lead
Quarterly mean 1.5 µg/m3 Same as primary

Sulfur dioxide
Annual mean 0.03 ppm Same as primary
24-hour mean 0.14 ppm Same as primary
3-hour mean None 0.50 ppm

*ppm stands for parts per million; µg/m3 stands for micrograms per cubic meter. The standards are established over
averaging times; that is, they are expressed in terms of maximum average concentrations of the pollutants over some
time period. For most of the pollutants, several such maxima, pertaining to different time periods, are stated.

Source: U.S. Environmental Protection Agency, Office of Air Quality Planning and Standards, available at
www.epa.gov/airs/criteria.html.
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point of view, standards cannot be socially optimal unless they are established
with an eye to both marginal damages and marginal control costs. There are
two levels of standards established in the CAA: primary and secondary. The
legal criteria to be used by the EPA in establishing these are as follows:

• Primary standards: To be set at whatever level is required to protect the
public health, with an “adequate margin of safety.” The latter clause has
been interpreted to require that the standards be set to protect the health of
the more sensitive members of the population, such as children, asthmatics,
and the elderly.

• Secondary standards: To be set at the level necessary to protect the
public welfare. This has been interpreted to include such things as protec-
tion from decreased visibility, damage to crops, animals, vegetation, and
buildings.

According to a strict reading of the law, therefore, these standards are to be
established by reference only to damages; considerations of costs apparently are
not permitted. Only one unique secondary standard has been created—that for
sulfur dioxide. The standards as set imply that the damage functions associated
with these criteria pollutants have thresholds, below which damages are mini-
mal or nonexistent. When the standards were set, relatively little was known
about the damage functions. Even today we are unsure if these thresholds exist.
Recent results suggest that they may not, that in fact damages may occur even
at very low levels of these pollutants. But the costs of achieving zero levels of
these pollutants would be enormous.

The implication of this is that in setting the national standards some informal
recognition undoubtedly has been given to abatement costs. Implicit concern
with abatement costs also has occurred in enforcement. Despite the unambigu-
ous nature of the standards, there are many urban areas of the country where
ambient air quality is still worse than the standards, two decades after their es-
tablishment. Strict enforcement of the standards in a short period of time would
simply have cost too much. Enforcement has involved an implicit trade-off of
marginal damages and marginal abatement costs, according to the particulari-
ties of the different urban areas, the appearance of new abatement technology,
and the willingness to pay for air pollution control, as manifested primarily in
the ongoing political struggle in local areas.

Stationary-Source Control

Federal policy toward stationary-source air pollution control is intertwined
with policy actions and administration by the states. The 1970 Clean Air Act
Amendments require the EPA to establish national ambient standards and
technology-based effluent standards for stationary sources of air pollution. It
gives responsibility to the states to develop state implementation plans (SIPs),
which specify how states will achieve the federally established standards. The
SIPs are approved by the EPA, which may take over the program itself in cases
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where SIPs are deemed to be not sufficient. The SIPs are to be specified for des-
ignated areas called Air Quality Control Regions (AQCRs).

SIPs will normally contain a broad set of measures. They must include the
federally established technology-based effluent standards. They can also include
measures like growth management regulations for municipalities.

Once accepted by the EPA, an SIP becomes a powerful regulatory document
for local matters. For example, a major area of contention through the years is
whether the transportation planning of a community (added roads, wider
roads, public transport, etc.) is in conformity with the relevant air pollution
control SIP. By law, planning authorities have to demonstrate that this
conformance requirement is met.3

Technology-Based Effluent Standards
The stationary-source program contains several different types of TBESs, as
shown in Table 15.5. The standards differ between existing and new sources
and between nonattainment and PSD regions. Distinctions between existing
and new sources are a prominent feature in environmental control programs.
New sources, or existing sources that are modified in some major way, are
usually held to stricter standards than existing, established sources. In the air-
quality program, new sources in nonattainment areas are subject to a LAER
(lowest achievable emission rate) standard,4 which is meant to be more restric-
tive than the RACT (reasonably available control technology) standard applied
to existing sources in those areas. In PSD regions, new sources are held to stan-
dards based on BACT (best available control technology), whereas existing
sources are, in effect, not subject to any standard.5

3Winston Harrington, Arnold Howitt, Alan J. Krupnick, Jonathan Makler, Peter Nelson, and Sarah J.

Siwek, Exhausting Options: Assessing SIP-Conformity Interactions, Resources for the Future Report,

April 2003, available at www.rff.org/Documents/RFF-RPT-exhaustopt.pdf.
4LAER is defined as the lowest emission rate specified in any state implementation plan, whether

or not any source is currently achieving that rate.
5 In giving the states the primary responsibility to set TBESs, there was some fear among federal

policymakers that economic competition among them would motivate some to set less restrictive

standards to attract business. Thus, the EPA is empowered to set a floor level for standards

applying to new or modified stationary sources. These are called new-source performance

standards (NSPS).

TABLE 15.5 Technology-Based Effluent Standards (TBES) for Control of Large
Stationary Sources of Air Pollutants

Nonattainment Regions

Existing sources: RACT: “Reasonably Available Control Technology”

New sources: LAER: “Lowest Achievable Emission Rate”

Prevention of Significant Deterioration (PSD) Regions

Existing sources: None

New sources: BACT: “Best Available Control Technology”
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The case for holding new sources to stricter standards (a new-source bias)
than those applied to existing sources is usually made on the basis of cost; it
normally costs more to retrofit existing plants with pollution-control equipment
than to incorporate the equipment into new plants when they are being built. In
effect the argument is that the marginal abatement costs of existing plants are
normally higher than those of new plants, so cost-effectiveness justifies more
restrictive emission standards for the former than for the latter. To a large extent,
this is probably an economic argument being used to justify a course of action
that is politically expedient. It is easier to put stricter limits on new sources than
on existing ones because, by definition, the former will have less political clout
than the latter. And existing firms may not be so opposed to applying stricter
controls that make it relatively costly for new competitors to get into business.
From an administrative standpoint a new-source bias is also easy to under-
stand. In any given year there are many times more existing sources than there
are new or modified sources, so more administrative resources may be concen-
trated on the latter. A focus on new sources also implies a gradualist approach
because it means that stricter standards will gradually spread through the vari-
ous industries as old capital is replaced with new.

But the price paid for holding new sources to stricter standards may be high.
The problem is that a new-source bias creates incentives to hold on to existing
plants because they will be subject to less strict environmental standards than
new or modernized plants. So in trying to ease the transition to lower pollution
levels through a new-source bias, the regulations may inadvertently slow up
the rate of adoption of pollution abatement technology. This is no doubt one of
the main reasons so many urban regions of the United States continue to suffer
from substantial air pollution problems many years after the beginning of the
federal program.

Virtually all of the observations we made about technology-based effluent
standards in water pollution control are also applicable to air pollution control
policy. It is an approach that tends to put the initiative and responsibility for
pollution control in the hands of administrative agencies rather than the pol-
luters themselves. Too much of the energy and creativity of polluting firms is
devoted to finding ways of avoiding compliance rather than devising better
means of controlling emissions. The incentives for R&D to develop new tech-
niques of pollution control or to reach back into the production process to re-
duce residuals in the first place are weakened. But most importantly, TBESs
have the effect of encouraging uniform compliance measures among sources. In
a world where marginal abatement costs differ substantially across sources, this
cannot be a cost-effective policy.

Cost-Effectiveness of the TBES Approach
Numerous studies have been done by environmental economists to estimate
excess costs of the command-and-control approach to air pollution control in-
herent in technology-based effluent standards. These studies involve complex
models that incorporate economic factors, such as control costs at each source,
with emission and meteorological factors that show how ambient air quality is
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TABLE 15.6 Comparison of CAC Control Cost with Least-Cost Programs in Air
Pollution Control

Ratio of CAC Costs 
Study CAC Benchmark to Least Cost

1 Particulates, St. Louis (1974) SIP regulations 6.00

2 Sulfur dioxide, four corners 
region (Utah, Colorado, Arizona, 
and New Mexico) (1981) SIP regulations 4.25

3 Sulfates, Los Angeles (1982) Applicable Clean Air

Act emission standards 1.07

4 Nitrogen dioxide, Baltimore (1983) RACT regulations 5.96

5 Nitrogen dioxide, Chicago (1983) RACT regulations 14.40

6 Particulates, Baltimore (1984) SIP regulations 4.18

7 Sulfur dioxide, Delaware Valley Uniform percentage 
(1984) reduction 1.78

8 Particulates, Delaware Valley Uniform percentage 
(1984) reduction 22.00

9 Airport noise, U.S. (1983) Mandatory retrofit 1.72

10 Hydrocarbons, all domestic Uniform percentage 
Du Pont plants (1984) reduction 4.15

11 CFC emissions, U.S. Proposed emission 
(nonaerosol) (1980) standards 1.96

Sources: Adapted from T. H. Tietenberg, Emissions Trading: An Exercise in Reforming Pollution Control, Resources for the
Future, Washington, DC, 1985, pp. 42–43. Individual studies are as follows: 1 Scott E. Atkinson and Donald H. Lewis,
“A Cost-Effective Analysis of Alternative Air Quality Control Strategies,” Journal of Environmental Economics and
Management, 1(3), November 1974, pp. 237–250; 2 Fred Roach et al., “Alternative Air Quality Policy Options in the Four
Corners Region,” Southwestern Review, 1(2), Summer 1981, pp. 44–45; 3 Robert W. Hahn and Roger G. Noll, “Designing a
Market for Tradeable Emission Permits,” in Wesley A. Magat (ed.), Reform of Environmental Regulation, Ballinger,
Cambridge, MA, 1982, pp. 132–133; 4 Alan J. Krupnick, “Costs of Alternative Policies for the Control of NO2 in the
Baltimore Region,” Resources for the Future, Washington, DC, 1983, p. 22; 5 Eugene P. Seskin, Robert J. Anderson Jr., and
Robert O. Reid, “An Empirical Analysis of Economic Strategies for Controlling Air Pollution,” Journal of Environmental
Economics and Management, 10(2), June 1983, pp. 117–120; 6 Albert M. McGartland, “Marketable Permit Systems for Air
Pollution Control: An Empirical Study,” Ph.D. dissertation, University of Maryland, 1984, p. 67a; 7 Walter O. Spofford Jr.,
“Efficiency Properties of Alternative Source Control Policies for Meeting Ambient Air Quality Standards: An Empirical
Application to the Lower Delaware Valley,” Resources for the Future, Washington, DC, 1984, p. 77; 8 Ibid.; 9 David
Harrison Jr., “Case Study 1: The Regulation of Aircraft Noise,” in Thomas C. Schelling (ed.), Incentives for Environmental
Protection, MIT Press, Cambridge, MA, pp. 81–96; 10 Michael T. Maloney and Bruce Yandle, “Estimation of the Cost of
Air Pollution Control Regulation,” Journal of Environmental Economics and Management, 11(3), September 1984,
pp. 244–264; 11 Adele R. Palmer, W. E. Mooz, T. H. Quinn, and Kathleen A. Wolf, Economic Implications of Regulating
Chlorofluorocarbon Emissions from Nonaerosol Applications, Rand Corporation, Report No. R-2524-EPA, June 1980, p. 225.

affected by various patterns of emissions. The models can be run to determine
the costs and ambient quality levels achieved with the CAC approach, then run
again without the TBESs to see what the total control cost would be of a program
that achieved the same ambient air quality but with a cost-effective distribution
of emission reductions among firms. Table 15.6 summarizes the main results of
some of the studies. The last column shows the ratio of the CAC program costs,
incorporating various technology-based effluent standards, as indicated, to
least-cost programs that would provide the same improvement in air quality.
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If the actual programs were also cost-effective, these ratios would be at or near
1.0. In fact, they vary from 1.07 to 22.0.

Four of the studies show CAC/least-cost ratios between 1.0 and 2.0. These are
CAC programs that also come close to achieving minimum costs. The most
likely explanation for this is that these cases involve multiple sources that have
relatively small differences in marginal abatement costs. Most of the other ratios,
however, are around 4.0 to 6.0, meaning that the actual programs involving
TBESs were four to six times more costly than they would have been had they
been designed to be cost-effective. The problem with this is not just that society
is paying much more than is necessary to get the improvements in air quality, al-
though this is certainly a serious shortcoming. The real problem is that because
the actual control programs are so much more costly than they need be, the ap-
parent aggregate marginal abatement cost function is much higher than it need
be, and therefore we are probably settling for smaller improvements in ambient
quality than might be achieved if control programs were fully cost-effective.

New Directions in Stationary-Source Control
In the early years of the Clean Air Act policymakers were concerned to find
ways of accommodating economic growth in nonattainment areas, without
worsening air pollution problems there. The 1977 Clean Air Act amendments au-
thorized a limited form of pollution credit trading. By reducing their emissions
below baseline levels, sources could earn emission reduction credits, which
could then be traded to other firms, or to other units in the same firm.

More recently, a number of complete cap-and-trade (CAP) programs have
been put in place to address some of the nation’s most significant air pollution
problems:

• Pollution control authorities in Southern California began the Regional
Clean Air Incentive Market (RECLAIM) in 1993. It applies to emissions of
nitrogen oxide (NOx) and sulfur dioxide (SO2). Each of about 300 sources
received a declining balance of dated emission permits (called RECLAIM
trading credits). As of 2003, total NOx and SO2 emissions were reduced by
71 percent and 60 percent from their 1994 levels.6

• In the 1990 Clean Air Act amendments, a very substantial CAP program was
put into effect to control SO2 emissions in the United States. This is a national
market involving large electricity-generating plants, and we will examine it
in some depth in the next section.

• Beginning in 1999, 13 northeastern U.S. states/regions began a CAP program
to control emissions of NOx.7 By interstate agreement the total NOx emis-
sions for the group are allocated among the states, then each state allocates its
total emissions as tradeable permits among sources in the state. Trading

6For more information consult www.aqmd.gov.
7These are the states of the Ozone Transport Committee, a group set up to determine how best

to reduce ozone pollution in the northeast. The group includes the states Connecticut, Delaware,

Maine, Maryland, Massachusetts, New Hampshire, New Jersey, New York, Pennsylvania, Rhode

Island, and Vermont; the northern counties of Virginia; and the District of Columbia.
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among sources, which are mostly electric utilities and large industrial boil-
ers, may be both intra-and interstate. The EPA is developing a similar NOx

TDP program that would cover these 13 states/regions plus 10 others. It’s
expected that eventually the plans will be melded into a single program.

• Many individual states are establishing CAP programs to deal with air pol-
lution problems within their borders. One of these, for example, is the mar-
ket for volatile organic material (VOM) emissions in northeastern Illinois.
The purpose of this market is to allow Chicago to achieve attainment of the
NAAQS ozone standard in a cost-effective way. Major sources of VOM omis-
sions are assigned baseline emission levels on the basis of their historical
VOM emissions during recent years. They are then allocated TDPs (called
allotment trading units, ATUs, in this program) equal to 88 percent of their
baseline levels. Each ATU corresponds to 200 pounds of VOM per ozone sea-
son (May 1 to September 30) and is tradable in keeping with the fundamen-
tal principles of TDP programs.8

Space precludes a detailed review of all these plans. So we will look more
closely at one of them, the SO2 program under the 1990 Clean Air Act amend-
ments. This is the largest program, in terms of geographical spread, and proba-
bly the one that has received the greatest public scrutiny.

The CAP Program of the 1990 CAA
Emissions of sulfur dioxide from power plants are a major source of acid pre-
cipitation, especially in the northeastern United States and eastern Canada. The
plan is designed to achieve a cost-effective reduction in aggregate power plant
SO2 emissions of 40 percent from 1990 levels. It has represented a major national
departure from the traditional command-and-control approaches of the past.
Furthermore, its success to date has given substantial encouragement to sup-
porters of CAP programs for pollution control. It appears that they will be more
widely adopted in the future, both in this country and elsewhere.

How It Works
The program was introduced in two phases. Phase I ran from 1995 to 2000 and
involved 110 electric power plants located in 21 eastern and midwestern states.
Phase II began in 2000 and includes about 1,000 power plants throughout the
country. The EPA allocates to each plant a time profile of discharge permits.9

Each permit is for a particular year and can be used either in that year or in any
subsequent year (in other words, a permit dated for one year can be banked and
used in a later program year). The permits are tradable and may be bought and
sold by SO2 sources, as well as anybody else who might wish to participate in
the permit market. The EPA collects detailed data on the SO2 emissions of each

8 Additional information on this market is available at www.epa.state.il.us/air/erms/index.html.
9 In other words, a source might be given a profile such as 5,000 permits applying to emissions in

1996; 4,900 permits for 1997; 4,800 permits for 1998; 4,700 permits for 1999; 4,600 permits for

1999; and 4,500 permits for 2000 and every subsequent year. This allows for a gradual reduction

in the overall level of SO2 emissions. In this program permits are called “Allowances.”
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source and the number of permits held by each source. At the end of each year
the EPA deducts from the permit holdings of each source an amount equal to
the total tons by SO2 the source has emitted in that year. If a source does not
hold enough permits to cover their emissions, they are subject to a fine of $2,000
per ton of excess emissions.10

In Phase I (1995–2000) sources were allocated permits at the rate of 2.5 pounds
of SO2 per million BTUs, multiplied by their average annual fuel consumed from
1985 to 1987. In Phase II the allocation was based on 1.2 pounds of SO2 per mil-
lion BTUs. The EPA held back a number of permits, some to be sold in annual
auctions, and some to be distributed on the basis of various incentive criteria.

Emission permits are tradable. Managers of an individual plant may do
one of three things. They may simply hold on to the permits they were originally
allocated and reduce their sulfur emissions to or below that level.11 They
can reduce their emissions below their permit holdings and sell the surplus
permits. Or they can maintain their emissions to something more than their
initial permit holdings and buy extra permits to cover the overage. Thus, market
participants—buyers and sellers—consist of these utility plants adjusting their
permit holdings to match their emission rates, as well as other participants who
may buy and sell permits. Other utilities that might wish to expand their elec-
tricity output, but are held in check by SO2 emission limitations, may buy addi-
tional permits, as may new plants starting operations after the program is put
into effect. The law also allows permits to be traded and held by private citizens,
brokers, speculators, environmental groups, other types of business enterprises,
and so on. As an environmental group, you might wish to buy permits simply to
get total SO2 emissions reduced.12 As a manufacturer of pollution-control equip-
ment, you might wish to buy a stock of permits that you could lend to your cus-
tomers while they were installing your equipment. As a speculator, you might
want to buy and hold permits because you think their price is going to rise.

The Role of the EPA
The role of the EPA is quite different from typical command-and-control type
pollution-control programs. It is to keep track of permit trades so that it knows
at all times how many emission permits are held by each plant. It also must
monitor emissions to ensure that no plant emits more than it is entitled to by the
number of permits it holds. The law specifies that each source is to install and
maintain continuous monitoring devices. Emissions and permit data are col-
lected via the Internet. In theory the EPA is concerned only with whether
emissions exceed allowances; its only direct control over technology choices is
to approve for each plant a compliance plan that specifies the plant’s choice of
one or more of the emission reduction technologies authorized under the law.

10 The fine is indexed to inflation; in 1998 it was $2,581 per ton, for example.
11They might reduce emissions below their permit holdings in order to have a reserve of surplus

permits on hand for future contingencies.
12 One group that facilitates this type of transaction is the Clean Air Conservancy

(www.cleanairconservancy.org).
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Has It Worked?
Has the program run smoothly and produced SO2 emission reductions at a
substantial cost savings over traditional programs? Experience in the program
is shown in Figures 15.1 and 15.2. The first of these shows that total emissions
from Phase I plants in 1999 (the last year of Phase I) were 4.9 million tons of
SO2, compared to their total emissions of 8.7 million tons in 1990. Note, how-
ever, that their emissions during the period were below their permit holdings.
Rules of the program allow permits not used in the year for which they are
dated to be banked for future use. Thus, it is clear that there was a substantial
amount of permit banking going on in the first phase of the program. A major
part of the explanation for this is probably that sources invested fairly heavily
in the beginning in new SO2 control technology, shifting their marginal abate-
ment costs downward in the expectation that this would allow them to sell
excess permits.

In 2006, the combined emissions of all plants (both Phase I and Phase II) were
9.4 million tons, compared to total emissions of these plants of 15.7 million tons
in 1990. Note also that in recent years, emissions have exceeded the number of
permits allocated to each year, meaning that some emissions were being cov-
ered by banked permits. Over time, as the number of banked permits is worked
off, total emissions will fall to the target level of 8.95 million tons (about 50 per-
cent of 1980 emissions).

There has developed a substantial market for SO2 permits. In the last few
years between a half million and a million permits have changed hands annu-
ally. Permit prices ranged between about $100 per ton to $200 per ton until 2004
and then rose rapidly, as shown in Figure 15.2. They spiked at about $1,600 per
ton in late 2005, and since then have dropped back to between $400 and $600
per ton.
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Source: EPA Acid Rain 2006 Progress Report.



316 Section Five Environmental Policy in the United States

As we have discussed, cap-and-trade programs can, at least theoretically,
achieve emission reductions more cost effectively than traditional command-and-
control approaches. Has this happened in the SO2 program? Probably, although it
is difficult to know exactly how much more cost-effective the CAP program has
been, since this requires comparative cost analysis. The EPA has concluded that
the program, as of 2010, will have annual benefits of $122 billion and annual costs
of $3 billion.13 These are very modest costs for such substantial benefits, which
suggests that the cost effectiveness of the program has been very high.

Other CAP Programs
In the last few years new CAP programs have been put in place, and others
planned. In 2004 a CAP program began covering nitrogen oxide (NOx) emis-
sions from large power plants and industrial boilers in 19 eastern states and the
District of Columbia.14 In 2005 EPA announced a set of new CAP programs for
northeastern states: an annual NOx CAP program, a seasonal NOx program,
and an annual SO2 program.15 This plan is expected to commence in 2009.

13U.S. Environmental Protection Agency, Acid Rain and Related Programs: 2006 Progress Report,

Washington, DC, 2007, p. 4.
14For information see www.epa.gov/airmarkets/progsregs/nox/sip.html.
15For information about these programs, which are promulgated under EPA’s Clean Air Interstate

Rule, see www.epa.gov/airmarkets/progsregs/cair/index.html.

FIGURE 15.2 SO2 Permit Prices, June 2000 to June 2007
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Numerous plans have been proposed in Congress for national CAP pro-
grams covering SO2 and NOx. They differ in terms of the size of the caps and the
time schedule for achieving them. In addition, there is currently a great debate
about reducing national CO2 emissions, which are increasing even as emissions
of most criteria pollutants are gradually declining. We will have more to say
about this matter in Chapter 20.

What these show is that while there is widespread, though not unanimous,
feeling among policymakers and the environmental community that CAP pro-
grams are an effective policy instrument, there are also major differences
among and between them about how the details of the programs should be
designed.

Mobile-Source Air Pollution Control

The other major part of the federal air-quality program is control of mobile-
source emissions. Although there are thousands of stationary sources of air pol-
lution, there are many millions of mobile sources. Furthermore, the political
fundamentals of mobile-source control are totally different from stationary-
source emissions. It is often good politics to be seen chastising the polluting be-
havior of the businesses, especially corporations, responsible for stationary
sources. It is quite different to take an aggressive stance against the millions
of people whose cars cause the pollution but who also vote. So the spirit of the
mobile-source program has been to reduce emissions, but in a way that avoids
placing an obvious burden on individual drivers. The EPA counts it as a benefit
of the mobile-source provisions of the 1990 act that “most car owners probably
will not be aware of the many vehicle and fuel changes that auto and oil com-
panies make in response to the Clean Air Act.”16

To examine the mobile-source program, it will help to set the stage. The total
quantity of mobile-source emissions in a given period can be expressed in the
following way:

16EPA Journal, 17(1), January/February 1991, p. 17.

Total quantity
of emissions

Number of
vehicles

Average miles
traveled

Emissions per
mile   

If we were devising a cost-effective way of reducing the total quantity of emis-
sions, we would want to balance the three factors on the right side of this equa-
tion according to the equimarginal principle. In fact, the federal mobile-source
pollution-control program has focused almost completely on the last of these fac-
tors. And a major reason air pollution is still a serious problem in many regions is
that although car makers have been quite successful in producing cars with
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ever-smaller emissions per mile, the first two factors in the equation have con-
tinued to grow relentlessly and virtually without control.

The federal mobile-source pollution-control program consists of the following
major elements:

• At the manufacturing level, a “new-car certification” program that essentially
sets emission standards on new cars, together with a warranty program that
is meant to ensure the continued emissions performance of automobiles after
they have left the plant.

• At the state level, inspection and maintenance (I&M) programs aimed at
ensuring that the emissions performance of automobiles does not deteriorate
as they are used.

• In nonattainment areas, a variety of technological specifications dealing with
vehicles, fuels, and other components of the transportation system.

New-Car Emission Standards
The main emissions from mobile sources are hydrocarbons (sometimes called
volatile organic compounds or VOCs), nitrogen oxides (NOx), carbon monoxide
(CO), and particulate matter. Lead used to be a major mobile-source pollutant
but, since the advent of lead-free gas, this is no longer the case.17 The first two
of these (VOCs and NOx) are smog precursors; that is, after they are emitted,
they react with sunlight and among themselves to form the smog and elevated
ozone levels that characterize so many urban areas.

The primary federal approach to controlling mobile-source emissions was
set in the 1970 Clean Air Act. It consists of a new-car certification program—
essentially a program of mandated emission standards on new cars. Manufac-
turers are required to certify that the emissions of new cars do not violate the
legally mandated standards. Violations may lead to a variety of penalties, up to
and including shutting down the assembly lines that produce the offending ve-
hicles. Table 15.7 shows the emission standards established in federal laws over
the last several decades. The first row shows emissions for a typical car of
around 1970, based on average performance and gas mileage data. As of 1990
the mandated emission standards were quite small relative to these early
performance data. The 1990 standard for VOCs, for example, was only about
5 percent of the actual emissions of two decades earlier. The CO and NOx

percentages are, respectively, 4 percent and 29 percent. What these numbers
show are the very substantial reductions in new-car emissions (with the excep-
tion perhaps of NOx) that have been achieved during the last 20 years. The
Clean Air Act amendments of 1990 mandated further drops in emission stan-
dards. A first round began in 1994, and a second round of tightening is now
(2000) under public discussion.

These reductions in standards have been controversial. Critics, especially au-
tomobile companies, maintained that they were unrealistic when they were

17We will discuss the lead-reduction program later.
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enacted. But advocates held that unrealistic standards were useful because they
provided the incentive for car companies to search for new control technolo-
gies. This approach goes under the name of technology forcing. Technology
forcing is one of those things, of which there are many others, that are good in
moderation but perhaps counterproductive if used in excess. The very stringent
emission standards written into the 1970 clean-air legislation were in fact not
met; rather, they were postponed and not finally achieved until the early 1980s.
We do not know whether more realistically timed emission standards might
have led the automobile companies to spend more money on research and less
on political efforts to get the standards postponed.

Although the emission standards have been progressively lowered through
time, this trend actually overstates the reduction in emissions performance by cars
in actual operation. The problem is that emissions performance of cars progres-
sively deteriorates as the cars age and accumulate mileage. The federal program
attempts to attack this problem in two ways. First it requires pollution-control
equipment on automobiles to be long-lived enough to ensure that emissions
standards will continue to be met for a given number of miles (the “warranty”
program). In addition, it mandates that states with severe air-pollution prob-
lems initiate inspection and maintenance (I&M) programs, whereby individ-
ual cars can be checked for emissions. Owners whose cars exceed emission
standards can then be held liable for repairs to bring them into compliance.

TABLE 15.7 Automobile Emission Standards Established in Federal 
Law, 1974–2009*

VOC CO NOx PM HCHO

Grams per Mile

Uncontrolled emissions (c. 1970) 8.7 87.0 3.5
Federal standards:
1974 3.0 28.0 3.1 n/a n/a
1978 1.5 15.0 2.0 n/a n/a
1980 0.41 7.0 2.0 n/a n/a
1990 0.41 3.4 1.0 n/a n/a
1994**

Cars ( 3,751 lbs.) 0.25 3.4 0.4 0.08 n/a
Trucks (3,751–5,750 lbs.) 0.32 4.4 0.7 0.08 n/a
Trucks ( 5,750 lbs.) 0.39 5.0 1.1 n/a n/a

2004†

All vehicles‡ 0.09 4.2 0.07 0.01 0.18

*VOC: volatile organic compounds, now called non-methane organic gas; CO: carbon monoxide; NOx: nitrogen oxides;
PM: particulate matter; HCHO: formaldehyde.
**To be met by 40 percent of all light vehicles manufactured in 1994, 80 percent in 1995, and 100 percent in 1996 and
beyond.
†This is the year in which the new standards will begin to be phased in; the final standards will not be reached until 2009.
‡

These are the “full useful life standards,” that is, the standards that cars are expected to meet after 120,000 miles. The
standards for new cars are slightly more restrictive. The standards for VOC, CO, PM, and HCHO may vary slightly from
the numbers shown because manufacturers are allowed some flexibility to certify cars with varying profiles of emission
standards, as long as the fleet average for NOx is less than 0.07 grams per mile.
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Lead Trading and the Switch to Lead-Free Gas
In the 1950s the practice of adding lead to fuel to augment its performance be-
came common among gasoline refiners. As leaded gas became popular, the lead
content of urban air began to show an alarming increase, and concern mounted
over the resulting health effects. In addition, lead in gasoline interfered with
catalytic converters, the technology of choice for reducing other emissions. The
federal response was to establish a timetable for the elimination of lead in gaso-
line. The program included a trading system to help reduce the overall cost of
a transition to lead-free gasoline. To decrease the lead content of gas but main-
tain normal octane ratings, refineries had to install new equipment and operat-
ing procedures. But conversion costs differed among refineries, especially be-
tween large and small operations. Some could switch to lead-free gas quickly
and at reasonably low cost, whereas for others conversion would take longer
and be more costly. A proportional cutback program would have required each
refinery to reduce the lead content of its gas according to a common timetable.
Instead, a lead trading program was introduced to allow more flexibility and
lower costs in the conversion process. Lead credits were earned by refineries re-
ducing the lead content of their output in advance of the EPA timetable.18 In
1982, for example, the EPA standard was 1.1 grams of lead per gallon of gaso-
line produced. Suppose a refinery instead produced 10,000,000 gallons of gas in
that year containing an average of 0.9 gram of lead per gallon.19 It would then
have 10,000,000  (1.1  0.9)  2,000,000 grams of lead credits that it could sell
to somebody else. Who would buy the credits? Other refineries who, because of
their higher conversion costs, were moving more slowly in changing over their
operations to low-lead gas.

This might sound as if some refineries were given a chance to drag their feet
in converting to low-lead gas, but the times involved were small. In fact, the
lead trading had to be balanced out each quarter. That is, at the end of each
quarter every refinery had to have a nonnegative balance of lead permits. So if
a refinery did buy lead permits at some point in time, it still had to convert
enough of its capacity to low-lead gas to account for those purchased lead
rights. Thus, a refinery could gain only a few weeks, at most several months, of
flexibility by purchasing lead rights. In 1985 banking was allowed. Firms after
that could bank credits produced in a certain quarter, then use or sell them in a
later quarter.

Despite what might look like limited trading possibilities, the lead market,
which was national in scope, was widely used in the transition to low-lead gas.
The national transition was essentially completed in 1988, and EPA estimates
that it probably saved several hundreds of millions of dollars in total transition
costs. Its success has been chalked up to two main points: initial widespread

18For a good discussion of this program, see Robert W. Hahn and Gordon L. Hester, “Marketable

Permits: Lessons for Theory and Practice,” Ecology Law Quarterly, 16(1), Winter 1989,

pp. 361–406.
19 This discussion draws on Robert W. Hahn, A Primer on Environmental Policy Design, Harwood

Academic Publishers, Chur, Switzerland, 1989, pp. 41–44.
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agreement on the overall goal of phasing out leaded gas and the ease of moni-
toring the amount of lead in gas.

Although the lead trading program was a success in easing the lead “phase-
down,” getting lead out of gas was not achieved without compensating
environmental costs. People wanted less lead, but they also still wanted high
engine performance. Thus, the octane rating of gasolines was to some extent
maintained by substituting other compounds for lead. Some of these, like ben-
zene, toluene, and the xylenes, are known carcinogens in their own right, and
also have increased the aromatic qualities of gasoline, which increases VOC
emissions.

The 1990 Clean Air Act
Despite the apparent progress in lowering new-car emissions over the years,
many urban areas of the country continue to exceed ambient standards, partic-
ularly for NOx and VOCs. The reason is that the number of cars and the total
mileage driven in these areas continue to increase unrelentingly. In the 1970s
there had been for a short time an effort to introduce direct transportation con-
trols in some urban areas. At that time, states were supposed to develop state
implementation plans (SIPs) incorporating such things as parking restrictions,
exclusive bus and car pool lanes, road user charges, and so on that would con-
trol car use. But, with few exceptions, states were never able to develop these
transportation plans. Owing to very strong political forces behind the idea of
free car use, mileage has continued to increase unabated throughout the last
few decades.

The 1990 Clean Air Act, besides tightening emission standards, also incorpo-
rates a large number of federally mandated technology standards that are sup-
posed to allow nonattainment areas to move toward attainment even without
any direct controls on the overall number of cars. These standards include:

• “Reformulated” fuels: less volatile gas, oxygenated fuels.

• Alternative fuels: requiring vehicles that run on methanol, natural gas.

• Clean cars: low, ultra-low, and zero-emission (electric) vehicles.

• VOC capturing equipment: installed on cars, with analogous equipment at
filling stations.

Elaborate rules have been specified for the conditions and means by which
these technologies are supposed to be phased into use in nonattainment areas.
In addition, I&M programs are to be put into place in areas where they do not
exist and “enhanced” in areas that do have them. In some of the worst areas at-
tention is also to be given to increased transportation planning to combat the
VMT (vehicle miles traveled) problem.

The mobile-source parts of the 1990 law are a veritable jungle of technological
specifications and requirements. In this it carries on the historic command-and-
control tradition of pollution-control policy. It is an ongoing arena of great con-
flicts over detailed technical specifications and regulations in which economic
and political incentives are thoroughly intertwined and opaque to the outsider.
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An instance of this is discussed in Example 15.1. The program is, however, start-
ing to be sprinkled with certain modest incentive-based mechanisms. For exam-
ple, the 1990 act requires that oxygenated fuels be used in certain nonattainment
areas. Oxygenated fuels are fuels containing more than 2.7 percent oxygen by
weight. The act provides that credits may be earned for gasolines that exceed
the minimum oxygen threshold. These credits may then be traded to other fuel
suppliers within the same nonattainment area for the purpose of complying
with the reformulated gasoline requirement. The act also permits fleet owners,

The Political Aspects of 
Technology Standards EXAMPLE 15.1

began to add the oxygenating material

called MTBE (methyl tertiary-butyl ethyl)

to gasoline. Subsequently, it has been

found that this substance may have

caused significant environmental dam-

age itself, and now efforts are under way

at state and federal levels to require that

MTBE specifically not be added to gaso-

line. From a cost-effective standpoint, the

best thing would be to drop entirely the

emphasis on reformulated gasoline. Es-

tablish emission requirements and then

let consumers and industry figure out the

most cost-effective ways of reaching

them (for example, maybe one of the

best ways of reaching them is to get

people to drive less). But the 2 percent

oxygen requirement now has become

politically sensitive. Makers of ethanol,

especially corn farmers, see a potentially

lucrative market (ethanol is also a gaso-

line oxygenate) if MTBE is disallowed but

the 2 percent oxygen requirement is

maintained, because refiners would then

likely turn to their product. Pollution con-

trol should be a contest where the race

goes to those with the most cost-effective

means of controlling emissions. By writ-

ing such specific technology require-

ments into the laws, however, it becomes

instead a political contest where the race

goes to the people who have the most

political clout.

One of the benefits of incentive-based

policies is that they leave to the people

who should best know the decisions on

how to reduce emissions cost-effectively.

Thus, the political opportunities for pur-

veyors of particular technologies to en-

trench themselves in the regulatory

process is minimized. On the contrary,

when laws are written that contain spe-

cific technology choices embedded

within them, two things happen: (1) the

ability to meet cost-effective goals is com-

promised and (2) future policy decisions

can get warped by the combat that takes

place between the economic interests

representing different technologies.

One of the major objectives of the

1990 Clean Air Act was to reduce auto-

mobile emissions, especially in those

areas of the country that are in nonat-

tainment with respect to ambient air

quality standards. This is a very straight-

forward goal, and might have been pro-

mulgated as such. But the EPA, and Con-

gress, became convinced that one of the

ways this could best be done was to re-

quire refiners to produce and make

available in these regions gasoline that

produces fewer emissions. Even more

specifically, a requirement was added that

gas sold in these areas contain at least 2

percent oxygen. To meet this very de-

tailed technology specification, refiners
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who are subject to minimum numbers of clean-fuel vehicles, to obtain tradable
credits by purchasing more than the minimum number of these vehicles. These
credits may then be sold to other sources, where they may be used to demon-
strate compliance under the program in the same nonattainment area.

Clean Cars
The mobile-source pollution control program is a classic example of a technol-
ogy approach to a problem that is largely behavioral. It has focused almost com-
pletely on developing clean cars. If emissions per mile can be lowered enough,
according to this line of thought, then total emissions will be reduced even if the
total number of cars and total miles driven keep on increasing. Gradually low-
ering the mandated new-car emission standards represents an evolution in the
direction of cleaner cars. The evolution is slow, however, because the lowering
tailpipe standards apply only to new cars; the vast fleet of vehicles on the road
consists largely of older cars manufactured to less stringent standards. The pro-
gram has also been undermined to a great extent by the shift of consumers into
SUVs, minivans, and light trucks, because these have historically been permit-
ted to have greater tailpipe emissions than classic sedans. This difference is to
be rectified in the near future.

In gradually lowering tailpipe standards, Congress has been engaged in
technology forcing, pushing the car companies to develop ever cleaner power
technology.20 California has been leading the charge in this respect. As part of
the 1990 Clean Air Act, that state mandated that as of 1998, car companies
would have to sell a certain number of zero-emission vehicles (ZEVs) in
California.21 This date has now been pushed back because of difficulties in de-
veloping EVs (electric vehicles) that have power and endurance performance
that customers will find attractive. It may be pushed back again if technological
development of EVs continues at the same pace.

Meanwhile, attention has shifted to low-, but not zero-, emission vehicles.
The hybrid technology, used for a long time in diesel-electric locomotives, has
now been embraced by auto makers. Around the country policymakers have
sought to provide subsidies of varying types for this technology (see Exhibit 15.1)
A program of public subsidies for research on hydrogen-fueled cars is currently
in effect.

Incentive Issues in Mobile-Source Programs
When national mobile-source emission control was first adopted in the 1970s,
and even in the 1990 CAA amendments, the focus was on the standard types of
vehicle emissions, particularly NOx and hydrocarbons. More recently, of
course, global warming has become a major problem, and policy questions
abound in trying to do something about it. With current internal combustion

20See above, p. 226.
21The California regulation required that at least 2 percent of auto sales in the state be ZEVs

between 1998 and 2000, 5 percent in 2001 and 2002, and 10 percent in 2003 and thereafter.
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State Incentive Programs for 
Encouraging Hybrid Vehicles EXHIBIT 15.1

cars are supposed to have, many states

have adopted regulations that seek to

give motorists greater incentives to buy

and use them. Some of these are the

following:

In the last few years vehicles using hybrid

power plants (gas/electric) have become

available to consumers. To encourage hy-

brid use and gain the advantages in fuel

consumption and tailpipe emissions these

California 9/24/04: California Gov. Arnold Schwarzenegger signed legislation

allowing certain gas-electric automobiles into high-occupancy

commuter lanes with just one occupant.

On July 9, 2004, the Los Angeles Times reported that the LA City

Council proposed passing a law to allow hybrid owners to park for

free at city parking meters.

Colorado The Colorado Department of Revenue offers a tax credit for the

purchase of a hybrid electric vehicle (HEV).

Connecticut The purchase of hybrid electric vehicles (HEVs) with a fuel economy

rating of at least 40 miles per gallon (mpg) and the original pur-

chase of dedicated natural gas, LPG, hydrogen, or electric vehicles

are exempt from sales tax.

Florida Inherently low-emission vehicles (ILEVs) and hybrid electric vehicles

(HEVs) may be driven in high occupancy vehicle (HOV) lanes at any

time regardless of vehicle occupancy.

Maine Maine law pursuant to MRSA 36, sections 1752 and 1760–79,

allows a partial sales tax credit of approximately $500 for hybrid cars

that do not have a comparable vehicle model, such as the Toyota

Prius and Honda Insight. It allows a credit of approximately $300 for

cars that have a comparable gasoline-powered model, such as the

hybrid Honda Civic.

New Mexico Hybrid electric vehicles (HEVs) with a U.S. Environmental Protection

Agency (EPA) fuel economy rating of at least 27.5 miles per gallon

are eligible for a one-time exemption from the motor vehicle excise

tax.

Oregon A Residential Tax Credit of up to $1,500 is available for the purchase

of a HEV or dual-fuel vehicle.

How effective these programs will be

remains to be seen.

Source: Program data are from hybridcars.
com; click on “tax and other hybrid incentives.”
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technology, the only way of reducing CO2 emissions coming out the tailpipe is
to reduce the fuel burned. This can be done by driving less in total and/or by
driving vehicles that get better mileage. The main federal policy response has
been to resurrect interest in the 1970s Corporate Average Fuel Economy (CAFE)
law. The law was enacted with the primary objective of reducing petroleum im-
ports into the U.S. because these imports were subject to an embargo by export-
ing countries for political reasons. The reasoning now is that tightening the
CAFE standards will be an effective way of addressing the greenhouse prob-
lem, through reducing a major source of CO2 emissions.

In Chapter 1 we discussed briefly the CAFE law, especially the perverse in-
centives that are contained within it. And in Chapter 20 we will discuss more
fully the issue of global warming and the world (and U.S.) response to it. The
CAFE program is essentially a continuation of the focus on technology-based
solutions to mobile-source emissions, in which improvements are sought
through a series of technological fixes. Little attention has been directed at be-
havioral factors associated with the fully mobile lifestyle, such as multiple-car
families, dispersed living patterns, and long-distance voyaging. The basic fact is
that mobile-source emissions are linked not only to the technical characteristics
of cars and fuel systems, but also to the millions of decisions that individuals
make about where, when, and how to travel. So far the technology approach
has been reasonably effective; the massive increase in total vehicle miles
traveled (VMT) in the last five decades has not been accompanied by a large in-
crease in total emissions because individual cars are much cleaner now than
they were in the 1970s. Theoretically, it would be possible to reduce mobile-
source emissions to zero if all cars were ZEVs. But achieving this in practice is
not possible in the near or intermediate future.

This implies that there is a need for incentive-based policies that impact peo-
ples’ decisions about automobile use. One approach that has been suggested is
to levy a significantly higher tax on gasoline. With gasoline more expensive,
motorists would have the incentive to think more about their driving habits, or-
ganize their driving more coherently, reduce total miles traveled, shift to more
fuel-efficient vehicles, use mass transit to a greater extent, and so on. The effects
of the higher fuel price would filter throughout the transportation system and
lead people to shift their behavior in places where the marginal costs of doing
so are lowest, much as they did in the energy “crisis” of the 1970s. Gasoline
taxes also might help reduce traffic congestion in some cases. Taxes on gas have
historically been levied at the state level. This might make it possible to adapt
the tax to the level of air pollution in the region, but it also complicates the pol-
icy from a political point of view.

Another suggestion is to place a charge directly on vehicle emissions. As part
of the state I&M programs, inspectors could record each year the total mileage
that a vehicle had been driven. This total mileage could be multiplied by the emis-
sions per mile, also measured at the time of inspection, to yield an estimate of
total emissions in the preceding year. A charge could then be levied on these
emissions. Unlike a fuel tax, which would have no direct incentive for drivers to
worry about emissions, a charge on emissions would create an incentive to look
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at all the ways of lowering them, including reducing total miles driven, driving
low-polluting vehicles, and so on. One attractive aspect of this approach is that
the charge could be varied among regions to match the severity of regional air-
quality problems.

Another place where incentives need to be more closely examined is in
the inspection and maintenance (I&M) programs. This is the other major
part of the mobile-source emission control program. The new-car certifica-
tion program applies to cars as they roll off the assembly line, while the I&M
programs put in place by the states are meant to identify cars that fall below
the standards during their useful lives. It is then the responsibility of the
owners to get them repaired. The 1990 Clean Air Act requires enhanced
I&M programs in which more sophisticated, and costly, testing technology
is used.

I&M, as currently pursued, is a case where the apparent ethical attractiveness
of a program—making owners responsible for keeping their vehicles in repair—
may be in conflict with its cost-effectiveness. The failure rate for tested cars ap-
pears to be quite low; in a major study of the Arizona enhanced I&M program,
the failure rate was about 12 percent.22 This means that, on average, 8.3 cars have
to be inspected in order to find each of the nonconforming vehicles. And this
means that the majority of the total cost of the I&M program goes to simply try-
ing to find the problem vehicles. This substantially lowers the cost-effectiveness
of the program, that is, the amount of emission reduction we get, say, per
million dollars of program cost.

The incentive issue here is that owners of cars needing repair have no partic-
ular desire to be identified. In fact their incentive is to avoid the repairs if the
cost of doing so is less than the expected repair costs. The question is whether
an I&M program can be designed that would substantially reduce this perverse
incentive or, if this is not possible, might it be better to approach the problem in
an entirely different way? One possibility, for example, would be for the public
to subsidize repair costs. This would make the individuals with nonconforming
cars much less reluctant to have them tested, though it would still be necessary
to test all cars in order to find the few that don’t meet emission standards. A
more cost-effective approach might be to shift responsibility more completely to
automakers, by requiring that new cars be made so as to be able to meet more
stringent emission standards over the life of the vehicles. The invention of bet-
ter technology for identifying nonconforming cars, such as remote sensing or
on-board diagnostics, may help alleviate the task of identifying, from among
the millions of cars in use, the relatively small number that do not meet emission
standards.23

22See the EPA report, Analysis of the Arizona IM240 Test Program and Comparison with the TECH5

Model, at www.epa.gov/otaq/regs/im/az-rpt/az-rpt.htm.
23For greater discussion of this issue see Winston Harrington and Virginia D. McConnell, Coase

and Car Repair: Who Should Be Responsible for Emissions of Vehicles in Use? Resources for the Future,

Washington, DC, Discussion Paper 99-22, February 1999.
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Summary
The federal effort to control airborne emissions has had several main elements.
National ambient air quality standards have been established, not on the basis
of efficiency considerations as we have discussed them, but “to protect the pub-
lic health,” with an “adequate margin of safety,” irrespective of the costs. In fact,
the essential trade-offs between costs and benefits were left for administrators
to work out behind the scenes. A distinction is made between nonattainment
areas, where ambient standards are not met, and PSD regions, where they are.
To meet the ambient standards, primary reliance is placed on technology-based
emission standards. These TBESs are based on a number of different concepts,
such as lowest achievable emission rate (LAER) for new sources in nonattain-
ment areas and maximum achievable control technology (MACT) for hazardous
emissions. Most economic studies of these TBESs in air pollution control show
that for the total amount of money spent on pollution control, they achieve only
a fraction of the emission reduction that a fully cost-effective program would
attain.

The 1990 CAA contains an innovative national program of transferable emis-
sion permits, in this case applied to SO2 emissions from large power plants.
Emission permits were allocated to existing power plants; these permits may
then be traded. The objective is to achieve a roughly 50 percent reduction in
total SO2 emissions in a cost-effective way. Substantial uncertainties surround
this new market for discharge permits, and additional regulatory oversight and
legal evolution will determine how well the system succeeds.

Mobile-source emission reductions have been sought almost entirely
through establishing emission standards for new cars, and then trying to ensure
that emissions do not increase as the cars are being used. The 1990 Clean Air Act
attempts to mandate a number of technological changes, such as reformulated
fuel and low-polluting vehicles. Less attention has been given to the important
problem of reducing total vehicle miles in urban areas with seriously degraded
air quality.

Questions for Further Discussion

1. Discuss the importance of the question of whether air pollution damage
functions have thresholds for establishing ambient air quality standards.

2. Suppose that engineers invented an accurate and reliable means of monitor-
ing and measuring the emissions from individual automobiles throughout
the year. What possibilities would this open up for new types of mobile-
source emission control programs?

3. The federal mobile-source air pollution program means that new cars sold in
rural regions meet the same emissions standards as cars sold in urban areas.
Because there are a lot fewer cars in rural areas, this means that air quality
will be a lot better there than in the cities. Is this efficient? Is it equitable?
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4. What are the advantages and disadvantages of a “new-source” bias in
stationary-source air pollution control? Consider especially its impacts on
the incentives of the operators of existing sources.

5. What impact will the presence of permit banking have on emissions of SO2

over time (in the acid-rain program of the 1990 CAA) and on the course over
time of permit prices?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e. 
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Chapter16
Federal Policy on 
Toxic and Hazardous
Substances

Within the general domain of environmental analysis and policy there is a class
of pollutants that have come to be called “toxic” substances and “hazardous”
materials. Although all pollutants are damaging to some extent, these have
been singled out for their special short- or long-run potency. Most are chemicals,
the person-made organic and inorganic compounds that are now ubiquitous
throughout all industrialized economies, and even widespread in developing
countries. Figure 16.1 shows the rise of that industry in the United States.
From virtually nothing 70 years ago, it has grown in exponential fashion, and
today chemicals and chemical products have permeated into every corner
of the economy. In product improvements, new materials, food safety, health
innovations, and many other dimensions, chemicals have enriched the lives
of almost everyone. There is, however, a downside. A large number of these
substances may cause human and ecosystem damages, certainly from expo-
sure to concentrated doses, but also from long-run exposure to the trace
amounts that show up virtually everywhere in workplaces, consumer products,
and the environment.

The call to arms on chemicals in the environment was made by Rachel Carson
in her book Silent Spring. She documented the ecosystem damage caused by the
popular pesticide DDT, which was subsequently banned in the United States.
Other events have multiplied concern. Health damages to workers exposed to
chemicals in the workplace, such as vinyl chloride and certain potent agricul-
tural chemicals, have occurred with disconcerting frequency. In 1978, in the cel-
ebrated case of Love Canal, people found chemicals oozing into their houses
built on top of an abandoned hazardous waste disposal site. Accidental releases
of chemicals have become a growing problem, from the large-scale episodes like
those in Milan, Italy, in 1976, and Bhopal, India, in 1984, to innumerable smaller
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airborne and waterborne accidents.1 There is rising concern about the damages
from long-term exposure to chemical residues in food, clothing, and other con-
sumer products.

A primary concern is the impact of chemicals on human health. Health dam-
ages from accidental releases and workplace exposure are relatively easy to
identify. Those from long-run exposure to trace amounts of chemicals in water,
air, and soil are much harder to measure. Ecosystem damages are also important.
Accidental waterborne chemical releases have wreaked havoc among fish and
other organisms in enclosed bodies of water. Agricultural and industrial runoff
has substantially damaged many rivers and estuaries around the world.

Hazardous and toxic materials have characteristics that present unique prob-
lems for monitoring and control.

1. They are ubiquitous in the modern economy; each year sees the development
of new chemicals. This makes it difficult even knowing what substances are
being used and in what quantities. It accounts for the fact that much public
policy has been directed at simply getting better information about quantities
of hazardous and toxic materials at various places in the system.

2. With the thousands of substances in use, each with different chemical and phys-
ical properties, it is extremely difficult to be fully informed about the levels of
danger that each one poses to humans and other parts of the ecosystem.

FIGURE 16.1 Chemical Production Index, United States, 1947–2006.

1An appreciation for the ongoing seriousness of this problem can be gained by looking at the

Web site of the National Response Center, www.nrc.uscg.mil.
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3. In many cases the quantities used are relatively small, as are the quantities
that end up as effluent. This substantially increases monitoring problems. It
also makes it easier for users to carry out surreptitious disposal. It is easy to
see the plume of smoke coming out of the stack of an industrial plant; it is
harder to track the much smaller quantities of chemicals used in production.

4. The damages caused by exposure to hazardous materials often can take
many years, even decades, to show up. And whenever there is a long time
gap between cause and effect, there is a tendency to downgrade the overall
seriousness of the problem.

In the next few sections we consider some of the major economic issues in the
management of these materials. The policy world governing these materials is
a jungle. There are numerous major and minor laws at the federal level, each ap-
plying to a piece of the total picture. Many federal agencies are involved, with
territories staked out and objectives pursued in ways that are often inconsistent.
Then there are public agencies at state and local levels that are actively pursu-
ing efforts to come to grips with these types of pollutants. And all of this is
within a setting where thousands of different substances are in use, hundreds
more are introduced each year, massive uncertainties exist about the human
and nonhuman effects of most of them, and public concerns flare up and die
down in unpredictable ways.

To help sort out these complexities we have organized the following discus-
sion under three headings: (1) laws governing the use of chemicals in industrial
and agricultural production processes and in consumer goods, (2) laws govern-
ing airborne and waterborne emissions of toxic materials, and (3) laws governing
the handling, treatment, and disposal of hazardous wastes. We will deal in each
section with some of the important economic issues these laws, and their im-
plementation, present.2

Economic Issues in Laws Governing Chemicals 
in Production and Consumer Products

At issue here is the management of chemicals in consumer products and in the
workplace, with the objective of ensuring that these products and workplaces are
“reasonably” safe. Household and work environments are not, properly speak-
ing, parts of the natural environment and, in these cases, the relations of con-
sumers to producers, and of workers to firm owners, are played out directly
through markets. Nevertheless, environmental concerns have to some extent
reached out to subsume certain elements of the private environment as well as the
world of nature properly speaking, so we follow that lead here. Homeowners

2 For good discussions of toxic and hazardous substance laws, see Mary Devine Worobec and Girard

Ordway, Toxic Substances Control Guide, Bureau of National Affairs, Washington, DC, 1989; Hilary

Sigman, “Hazardous Waste and Toxic Substance Policies,” in Paul R. Portney and Robert N. Stavins

(eds.), Public Policies for Environmental Protection, 2nd ed., Resources for the Future, Washington,

DC, 2000, pp. 215–260.
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exposed to formaldehyde leaking from insulation or a worker exposed to as-
bestos fibers in the workplace are subject to the same kind of actual and poten-
tial damages as are individuals exposed to toxic emissions coming from a
neighborhood factory.

Issues of workplace safety and consumer product safety have been around for
a long time. In the early years of the industrial revolution the rush to produce often
led to unsafe working conditions. It also led to inadvertent, and sometimes inten-
tional, product adulteration. The rise of the chemical economy in the latter
20th century has substantially complicated these relationships and has led to a
number of federal laws, the most important of which are indicated in Table 16.1.

The “Balancing” Issue
Perhaps the most important question in the use of chemicals is the criterion for
determining acceptable levels of exposure or protection. What principle should
regulating agencies follow in setting exposure standards—for example, in set-
ting the benzene or cotton dust standards in workplaces or the formaldehyde
regulations for building materials, or the acceptable application levels of a weed
killer? In discussing our general model of environmental pollution control in
Chapter 5, we developed the idea of the efficient level of environmental pollu-
tion as being a trade-off between control costs and damages. Applying the same
logic to the case of chemicals means that in setting chemical exposure levels so-
ciety would try to determine the point where the benefits of reducing health or
other risks are just balanced by the costs of decreasing the production and use
of the chemical. This trade-off is pictured in Figure 16.2.

The Federal Insecticide, Fungicide and Rodenticide Act (FIFRA) is used by
the EPA to regulate pesticides. A pesticide, to be legal, must be registered with
that agency and must be shown not to present an “unreasonable risk to human
health.” Under the Food, Drug and Cosmetic Act (FDCA), the EPA must estab-
lish tolerances for the maximum amount of pesticide residues permitted in or
on food and feed. In setting these tolerances the legal criterion is that EPA must
have a “reasonable certainty of no harm.” Under the Toxic Substances Control
Act (TSCA), the EPA must regulate any chemical that presents an unreasonable
risk of injury to human health or the environment.

These provisions in effect mean that these statutes permit, or direct, a bal-
ancing approach to decisions about the use of chemicals. (The Occupational
Safety and Health Act does not permit balancing.) Many objections have been
made against a balancing approach in managing chemicals: that scientific
results are often too weak to show benefits and costs (especially costs) clearly;
that matters of life and death are moral issues and ought to be treated as such;
that it’s the job of politicians, not economists, to determine the values that
society ought to put on different outcomes; and so on. There is not the space to
deal with all the issues here. They are basically the same questions that arose in
our previous discussions of the concept of the efficient level of emissions, or
ambient quality.

There is no question that the data and analytical requirements of a balancing
approach are high. This approach requires good dose–response information,
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TABLE 16.1 Federal Laws Dealing with Chemicals in Production 
and Consumer Products

Responsible
Statute Agency Coverage

Federal Insecticide, Fungicide, EPA Requires that all pesticides be 
and Rodenticide Act (1972) registered with EPA

Food, Drug, and Cosmetic FDA Basic coverage of food, drugs, 
Act (1938) and cosmetics

Food additives amendment FDA Food additives
Color additives amendments FDA Color additives
New drug amendments FDA Drugs
New animal drug amendments FDA Animal drugs and feed additives
Medical device amendments FDA Medical devices
Section 346(a) of the Food, EPA Establishes tolerances for 

Drug, and Cosmetic Act pesticide residues in human 
food and animal feeds

Federal Hazardous Substances CPSC “Toxic” household products 
Act (1960) (equivalent to consumer products)

Consumer Product Safety CPSC Dangerous consumer products
Act (1972)

Poison Prevention Packaging CPSC Packaging of dangerous 
Act (1970) children’s products

Lead-Based Paint Poison CPSC Use of lead paint in federally 
Prevention Act (1991) assisted housing

Federal Meat Inspection USDA Food, feed, and color additives 
Act (1907) and pesticide residues in meat 

and poultry products

Poultry Products Inspection USDA Poultry products
Act (1957)

Egg Products Inspection Act (1970) USDA Egg products

Federal Mine Safety and Health MSHA Coal mines or other mines
Act (1977)

Toxic Substances Control EPA Requires premanufacture 
Act (1976) evaluation of all new chemicals 

(other than food, food additives, 
drugs, pesticides, alcohol, 
tobacco); allows EPA to regulate 
existing chemical hazards

Occupational Safety and Health OSHA Establishes permissible exposure 
Act (1970) levels to chemicals in the workplace

Food Quality Protection EPA Sets maximum levels of 
Act of 1996 pesticides in food

Note: EPA Environmental Protection Agency; FDA Food and Drug Administration; OSHA Occupational Safety
and Health Administration; CPSC  Consumer Product Safety Commission; USDA United States Department of
Agriculture; MSHA Mine Safety and Health Administration.

Sources: Michael Shapiro, “Toxic Substances Policy,” in Paul R. Portney (ed.), Public Policies for Environmental Protection,
Resources for the Future, Washington, DC, 1990, pp. 198–199. Original sources: Toxic Substances Strategy Committee,
Toxic Chemicals and Public Protection, Washington, DC, 1980; and Council of Environmental Quality, Environmental
Quality—1982, Washington, DC, 1982.
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exposure data, and estimates of the benefits of reducing risks to workers and
consumers. Some would argue that sheer numbers make the balancing
approach impossible. Can we ever expect to have enough information to per-
mit an effective balancing approach for all the chemicals to which workers
and consumers may be exposed? The problem is compounded by the fact
that to regulate one substance, we need more than just information on the
risks and benefits of that one material. If a chemical is banned, either alto-
gether or in particular uses, the full impact depends on what other substance
might be used as a replacement. Thus, to assess a particular substance we
have to know not only its own characteristics, but also what products would
replace it if it were controlled, and what the full characteristics of these
substitutes are.

One answer to this is that not all chemicals are of equal importance. It is pos-
sible to focus attention on substances that are in wide use or are used in rela-
tively large quantities. Between 1975 and 1989, for example, the EPA reviewed
19 cancer-causing pesticides widely used in raising agricultural crops. Of the
245 registered food uses permitted with this group of pesticides, 96 were can-
celed as a result of the EPA review. According to the researchers who studied
this EPA experience, “balancing” considerations played an important role in
these decisions.3 Not exclusively, however. The decisions were made partly in

3Maureen L. Cropper, William N. Evans, and Paul R. Portney, “An Analysis of EPA Pesticide

Regulation,” Resources, 102, Winter 1991, pp. 7–10.
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response to political activity (“lobbying”) by environmental groups on one side
and industry groups on the other.

The problem of testing a very large number of chemicals has focused atten-
tion on the deficiencies of current testing procedures and the risk estimates that
arise from them. Results are hard to get from studies of humans, mainly because
it is very difficult to get accurate exposure data. That means most risk informa-
tion must come from laboratory experiments with animals, particularly mice
and rats. The biggest problem here is one of extrapolating test results from
one organism to another with an entirely different metabolism and from one
dosage rate to another. A typical chemical in the human environment—for ex-
ample, a pesticide residue in a certain type of food—might expose the average
person to 1 or 2 µg of the substance each day. If mice were tested at this expo-
sure level, an experimenter might need to test half a million mice to detect the
one or two in a million probability of, say, getting cancer from the chemical. This
is simply not practical, and to get around it researchers typically expose animals
to much larger doses of the chemical under test. Although these exposure rates
may be several thousand times higher than humans are typically subjected to,
the results of the studies are nevertheless extrapolated to humans. In other
words, animal experiments using massive doses are used to predict the effects
on humans of exposure to tiny doses. There has been much controversy over
whether this procedure gives accurate results.

Chemical testing procedures have improved over the last several decades.
The future no doubt will see further changes, and we may hope that at some
point we will develop cheap, effective ways of testing a chemical for toxicity to
humans. In the meantime, it has to be recognized that there is still a lot of un-
certainty surrounding the average estimate of risk arising from using a particu-
lar chemical, and this has to be taken into account in making balancing deci-
sions about its use.

As for letting the political process determine the trade-offs implicit in man-
aging chemicals in the workplace and in consumer goods, this is clearly the way
it should be. But not in the absence of the best available data from science,
including economics. The political process responds to all kinds of real or imag-
inary influences, usually in the short run. Laws often get written in terms of ab-
solutes; political representatives normally strive to avoid giving the impression
that they are trading off human lives for anything else, especially economic val-
ues. Statutes written in absolute terms, or even in general qualitative terms,4

essentially drive the balancing process underground or into the administrative
agencies, where trade-offs get made through implicit comparisons and unseen

4 OSHA states that toxic materials in the workplace are to be controlled if they lead to “material

impairment of health or functional capacity.” The Consumer Products Safety Act is aimed at

products that constitute an “unreasonable risk of injury.” The Comprehensive Environmental

Response, Compensation and Liability Act (see later in this chapter) applies to hazardous

substances in which there is “substantial danger to the public health,” and so on. See John J.

Cohrssen and Vincent T. Covello, Risk Analysis: A Guide to Principles and Methods for Analyzing

Health and Environmental Risks, U.S. Council on Environmental Quality, Washington, DC, 1989,

pp. 13–15.
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variations in enforcement. For example, whereas the OSHA statute requires
workplace standards to protect workers’ health without regard to cost, it is in fact
impossible to do this in practice. Rather, balancing takes place, without describ-
ing it as such, in the setting of the standards. Even more importantly, balancing
occurs through enforcement; seemingly tough standards are promulgated but
with weak enough enforcement that balancing is pursued in effect. Under these
circumstances it may be better to follow an explicit balancing standard.

Uniform Standards
The problem of toxic materials in the workplace and in consumer products has
been addressed largely by establishing standards of various types. This brings
up several important issues. One is the issue of whether the standards should
be uniform. Another is the issue of how markets ordinarily function to take ac-
count of risks present in workplaces and consumer products. We can illustrate
these with a discussion of workplace standards of the type that would be estab-
lished by OSHA.

Consider Figure 16.3. It applies to a case of workplace exposure where workers
are faced with the risk of accidental exposure to a chemical used in production.
The horizontal axis shows the level of risk, starting at zero and increasing to the
right. Higher risks are associated with increasing marginal damages, through the
health effects of exposure to the chemical. There are two MC curves, each show-
ing the marginal control costs of reducing workplace risk. Risk can be reduced
through a variety of means: introducing safety equipment, rearranging the
workplace, policing safe procedures, and so on. But the costs of achieving reduc-
tions in risk vary from one situation to another. Because of different production
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FIGURE 16.3 Management of Workplace Exposure
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technologies, workplaces differ, and the marginal costs of decreasing exposure
risk also differ. Figure 16.3 shows two such marginal cost curves: MC1 and MC2.
The former lies well above the latter because we assume it represents a technol-
ogy that is inherently riskier than the other; that is, it is one where the marginal
costs of reducing risk are relatively high.

Suppose a common standard for workplace exposure were set at r1. In other
words, a standard was established saying that all workplaces had to be
arranged so that exposure risks were no higher than r1. This standard is efficient
for the workplace whose marginal control costs are MC1. But it is not restrictive
enough for the other one. Because of lower marginal control costs, the efficient
level of risk for the latter is r2. Enforcing a weaker standard in that workplace
implies substantial efficiency loss.

There is a wider issue here. Note that if workplace exposure were managed
efficiently in the two workplaces, marginal damages would be higher in one
than in the other. For the riskier workplace, marginal damages would be w1,
whereas for the less risky workplace they would be w2. We might expect, if
the labor market works smoothly, that wages in Firm 1 would be higher than
those in Firm 2; the higher wages would be necessary to attract workers into the
riskier work situation of Firm 1. In other words, the normal working of the labor
market may function in such a way as to produce higher wages in riskier situa-
tions. Then workers contemplating employment would face an array of wages
and risks, and each could choose the combination that most closely matched her
own preferences. Moreover, this also would produce an incentive for firms to
find ways of reducing risks in the workplace because they would gain through
the savings in wages this would produce.

If the labor market worked smoothly like this, there would perhaps be no
need for public efforts to set standards. To some extent it does, but there are al-
ways ways of making it work better. For the labor market to work smoothly, it
must be reasonably competitive and, to be competitive, people on both sides of
the market must have reasonably good alternatives. Often they do not. More
importantly, competitive labor markets require that all participants know the
risks involved in different job situations. This knowledge is often lacking. Very
often workers are not fully aware of the chemical risks to which they are ex-
posed, either because they do not know what chemicals are in the workplace, or
more likely because they lack knowledge of the effects, especially long-run ef-
fects, of these substances. This suggests a strong role for public action to see to
it that workers are more fully informed about workplace risks.

Differentiated Control
The discussions of water and air pollution policy—especially the latter—
showed that the major laws have differentiated between “old” sources and
“new” sources, regulating the latter more stringently than the former. We also
discussed some of the problems this leads to. In toxics control the same thing
exists, especially under TSCA. This act differentiates between existing chemi-
cals and new chemicals and, in effect, sets more stringent testing requirements
for the latter. The same is true of FIFRA. This may provide an incentive for
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chemical producers and users to hold on to older, more toxic chemicals, rather
than develop replacements that are less toxic but that would have to go through
more rigorous testing.

On the other hand this incentive may not be particularly strong if the regu-
latory requirements for new chemicals—for example, testing their degree of
toxicity—are not particularly rigorous. In the last decade the EPA has engaged
in a major effort to examine the chemicals that were grandfathered in by FIFRA
and TSCA, to determine whether they meet the safety criteria of the laws.
While short-term toxicities may be relatively easy to determine, the number of
chemicals for which we have good data on the effects of long-term exposure is
quite small.

The chemicals/materials situation is not static but very dynamic. New mate-
rials are being developed and introduced every year. Recently the ideas of
nanotechnology have led to new materials and the prospects of many more.
These are substances composed of extremely small particles (a nanometer is one
billionth of a meter) which may have unknown, and perhaps negative, impacts
on humans and nonhuman organisms. The existing laws applying to chemicals
may be ill-equipped to deal with new materials such as these, because they do
not put a high enough burden of proof on their originators that they are rea-
sonably safe.

The Economics of Pest Resistance
When a pesticide is used repeatedly, the organisms toward which it is directed
are subject to selection pressure, such that it will tend to evolve resistance to-
ward the pesticide. Genes that would confer resistance to a pesticide normally
occur at very low frequencies among members of that species, because they are
not important to its survival. Once a pesticide is applied, however, individuals
possessing the resistance gene will survive, while those not possessing that
gene will be killed off. Thus, the gene conferring resistance will increase in fre-
quency among individuals in the population. Eventually, if pesticide use is kept
up, the resistance gene may become so common that it seriously reduces the
overall effectiveness of the pesticide.

In the language we introduced in Chapter 4, susceptibility (the opposite of
resistance) is a public good. Were any pesticide user to reduce their application,
a benefit, in terms of extending the effectiveness of the pesticide, is conferred
not only on that one operator, but on everyone else who is using that material.
Under normal market conditions, we saw that public goods will be underpro-
vided. The implication here is that pesticide users, each making their own indi-
vidual decisions, will overuse the pesticide and contribute to the target pest
becoming resistant.5

As Exhibit 16.1 discusses, effective policy requires joint action on the part of
pesticide users, in this case joint action among them to keep the gene conferring
resistance from becoming dominant in the target pest population.

5Exactly the same phenomenon occurs in the overprescription of antibiotics to treat human illnesses.
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Economic Issues in Federal 
Policy on Toxic Emissions

Toxic emissions come in a great variety of forms, from small airborne releases
of cleaning fluid from dry cleaning establishments to large-scale releases of
toxics from substantial industrial plants. Also included are the concentrated
accidental releases that have helped in the past to spur public concern about
toxics in the environment. Not all toxics are chemicals; some, like heavy metals
(mercury, cadmium, etc.) are by-products of various industrial and mining
operations.

Pesticides and the Evolution 
of Resistant Bugs EXHIBIT 16.1

conservation problem, the “resource” here

being the susceptibility of a pest to the pes-

ticide. Steps taken to conserve this resource

are actually supplying a public good, and

therefore will be “undersupplied” if it’s left

up to individual farmers with standard

commercial incentives.

Possible public policy steps include:

1. Standard integrated pest management

practices: reduced spraying, cultural

practices, crop-rotation, and so on.

2. Alternate different insecticide classes

so insects will be less likely to gain re-

sistance to a single pesticide that is

used repeatedly.

3. In the case of Bt crops, get farmers to

plant a certain proportion of their

fields with non-Bt crops. In the U.S.,

the EPA has required seed companies

to ensure that farmers do this; similar

regulations have been imposed in

Canada. The objective here is to allow

for interbreeding between pests that

may have developed resistance to Bt

and pests that remain susceptible to

Bt but feed on the non-Bt crop. Crop

“refuges” of this type can be required

by law, or can be encouraged through

a variety of incentive-type programs.

Insect pests account for hundreds of

millions of dollars of losses each year in agri-

cultural crops. Pesticides can help to reduce

these losses. But high levels of pesticide use,

besides causing damage of the traditional

sort, can lead to pest resistance, thereby in-

creasing losses and producing incentives for

even higher pesticide applications.

Pests evolve resistance because in any

insect population the susceptibility to a

particular pesticide will vary among indi-

vidual bugs. The pesticide tends to kill

off the highly susceptible ones and leave

those that are less susceptible. Over time

the latter grow in proportion until a

whole pest population can become essen-

tially resistant.

This goes for pesticides applied in the

traditional way as well as for newer types.

Some species of corn, cotton, soybeans

and other crops have been engineered to

express a protein of Bacillus thuringiensis

(Bt), a soil microbe that can kill caterpillars

and some other insect pests. But the con-

cern is that Bt resistant insects will evolve

just as they have with traditional chemicals

(the first instances of pesticide resistance

were noted almost a century ago in 1914).

What to do about this problem? It’s im-

portant to understand that this is a resource
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When emissions-control policies at the national level were first being ham-
mered out, the main focus was on the management of conventional airborne
and waterborne pollutants. For air this meant the criteria pollutants—SO2, CO,
O3, NOx, total suspended particulates, and lead—and for water it meant BOD,
suspended solids, coliform count, and so on. Even in these early days, however,
it was known that there was a potentially serious class of toxic emissions stem-
ming from industrial production operations, as well as from household sources.
But the difficulties with even enumerating all of the possible substances in-
volved, and of knowing what impacts each might have, essentially led to
putting off coming to grips with the problem. In addition, the control of con-
ventional pollutants has been effective to some extent in controlling toxics, since
they are often closely associated. Indeed, the EPA estimated that, as of the mid-
1980s, the criteria pollutant–control programs were responsible for a larger
reduction in airborne toxics than were specific toxic reduction programs.6

In recent years, however, more effort has gone into specific toxic emissions
reduction programs. The main laws governing toxic emissions are shown in
Table 16.2.

Instrument Choice
The primary regulatory approach to regulating toxic emissions has been the
use of technology-based effluent standards. Under the 1977 Clean Water Act
sources are supposed to adopt the “best available technology” (BAT) for the
toxic materials listed in the act. Under the Clean Air Act the criterion is “maxi-
mum achievable control technology” (MACT) for 189 specific toxic materials

TABLE 16.2 The Four Primary Pollution Control Statutes as They 
Affect Toxic Emissions

Statute Coverage

Clean Air Act (amended 1970, 1977, 1990) Establish technology-based effluent
standards for 189 named toxics, 
based on “maximum achievable
control technology”

Emergency Planning and Community Establishes the Toxic Release 
Right to Know Act (1986) Inventory

Clean Water Act (amended 1972, 1977) Establishes technology-based 
effluent standards for 125 chemicals,
based on “best available technology”

Safe Drinking Water Act Requires EPA to set “maximum 
(1974, amended 1986, 1996) contaminant levels” for 189 named

substances

Sources: Michael Shapiro, “Toxic Substances Policy,” in Paul R. Portney (ed.), Public Policies for Environmental Protection,
Resources for the Future, Washington, DC, 1990, pp. 198–199. Original sources: Toxic Substances Strategy Committee,
Toxic Chemicals and Public Protection, Washington, DC, 1980; and Council of Environmental Quality, Environmental
Quality—1982, Washington, DC, 1982.

6U.S. Council on Environmental Quality, Environmental Quality 1984, Washington, DC, 1985, p. 58.
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listed in the act. As we have mentioned,7 a standard such as this has to be made
operational through additional specification. The EPA defines MACT in the fol-
lowing way:

For existing sources: The average emissions performance of the 12 percent
of best-performing (in terms of emissions, in terms either of percentage
reduction or of concentration limit) sources in the same industry.

For new sources: Emissions equal to the emissions performance of the 
best-performing source in the same industry.

These MACT specifications are actually minimum reductions (called in the
argot of the air toxics program the MACT floor). The MACT standard may be
set more restrictively if this is deemed necessary.

Up to 2007 EPA had issued MACT standards for about 115 air toxics. Not with-
out great controversy, of course, as Exhibit 16.2 depicts for the case of mercury.

Waste Reduction
The early laws on hazardous waste were aimed at managing the flow of haz-
ardous emissions coming from firms in order to reduce potential impacts, espe-
cially on human health. In this respect it mirrored the approach taken in con-
ventional pollutants. But toxic emissions are more difficult to manage. Smaller
quantities make them much more difficult to monitor, even though in many
cases small quantities can be quite damaging. This has led policymakers to
attack the toxics problems by “moving back up the line,” that is, by trying to
reduce the amounts of material that are in need of disposal. This can be done in
two ways: (1) by recycling residuals back into the production process and (2) by
shifting technologies and operations so that the amount of residuals actually
generated by firms is reduced. We call these methods waste reduction.8

The thought behind waste reduction is that by changing production pro-
cesses and adopting new technologies and operating procedures, firms can
substantially reduce the quantities of hazardous waste they produce per unit of
final product. For example, a firm might find a new way to operate a materials
cleaning process to get the same effect but with less cleaning solvent. Or a firm
might shift from using a process requiring a toxic material to one involving a
nontoxic substance. Or an end product might be redesigned in a way that per-
mits its fabrication using smaller quantities of hazardous materials. Waste re-
duction is obviously very complicated and firm-specific. Different processes
lend themselves to different waste reduction procedures, and the costs of
achieving significant waste reduction in one situation will be very different
from the costs of other cases. This is a setting where it is essentially impossible
to achieve efficient controls by having a regulatory agency dictate particular
technology choices for firms using toxic substances. The technical aspects of

7See Chapters 14 and 15.
8Some people prefer to distinguish between “waste reduction” and “recycling” as separate

processes, but these are lumped together here.
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Sparring over MACT 
for Mercury EXHIBIT 16.2

finding was duly issued in December 2000,

stating that power plant mercury emis-

sions were sufficiently damaging to war-

rant regulation. Over the next few years

some vigorous sparring took place over

how stringent the EPA would make the

MACT standards. On one side were envi-

ronmental groups, who wanted a standard

giving up to a 90 percent reduction in

mercury emissions from the source. They

cited in particular the presence of emerg-

ing new and cheaper technologies for con-

trolling mercury emissions, the adoption

of which would be encouraged with strict

standards. On the other side were utility

companies, who wanted far less, citing is-

sues of cost and scientific uncertainty. The

EPA’s advisory committee looking at the

issue recommended the larger cutbacks.

Of course, the Bush administration, given

its closeness to the industry, leaned

strongly toward less restrictive standards.

On December 15, 2003, EPA issued a

proposed rule, specifying new MACT

standards, but also giving states an option

to control power plant mercury with cap-

and-trade programs. On March 16, 2004,

the EPA published a supplemental state-

ment proposing that mercury emissions

be controlled uniquely through cap-and-

trade, thus essentially sidestepping the

whole MACT apparatus in this case.

aEPA 453/R-98-004a.

To control toxic airborne releases the

Clean Air Act directs the EPA to establish

minimum technology-based emission

standards according to the criterion of

maximum achievable control technology

(MACT). The agency has defined MACT

as the emissions attained by the average

of the 12 percent of best-performing

sources. This may sound straightforward,

but it isn’t, as is illustrated by the case of

mercury. Mercury is an important toxic,

and about 85 percent of airborne mercury

emissions in the United States comes

from large coal-fired power plants. Mer-

cury is one of the specific toxics, identified

in the 1990 CAA, for which the EPA was

to proceed expeditiously to develop emis-

sion standards. After spending much of

the 1990s studying the situation, EPA is-

sued in 1998 a report: Study of Hazardous

Air Pollutants from Electric Utility Steam

Generating Units, Final Report to Con-

gress.a While recognizing in the report

that mercury emission control was justi-

fied, the EPA put off specifying explicit

MACT standards for the future.

The result of this was a lawsuit brought

by environmental groups, which produced

a settlement agreement by which the EPA

promised, among other things, to issue

a “regulatory finding” by December 15,

2000; a proposed regulation by Decem-

ber 15, 2003; and a final regulation

by December 15, 2004. The regulatory

production processes and the situation of each firm are too heterogeneous for
this approach. Instead, more effective means need to be found that will give
firms themselves strong incentives to reduce toxic emissions in cost-effective
ways.

How to give firms the appropriate incentives for waste reduction? Certain re-
cent changes in hazardous-waste disposal laws have moved in this direction.
With waste disposal more costly, firms will be motivated to search for better
ways of reducing the quantities of waste requiring disposal. A major flaw in this
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approach, however, is that the vast majority of hazardous waste is not subject to
disposal regulations because it never leaves the premises of the firms where it is
used. We will come back to this later.

To what extent might we rely on liability and compensation laws to provide
the necessary incentives? We discussed the issue of liability conceptually in
Chapter 10. By requiring polluters to compensate those whom they have dam-
aged, these costs can become internalized, which would lead firms to take them
into account in making their decisions. This could also operate through an
insurance market if premiums for hazardous waste damage policies could be
set so as to reflect accurately the risks of damage associated with a firm’s haz-
ardous waste actions. The real problem is whether enough is known about risks
to be able to rely on an efficient insurance market and compensation system.
Although there are thousands of chemicals in use, we have very little hard in-
formation on exactly how much damage they may cause to humans; most of the
dose–response information we have comes from studies on animals, especially
mice. Under the circumstances, there is not enough information about risks and
damages to be able to establish consistent compensation awards or insurance
premium rates that reflect true risks.

In the case of conventional pollutants, we have discussed using incentive
mechanisms such as emission charges. In applying this to toxics, we find
that the biggest problem is accurate emissions monitoring. The widespread
dispersion of these materials throughout the economic sector, together with the
fact that many are emitted in nonpoint modes, makes widespread monitoring
by third parties essentially impossible. Also, taxing emissions would provide a
strong incentive for firms to dispose of toxics illegally, which would usually be
difficult to detect because of the relatively small volumes involved. Taxes on
waste disposal, however, may be somewhat more feasible, as will be discussed
later. Another possibility is to levy a tax on the feedstocks used to manufacture
chemicals, as these would be fewer in number and easier to measure than the
chemicals themselves once they have moved into production channels. Still an-
other possibility might be to institute deposit–refund systems for chemicals.
Firms would pay a deposit along with the purchase price when the chemicals
were bought. They could recover that deposit, or a portion of it, by document-
ing a reduction of emissions, that is, of the recovery of the chemical from the
normal waste stream.

One way that incentives for waste reduction have been created in recent
years is through making information more widely available about the pres-
ence and release of toxic materials. One reason hazardous wastes have been
hard to manage is that with the relatively small quantities often involved, and
with most disposal taking place in the same location where the materials were
used, it has been difficult for the public to get accurate information on the
quantities and qualities of hazardous materials present in the immediate area.
This has been addressed in the Emergency Planning and Community Right-
to-Know Act of 1986, which requires facilities with 10 or more employees that
manufacture, process, or use chemicals in quantities above some threshold
level to report their chemical emissions to EPA and state authorities. These are
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compiled and published periodically in the EPA’s Toxic Release Inventory
(TRI).9 Communities can then find out what hazardous materials are being
used and discharged in their areas. The negative publicity of this revelation
has motivated many firms to seek ways of reducing their use of hazardous
materials. The law is a fairly blunt tool, however; it provides no guidance on
what actual damages may be coming from the hazardous materials releases
and, in some cases, real damages and public concern may not be closely
connected.

The Management of Hazardous Wastes

The control of airborne and waterborne toxic residuals does not address the
major issue of the large quantities of hazardous materials that are left over
after production (and recycling) is completed, and which must then be dis-
posed of. This is the problem of hazardous wastes. Hazardous waste consists
of a diverse set of materials. In liquid form there are waste oils, solvents, and
liquids containing metals, acids, PCBs, and so on. There are hazardous
wastes in solid form, such as metals dust, polyvinyls, and polyethylene ma-
terials. There are many materials between liquid and solid, called sludges,
such as sulfur sludge; heavy metal, solvent and cyanide sludges; and dye
and paint sludges. Then there are a variety of mixed substances such as pes-
ticides, explosives, lab wastes, and the like. In legal terms, the EPA and vari-
ous state environmental agencies have power to define what is considered a
hazardous waste; in past years, the definitional net they have thrown over
the full physical list of substances has left out some significant materials (e.g.,
waste oil).

Hazardous waste generation is not spread evenly over the United States. The
largest quantities of hazardous waste are produced in Texas, Ohio, California,
Illinois, Louisiana, New Jersey, Michigan, and Tennessee. At the other end of
the scale, Vermont, the Dakotas, Hawaii, Alaska, Maine, and Nevada produce
relatively small amounts of hazardous waste.

Table 16.3 shows the results of an EPA survey to find out how hazardous
wastes were being disposed of in 2005. The greatest proportion was disposed of
in injection wells, that is, deep wells driven into underground geologic forma-
tions (salt caverns and aquifers). From an industry standpoint this method is
relatively cheap and flexible. About 10 percent of hazardous waste generated
is subject to some type of recovery (recycling) operation, and about 9 percent is
burned, roughly half of which is done to produce useful heat. Although these
numbers do not show it directly, about 80 percent of all hazardous waste gener-
ated in the United States is disposed of on-site, that is, at the site of the industrial

9Environmental Defense, an environmental advocacy group, has put together a unique Web site,

Scorecard, available at www.scorecard.org, where visitors can easily access TRI data for their local

areas. The site has data on criteria air pollutants, ambient concentrations of some hazardous che-

micals, and hazardous waste sites, organized so that users can see the data for their local regions.
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plant where it was manufactured and/or used. Only 20 percent was trans-
ported to off-site disposal facilities.

The two major pathways leading to damage are through accidental releases
and releases stemming from improper handling, either at the site of use or at
waste disposal facilities. Accidents have led to severe and obvious damages,
to humans and to other parts of the ecosystem.10 It has been less easy to
document the damages coming from long-run exposure to small amounts of
hazardous wastes. Ecosystems in the vicinity of industrial waste dumps are
sometimes visibly affected. Human health effects have been harder to show,
particularly when what is at issue is long-run exposure to small quantities
of hazardous materials. Much more epidemiological and laboratory work
remains to be done.

Federal policy has been directed at two types of problems: (1) developing a
system to manage the storage, transportation, and disposal of current haz-
ardous wastes, and (2) cleaning up land disposal sites where large quantities of
hazardous wastes were dumped in years past. The major laws addressing these
problems are shown in Table 16.4.

TABLE 16.3 Hazardous Waste Quantities Managed in 2005, by Major 
Technology Used

Technology Tons Managed (1,000) Percent of Total

Recovery operations
Fuel blending 1,175 2.7
Metals recovery 1,420 3.2
Solvents recovery 296 .7
Other recovery 328 .7

Land disposal
Deep well/underground injection 21,846 49.7
Landfill/surface impoundment 2,038 4.6
Other disposal 3,434 7.8

Thermal treatment
Energy recovery 1,719 3.9
Incineration 1,438 3.3

Other
Sludge treatment 516 1.2
Aqueous organic treatment 3,356 7.6
Aqueous inorganic treatment 1,706 3.9
Other 4,651 10.6

Source: U.S. Environmental Protection Agency, National Biennial RCRA Hazardous Waste Report: Based on 2005 Data,
Washington, DC, 2007, p. 205. www.epa.gov/epaoswer/hazwaste/data/biennialreport/.

10 In Chapter 7 we discussed efforts to develop techniques to estimate ecosystem damages arising

from hazardous waste releases.
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Economic Issues in Handling Current 
Hazardous Waste

The primary policy here is the Resource Conservation and Recovery Act
(RCRA) of 1976. RCRA does essentially four things:

1. Defines hazardous waste.

2. Creates a manifest system, essentially a paper trail so that material can be
tracked through the system from production to disposal.

TABLE 16.4 Policies Dealing with Handling, Storage, Treatment, 
and Disposal of Hazardous Wastes

Responsible
Statute Agency Coverage

Resource Conservation and EPA Defines hazardous wastes and 
Recovery Act (1976) sets standards for landfills; 

establishes a manifest system

Maritime Protection, Research, EPA Ocean dumping
and Sanctuaries Act (1972)

Comprehensive Environmental EPA “Superfund”; sets procedures for 
Response, Compensation, and cleaning up hazardous waste sites, 
Liability Act (1980) and establishes a liability program 

for damages to natural resources

Hazardous Materials DOT Transportation of toxic substances 
Transportation Act (1975) generally

Federal Railroad Safety Act (1970) DOT Railroad safety

Ports and Waterways Safety DOT Shipment of toxic materials 
Act (1972) by water

Dangerous Cargo Act (1871) DOT Shipment of toxic materials 
by water

Nuclear Waste Policy Act DOE Requires DOE to find and develop a 
of 1982 (amended 1987) repository for high-level nuclear waste

Low-Level Radioactive Waste States Encourages states to enter into 
Policy Act of 1980 compacts to establish landfill sites 
(amended 1985) for low-level radioactive waste

National Defense Authorization DOD Allocates funds to DOD for 
Acts DOE cleaning up military bases, and 

to DOE for cleaning up nuclear
weapons sites

Note: EPA Environmental Protection Agency; DOT  Department of Transportation; DOE  Department of Energy;
DOD  Department of Defense.

Sources: Michael Shapiro, “Toxic Substances Policy,” in Paul R. Portney (ed.), Public Policies for Environmental Protection,
Resources for the Future, Washington, DC, 1990, pp. 198–199. Original sources: Toxic Substances Strategy Committee,
Toxic Chemicals and Public Protection, Washington, DC, 1980; and Council of Environmental Quality, Environmental
Quality—1982, Washington, DC, 1982.
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3. Requires the EPA to set standards for treatment, storage, and disposal facilities.

4. Directs the EPA to establish a permit system for approval of RCRA landfills
and incinerators.

RCRA is largely a command-and-control system, requiring the EPA to set
technical and managerial requirements for handling hazardous waste.11

Incentive-Based Possibilities
There may be useful programs that could be installed to reshape the incentives
relating to using and disposing of hazardous materials. Taxes on hazardous
wastes, levied at the place where they are generated or where they are disposed
of, are a feasible way of providing the incentive for reducing the quantities pro-
duced, as well as directing the flow of wastes toward various channels. These
have come to be called waste-end taxes. The monitoring problem is much less a
factor than with toxic emissions because wastes are often in bulk form that
lends itself to quantitative measurement. In fact, a tax of $2.13/ton of hazardous
waste was at one time charged at approved disposal sites as part of the RCRA
program, but this has been abandoned. Many states have established waste-end
charges for sites within their jurisdictions. Charges of this type would stimulate
industry efforts at waste reduction. They also would lead to increases in the
prices of products that produce substantial quantities of waste in their manu-
facture. They have one unfortunate effect, however, in that they also will create
an incentive to dispose of hazardous materials surreptitiously.

A major problem with many hazardous wastes is that they are in quantities
that are difficult to monitor. This will continue to be the case even with the man-
ifest system. Any kind of tax placed on hazardous material creates an incentive
for disposers to conceal material discharged, perhaps by disposing of it on-site,
into a public sewer system, or in some unapproved landfill. One way of turning
these incentives around is to offer a subsidy for hazardous materials disposed
of in approved ways. This, of course, would require a source of funds. A possi-
bility would be to institute deposit-refund systems for hazardous materials.
Firms would pay a deposit per unit of hazardous chemical at the time of pur-
chase from a chemical supplier. They would then be paid a refund on materials
when they were properly disposed of.12

One area in which RCRA incorporates some incentive-based provisions is in
making hazardous waste handlers and operators liable for certain costs associ-
ated with their operations. Thus, operators of hazardous waste landfills are li-
able for closure, cleanup, and restoration costs associated with the sites. RCRA
also holds owners and operators of underground storage tanks for cleanup
costs in the event that they leak, which many do.

11RCRA also contains requirements for nonhazardous waste landfills, particularly those handling

municipal solid waste (MSW), essentially trash from households and public agencies. This material

can contain significant amounts of hazardous waste, for example, used dry-cell batteries.
12For more on this idea, see Clifford S. Russell, “Economic Incentives in the Management of

Hazardous Wastes,” Columbia Journal of Environmental Law, Vol. 13, Spring 1988, pp. 257–274.
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As we have discussed earlier,13 liability requirements are, at least in princi-
ple, effective ways of getting polluters to take potential environmental costs
into account in their decision making. If they know they will be held liable for
certain environmental costs, they will balance this prospect with their costs of
taking actions to reduce the risk, thus arriving at an “efficient” outcome. The ac-
tual outcome may be somewhat different, however. Liability provisions in these
laws set up a complex game between regulators and private firms who are mo-
tivated to find ways of reducing their exposure to the provisions. One aspect of
this is that firms can shield themselves from liability by going out of business or
declaring bankruptcy. For small firms (e.g., an operator of a gas station) faced
with large liability costs, this may be an attractive alternative. To counter this,
many environmental statutes combine liability provisions with financial assur-
ance rules. These are requirements that owners and operators demonstrate
financial resources sufficient to cover their potential environmental liabilities.
The full impact of these rules is unclear. In some cases (e.g., leaking under-
ground storage tanks) states have set up financial funds to help operators and
owners meet these obligations, thus potentially weakening some of their im-
pacts on incentives.

Environmental Justice
All environmental issues involve distributional questions, having to do with
which particular individuals or groups from among the whole population bear
the costs and experience the benefits of environmental programs. Environmental
justice is the term used to describe the search for programs that are equitable to
the less advantaged members of society. Much of the environmental justice focus
has been on the location of hazardous waste sites in relation to communities in
which there are relatively large numbers of low-income residents and people of
color. This issue gained prominence in the early 1980s, largely as the result of
efforts to site a large hazardous waste dump in Warren County, South Carolina,
a county with a predominantly African-American population. A 1987 study
sponsored by the United Church of Christ came to the conclusion that “in com-
munities where two or more hazardous waste sites were located, or where one
of the nation’s largest landfills was located, the percentage of the population
composed of minorities was, on average, more than three times that of commu-
nities without such facilities.”

Since this first study many others have been carried out to assess the rela-
tionship between the locations of hazardous waste sites and the demographic
characteristics of the surrounding population. Results have not always been
consistent because of different data sets used (e.g., whether data from coun-
tries, census tracks, or zip code area are used) and the time periods covered.
But the preponderance of evidence to date does indicate that RCRA sites tend
to be located in areas where there are relatively large numbers of low-income
and minority populations. Having established this pattern, the next question

13See Chapter 10.
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is, why has it occurred? There are essentially two ways this could have
occurred.

1. The siting process itself has worked against people of color and poor people.
This could be either because of rank discrimination, in which undesirable
activities are foisted onto certain people, or because in the political process
surrounding these siting decisions, certain people lack the political influence
necessary to ward off these facilities.

2. The dynamics of the land and housing market may lead to this type of pat-
tern, even though the original siting decisions were not discriminatory. If
these facilities make local neighborhoods less desirable, the better-off people
may be motivated to move out. Furthermore, if the facility works so as to de-
press land prices, it could make housing there more attractive to low-income
families. This could also happen if racial or income discrimination in general
relegates certain people to less desirable neighborhoods.

Recent research suggests that both of these factors are at work, though at spe-
cific sites one factor may be substantially more important than the other.14 It is
clear that policymakers need to look carefully at the siting decision process to
make it more democratic and remove its discriminatory features. It’s also clear
that economists need to learn much more about how the land and property
markets function so that we can identify situations where certain people will
end up being unfairly exposed to environmental risks.

Radioactive Wastes
Radioactive wastes are governed by a separate set of statutes. There are two
types of radioactive wastes: high-level wastes (HLW) and low-level wastes
(LLW). HLW is made up primarily of spent fuel from nuclear power plants and
wastes from government nuclear processing facilities. LLW comes from a vari-
ety of industrial and medical processes that utilize small amounts of radioactive
material, and includes the material itself together with all manner of items that
have become contaminated in normal production operations.

The primary problem in HLW is to find a secure, permanent storage site, be-
cause the rate of radioactive decay is so slow that these wastes will be lethal
essentially forever by human standards. The Nuclear Waste Policy Act of 1982
requires the Department of Energy (DOE) to find and develop a permanent un-
derground depository for nuclear HLW. This has proved to be an immensely
complicated task and one full of political conflict. The effort is funded by a tax
of one-tenth of a cent per kilowatt-hour of electricity generated at all nuclear
power plants. The standards for storage have been set by the EPA, in terms of
the maximum allowable rate of release of radionuclides from the repository
for the next 10,000 years! It is difficult, if not essentially impossible, to identify

14See, for example, Vicki Been, “Unpopular Neighbors Are Dumps and Landfills Sited Equitably?”

in Wallace E. Oates (ed.), The RFF Reader in Environmental and Resource Management, Resources for

the Future, Washington, DC, 1999, pp. 191–196.
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underground geological formations that are sure to be secure for the next
10,000 years. It is even more difficult to convince people living near candidate
sites that no damage will come their way and that this is the best use of a por-
tion of their landscape. Thus, the projected year of opening for the depository
has been continuously set back, from 1998 at first to 2010 now, and this date will
no doubt continue to slip.

Low-level radioactive wastes are disposed of for the most part in approved
landfills. Prior to 1980, there were three landfill sites in the United States
accepting low-level radioactive waste. These were in South Carolina, Washington,
and Nevada. With the volume of these wastes climbing rapidly, these states
began to raise objections to being the only recipients. But there were negative
incentives for other states to open their own sites, because of their fear that
they would be forced to accept LLW from other states. The first result was a
1980 federal law, the Low Level Radioactive Waste Policy Act of 1980, which
encouraged states to enter into interstate compacts to open sites that would
accept all the waste from states in each compact. Very little happened over the
next few years, however, because groups of states could not come to an agree-
ment on these compacts. The law was therefore amended in 1985 to provide
greater incentives for groups of states to enter into compacts to develop and
operate LLW landfills. The primary incentive was a rapidly increasing sur-
charge per cubic foot of LLW that the sites in South Carolina, Washington, and
Nevada would be authorized to charge, culminating in a complete cutoff of
outside LLW after 1990.15

Cleaning Up after the Cold War
During the cold war the development and production of nuclear weapons took
place at a large number of sites around the United States. The stress at that time
was on military needs, not potential environmental damage. Weapons produc-
tion stopped about a decade ago, after about 50 years of activity. There are more
than 100 sites across the country where massively contaminated soil, water,
structures, and equipment pose serious health threats to nearby people and
ecosystems. The Office of Environmental Management (OEM) within the U.S.
Department of Energy (DOE) has estimated that cleaning up these sites could
cost as much as $200 billion. This is probably a substantial underestimate.16

There are many serious questions that need to be addressed, having to do with
which sites to clean up, how the cleanups should proceed, who should carry
them out, and so forth.

15 The incentive for entering into interstate compacts was that by law they could then exclude

waste from noncompact states. The compact system has not developed as Congress envisioned,

and the full legal ramifications of the approach are still not settled. See L. David Condon, “The

Never Ending Story: Low-Level Waste and the Exclusionary Authority of Noncompacting States,”

Natural Resources Journal, 30(1), Winter 1990, pp. 65–86.
16For a good discussion of this problem see: Katherine N. Probst and Adam I. Lowe, Cleaning Up

the Nuclear Weapons Complex: Does Anybody Care? Resources for the Future, Center for Risk

Management, Washington, DC, January 2000.
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Economic Issues in Handling Legacy 
Hazardous Waste Sites

The main law governing legacy hazardous waste sites is the Comprehensive
Environmental Response, Compensation, and Liability Act (CERCLA) of 1980.
The law has come to be called Superfund, perhaps in reference to the massive
sums of money involved. CERCLA was enacted in response to heightened pub-
lic fears about the health impacts of past, and often forgotten, hazardous waste
disposal sites. In some cases, as in the notorious Love Canal incident, people
were exposed directly to hazardous materials that migrated through the soil; in
other cases, the fear was, and is, of groundwater contamination from these old
dump sites.

The law established:

1. A financial fund derived from taxes on petroleum and chemical feedstocks,
a corporate environmental tax, and payments made by those responsible for
past dumping. The fund is used to carry out site investigations and cleanup
actions. The legal authority for the taxes expired in 1995, so now the fund is
supported entirely by payments from responsible parties.

2. A method for selecting sites for cleanup actions. This is called the National
Contingency Plan (NCP) and specifies procedures for identifying and inves-
tigating sites, determining cleanup plans, and deciding on who will pay for
it. Part of the procedure involves a state-federal effort to create the list of sites
that are in greatest need of action; this is called the National Priorities List
(NPL), and it involves a hazard-ranking system taking into account the types
and quantities of hazardous materials at the site and the possibility of human
exposure.

3. Authority for the EPA to clean up sites itself or to identify responsible private
parties to clean up the sites.

4. A liability provision for natural resources damage. Besides cleanup liability,
CERCLA has a provision for holding responsible parties liable for damages
to natural resources stemming from spilled or released toxic materials. Thus,
if a chemical is accidentally released into a river, the people causing the spill
can be held liable for the damages this causes; or if an old landfill leaks toxic
compounds, responsible parties may be held liable not only for cleaning up
the site but also for damages to surrounding groundwater resources.

Financing Hazardous Waste Site Cleanups
From its beginning to the end of the 1990s, the EPA spent over $20 billion on
Superfund activities. Private parties have also expended substantial sums over
the years to fulfill the objectives of the act. Similar magnitudes may be neces-
sary to “finish” the job as it was initially envisaged. The activity levels under
Superfund have been substantially reduced under the Bush administration, so
there is much uncertainty about how fast existing sites will be cleaned up and
new sites will be added to the NPL.
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Progress under Superfund has entailed a continuing battle between the EPA
and the private firms that are responsible for the sites. In the lexicon of this
work, the latter are called potentially responsible parties (PRPs). The courts
have ruled that PRPs may be held to a standard of strict, joint, and several lia-
bility in Superfund cleanups. Strict liability means that they are liable even
though their actions were at the time legal. Joint and several means that when
more than one firm has dumped hazardous wastes into the site, the EPA may
nevertheless sue and recover total cleanup costs from just one of the responsible
parties. So, for example, a company that has dumped only a small portion of the
wastes into a site can nevertheless be held responsible for the total cleanup costs
at the site. The effect of this is to provide an incentive for this one firm to iden-
tify and recover costs from other parties that were responsible for dumping at
the site. But there are disadvantages as well. Firms may be reluctant to come
forward voluntarily to enter cleanup agreements if they feel they could get
stuck with a substantial amount of the total costs of the cleanup. Firms will also
be very reluctant to acquire land that may be contaminated if they think this
will expose them to liability. These and other problems have made the law
highly contentious and litigious, with firms spending enormous amounts of
money suing one another, the EPA, municipalities, states, insurance companies,
and so on.

There have been many suggestions over the years for changing the way legacy
hazardous waste site cleanup is funded. Some have suggested, for example, the
establishment of trust funds, from mandatory or voluntary contributions, to be
devoted to the task.

How Clean Is Clean?
Superfund activity has produced a continuing debate over how thorough the
cleanup should be at any particular site. Should all sites be restored to pristine
condition? Should cleanup actions be undertaken in the light of how the site is
likely to be used in the future? Criteria as to how to clean up sites have largely
been established with the objective of making each site totally risk free under
the worst possible future development scenario. Thus, at many sites very costly
cleanup techniques have been used in cases where the risk of damage to hu-
mans is relatively low. A recent economic analysis of 150 randomly selected
Superfund sites concludes that the expected number of cancer cases averted at
each cleanup site is less than 0.1 and that the cost per cancer case averted was
on average greater than $100 million.17 What this indicates is that perhaps a
more explicit benefit–cost approach might be able to adapt cleanup techniques
at each site more closely to the benefits to be expected in terms of human expo-
sures. This would allow more sites to be cleaned up with a consequent increase
in overall human protection, given the total amount of money that is spent on
the program.

17James T. Hamilton and W. Kip Viscusi, “How Costly Is ‘Clean’? An Analysis of the Benefits and

Costs of Superfund Site Remediations,” Journal of Policy Analysis and Management, 18(1), Winter

1999, pp. 2–27.
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Brownfields
As of the beginning of 2000, there have been 1,432 Superfund sites listed on the
National Priorities List. Of these, 882 sites have been removed, 676 because
cleanup has been completed and 206 for other reasons. One can argue, there-
fore, that despite its inefficiencies, the Superfund program has made a real dent
in the number of sites needing attention. The EPA also has identified over 10,000
other sites where light to moderate contamination is suspected or has been con-
firmed. Superfund, as it was originally developed, does not address these many
sites that are contaminated to a lesser degree. A substantial portion of these
additional sites are within urban and suburban areas and have potential for
industrial or commercial redevelopment.

There may be important incentive problems associated with these sites.
Developers may avoid them in favor of sites in pristine environments in order
to avoid the possibility of being made legally responsible for cleaning them up.
This possibility has led the U.S. EPA, and many of the states, to develop special
programs dealing with these types of sites, which are called brownfields. The
programs consist of efforts to relax potential liability problems at the sites, and
funding assistance to assess and ameliorate contamination problems at the sites.

Natural Resource Damages (NRD)
Besides providing a program for cleaning up legacy hazardous waste sites,
CERCLA also contains a provision making polluters liable for damages to pub-
lic resources stemming from their activities. This has been used primarily
against those responsible for accidental releases of oil and toxic chemicals.
Exihibit 16.3 describes a recent natural resource damage settlement in Utah. A
recent review of 46 cases listed the following:18

• 15 sites where decades of industrial activities were accompanied by releases
of a variety of hazardous substances into rivers, harbors, marshlands, and
other wetlands, as well as one case of disposal to the ocean.

• 11 sites where mines and associated waste piles contaminated surface waters
and groundwater with acid drainage and leachate containing heavy metals.

• 9 cases where vessels ran aground; in 3 of them oil was the cargo that spilled,
in 3 others the ships’ own fuel spilled, and in the other 3 incidents the ships
ran onto coral reefs causing damage to the reef.

• 4 oil pipeline ruptures.

• 2 cases where retaining walls ruptured, allowing gypsum slurry to be
released into a bayou in one case, and sewage into a river in the other.

• 2 incidents where train derailments resulted in a spill of diesel fuel and a spill
of chemicals.

• 2 oil well accidents that released oil and other liquids into bayous.

• 1 case where containers of a toxic chemical were lost overboard in rough seas.

18See Mark Reisch, “Superfund and Natural Resource Damages,” Congressional Research Report

RS20772, Washington, DC, January 8, 2001, p. 2.
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The biggest issue in NRD cases is how to measure the damages. Part of these
damages are the costs of restoring the resource to its original condition. The other,
and probably harder, part is to estimate the actual damages that the release in-
flicted on people, either in the vicinity or elsewhere. Environmental economics
has provided a tool, contingent valuation (CV), for doing this.19 Controversies
over the techniques used in CV analysis, and the answers it has given in partic-
ular cases, have continued.

Summary
The coming of the chemical society has led to new sources of environmental dam-
age and opened up new requirements for managing toxic and hazardous materi-
als. At the federal level a number of major laws deal with toxic and hazardous
substances, and numerous federal agencies are responsible for their administra-
tion. For the most part the laws incorporate a variety of command-and-control
measures to identify and monitor the use of toxic materials in workplaces and
consumer products, to control toxic emissions from production, and to manage
the complex process of disposing of hazardous materials.

State of Utah Natural 
Resource Damage 
Trustee Considers 
Public Comment EXHIBIT 16.3

(DEQ) Executive Director, as Trustee, the

authority to file a claim when a natural

resource of the State is damaged. In this

case, the injury occurred as a result of

release of contaminants to groundwater

from historic waste disposal practices and

past operations.

The agreements went before the public

for its consideration. A 45-day public com-

ment period was held August 11 to

September 24, 2004. Comment is now

being considered by the Trustee. The agree-

ments will be either finalized as presented

or modified, based on public feedback.

Source: Utah Department of Environmental
Quality, January 24, 2008, http://www.deq
.utah.gov/Issues/EBCo/GroundWater/index
.htm.

Two proposed agreements, totaling 

approximately $12 million, have been

negotiated by the State of Utah and The

Ensign-Bickford Company (EBCo) to con-

duct cleanup and to settle the State’s

claim for damages to groundwater result-

ing from activities at the Trojan facility in

Spanish Fork, Utah.

The agreements include a $9.375 mil-

lion fund for pumping and treating the

groundwater and a $2.58 million Trust

Fund for natural resource damage. The

purpose is to “restore, replace, or acquire

the equivalent” of the injured ground-

water for the benefit of the public in the

impacted area.

Federal and state laws give the Utah

Department of Environmental Quality

The Ensign-Bickford
(Trojan Plant)
Groundwater 
Cleanup

19See Chapter 7.



Chapter 16 Federal Policy on Toxic and Hazardous Substances 355

Important points exist where the management of toxics could be substan-
tially improved. One of these is to improve the procedures for “balancing” the
costs and benefits of using chemicals in particular products and processes. We
also discussed the new emphasis on waste reduction, that is, changes in
production systems that lead to lower quantities of hazardous waste requiring
disposal. Finally, we discussed the federal laws governing the handling and
disposal of hazardous waste and the cleaning up of past dump sites.

Questions for Further Discussion

1. Handlers of hazardous wastes, that is, firms that accept hazardous materials
and transport them for disposal, sometimes dispose of the materials illegally
or in unapproved landfills. How might a deposit-refund system be designed
to provide incentives to dispose of hazardous materials in approved ways?

2. “The EPA has estimated that the chemical residues on a certain food most
likely contribute to 14 excess deaths in the U.S. population each year. Thus, if
use of the chemical is banned we can expect the number of excess deaths to
decrease by this number.” Comment.

3. What are the advantages and disadvantages of using the doctrine of strict,
joint, and several liability for Superfund sites?

4. What are the two primary alternative explanations for the demographic pat-
terns found in the vicinity of many hazardous waste dump sites?

5. In conducting a “balancing” analysis for a particular chemical or pesticide,
what role is played by people’s attitudes toward risk?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter17
State and Local
Environmental Issues

In the 1950s and 1960s there was no strong federal presence in U.S. environ-
mental policy; what initiative there was lay mostly at the state level. In the 1970s
this changed dramatically, as strong federal laws were written that essentially
shifted the policy center of gravity toward Washington. But in more recent
years nonfederal involvement in environmental policy issues has grown
rapidly. The current trend in Washington is to push many policy problems back
to the states for action.

States and communities are playing three primary roles:

• Contributing to federal laws; most federal policies permit, require, or en-
courage some type of contributing state action, especially in enforcement.
About three-quarters of the environmental enforcement actions undertaken
in the United States are carried out by the states.

• Adopting companion policies that express the particular environmental val-
ues, goals, or circumstances of individual states; these have often been a
source of innovative policy ideas.

• Dealing with certain major issues that have been left for the most part to the
states.

There is substantial diversity among the states in terms of their environmental
problems and policy responses, as is suggested by the expenditure data of
Table 17.1. Air pollution is much more severe in some states than others.
Hazardous-waste releases, although occurring in every state, are nevertheless
concentrated in certain ones, particularly Texas and Louisiana. Florida has
special water-quality problems because of the Everglades and because of its
reliance on groundwater. Coastal states have special problems in managing
their coastal resources. Mining regulation is a particular problem for some
states, as is agricultural runoff in others. Given these great variations, equal ex-
penditures in several states can mean quite different things in terms of achieved
results in environmental quality.



Chapter 17 State and Local Environmental Issues 357

We will not try to survey the environmental policies pursued in each one.
The first section of the chapter will deal with some general issues in
environmental federalism. After this we take up two major environmental
issues that have been left to the states: solid waste and land-use controls.

Environmental Federalism

Environmental federalism refers to the question of whether, and to what extent,
environmental regulations ought to be established at the national level, or de-
centralized for independent actions of the individual states. There are several
dimensions to this question.

Constitutional Issues
The U.S. Constitution governs the division of powers between the federal gov-
ernment and the states. In cases where valid (i.e., constitutional) environmental
laws have been enacted at the federal level, these normally preempt state ac-
tion. Thus, for example, federal laws to control coastal tanker traffic so as to re-
duce the threat of oil spills will usually preempt any state actions aimed at the
same result. In cases where the federal government has not acted, states may do
so provided they do not exceed constitutional limits. The most important of
these is that states may not pass laws that discriminate against interstate com-
merce. In environmental matters, this has been held to bar states from passing
laws restricting the importation of solid waste from other states. But virtually
all state environmental actions will have some impact on interstate commerce,
so the federal courts have become the arena for ongoing controversy about the
legitimacy of state environmental actions.

One such recent action is California’s attempt to set CO2 emission standards
on cars sold in that state. The only practicable way of doing this at the present
time is to require cars that get substantially better mileage, since CO2 emissions
per mile are directly related to fuel use per mile. But Congress has preempted
the setting of automobile mileage standards, in the CAFE program enacted in

TABLE 17.1 State Environmental and Natural Resource Expenditures per
Capita, 2003

Per Capita 
Region States Expenditures

West Coast CA, OR, AK, HI, WA $69.90
Southeast FL, GA, NC, TN, KY, AL, MS, SC 64.11
Mountains MT, AZ, UT, ID, CO, WY, NM, NV 59.92
Plains IA, SD, MO, ND, NE, KS 59.40
Mid-Atlantic PA, WV, VA, MD, NJ, DE 52.43
Midwest IL, WI, MI, OH, IN, MN 44.72
South Central LA, TX, AR, OK 42.54
Northeast NY, ME, NH, MA, RI, VT, CT 36.21

Source: The Environmental Council of the States, “ECOS Budget Survey,” 2003, p. 11.
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1974. The Energy Policy Conservation Act of that year established a require-
ment that automobile manufacturers meet corporate average fuel economy
(CAFE) standards with their vehicles, essentially to produce vehicles which, on
average, achieved a minimum mileage limit. Increases in CAFE standards
passed Congress in 2007 for light truck and automobile model years 2008 to 2011.

Efficiency Issues
Economic efficiency in environmental regulation is, as we have discussed many
times, a matter of finding the appropriate balance between environmental dam-
ages and abatement costs. Will this balance be realizable more closely with a
national system of pollution control, or a decentralized one? Consider a simple
case, one in which the emissions from sources in each state produce damages
only within that state. This is an extreme assumption; it means that no individ-
ual in any other state will be affected in any way by the level of emissions in any
one state. This would appear to call for a completely decentralized determina-
tion of environmental regulations; each state would set its own standards and
enjoy its own level of environmental quality.

Now consider a different case at the other end of the spectrum. Suppose the
emissions from each state are uniformly mixed with those of all others in such a
way that the emissions from any state affect everybody, in state and out of state,
to the same extent as emissions from any other state. In this case we would have
an efficiency argument for a purely centralized regulatory regime. No state has
control over its own environmental quality. All emissions spill over and affect
all other states. A centrally determined emission standard applicable to all
states would presumably be efficient.

There are some pollutants that meet these two cases: perhaps municipal solid
waste for the first one and CO2 emissions for the second. But many pollutants
fall between these cases: interstate air pollution, for example. In this case the ap-
propriate degree of decentralization is somewhere between none and complete.
In the United States, for example, it might call for environmental regulations to
be established at the regional level. In fact, the mixed case has been addressed
largely by states taking active roles in coordinating and managing federally
initiated programs.

Virtually all federal programs have provisions for substantial state and local
participation. Federal water pollution law (incorporating technology-based ef-
fluent standards) works through a permitting system; sources must obtain per-
mits for waterborne emissions and are supposed to operate in accordance with
the terms specified in the permits. For the most part, it is the states that actually
operate the permit system, though there are a few (e.g., New Hampshire and
Oklahoma) where federal authorities are still responsible. Federal water law
also requires the states to establish ambient water quality standards in the vari-
ous bodies of water within their boundaries. Traditionally these standards have
been expressed in terms of the functions that particular water quality levels
would allow; for example, standards for fishable-swimmable water and
standards for drinkable water. In recent laws, states also have been given the
responsibility of setting ambient standards for waterborne toxics.
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States have many responsibilities in controlling air pollution. A major activ-
ity is the design and operation of State Implementation Plans (SIPs). These are
plans of action through which national ambient air quality standards are to be
reached in current nonattainment regions. The states have permitting authority
to achieve these SIPs. The 1990 act allows them to operate fee systems for these
permits, similar to the water program. Permit fees may be charged, and these
may be based on emission levels; but fees are only supposed to be high enough to
cover the costs of running the permit program. They may not be used, in other
words, as full incentive-changing emission charges such as those we discussed
in previous chapters. In recent years, this type of “dedicated funding” system is
being increasingly relied upon by states to fund their environmental programs.
Rather than fund these efforts from general state revenues, they are turning to
using sources in particular programs—permit fees, fines, trust funds, and so on—
to get the money to run these programs. “Car owners pay for air-pollution control
programs with a portion of their license-tag fees, factories pay for water quality
efforts with fees for permits to discharge wastewater, recycling programs are
funded by special levies on items such as motor oil and batteries, and the fines
forked over by violators of environmental rules pay for enforcement efforts.”1

States also may regulate hazardous wastes, but, according to RCRA, the state
regulations must be at least as strict as applicable federal regulations. Many
states have done this in various areas: definition of hazardous wastes, standards
for incinerators, requirements for the manifest system, location requirements
for hazardous waste disposal sites, insurance requirements for hazardous
waste facility operators, and so on. State hazardous waste regulations are al-
most exclusively performance and technology standards. New Jersey’s laws on
incinerating hazardous wastes, for example, specify such details as minimum
operating temperatures allowed and staffing requirements. Arkansas mandates
the disposal method for different types of hazardous wastes. California statutes
specify detailed design standards for hazardous waste landfills that are more
stringent than federal standards. Many states have enacted their own Super-
fund laws to supplement the federal law. Many of these are designed in the
image of CERCLA, with a response fund, a site priority list, and various action
criteria.2 States also have taken varying degrees of responsibility for actions at
some of the NPL sites.

Race to the Bottom?
States usually feel that they are in competition among themselves to attract
business growth and provide jobs for growing populations. This has led to a
fear among some that states will try to use lax environmental standards to
attract this economic activity, in which case we would see them progressively
lowering their environmental standards in a competitive race to the bottom in
terms of environmental regulations. This fear was, in fact, partly responsible for
the nationalization of environmental policy in the 1970s. While it is possible

1 Environment Reporter, Bureau of National Affairs, Washington, DC, March 30, 1992, p. 2580.
2 See U.S. Environmental Protection Agency, An Analysis of State Superfund Programs: 50-State

Study, 1990 Update, EPA/540/8-89/011, Washington, DC, 1990.



theoretically to explain the conditions that would lead to such a race, most
empirical evidence to date suggests that such a race has not happened. In fact,
if anything, there has been a race to the top, fueled perhaps by the concerns of
states for having attractive living conditions to attract economic activity.3

Policy Innovations at the State Level
During the last few decades, the states have been the source of some innovative
environmental policy initiatives. This is especially true of California, which has
been the source of several policy initiatives that have later spread to other states
and the federal level. Chief among these has been mobile-source pollution con-
trol. The Los Angeles area was the first in the nation to experience smog, and the
California response in the early 1960s was to require technological improve-
ments in cars to reduce emissions. Since that time, vehicles sold in California
have had to meet more stringent emission standards. The standards have not
been legally preempted by federal emission limits, and in recent years a num-
ber of other states have considered adopting the California standards as a way
of dealing with increasingly severe urban air pollution.

California also is helping to pioneer the use of tradable emission permits to
control airborne emissions. The South Coast Air Quality Management District, a
regional organization whose objective is to manage air pollution reductions in the
Los Angeles basin, has recently designed a tradable permit program to apply to
an estimated 2,000 large sources of reactive organic gases and nitrogen oxides.
These sources would be assigned an initial holding of permits equal to their base-
line emissions and would be allowed to trade the permits. The total emission cap
for each source would be decreased by 5.8 percent per year for reactive organic
gases and 8 percent a year for nitrogen oxides. The District estimates that cost sav-
ings of using the tradable permit approach, rather than a conventional command-
and-control policy, will be nearly a billion dollars over the next decade.4

Many other environmental programs that have become law at the federal
level were initially developed by one or more of the states. DDT was first
banned by Wisconsin; this later became a national effort. The Federal Strip Min-
ing Control and Reclamation Act of 1977 was substantially modeled after the
Pennsylvania strip mining reclamation law. The federal toxics release inventory
program is an idea that originated with programs in New Jersey and Maryland.

Municipal Solid Waste

In the rest of this chapter we deal in some detail with several important envi-
ronmental problems that traditionally have been left to states and localities. The
first of these is solid waste, the disposal of which has emerged as a leading
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3 Wallace E. Oates, “A Reconsideration of Environmental Federalism,” Discussion Paper 01-54,

Resources for the Future, Washington, DC, November 2001.
4 Laura Mahoney, “Emission Trading Program for Southern California Promises Air Quality

Improvements, Big Savings for Industry,” Environment Reporter, Bureau of National Affairs,

Washington, DC, February 21, 1992, pp. 2423–2424.
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problem in many cities and towns across the country, especially in the East and
along the West Coast. Landfilling, for a long time the preferred disposal method
for urban solid waste, has come up hard against rising land shortages in many
places, leading some localities to ship their solid wastes long distances for dis-
posal, whereas others are moving into incineration. In addition, rising fears of
groundwater contamination from landfills and of air pollutants from incinera-
tion have turned what once was a disposal activity to which nobody gave a sec-
ond thought into a prime environmental concern.

The Nature of the Problem
The municipal solid waste (MSW) stream is actually a trickle at the end of a
long and very large flow of materials used in the U.S. economy. The EPA esti-
mates that the total quantity of materials generated per person per day is about
300 pounds. Most of this is industrial waste. Municipal solid waste consists of
trash or garbage from homes, businesses, and institutions. In 2006 there were an
estimated 4.6 pounds per person per day of MSW generated in the country. This
was up from 2.7 pounds in 1960 (see Table 17.2). Slightly over half of this MSW
was disposed of in landfills in 1995, down from about two-thirds in 1960. Over
the last few decades, the amount of MSW that is recycled has increased, from
6.3 percent in 1960 to 33 percent in 2006. These are aggregate numbers, which
hide substantial variation among states and communities in the country. The
MSW problem is not equally acute everywhere. In localities with large popula-
tions and/or constrained landfill space, the problem is one of immediate con-
cern; in areas with the opposite characteristics, it is much less so.

Technical Options for Reducing MSW
We define the following terms: TM is total materials used, by a firm or industry
or economy, in a period of time; VM is virgin materials used; and RM is recycled
materials used. Then it must be true that for any time period:

TM  VM  RM.

TABLE 17.2 Municipal Solid Waste, Selected Data

1960 1970 1980 1990 1995 2000 2006

Total quantity generated 
(mil. tons) 88.1 121.0 151.6 196.9 208.0 238.3 251.3

Quantity generated per 
capita (lbs./person/day) 2.7 3.3 3.7 4.3 4.4 4.6 4.6

Disposal, percent of total:
Landfill 63.0 72.6 81.4 66.7 56.9 54.7 55.0
Combustion 30.6 20.7 9.0 16.2 16.1 16.2 12.5
Recycled 6.3 6.6 9.6 17.2 27.0 29.1 32.5

Source: U.S. Environmental Protection Agency, Municipal Solid Waste—Basic Information, http://www.epa.gov/
epaoswer/non-hw/muncpl/facts.htm.



Materials-balance considerations5 tell us that all materials inputs taken into an
economic system must eventually end up back in the environment in some
fashion. The form may change, as when solid materials are burned to yield
energy and waste products. The time span can differ; some materials do not
lend themselves to reuse and so are discarded almost immediately, whereas
others can be recycled, perhaps many times. But recycling can never be perfect
because of conversion losses, waste in consumption, and so on. This means we
should focus on the quantity of virgin materials used. Rearranging the above
expression gives:

VM  TM  RM, or   TM(1  r)

where r is the rate of reuse, or RM/TM. There are essentially two ways to re-
duce the use of virgin materials: (1) reduce the overall quantity of materials
(TM), and/or (2) increase the reuse rate, r or, in other words, increase waste
reduction and recycling.

Total materials use can be reduced in two ways: by reducing the rate of eco-
nomic activity or by reducing the materials intensity of that activity. By “mate-
rials intensity” we mean the quantity of materials used per unit of production
or consumption. And this in turn can be done in two ways: (1) by rearranging
the composition of output and consumption away from products that use rela-
tively large amounts of materials and toward those that use less (e.g., a shift
away from tangible goods toward services) and (2) by decreasing the materials
intensity of particular products (e.g., reducing the amount of packaging mater-
ial in consumer electronics or food products).

The other alternative is recycling. This means reaching into the waste stream
to extract materials that may be reused. Some may be reused directly, as when
consumers reuse old boxes. But most require some reprocessing. Of course, the
separation, transportation, and reprocessing technologies that are available crit-
ically affect the costs of recycled materials, and thus their ability to displace
virgin materials.

Current Policy
The present policy picture is very complicated, as you would expect from the
nature of the physical problem, the large number of materials involved, and the
thousands of municipalities, small and large, searching for solutions. Table 17.3
lists some of the various measures that are, or have been, pursued in various
states. For the most part these focus on some facet of recycling. When MSW first
became an issue, it was regarded primarily as a disposal issue—people were
taking to the landfill materials and products that could be recycled. Thus, the
initial response of most communities was to think about materials recovery and
recycling. Voluntary recycling programs began in the 1970s (the first was in
Oregon). In some communities recycling has become mandatory for items that
are recyclable. Recent figures show that about 22 percent of MSW is currently
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recycled. As Table 17.4 shows, the recycling rate for different materials varies
from a high of 50 percent for paper to a low of 2 percent for food wastes. Of the
material discarded, about 83 percent is landfilled and most of the remainder is
incinerated.

TABLE 17.3 MSW Reduction and Recycling Actions Undertaken in States 
and Communities

Product bans: plastic nondegradable plastic bags, plastic-coated paper, polystyrene
containers, disposable diapers, plastic six-pack rings, cans containing both plastic
and metal, plastic bag purchases by state or local agencies, and so on.

Returnable disposal fees: fee on newsprint that is returned for recycling, returnable
deposits on tires and car batteries.

Taxes on virgin materials content.

Consumer fees on MSW: fees per bag or can of unsorted MSW.

Prohibitions on landfilling certain products, such as yard clippings, metal, and tires.

Bottle deposits.

Mandatory recycled content of purchased material by public agencies.*

Voluntary or mandatory material separation and curbside recycling.

Recycled or recyclable labels on products.

Technical assistance for recycling programs.

Grants and loans to municipalities for recycling programs.

Public construction of waste separation and reprocessing plants.

Public construction of waste-to-energy plants.

Tax credits and exemptions for recycling equipment and other investments by
private businesses.

*At the federal level, President Clinton signed Executive Order 13101 in 1998 requiring all federal agencies to purchase
only paper that had at least 30 percent recycled content. Executive Order 13423 approved by President Bush in 2007
expanded federal procurement policies to a wider collection of environmentally desirable, energy-efficient, water
efficient, and recycled content products.

TABLE 17.4 Municipal Solid Waste Generated and Recovered in the United
States, 2006

Waste Generated Materials Recovered 
(million tons) (percent of total)

Paper 85.2 50
Yard waste 32.5 62
Plastics 29.4 7
Metals 19.1 36
Wood 13.8 9
Food waste 31.2 2
Glass 13.3 22
Other 26.8 31

Total 251.3 33

Source: U.S. Environmental Protection Agency, Municipal Solid Waste Facts and Figures for 2006, Version 4.0, Washington,
D.C., November 2007 (www.epa.gov/epaoswer/non-hw/muncple/pub/msw0.6pdf).



The Economics of Recycling

The complete materials recycling loop is actually a complex process involving a
number of stages and interconnections. A schematic outline of this loop is de-
picted in Figure 17.1. It shows the primary actors at each stage and how the flow
of materials goes from one stage to the next. At each stage there is also some ma-
terial disposal, depicted by the dashed arrows. The connections among actors at
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FIGURE 17.1 Recycling Consists of a Number of Markets Linking 
Generators and Users
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each stage are worked out through markets; these markets are depicted by
small supply/demand figures between each stage of the recycling loop.

The size and composition of the material flows are determined by the many
decisions made by the demanders and suppliers in these markets. Producers
and packagers design products and the materials used for them; they make de-
cisions on the total quantities of materials used and the amounts of virgin and
recycled feedstocks they will use. Consumers choose products that contain dif-
ferent types and amounts of material; they also decide how to dispose of the
various materials after the products have been “consumed.” There is a stage
consisting of collectors: firms who collect, transport, and sort material and
make it available to materials reprocessors. The latter, in turn, convert the vari-
ous materials of the solid waste stream into materials that may be reused by
producers/packagers, thus closing the loop.

Solid waste is a problem because of pricing difficulties in the various markets
around the loop. For example,

• The harvesting of virgin materials leads to a variety of economic costs. In
most cases these costs are external to the harvesting firms, making the prices
of virgin materials too low from the standpoint of social efficiency.

• Because of low prices for virgin materials, it is difficult for would-be entre-
preneurs to be competitive in supplying closely competitive products; that is,
materials pulled from the waste stream and reprocessed into reusable forms.

• Discarded solid waste involves environmental costs that ought to be re-
flected in prices paid by consumers facing different disposal options. Solid
waste disposal services are paid for in most communities through flat fees
levied to cover the cost of collection and disposal. These fees can go up or
down to reflect overall disposal costs (fees are going up in many cases
because of increased scarcities of landfill space), but in many places the per-
family fees do not vary according to the quantities of material discarded per
family. Thus, there is no incentive for consumers to be concerned about the
amounts of solid waste they discard, nor any incentive to reduce the amounts
of “excess” packaging materials that accompany their purchases. However,
pay-as-you-throw systems are increasingly common and give incentives for
recycling as a waste disposal method for households. Meanwhile total waste
continues to increase.

Producer Use of Recycled Material
Let us take a closer look at the top-most market in Figure 17.1, the market in
which producers of goods and services use various amounts and types of mate-
rial. This market is modeled in Figure 17.2. The demand curve applies to a firm
or industry; it shows the quantity demanded of a particular type of material in
a given period, such as a year. There are two sources of this material: virgin and
recycled. We assume that this firm or industry is small relative to the total use of
this material; thus, it can obtain virgin material in whatever quantity it wishes
at a constant price. This price is marked pv and is shown as a horizontal line
intersecting the demand curve at a quantity level q0. But this material also may



be obtained from recycled sources. Here, however, the procurement cost picture
is more complicated. Reaching into the waste stream for recycled materials in-
volves a number of special costs—of collection, separation, transportation, re-
processing, and so on. We assume that these costs increase with the amount of
recycled material used. The supply curve of recycled material to this firm or in-
dustry is therefore an increasing function such as S1 or S2. These two supply
curves refer to situations with different recycling technology.6 For S1, costs go
up relatively rapidly; S2 increases much less rapidly. Consider for the moment
the recycled material supply curve labeled S1. If this is the one faced by this firm
or industry, it will end up using q1 of recycled materials. In other words, the
producer will use recycled materials up to the point where its cost is equal to
the price of virgin materials. Since the total materials use is q0, the difference
(q0  q1) consists of virgin materials.

The reuse ratio, the proportion of total materials coming from recycled feed-
stock, is q1/q0. This ratio can be increased in three ways: increase q1 while hold-
ing q0 constant, decrease q0 while holding q1 constant, or both. Most community
efforts at recycling are aimed at the first of these. For example, public curbside
sorting and collection programs are ultimately aimed at making the supply of
recycled material more abundant and, hence, less costly to producers. In terms
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6 In recent decades there have been rapid changes in the technologies of collecting, sorting,

sifting, and reprocessing of various types of solid waste.

FIGURE 17.2 Use of Recycled Materials in Production
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of the model of Figure 17.2, these programs have aimed at shifting the recycled
supply curve downward, say, from S1 to S2. If this is done, recycled materials
use increases to q2 and the recycling rate increases to q2/q0.

Another way of increasing the recycling ratio is to reduce the demand for
materials in general while holding constant the use of recycled materials. Dia-
grammatically this means shifting the whole materials demand curve back.
This might be done, for example, by finding ways of producing output using
fewer materials. It also might simply happen as consumers shift away from
materials-intensive products. Finally, there is one way of simultaneously reduc-
ing total materials used and increasing recycled materials: Increase the price of
virgin materials. If, on Figure 17.2, we lift the virgin materials price to, say, p2

through a tax, this will lead to a move both up the recycling supply curve and
up the materials demand curve. This means an increase in the quantity of
recycled materials and a decrease in the quantity demanded of materials in
total. Raising the price on virgin materials with a tax thus has a double effect on
the reuse ratio, because it works at both ends of the problem.

We can use this simple model to examine recent proposals for recycled-content
standards in materials-using industries. Early enthusiasm for community recy-
cling efforts led to situations in which the amounts of collected material out-
stripped technical ability to turn it into useful raw material, and in the absence
of demand, large quantities of sorted and collected material actually end up in
landfills. Thus, recent policy efforts have turned toward trying to increase the
strength of demand for the recycled material. A number of states have thought
to try this by introducing minimum-content standards for materials-using pro-
duction processes. Minimum-content standards require that all materials-using
products manufactured or sold within a given state contain some specified per-
centage of recycled material.

We have talked many times of the cost-ineffectiveness of uniform standards
in the face of heterogeneous emissions withholding costs. In the case of uniform
content standards for materials, the same principle applies, but here the impor-
tant factor is heterogeneity across materials-using firms in terms of the costs of
obtaining and using recycled materials. For a truly cost-effective approach to
the problem, we would want to achieve equality across industries and materi-
als in terms of marginal recycling costs. What this implies is having higher
rates of recycled materials use by industries whose recycling costs are relatively
low and lower rates for industries with relatively high recycling costs. One way
to achieve this is to apply a tax on virgin materials. As mentioned previously, a
tax of, say, p2  pv per unit of virgin materials, charged to all firms, would lead
each to increase its recycling ratio in a way that satisfied the equimarginal prin-
ciple. Another way would be to initiate a tradable permit system in the recycling
market. A regulatory agency or statute would set an overall recycling objective
for an industry, expressed in terms of the desired recycling rate. Each individual
firm would then have three choices: (1) Increase its own recycling rate to the in-
dustry standard, (2) increase to a rate higher than the standard and sell “excess”
recycling permits, or (3) increase to less than the industry standard, buying
however many permits are necessary to make up the difference.



In the real world, of course, things are a lot more complicated than they ap-
pear in this simple model. For example, one underlying assumption built into
Figure 17.2 is that recycled material and virgin material are physically inter-
changeable. This is hardly ever true in practice. Although newspaper can be
produced largely from recycled newspaper, some virgin newsprint is usually
necessary to achieve minimum quality levels. The same is true of many recycled
metals. It is also true that the recycling market, like any economic market, is
very dynamic, whereas the model displayed in Figure 17.2 is essentially static;
that is, it is limited to events happening in a single time period.

Consumer Recycling Decisions
Let us now take a look at the second and third markets depicted in Figure 17.1,
where consumers purchase goods and services and make solid waste disposal
decisions. For environmental activists it is sometimes easy to believe that all we
need is sufficiently severe laws to force producers and consumers to behave in
certain ways, but laws of that type will be useless if they do not take into ac-
count the choices people actually face.

To examine this choice on the part of a consumer, consider some illustrative
numbers pertaining to two goods, and the private and social benefits and costs
of recycling or discarding the associated packaging material. Assume they are
two similar products, but perhaps with different packaging, such as bulk cereal
and cereal in boxes, or drinks in plastic and drinks in glass containers. The data
are in Table 17.5, and they apply to the situation of a single consumer. Each of
Products A and B sells for the same price, but one, because of handling conve-
nience, has a higher value to this consumer. Of course for other consumers the
numbers pertaining to “value to consumer” could be different. For this con-
sumer the net value before disposal of these two goods is in favor of Product B.

Disposal Costs

Now introduce the disposal costs of materials coming with the product. Con-
sider first the costs of disposal in the conventional way—in the community
landfill. Disposal costs are in two parts: private and social. The private costs
refer to the consumer’s costs of handling and discarding the materials, whereas
the social costs refer to the environmental damages caused by the material
when disposed of in the community’s landfill. The private disposal costs of the
two containers are the same—the time it takes to bag up the trash and set it on
the curb is the same no matter with which product the consumer is dealing. But
the environmental costs for Product B are substantially higher than those of
Product A, for example, because there is much more material involved or
because it uses a different type of material.

We now can calculate the net benefits of the two goods for the consumer and
for the community. Remember that the full social costs contain the costs borne
by the individual consumer plus the other damage costs. Here we arrive at the
nub of the problem, because from the individual’s standpoint Product B is the
preferred choice, whereas for the community Product A is the preferred choice.
The environmental costs stemming from conventional disposal are essentially
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external costs; if consumers do not take them into account when making pur-
chasing decisions, they will make choices that are best from their standpoint but
not best from the perspective of the community.

Recycling

Now introduce recycling. The products are different in this respect. Product A
cannot be recycled for technical reasons; thus, it will continue to be disposed
of in the landfill. But Product B may be recycled, and the costs of doing so rest
partly on consumers and partly on the community. There are private costs
coming from the need to separate trash and handle the recycled goods in the
home. The community also faces a transport cost, but offsetting this is the
fact that the recycled material has a market value. These costs are shown in
Table 17.5. With the items as indicated, we can calculate the benefits of the two
goods in the presence of the recycling program. The net benefit of Product A
stays the same, since it cannot be recycled. The net benefit of Product B is now
substantially higher than it was before the recycling program, primarily be-
cause of the avoided environmental damage and the market value of the
recycled material.

TABLE 17.5 Individual and Community Benefits and Costs in Product Choice and
Recycling (Numbers are assumed to be in cents)

Product A Product B

Purchase price 100 100

Value to consumer 140 160
Net value 40 60

Conventional (landfill) Disposal Alternative

Disposal costs
Private 10 10
Social 10 40

Net benefits
Private 30 50
Social 20 10

Recycling Alternative

Disposal costs
Private 10 40
Community transport (cannot be recycled) 10
Environmental damage 10 0
Value of recovered material 0 20

Net benefits
Private 30 20
Social 20 30



The Consumer’s Choice

The consumer now has three alternatives: (a) buy Product A, disposing of it
in the community landfill; (b) buy Product B, recycling the associated material;
and (c) buy Product B, but dispose of it in the landfill. We can tabulate the net
benefits to individual and community as follows:

Net Benefits

Option Individual Community

(a) Buy A 30 20

(b) Buy B, recycle 20 30

(c) Buy B, landfill 50 10

The individual’s preferred choice is Product B without recycling; the commu-
nity’s preferred choice is B with recycling. The fundamental question is, What
can be done to provide the incentive for the individual consumer to adopt the
recycling alternative?

Consider one alternative that has been tried by many communities: manda-
tory recycling. The community enacts a local regulation making it illegal not to
recycle the material from B if that product has in fact been purchased. That is,
the ordinance requires that all purchased recyclable products in fact must 
be recycled. What this does, if it is enforced, is to take away option (c) from
the consumer. So the consumer falls back on the next best alternative: buying
the nonrecyclable Product A. This simple problem illustrates an important
point: The recycling process starts back at the choice of purchase made by the
consumer, and we have to look at the impacts of recycling ordinances on this
purchase decision as well as on recycling decisions themselves. In the present
case the mandatory recycling law has the effect of causing the consumer to shift
purchasing away from recyclable products to nonrecyclable ones, thus substan-
tially undermining the intent of the law.

Disposal Charges

A basic principle in environmental economics is that emission charges can pro-
vide the incentive for polluters to adopt socially efficient rates of emissions. In
the present situation the counterpart of emission charges is consumer disposal
charges. A completely efficient set of disposal charges would involve a charge
on each item at a level equal to the social costs of disposal. A unit of Product A
produces damages of 10¢, so its tax would be that much. The tax on a nonrecy-
cled unit of Product B would be 40¢. For a recycled unit of B the tax is a little
more complicated. If B is recycled, there is no environmental cost, but there is a
community transportation cost of 10¢. But this is more than offset by the fact
that the item has a 20¢ market value. Thus, the net tax is actually 10¢  20¢, or
 10¢. The tax is actually a 10¢ payment to the consumer. If we levy these taxes
on these products at the point of disposal, the net benefits of the various options
to the individual consumer would now become (a) 20¢, (b) 30¢, and (c) 10¢,
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which are the same as the social net benefits of the previous tabulation. Now the
consumer will choose (b), the recycling option. In effect, these taxes have changed
the pattern of private net benefits so that they are the same as community net benefits.
When this is done, a consumer will have the incentive to (1) choose the product
and (2) make the recycling decision in ways that are efficient from the stand-
point of the community.

In fact, a charge based on the social costs of disposal for each item is not
going to be feasible in the real world; it would require authorities to evaluate
the waste stream of each individual and charge according to the different items
identified. What many communities are doing, rather, is establishing a single
charge, per bag or can, of undifferentiated waste, and collecting separated and
recyclable materials free. In this case the charge on nonseparated trash ought to
be some average of the disposal costs of the various items in the waste stream.
In our example, the social costs (in terms of environmental damages) of a unit
of A are 10¢, and of a unit of B if not recycled, 40¢. If the authorities took an in-
termediate value, setting a charge of 25¢ per container thrown away, the private
net benefits of the different alternatives would be (a) 5¢, (b) 30¢, and (c) 25¢. So
in this case the tax would be sufficient to lead the consumer to buy B and recy-
cle.7 A tax much lower than this, however, would lead the consumer to buy B
and dispose of it in the landfill, owing to the relatively high private costs of
recycling.

Suppose there is one item that authorities are trying to keep out of the waste
stream, and suppose that it’s impractical to identify this separately and put a tax
on it. An alternative is to place a tax on the procurement of the item, making that
one item now more expensive for the consumer to buy. This would lead to a
reduction in people’s use of the item, and thus to a reduction in its disposal.
Exhibit 17.1 discusses a case of this in Ireland, where authorities put a substan-
tial price (tax) on the use of plastic bags. It was very effective in reducing the
number of plastic bags in the waste stream.

A Deposit Program

We can look also at the effect of a deposit program on recyclable items. If a 40¢
deposit were put on item B, reflecting the damages done if it were thrown away
rather than recycled, the array of net benefits for the individual would now be
(a) 30¢, (b) 20¢, and (c) 10¢. The consumer refrains from throwing out the recy-
clable item, but also shifts back to (a), the nonrecyclable good. This is the same
effect as with mandatory recycling; the bottle bill leads this particular consumer
to choose nonrecyclable items when shopping. One way around this is to have
a deposit on all materials, equal to their disposal costs. For Product A, the non-
recyclable item, this essentially acts as a tax, and gives a result similar to the
“perfect” tax discussed previously. In the United States deposit refund pro-
grams have been introduced by several states to apply to lead acid batteries,
pesticide containers, and tires. In other countries, deposit programs have also
been tried for car hulks, light bulbs, lubricating products, and other items.

7 This is the essence of the “pay per throw” system that we discussed at the beginning of the book.
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On Consumer Decisions 
and Prices EXHIBIT 17.1

All over the world the small plastic bag

has become ubiquitous, and masses of

thrown-away bags have collected in land-

fills, lakes, and oceans. This tidal wave of

plastic bags has motivated governments,

and companies, to adopt a flurry of laws,

regulations, and policies to govern their

use and disposal. Some private compa-

nies have simply given up using them.

Some governments have required that

businesses using plastic bags take them

back for recycling.

Now Ireland has gone a step further

and put some teeth into efforts to control

plastic bags. The minister of the environ-

ment has instituted a price, or tax, of

33 cents per bag for anybody wishing to

take away their shopping goods in a plas-

tic bag. They have not been made flat out

illegal, just expensive.

One thing that made this politically

feasible, besides the overall influence of

the environmental minister in Ireland, is

that no plastic bags are made in that

country; they are almost all imported

from China.

Some people were initially skeptical

that the tax would have an effect, or

thought that the bag price would be ab-

sorbed by the retailers. But the tax was

easy to implement. A national sales tax

was already collected at the point of pur-

chase, and the bag tax was simply added

We need to stress that these results depend on the particular numbers shown
in Table 17.5. Some of these, such as environmental damage costs and purchase
price, would be the same for all consumers, but others, such as private disposal
costs, depend on the individual’s own subjective valuation of the burdens of
handling different types of products. These could differ among consumers and
this obviously could lead to differences in response to various solid-waste
policies. It is also quite true that many people obtain a certain amount of civic
satisfaction from engaging in behavior that is efficient from the community’s
standpoint. But to get as much benefit as we can from recycling decisions made

to this. The revenues are used for environ-

mental cleanup and enforcement actions.

The consumer reaction was enor-

mous. The first few weeks after its imposi-

tion, plastic bag use dropped by over

90 percent. After a few years it appeared

that plastic bag use had started to in-

crease again, so the tax was raised by

50 percent.

There was some fear that consumers

would switch to paper bags, and studies

have suggested that this might have

actually increased the total emissions of

greenhouse gases from these sources. But

the environmental minister indicated that

if they had done that he would have insti-

tuted a tax on paper bags as well. Instead,

people have largely shifted to reusable

cloth bags, keeping them handy in offices

and cars.

There is some talk that the forceful en-

vironmental minister might expand this

type of environmental tax, to chewing

gum (the sidewalks of Dublin are notice-

ably spotted with discarded wads), con-

ventional light bulbs, and other items

that have significant environmental

impacts. It shows the power of using a

pricing approach to environmental pollu-

tion control.

Source: Based on: Elisabeth Rosenthal, “With
Irish Tax, Plastic Bags Go the Way of the
Snakes,” New York Times, February 2, 2008.
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by consumers, we have to consider the benefits and costs of these decisions
through their eyes.

Producer Take-Back Programs
Due to the cost of handling deposit-refund regimes to intermediaries such as
food stores, the responsibility of recycling some products has been pushed
upstream to manufacturers via producer take-back programs. Take-back pro-
grams shift the responsibility for final disposal of a physical product or its pack-
aging to the manufacturer. Because take-back programs close the feedback loop
of a product, there is more incentive for front-end improvement in product de-
sign than when the consumer assumes total responsibility for recycling and the
manufacturer is not as aware of end-of-use issues. Take-back programs are use-
ful by-products of selling in reusable packaging, such as disposable cameras;
those containing energy value after their useful life, such as power tools and
batteries; those containing useful components, such as printer cartridges and
computers; and those becoming obsolete quickly, such as electronics and appli-
ances. Some companies have started voluntary take-back programs. For exam-
ple, Ford Motor Company collects its plastic car bumpers and recycles them
into plastic taillight housings and new bumpers. Other companies with take-
back programs are Bosch, Dell, Hewlett Packard, Kodak, Sony, and Xerox.

The European Commission adopted a mandatory directive on Waste from
Electrical and Electronic Equipment (WEEE) that delegates the responsibility to
the producer to manage the electronic product throughout its product life cycle.
The producer is required to assume the physical and financial responsibility in-
cluding the cost of the disposal of e-waste with consumers being able to return
their equipment free of charge. See Exhibit 17.2.

Land-Use Control Policies

Land-use issues, and the public control over land-use decisions, are also matters
that historically have been left to the individual states and communities of the
United States. Although in recent years we have seen certain federal initiatives,
especially on the matter of wetlands preservation, the dominant perspective is
still that land-use issues are primarily local issues and therefore require local
policy responses. The environmental issues we have talked about heretofore
have been about the management of flows of production and consumption
residuals, with the discussion focusing on the various policy tools, standards,
emission fees, TDPs, and so on, to affect these residual flows. When it comes to
land, the problem is somewhat different. The land surface of the earth is fixed in
quantity, and human beings spread themselves around on it in accordance with
varying incentive patterns and with varying impacts. The key problem, then, is
how decisions are arrived at to devote particular pieces of land to particular
human and nonhuman uses.

Because almost all environmental externalities have a spatial dimension, it
might be tempting to think of all pollution as essentially a land-use issue. But
while many of the large cases of air and water pollution are indeed spatial, they



do not lend themselves to solutions through altered land-use patterns. The acid
rain problem is not a land-use problem, for example. Certain local cases of en-
vironmental externalities, however, may be more closely related to decisions on
land use. Local air pollution problems may be the result of transportation pat-
terns produced by sprawling housing development. A community faced with
noise pollution from a local airport may be able to manage it through land-use
controls in the vicinity of the airport.

But many contemporary land-use issues are not pollution related; rather,
they are about the human use of land that substantially reduces or destroys its
environmental value. Within any localized region there are usually lands that
have special environmental value, because of strategic ecological linkages or
aesthetic values, or both. Some cases of this are

• Wetlands, which provide important environments for plants and animals
and are linked into other components of the ground and surface water
system.

• Coastal lands, where scenic and recreational qualities are important.

• Critical habitats, where land-use patterns affect the health or survival of
plant and animal species.

• Scenic and open land, where people may find vistas and experiences that
have spiritual significance and recreational value.
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Details of European Waste 
from Electrical and Electronic 
Equipment (WEEE) EXHIBIT 17.2

The WEEE Directive covers all electrical

and electronic equipment with voltages

up to 1,000 AC and 1,500 DC and will

affect virtually all producers and manu-

facturers of electrical and electronic

equipment, regardless of company size.

Producers are manufacturers who sell

their own brand, resellers under their own

brand, and importers or exporters into a

European Union member country.

Producers must pay an annual regis-

tration fee, are required to report data on

the amount of EEE that they put onto the

market, and are required to report data

annually.

Producers are required to achieve a se-

ries of demanding recycling and recovery

targets for different categories of appli-

ance. Minimum rates of recovery range

from 70 to 80%, and component, mater-

ial, and substance reuse and recycling

percentages range from 50 to 75% de-

pending on the product category.

The product categories include large

household appliances, small household

appliances, IT and telecommunications

equipment, consumer equipment, light-

ing equipment, electrical and electronic

tools, toys, leisure and sports equipment,

medical devices, monitoring and control-

ling instruments, automatic dispensers.

Source: See http://ec.europa.eu/
environment, European Parliament and the
Council of the European Union, 2003.
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The Economic Logic of Land-Use Decisions
To examine the economic logic of public and private land-use decisions, let us
focus on an example involving one particular piece of land. All land parcels are
essentially unique and will have varying values in different uses, but illustra-
tive numbers can be used to demonstrate the essence of the problem.

The parcel is currently in open space, with all environmental values intact,
and it is owned by a single individual. Suppose there are three mutually exclu-
sive options for the parcel: (a) It may be developed without public restraints,
(b) it may be preserved in its current state, or (c) it may be developed but with
certain restrictions set by the local environmental agency. The illustrative num-
bers in Table 17.6 show the returns and costs of these different courses of action.
Naturally, when land-use decisions of this type are made, there is actually a
stream of returns and costs off into the future, so the numbers in Table 17.6 in
effect represent the present values of these streams of returns and costs.8

First consider options (a) and (b). If the owner were to develop the land, he
or she would realize a gross return of 100 and have construction costs of 80. But
developing the land would have serious environmental costs; namely, the
destruction of its ecological value, which is set at 50. We assume, and this is crit-
ical, that this lost ecological value is a loss to society but not a loss to the indi-
vidual. There is no way for the landowner to package and sell this value, as it
were. Thus, because there is no way for the owner to realize the ecological value
of the land, the individual’s decisions about using the land will be predicated
on its private development value. The private net return is 20, whereas the full
social return of developing the land is  30. In the absence of any public land-
use policy, the land would presumably be developed even though it represents
a net loss to society.

8 For a discussion of the present-value concept, see Chapter 6.

TABLE 17.6 Returns and Costs of Various Land-Use Options

Land Use

Develop (a) Preserve (b) Develop with Restrictions (c)

Returns:
Private 100 — 90
Public — 50 —

Total 100 50 90

Costs:
Private 80 20 80
Public 50 — 10

Total 130 20 90

Net return:
Private 20  20 10
Public  30 30 0



It is instructive to look at it from the reverse perspective, the returns and
costs of option (b): preservation. In this case private returns are nil, but public
returns from the preserved ecological values of the land are 50. The cost in this
case is the forgone net return from developing the land, or 20. Thus, the net
social returns from preservation are 50  20  30.

Policy Options
Left to itself, therefore, the private land market would lead in the direction of
devoting this piece of land to development. What kind of policy options are
available to the community to forestall this?

One is for the community, or some other like-minded group, to enter the land
market, buy the parcel, and maintain it undeveloped. One way is simply to buy
it “in fee simple,” that is, with all rights intact. In the case of Table 17.6 a pur-
chase price of 20 would just compensate the landowner for the lost develop-
ment opportunities. The land is then taken out of the private market and its
environmental values are preserved. This requires that the community or some
private group have substantial financial resources. The Nature Conservancy,
for example, is a private group, funded largely through contributions, that
preserves sensitive land by outright purchase. But this option may be too
expensive for many local communities faced with development pressures in
their region. A less costly approach is to purchase just certain partial rights in
the land, not the land in its entirety. In the case of Table 17.6, for example, the
community might buy from the landowner just the right to undertake option
(a), but not the right to pursue option (c). The value of this one right would be
10, the difference in net returns between the two options. This purchase of just
the development right would preserve some, although not all, of the land’s en-
vironmental values, but it may be a desirable course of action for a community
faced with a shortage of resources.

Another approach all communities have is to exercise their constitutional
right to regulate local decisions to protect the health and welfare of the commu-
nity. This is called the police power, and can take several forms. One is simply
to enact a local regulation (at the local level these are normally called
ordinances) proscribing the use of this land for development, based on the need
to protect sensitive environmental resources. Another common approach is
zoning, in which communities rule out certain types of land uses where they
would be destructive to the surrounding land values: for example, factories in
residential areas. Environmental restrictions on development also come under
this heading because they contribute to the health and welfare of the community.
Thus, a police power approach to our problem would be simply to develop a
zoning law or environmental preservation law that rules out option (a).

A major problem with a police power approach like this is that, although it
may legally prohibit certain land uses such as option (a), it does not change any
of the numbers in the table, so it does not change any of the underlying incen-
tives of the situation. An owner whose land has been subject to a development
restriction by public authorities has much to gain by getting the authorities to
relax the restraint. In fact it would make sense for the landowner in Table 17.6

376 Section Five Environmental Policy in the United States
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to spend some portion of the expected net returns to try and get the authorities
to reverse themselves.

Instead of outright prohibition, the police power may be used to place condi-
tions on development. For example, a developer might be required to leave a
certain amount of open space, to avoid certain ecologically sensitive areas, or to
install a public sewer system. This approach is sometimes called incentive zon-
ing. Table 17.6 depicts a third alternative, “develop with restrictions,” to capture
this type of option. The owner is allowed to develop, but certain constraints are
placed on this process, which have the effect of avoiding some of the ecological
costs. Since the restrictions lower the developed value, the private net return is
now only 90  80  10. The social net return is now 90  90  0, because all but
10 of the ecological costs have been avoided by the development restrictions.

The Regulatory Takings Issue
One of the most contested issues in using local land-use controls for environ-
mental protection purposes is the takings problem. The fifth amendment to the
U.S. Constitution contains the following language: “No person shall be . . . de-
prived of life, liberty, or property, without due process of law; nor shall private
property be taken for a public use, without just compensation.” This authorizes
the government to “take” private property, but only if it is for a public purpose
and only if the owners receive just compensation. Land may be taken physically
(e.g., for a public park, or highway) under eminent domain, and the main ques-
tion will revolve around how much the compensation should be.

When a community passes land-use regulations, for example to protect
water quality or scenic views, the issue is not a physical taking, but whether the
regulations substantially reduce the value of the affected property, constituting
what is known as a regulatory taking. If it does, then compensation is due the
affected landowners. This requirement serves to restrict the exercise of the po-
lice power by local governments. A community may not simply invoke the
police power to do anything it wishes. The police power may in general be ex-
ercised only when it is reasonable, clearly enhances public welfare, and is not
arbitrary or discriminatory. The problem is in knowing when these conditions
are met. In the example of Table 17.6, a local restriction that ruled out option (a)
but permitted option (c) would lower the net private return from 20 to 10, thus
lowering the private value of the land by that amount. Is this a valid exercise of
the police power?

A well-known recent case that went all the way up to the U.S. Supreme Court
involved a coastal community. The community had put restrictions on the
development of certain shoreline property on the grounds that it was subject to
flooding by the high water from ocean storms. The landowner sued, saying that
the flood danger was exaggerated and that the regulations deprived him of the
value obtainable by developing the property. The Supreme Court upheld the
landowner.

A major difficulty with cases like this is that although private revenues and
costs of land-use restrictions are usually known with accuracy, the same cannot
be said about environmental values. In the example of Table 17.6, we assumed
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Regulatory 
Takings

(Continued)

Battle Rages on Despite Two 

Decades of Court Rulings EXHIBIT 17.3

application on March 17, 1994. At the

same time, the Corps notified —— that

his 1988 permit had expired.

In July 1994, —— filed suit, alleging

that the Corps’ denial of his permit

worked an uncompensated taking in vio-

lation of the Fifth Amendment.

In its decision, the Federal Circuit said

that it was “common sense” that one

who buys with knowledge of a restraint

assumes the risk of economic loss. In such

a case, the court continued, the owner

presumably paid a discounted price for

the property. Compensating the owner

for a “taking” would confer a windfall, it

stated. In this case, the court emphasized,

—— had known of the necessity and the

difficulty of obtaining regulatory approval

when he had purchased the land. The

court noted that the sales contract specif-

ically stated that —— “recognize[s]

that … as of today there are certain prob-

lems in connection with the obtaining of

State and Federal permission for dredging

and filling operations.” In the court’s

view, —— thus had both constructive and

actual knowledge that either state or fed-

eral regulations ultimately could prevent

him from building on the property.

—— pointed out, however, that he

was only denied a permit based on the

provisions of the Endangered Species Act,

when two endangered species were

found on his property. He argued that be-

cause the Endangered Species Act had

not existed when he had purchased the

land, he could not have expected that he

would have been denied a permit based

on its provisions.

The Federal Circuit found that ——’s

position was “not entirely unreason-

able,” but concluded that it had to be

rejected. It stated that in view of the

By John M. Armentano

The case began when —— purchased a

40-acre tract of undeveloped land on

Lower Sugarloaf Key, Fla., in 1973, as part

of a much larger real estate purchase. The

tract consisted of 32 acres of salt marsh

and freshwater wetland and eight acres

of uplands.

—— began attempting to develop the

property in 1980—more than seven years

after he had purchased it—and submitted

a permit application to the U.S. Army

Corps of Engineers in March 1981, as was

required for dredging and filling navigable

waters of the United States. The Corps

granted the requested permit in May 1983

and a modified permit in January 1984.

Under both permits, the authorized work

had to be completed within five years.

——’s efforts to get state and county

approval for his project used up most of

the five-year time limit on the two federal

permits. —— therefore requested that the

Corps extend the time limits of the per-

mits. The Corps denied ——’s request to

reissue the permits without changes, but

granted a new permit allowing substan-

tially the same development on Octo-

ber 17, 1988.

Apparently despairing of ever obtain-

ing state approval for his 54-lot plan, ——

submitted a new, scaled-down plan to the

Corps in July 1990. However, between

the time the Corps had issued ——’s 1988

permit and the time he applied for the

1990 permit, the Lower Keys marsh rabbit

was listed as an endangered species

under the Endangered Species Act; there-

after, the silver rice rat also was listed as

an endangered species. Based on the

presence of these two animals on ——’s

land, the Corps denied ——’s 1990 permit
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we knew exactly how much the environmental attributes were worth, but usu-
ally this is not true. So the courts have to try to balance known private values
with unknown public environmental values. From the standpoint of public
health, there may be little difficulty barring development in sensitive wetlands,
on the grounds that these are linked into the hydrological systems on which
many people depend for water supply.

But when public health is not so directly involved, things can be much less
clear. Suppose that I own a particular farm in a community and that over time
the people of the community have come to value the scenic qualities of my land.
Clearly the land has environmental (scenic) value, but may the town pass a reg-
ulation saying that I can’t develop it for that reason? In doing this, the town is
essentially putting on me the entire burden of providing these scenic values.
Outcomes in takings conflicts depend on the details of the individual cases in
the context of legal doctrines regarding the appropriate ways of evaluating and
weighing the different values involved. Exhibit 17.3 discusses a recent case.

One way around the takings issue is compensation to the landowner. A
straightforward way of doing this is for a public agency or a private environ-
mental group to purchase “in fee simple” the land in question.

Summary
In recent years state and local efforts have become more important in environ-
mental policy matters. As greater attention shifts to problems of enforcing
environmental policies and regulations, state-level efforts in this respect have
become more critical. States also have served as the source of innovation in
many areas of environmental policies, spurring federal efforts and trying out
new ideas in the control of emissions. The leading role of California in fostering
more aggressive air pollution control is especially notable.

States and localities have had the primary responsibility for solid-waste
management, land-use controls, and the protection of groundwater resources.
Community efforts at recycling are a major part of the effort to address solid
waste issues. We saw how recycling decisions depend on complex incentive sit-
uations facing consumers in their buying and disposal decisions and producers
whose demands for recycled materials may lead them to reach into the solid-
waste stream for sources of raw materials. Strong incentive situations also face
local authorities when making land-use control decisions. Here the major issue
is the change in land values produced by land-use regulations and the fine line

fill ten acres of wetlands in order to de-

velop the land.”

Source: New York Law Journal, September 22,
1999.

“regulatory climate” that existed when

—— had acquired his property, ——

could not have had a reasonable expec-

tation that he would obtain approval to

EXHIBIT 17.3 (Continued)
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between what may be considered a legitimate exercise of the police power and
what is an unconstitutional taking of private property. These matters continue
to evolve in the courts.

Questions for Further Discussion
1. What are the implications for cost-effective recycling programs of regula-

tions that establish the same recycling ratios for all sectors of the economy?

2. How might a system of transferable permits be designed to achieve an
aggregate recycling target cost-effectively?

3. Another way of increasing the use of recycled material by industry is to sub-
sidize its purchase of materials taken from the waste stream. How would you
analyze this in terms of Figure 17.2?

4. What are the factors, both economic and environmental, that make a problem
more properly a local issue rather than a state issue?

5. Many communities have “pay-as-you-throw” programs to manage their
solid waste. For any particular community, what are the economic factors
that determine how effective a pay-as-you-throw system will be?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.



Section

International
Environmental
Issues

The prospects for the 21st century are for the world to continue to shrink and

nations to become increasingly interconnected. These interactions will grow in

environmental matters. Regional and global problems will demand greater

levels of cooperation and more effective international institutions. As

demonstrated by the continued conflicts surrounding the meetings of the

World Trade Organization (WTO), problems of environmental degradation in

developing countries and the relationships of growth and environmental

values will become more important. As all countries struggle, to a greater or

lesser extent, to manage their own environmental problems, greater value will

attach to the exchange of information, technology, and policy experience. A

look at this international experience can substantially deepen our perspectives

on the nature of environmental issues and the way people have thought to

address them.

We first review some of the environmental policy efforts being made in

other industrialized countries and in developing countries. The discussion

then turns to several global environmental problems: stratospheric ozone

depletion and the greenhouse effect. Finally, we offer some perspective on the

economics of international environmental agreements.

6
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Chapter18
Comparative
Environmental Policies

We begin by looking at some of the experiences of other industrialized coun-
tries of the East and the West. In the United States we have seen that there was
a great burst of political energy in the early 1970s that launched many of the
environmental initiatives at the federal level. Much the same took place in
other countries; their primary environmental policies date from around the
same time.

International Comparisons 
of Environmental Quality

Perhaps the best place to start is to look at several comparisons among countries
in terms of environmental achievements. Good comparative data are not easy to
obtain because the monitoring efforts of the countries have not been established
with the primary goal of facilitating international comparisons. Each country
collects and publishes its own data, using whatever bases, indices, and systems
it finds most useful for its purposes. Thus, comparability is a problem. Efforts
are slowly under way, especially among the European countries, to achieve
some degree of uniformity in monitoring and data reporting.

Another thing making comparisons difficult is that within any country envi-
ronmental quality can vary substantially among regions. In the United States,
southern California and other urban areas have severe air problems. In Germany
there is the heavily industrial Ruhr Valley. Japan has the Tokyo–Osaka corridor.
This means that international comparisons have to be made with care and
confined to situations that are reasonably similar.

The most cogent comparisons are in terms of achieved levels of ambient
quality. Table 18.1 shows comparative ambient SO2 levels for six large cities
around the world from 1975 to 2000. In all the cities ambient SO2 levels have
dropped markedly during this period. Percentage-wise the reduction has been
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most pronounced in the European cities. New York and Montreal show about
the same performance over this period: a reduction of about two-thirds.

Table 18.2 shows some comparative data on various environmental mea-
sures for selected OECD (Organization for Economic Cooperation and Devel-
opment) countries. The first three rows show per capita emission data for some
common pollutants. SO2 emissions vary from about 143 kg per capita in
Australia to 7 kg per capita in Japan. Nitrogen oxide emissions are also quite
variable, while CO2 emissions are less so. The fourth row shows the percentage
of the total population served by wastewater treatment facilities, and this
varies from 25 percent in Mexico to 95 percent in the United Kingdom. Munic-
ipal solid waste per capita varies from a low of about 320 kg per capita in
Mexico to 730 kg per capita in the United States. The next row partially
explains the variations in airborne emissions noted above. Some countries
have adopted nuclear power much more widely than others; Canada, France,
and Sweden, for example, produce relatively large amounts of high-level
nuclear waste from electric power plants.

Interpreting Differences in Environmental Performance
One has to be careful in interpreting these comparative environmental data.1

The first reaction might be to interpret different environmental indices as indi-
cating the effort each country has put into pollution control, but a moment’s
reflection shows that this is not necessarily the case. Differences in ambient en-
vironmental quality between different countries can be explained in essentially
two ways: (1) as differences in the efficient, or desired, levels of ambient quality
and/or (2) as differences in the extent to which each country, through policy
and its enforcement, has achieved these efficient levels.

TABLE 18.1 Ambient Levels of SO2 for Six Major Cities
(annual average concentration in  g/m3)

New York Paris Berlin London Tokyo Montreal

1975 44 115 n/a 119 60 41
1980 35 89 90 69 48 n/a
1985 34 54 67 46 21 n/a
1990 29 28 51 38 24 15
1995 17 13 18 29 19 10
2000 n/a 12 5** 15 19 12*

*1998
**1999

Source: Organization for Economic Cooperation and Development, The State of the Environment, OECD Compendium Data,
2002, pp. 48–50.

1The same might be said about comparisons among different regions of the same country.
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These are depicted in Figure 18.1, which shows three familiar marginal
damage/marginal abatement cost diagrams, with ambient quality indexed on
the horizontal axes. Suppose that e1 and e2, indicated on each figure, refer to
ambient levels in two countries. Panel (a) shows that this policy could be the result
of differences between the two countries in terms of their marginal abatement
costs, given the same preferences for environmental quality in the two countries.
In the short run this could be the result of different technological means for pol-
lution control available in the two countries. But in the long run this factor
would be less important because pollution-control technology is mobile; whatever
is available in one country can be made available in the other. Of course, the dif-
ference in marginal abatement cost functions could arise also because one country
has adopted more cost-effective environmental control policies than the other.

Other factors also may be at work. As we have stated many times, ambient con-
ditions are the result of emissions and the assimilative capacity of the environment.

TABLE 18.2 Environmental Indicators for Selected Countries in Recent Years

Australia Canada France Hungary Italy Japan

Emissions:
SO2 (kg/capita) 142.6 76.2 9.0 35.3 24.6 6.7
NO (kg/capita) 86.0 78.3 22.7 17.7 31.1 15.8
CO2 (tons/capita) 17.0 16.2 6.2 5.5 10.9 2.0

Wastewater treatment 
(percent of population 
served) n/a 72 79 32 73 64

Municipal solid waste 
generated (kg/capita) 690 350 540 460 700 410

Nuclear waste* — 5.6 4.3 1.8 — 1.8

United United
Korea Mexico Sweden Kingdom States

Emissions:
SO2 (kg/capita) 20.4 12.2 6.5 16.6 48.4
NO (kg/capita) 24.4 12.0 27.1 26.3 63.9
CO2 (tons/capita) 9.9 3.8 5.8 8.8 19.8

Wastewater treatment 
(percent of population 
served) 70 25 86 95 71

Municipal solid waste 
generated (kg/capita) 380 320 470 580 730

Nuclear waste* 2.8 0.1 4.5 5.1 0.9

*Waste from spent fuel arising in nuclear power plants, in tons of heavy metal per million tons of oil equivalent of total
primary energy supply.
n/a: not available.
—: negligible.
Source: Organization for Economic Cooperation and Development, Selected Environmental Data, 2004.
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So a country that has achieved low emissions still may suffer relatively high ambi-
ent concentrations because of the way its environment works: Similar emissions in
Mexico City and New York will produce much dirtier air in the former because of
its prevailing meteorological patterns. By the same token, similar ambient levels do
not imply that countries have made similar efforts to control emissions, because in
one the assimilative capacity of the environment may be greater. Another real
possibility is that there are differences in economic circumstances of the two
countries—one relatively rich and the other relatively poor—so that the opportu-
nity cost of pollution control in terms of forgone conventional income is higher in
one than in the other. Note that the country with the highest ambient concentration
actually may have spent more in total on abatement costs than the country with the
lower concentration. We will have more to say on this point in Chapter 19, which
discusses the relationship of environmental quality to economic development.

Panel (b) depicts the case where the difference between e1 and e2 is explained
by differences in the damages flowing from ambient pollution loads in the two
countries. This could stem, for example, from real differences in willingness to
pay for pollution control by people in similar economic and social circum-
stances, that is, environmental quality as a matter of tastes and preferences, or
from the fact that the two countries give a different priority to environmental
quality. We should recognize here also that what we are calling social prefer-
ences are normally the result of a great deal of political strife and contention, in
some countries more than in others. It is seldom that there is anything close to
unanimity on environmental preferences across individuals, so what comes out
as “social” preferences very much depends on how political/policy struggles
mix the various viewpoints and produce environmental outcomes.

Finally, panel (c) depicts the situation of different enforcement efforts.Although
both have the same desired level of ambient quality, one country has devoted more
resources to enforcement, and thus its actual level is lower. Throughout this book
we have talked about the importance of enforcement. Nothing is more common in
the world of environmental pollution control than laws and regulations that are
put in the books but then enforced inadequately in practice.

Of course, when making comparisons among countries all three factors will
normally come into play: abatement costs, damages, and enforcement efforts.

Environmental Policy in Other Countries

Regardless of where one lives, there is much to learn through comparing one’s
own experience with that of others. The rest of this chapter examines some of
the distinguishing environmental policy efforts of developed countries other
than the United States. It is not intended to offer a catalog of events in each
country; this would be impossible in the space we have, and also because envi-
ronmental issues and responses are changing so rapidly that a catalog of this
type would quickly be out of date. Instead, we will try to single out particularly
noteworthy policies or trends that characterize environmental policy in partic-
ular countries or groups of countries.



Chapter 18 Comparative Environmental Policies 387

National Styles in Environmental Policy
The United States was not the only national government to address environ-
mental quality issues in the 1970s. Many other developed countries undertook
at the time to do the same thing. It is not surprising that these efforts were not
just technical exercises in selecting the right policy for the problem. In fact,
environmental policies in different countries were a reflection of their unique
political cultures and institutions. In one study of air pollution policy in Sweden
and the United States, the author characterized the differences between the
two countries as the difference between the hare and the tortoise.2 The United
States was the hare, with bursts of speed followed by pauses and rests, while
Sweden was the tortoise, with slower but steadier progress. His side-by-side
comparison of U.S. and Swedish policy approaches is the following:

2Lennart J. Lundquist, The Hare and the Tortoise: Clean Air Policies in the United States and Sweden,

University of Michigan Press, Ann Arbor, 1980.
3Joseph L. Badaracco Jr., Loading the Dice: A Five-Country Study of Vinyl Chloride Regulation, Harvard
Business School Press, Boston, 1985; David Vogel, National Styles of Regulation, Environmental

Policy in Great Britain and the United States, Cornell University Press, Ithaca, NY, 1986; Julian
Gresser, Koichiro Fujikura, and Akio Morishima, Environmental Law in Japan, MIT Press,
Cambridge, MA, 1981, p. 248.

United States Sweden

1. Statutory ambient standards 1. Nonstatutory emission guidelines

2. Strict timetables for compliance 2. Compliance timetables set on basis of
economic feasibility

3. Technology-forcing emission 3. Adjustments of standards to technological
standards developments

In general, the U.S. style, at least during the 1970s covered in this study, em-
phasized formal and sharply defined objectives written into public laws, after
much political wrangling, with later administrative compromises and delays to
accommodate reality. The Swedish approach was to set policy with far less pub-
lic fanfare, negotiating voluntary agreements that were based on technical and
economic feasibility.

Many other studies around this time highlighted the difference between the
conflictual, litigious style of policymaking (and implementing) in the United
States, and the apparently more cooperative, collaborative styles in other coun-
tries.3 Despite these differences, however, the authors of these studies conclude
that for the most part there was little significant difference among the countries
in terms of results, that is, in terms of the extent to which environmental pollu-
tion was in fact being reduced.

These differences in style continue to exist to some extent, because differences
in political cultures and institutions still exist. But there has also been substantial
evolution in the environmental programs of countries in the developed world. In
keeping with the economic integration that has occurred in a globalizing world,
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environmental policy has also become, as one author has indicated, more hybrid.
This means simply that, with the international free-flow of ideas about different
approaches to pollution control, the mix of policies in any one country becomes a
complex amalgam of plans developed locally and plans imported from else-
where. Speaking of the United States and Europe, this author states:

Examples of such borrowing in environmental policy abound. From the U.S.,
Europe has borrowed approaches to emissions trading; cost-benefit analysis, and
executive oversight of the regulatory system; product liability and the proposed
liability directive; increasing “federal” oversight of environmental policy; infor-
mation disclosure instruments, including environmental impact assessment
(EIA) and toxics release registries; and other measures.

Meanwhile, from Europe, the U.S. has borrowed the Dutch method of envi-
ronmental covenants and related approaches to voluntary negotiated agree-
ments, and the concept of precaution itself (which originated as Vorsorgeprinzip
in German law and was later adopted in the noted U.S. case Ethyl Corp).4

Guiding Principles of Pollution Control
In some countries, political authorities have attempted to develop guiding prin-
ciples to identify appropriate pollution control policies. A guiding principle is
simply an overarching policy criterion that supposedly sets guidelines for deter-
mining acceptable policies. In Japan, for example, pollution-control efforts were
initially developed under the principle of “harmonization,” which was essentially
a requirement that pollution-control laws be “harmonized” with the requirements
of economic growth. In China, new industrial construction is supposed to be pur-
sued within the principle of “three at the same time.” Each new construction plan
is supposed to contain a special section on environmental protection showing how
pollution-control methods will be designed, installed, and operated.5

Countries of the Organization for Economic Cooperation and Development
(OECD) have sought to pledge their allegiance to what is called the polluter
pays principle (PPP). This principle states that it is the polluters themselves
who should bear the cost of measures to reduce pollution to levels specified by
public authorities. Although this may sound like a rule based on ethical consid-
erations, it is really grounded in political economics. It is meant to rule out situ-
ations where governments subsidize pollution-control expenditures of firms or
industries in order to give them an economic advantage over competitors who
must pay their own compliance costs. This is regarded as especially important
among the closely competing firms and industries of the countries of Europe.
There are exceptions allowed to the PPP in certain cases of undue economic
hardship, short-term transition periods, and cases that have no significant im-
pacts on international trade and investment. Because most countries, in OECD

4 Jonathan B. Wiener, “Convergence, Divergence, and Complexity in U.S. and European
Regulation,” in Normal J. Vig and Michael G. Faure (eds.), Green Giants? Environmental Policies of

the United States and the European Union, MIT Press, Cambridge, MA, 2004, p. 98.
5 Rui Lin Jin and Wen Liu, “Environmental Policy and Legislation in China,” in Proceedings of the Sino-

American Conference on Environmental Law, Natural Resource Law Center, University of Colorado
School of Law, Boulder, CO, 1989, p. 173.
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as elsewhere, subsidize pollution reduction to a greater or lesser degree, it has
been necessary for political diplomats to find ways of reconciling principle and
reality. In general, this has been done by defining the PPP abstractly enough
that it can be held compatible with a wide number of arrangements.

Another idea that environmental policymakers have increasingly referred to
is the precautionary principle, which is intended to introduce greater caution
into public decisions in cases where there could be substantial future costs
(damages) that are currently unknown. It stems from well-known cases in the
recent past of many industrial countries where the introduction of a product or
material that had substantial up-front benefits turned out in the end to have
some very high costs that were not foreseen. Asbestos is an example, as are
chlorofluorocarbons (CFCs). The precautionary principle essentially states that,
if there is a perceptible threat of serious and/or irreversible damage in under-
taking some action, these future costs should not be overlooked or discounted
simply because they are scientifically uncertain. In a sense the principle empha-
sizes the burden-of-proof issue in environmental decision making: Should the
burden of demonstrating that a new product or practice is safe be put on those
who introduce it, or on those who might question its safety?

Instrument Choices
Environmental regulation in most industrial countries has historically been
based on a command-and-control standard setting, as it has in the United States.
This means, as we have seen in earlier chapters, such things as political and ad-
ministrative determination of, for example, the pollution-control technologies
that are going to be acceptable, what emissions levels will be, where firms may
locate, how buildings and equipment should be designed, what fuels and inputs
may be used, how certain substances are to be handled, and so on.

In most countries, some basic criterion has been adopted to establish the
technological level(s) on which to base command-and-control decisions. In
Great Britain authorities have required “best practicable means,” which refers
to “reasonably practicable and technically possible to prevent the emission of
gases and render these discharges harmless.” Germany has relied on the basic
idea that pollution-control programs must involve “state-of-the-art” technol-
ogy. In Sweden the underlying decision criterion has been to choose “what is
technically feasible using the most effective technical devices and methods that
are available in the area in question.”Italy has had a standard calling for emis-
sions reductions to “the lowest level possible through available technologies.”
As we have mentioned several times in previous chapters, this approach actu-
ally allows regulators to make implicit trade-offs between damage reduction
and technical and economic feasibility.

Although basic policies continue to be grounded in concepts of command and
control, there has been a clear evolution in many countries toward the use of in-
centive-based policies.6 Emission charges have been introduced extensively in

6For a good summary, see Organization for Economic Cooperation and Development,
“Environmental Taxes in OECD Countries,” OECD, Paris, 1995. 



many of the countries of Europe. In air pollution control policy a number of Eu-
ropean countries have taxes on SO2 and NOx emissions. Some have also intro-
duced a charge on CO2 emissions, as well as on various types of waterborne
emissions. Our discussion of emission charges in Chapter 12 focused on charges
as a means of bringing about cost-effective emission reductions. These might be
called “incentive” charges or, as they are sometimes called in Europe, “balanc-
ing” charges. The emission charges employed in Europe are not incentive
charges of this type. Rather, they are employed primarily to raise money that
then can be used to subsidize pollution-control activities of public and private
organizations. Among European countries a major problem has been to move
toward harmonizing the many national programs with directives established
by officials of the European Union (EU).

Countries of the European Union have started the European Trading
Scheme (ETS), for meeting its obligations under the Kyoto Convention. In that
agreement, the European Union collectively agreed to reduce its CO2 emissions
to a level 7 percent below its 1990 emissions. Individual country goals vary
around this, depending on their own circumstances. In their national plans,
each country is to allocate a portion of its total cutback requirement to the firms
of four sectors: energy, iron and steel, minerals (cement, glass), and pulp and
paper. These firms may then trade emission allowances among themselves and
with sources in other EU countries. Some of the details of the program are
shown in Exhibit 18.1.

The program has been controversial, and the EU has instituted changes that
promise to make it more effective. Some of these are: reducing the caps, re-
flecting the fact that too many permits were distributed at first; a shift toward
a more centralized system of permit allocations, taking some of the initiative
away from the individual countries; a shift to auctioning permits instead of
distributing them free of charge; and an extension to other sectors, such as
aviation.

Other countries have recently installed trading programs, or are planning to
in the near future. These include Canada, Australia, Korea, and Japan. Emission-
trading programs have also been adopted at the state and regional levels (in the
United States and elsewhere), as well as voluntarily by groups of firms in the
private sector.

Environmental Analysis
By environmental analysis we refer to the attempts to measure such things as
the cost-effectiveness of particular policy actions, the benefits of environmental
improvements, and the benefits and costs of alternative environmental policies
and regulations. Significant progress is being made in other countries to de-
velop techniques for measuring the social benefits of environmental improve-
ments. Environmental economists are very active, for example, in Europe. The
control of air and water pollution there is complicated by the presence of many
international boundaries in a relatively small geographical area. Efforts at har-
monizing environmental laws, spearheaded by the European Community, can
be helped along by the accumulation of results of benefit-measurement studies.

390 Section Six International Environmental Issues
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Details of the European 
Trading Scheme EXHIBIT 18.1

free (either grandfathered to a base year

or on an updating basis). Five percent can

be auctioned in the first phase2; from

2008 onwards, ten percent auctioning is

allowed.

Banking of excess reductions (i.e., al-

lowances) for future years is allowed

within the first compliance period (phase

of the EU-ETS).

Hefty fines exist for non-compliance

(40 Euro/TCO2 from 2005–2007, then

100 Euro/TCO2 from 2008 onwards3),

levels that are considerably higher than

most predictions of allowance prices.

In terms of project mechanisms, or

credits generated from specific reduction

efforts, credits from developing countries

via the clean development mechanism

(CDM) and from other nations via the

joint implementation (JI) mechanism are

allowed from the first (2005–07) and sec-

ond (2008–12) phases of the EU-ETS,

respectively.

1 To put a 20 MW plant in context:  20 MW
coal steam turbine operating 8,000 hrs/annum
 158,000 tons of CO2 or 43,200 tons of
carbon, 20 MW natural gas CCGT operating
5,000 hrs/annum  45,000 tons of CO2 or
12,300 tons of carbon.
2 Hungary, Denmark, and Lithuania have
decided to auction some allowances.
3 Note, as of January 2005; 1 Euro ~ $1.30;
10Euro TCO2  $13 TCO2   37Euro TC  
$48/TC.

Source: PEW Center on Global Climate
Change, “The European Union Emissions
Trading Scheme:  Insights and Opportunities.”
www.pewclimate.org/docUploads/
EU-ETS%20white%20Paper.pdf.

The EU-ETS officially began on January 1,

2005, and consists of a “warm-up” phase

from 2005–2007 and then successive 5-

year periods, with the second phase from

2008–2012 set to coincide with the Kyoto

compliance period. The first phase is fo-

cused only on CO2. The overall cap (and

hence the stringency of the program and

the resulting cost of emissions reductions)

in the emissions trading scheme is made

up of individual country caps set by each

nation’s national allocation plan (NAP).

The second phase on the EU-ETS will run

for 5 years from January 1, 2008, will in-

volve tighter overall caps (in line with the

economy-wide emissions target under the

Kyoto Protocol), and may be expanded to

other GHGs (depending on available veri-

fication) and additional sources and sec-

tors (e.g., aluminum and aviation).

Six key industrial sectors are covered,

notably electricity and heat production

plants greater than 20 MW capacity.1

Other included sectors (with specific facil-

ity size thresholds) are oil refineries, coke

ovens, metal ore and steel installations,

cement kilns, glass manufacturing, ce-

ramics manufacturing, and paper, pulp

and board mills. These sectors are likely to

account for around 12,000 installations

(depending on the final details of the

specification process), and represent close

to half of the total CO2 emissions from the

EU-25 countries.

The EU-ETS is a cap-and-trade pro-

gram where a fixed amount of emissions

allowances are allocated (via the individ-

ual country NAPs). From 2005–2007

most permits are likely to be given away
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TABLE 18.3 Examples of Benefit Estimation Studies Carried Out by
Environmental Economists in Other Countries

Country and Study Results

Australiaa

Contingent valuation (CV) study to measure 
willingness of people to pay (WTP) to develop 
biological means of fly control $13.40/person/yr

Finlandb

WTP for grouse hunting, as a function of the grouse 
population (CV method)

Grouse population at current level 604 FIM/person/yr
Grouse population half of current level 462 FIM/person/yr
Grouse population two times current level 786 FIM/person/yr

Francec

WTP to maintain more nearly constant water level in 
a flood control reservoir to benefit recreationists 
(CV method) 47 FF/person/yr

Germanyd

WTP to have an improvement in air quality (CV method) 75–190 DM/person/month

Israele

WTP for a 50 percent reduction in air pollution in Haifa
Indirect means (hedonic) $66.2/household/yr
Direct means (CV) $25.1/household/yr

Netherlandsf

WTP to prevent further deterioration of the Dutch 
forests and heath (CV method) 22.83 DFL/person/month

Norwayg

WTP for improved water quality in the inner Oslo 
fjord (CV method)

Users 942 NOK/household/yr
Nonusers 522 NOK/household/yr

Swedenh

WTP for a reduction in the risk of getting lung 
cancer from radon exposure (CV method) 4300 SEK/household

United Kingdomi

WTP for an improvement in river water quality 
(CV method) £12.08/person/year

a B. Johnston, “External Benefits in Rural Research and the Question of Who Should Pay,” presented to 26th Annual Con-
ference of the Australian Agricultural Economic Society, February 9–11, 1982, University of Melbourne.
b V. Owaskainen, H. Savolainen, and T. Sievanen, “The Benefits of Managing Forests for Grouse Habitat: A Contingent
Valuation Experiment,” paper presented at Biennien Meeting of the Scandinavian Society of Forest Economics, April
10–13, 1991, Gausdal, Norway.
c B. Desaigues and V. Lesgards, La Valorisation des Actifs Naturels un Example d’Application de la Method d’Evaluation Contin-
gente, Université de Bordeaux, working paper, 1991.
d K. Holm-Müller, H. Hansen, M. Klockman, and P. Luther, “Die Nachfrage nach Umweltqualität in der Bundesrepublik
Deutschland” (The Demand for Environmental Quality in the Federal Republic of Germany), Berichte des Umweltbunde-
samtes 4/91, Erich Schmidt Verlag, Berlin, 1991, p. 346.
e M. Shechter and M. Kim, “Valuation of Pollution Abatement Benefits: Direct and Indirect Measurement,” Journal of
Urban Economics, Vol. 30, 1991, pp. 133–151.
f J. W. van der Linden and F. H. Oosterhuis, De maatschappelijke waardering voor de vitaliteit van bos en heide (The Social Val-
uation of the Vitality of Forests and Heath), in Dutch, English summary, Publication by the Ministry of Public Housing,
Physical Planning and Environmental Management, VROM 80115/3, Leidschendam, 1987, p. 46.
g A. Heiberg and K.-G. Him, “Use of Formal Methods in Evaluating Countermeasures of Coastal Water Pollution,” In H.
M. Seip and A Heiberg (eds.), Risk Management of Chemicals in the Environment, Plenum Press, London, 1989.
h J. Aakerman, Economic Valuation of Risk Reduction: The Case of In-door Radiation, Stockholm School of Economics,
Stockholm, Sweden, 1988, p. 65.
i C. H. Green and S. Tunstall, “The Evaluation of River Water Quality Improvements by the Contingent Valuation
Method,” Applied Economics, 1991, p. 23.
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Table 18.3 shows just a few of the many studies done in other countries to esti-
mate the benefits of environmental policies.7

Environmental Policy in Transition Countries

It may be tempting to think that command economic systems would have been
better than market economies in managing environmental quality issues be-
cause they involved pervasive central direction over all economic decisions.
Administrative agencies, apparently with control over all the important vari-
ables, could make sure that all “externalities” were properly accounted for in
production planning, and plant managers would be directed to pursue courses
of action that ensured efficient levels of emissions and ambient environmental
quality.

It did not work out this way, however. With the fall of the command societies
and economies, it became apparent that they had been responsible for extreme
environmental damages in many regions. In many places ambient air and water
quality were deteriorated sufficiently to have severe impacts on human health,
and some major environmental assets were seriously degraded. Exhibit 18.2
discusses a particularly egregious case, the destruction of the Aral Sea in
Kazakhstan, which was formerly a part of the Soviet Union. Its source rivers
were diverted during those days to irrigate cotton, leading to a vast drying of
the lake. More recently, a dam has been built to replenish the northern part of
the lake bed.

The main reasons for this performance were the heavy priority given to
industrial growth, the perverse incentives for managers in a command economy,
and the inability of the citizenry to get information on environmental impacts
and petition effectively for their amelioration.

For many of these countries environmental pollution actually improved
somewhat as a result of the economic downturns experienced after the collapse
of the socialist systems. As countries have tried to turn the corner in economic
development, they have begun to address the need for more effective environ-
mental policies and regulations. In the old systems there was widespread resort
to relatively stringent emission standards for a wide variety of industrial pollu-
tants, but universal neglect in terms of their implementation and enforcement.
A number of countries had adopted emission charges of various types, but
these were essentially uncollectible in the systems that existed. Thus, the coun-
tries now are facing the need for introducing new approaches to environmental
regulations, as they also strive to foster economic growth.

The most effective strategies for these countries would appear to be

1. To attack cases of large-scale pollution and damage in the short run through
straightforward command-and-control (C&C) type intervention and con-
trols. Central to this is developing more effective regulatory agencies and
institutions.

7For Ståle Navrud (ed.), Pricing the European Environment, Oslo Scandinavian University Press, 1992.
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The Aral Sea: Destruction 
and (Partial Recovery) EXHIBIT 18.2

that had been directed previously from

authorities higher up.

The drying of the sea had actually split it

into two sections: a northern part and a

southern part. These were divided by a

channel through which water ran from

north to south. With the help of the World

Bank, a dam was built across this channel,

stopping the water from flowing from the

northern part to the southern. Thus is the

north the carp and sturgeon are returning,

the fishermen are back in their boats. The

clouds and rain have returned. Even

though only about 40 percent of the water

has returned, the replenishment has re-

stored the livelihoods of hundreds of peo-

ple of Kazakhstan who historically relied on

these waters for their economic support.

But in the southern part, now in

Uzbekistan, the waters continue to recede

owing to irrigation water subtractions.

And here the focus may be different. The

Uzbek government and a consortium of

international oil companies have signed a

production sharing agreement to foster

oil and gas development in their part of

the Aral Sea. The ecology of the south is

still in doubt.

Source: Based in part on Natalya Antelava,
Dam Project Aims to Save Aral Sea, BBC News,
April 9, 2007
http://news.bbc.co.uk/2/hi/asia-pacific/
6538219.stm.

The Aral Sea, in central Asia, is a world fa-

mous case of ecological murder, followed

recently by at least partial resurrection. It

was once the world’s fourth largest inland

body of water, but over the last half cen-

tury has been largely wiped out by

human desires for rapid economic devel-

opment.

In the years after the Russian Revolu-

tion, the Soviet government decided to

divert the rivers feeding the Aral Sea to

irrigate a vast new area of irrigated cotton

production. Canal building started in

earnest after WW II. As predicted, the di-

verted water led to the rapid drying up of

the Aral. By the 1990s the surface of the

Aral had shrunk by about 60 percent. The

ecology of the sea and surrounding area

were heavily impacted. Marine species

disappeared as the sea became more

salty. Fisheries were wiped out; communi-

ties that used to be on its shore were now

sometimes hundreds of kilometers away,

the hulls of old ships rusted on what was

once the bed of the Aral Sea, exposed salt

and sand beds produced dust storms and

toxic winds. But cotton production

boomed, and for some the death of the

Aral was seen as a necessary price to pay

for economic growth.

But the breakup of the Soviet Union

changed things. Some of the new central

Asian countries sought to undo a disaster

2. To clarify, in the slightly longer run, the current and likely future situation
with respect to where major sources of emissions and damages will likely
occur as economic redevelopment plans are put into effect.

3. To begin to establish regulating institutions and environmental policies
which, in the long run, are capable of giving them cost-effective and efficient
pollution-control measures. As we have argued throughout this book, this
would imply seeking to develop pollution-control programs with a strong
component of incentive-based regulatory schemes.
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Developments in Environmental Accounting

A number of countries have begun to take steps to augment their national
income accounts to take into account the effects of economic growth on natural
resource and environmental assets. National income accounting was devel-
oped by governments who felt the need for a way of knowing how the overall
economy was doing from year to year. Familiar measures such as gross domes-
tic product, net domestic product, and the rate of unemployment are meant to
give us a summary of the total amount of economic activity in a year’s time and
of the status of certain aggregate variables that affect overall economic welfare.
Conventional national income accounting has been criticized because it does
not adequately deal with the resource and environmental implications of
economic growth. Consider the standard production possibilities curve in
Figure 18.2, showing marketed economic output on the vertical axis and envi-
ronmental quality on the horizontal axis. Aggregate economic activity as
reported in the conventional accounts consists only of measured marketed
output. Thus, for example, a move from m1 to m2 would be regarded as an im-
provement in economic welfare. But this improvement has been accompanied
by a reduction in environmental quality from e1 to e2. To get a complete picture
of changes in social welfare we need to take into account both the increase in
marketed output and the reduction in environmental quality.

Environmental quality

Marketed
output

m2

m1

e2 e1

FIGURE 18.2 National Income Accounting and the Neglect 
of Environmental Quality
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Researchers and public authorities in different countries are approaching this
problem in several ways. The basic question is how to measure and treat the
“quantity” e1 – e2 in Figure 18.2. A number of countries, the United States in-
cluded, have sought simply to measure annual total costs of pollution-control
expenditures. The next logical step is perhaps to deduct these costs from mea-
sured output, on the grounds that they do not represent a true increase in eco-
nomic welfare but expenditures necessary to protect ourselves from pollution.
This procedure has been undertaken in France and Japan.

Green Accounting EXHIBIT 18.3

Economists at the World Bank are pur-

suing a major effort to measure the val-

ues of natural capital in countries of the

world, and especially to compare natural

capital and its changes with other forms

of capital, including human capital and

produced capital. Some recent results

for selected countries are shown in the

accompanying tabulation. Note that in

all of these countries, the bulk of total

wealth consists of human capital. This is

true for all but a few countries of the

world.

If a country, in the course of producing its

conventional goods and services, despoils

or depletes its natural resource endow-

ment, the normal GDP accounts will give

a distorted view of its economic welfare.

To account for changes in natural capi-

tal, it’s necessary to put a value on such

things as agricultural and ecologically

valuable land, forests, and mineral de-

posits. Then if these natural assets get de-

graded or used up, their reduced value

can be deducted from normal income

measures to find true, or sustainable,

measures of income and wealth.

Source: World Bank, Wealth Estimates by Country, 2000, Appendix 2
(http://siteresources.worldbank.org/INTEEI/214578-1110886258964/20745249/
Appendix2.pdf).

Estimates of National Wealth for Selected Countries, 2000

Wealth Components

Total Wealth Produced Capital Human Natural 

per Capita Plus Urban Land Resources Resources

($1,000)

Australia 371.0 58.2 288.7 24.2

Bangladesh 6.0 .8 4.2 1.0

Chile 77.7 10.7 56.1 10.9

China 9.4 3.0 4.2 2.2

Egypt 21.8 3.9 14.7 3.2

France 468.0 57.8 403.9 6.3

India 6.8 1.1 3.7 1.9

Mexico 61.8 19.0 34.4 8.5

Turkey 47.9 8.6 35.8 3.5

United States 512.6 79.9 418.0 14.8
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But the method of deducting pollution-control expenditures does not get di-
rectly at measuring the values of environmental quality change as represented
by the distance e1 – e2 in the figure. The first step in doing this is to measure the
physical quantities of environmental resources and changes in these quantities
over time. Attempts to measure physical changes in the total resource endow-
ments of a nation are being undertaken in several countries, notably France
and Norway. The French are trying to develop a complete environmental
accounting system: Les Comptes du Patrimoine Natural (natural endowment
accounts), which can be used to measure physical changes in natural and envi-
ronmental resources resulting from economic production and consumption.
Exhibit 18.3 shows some results of a study of this type by economists at the
World Bank.

To put the quantity e1 – e2 in value terms, however, requires taking the next
step: to place values on the physical changes in environmental resources. Major
work on this is being done in the Netherlands. The objective is to put monetary
values on the various dimensions of environmental degradation, including the
reduced value of resources and the damages from pollution. A valuation ap-
proach like this also is being undertaken by the United Nations.

We are just at the beginning of efforts to incorporate environmental values
into national income accounts. The conceptual and measurement problems are
very difficult, and it will be some time before acceptable procedures can be de-
veloped and believable numbers estimated. But if it is successful, this work
could have a profound impact on public policy decisions.

Summary
In many other industrialized countries, major pollution-control efforts started in
the decade of the 1970s, as they did in the United States. Policy in different
countries is pursued through means that are congenial to the political culture and
institutional history of each one. For the most part, pollution-control efforts have
relied on various command-and-control approaches involving standards of vari-
ous types. In many European countries, emission charges have been widely used,
but historically these havebeenprimarily toraiserevenues,whichthencanbeused
to subsidize pollution-control efforts. In the future, these could perhaps easily be
transformed into incentive taxes with a primary pollution-control objective.

Environmental standards may be set at the national level (as in, e.g., Germany,
Italy, and the United States) or at the local level (as in France and England). But
their enforcement tends to be very local, involving “bargaining” between emitters
and local officials—not bargaining in the formal sense, but give-and-take be-
tween these parties as to what courses of action are to be undertaken by different
sources to control emissions.

The large-scale environmental degradation of the ex-socialist countries bears
an instructive lesson for pollution control in all countries. The initial reaction to
environmental pollution is to think that it comes about because authorities lack
the necessary means of control to bring about emission reductions. But in the
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ex-socialist countries, authorities presumably had total control and environmen-
tal damages have still been massive. This points up the importance of having
open political systems, readily available information on what the state of the en-
vironment really is, and incentive systems that lead polluters to internalize the
damages their emissions produce.

Questions for Further Discussion

1. If two (or more) countries are shown to have the same (total) quantity of
emissions, does this mean that they are equally close to the efficient level of
emissions for each one?

2. Explain the polluter pays principle. How would this apply to the control of
nonpoint-source emissions?

3. Consider the “European” approach to emission charges. For a single source,
is it possible that a low emissions charge could produce enough revenues to
pay for all of the abatement costs required to reduce this source’s emissions
to an efficient level? What factors affect this? (Hint: You will want to explore
this with the help of our standard emission-control model.)

4. What factors determine whether it would be more effective to proceed
against polluters by hammering them in court or by sitting down with them
to try to work things out on a “reasonable” basis?

5. Explain what is meant by “greening the national income accounts.”

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter19
Economic Development
and the Environment

There was a time, several decades ago, when problems of environmental qual-
ity were widely regarded as being unique to developed, industrial economies.
Industrial development was associated with air and water pollution, overre-
liance on chemicals, visual blight, and so on. Developing countries, however,
were thought to have fewer environmental problems because their preindus-
trial technology was more environmentally benign, and because they had not
yet committed themselves to a materialistic style of life, with the negative trade-
offs many believe that this implies.

Ideas have changed, however. For one thing, it has become clear that massive
environmental degradation has occurred in the developing world. Rural areas
have seen large-scale soil erosion and water-quality deterioration, deforesta-
tion, and declining soil productivity. Urban areas have experienced seriously
diminished air and water quality. Furthermore, this environmental deteriora-
tion in developing countries is not just a matter of aesthetics or quality of life,
but rather a more serious issue involving the diminishment of economic pro-
ductivity and the acceleration of social dislocation. In addition, developing
countries obviously wish to put a strong priority on economic growth; thus, the
interaction between this growth and the quality of the environment is of para-
mount importance.

In this chapter we explore the interrelationship of economic development
and the environment among the nonindustrialized countries of the world. In
keeping with the distinction made in Chapter 2, we approach it on two levels:
the positive and the normative. From the positive standpoint, the problem is to
understand how development and environmental degradation are reciprocally
related and what factors account for this interrelationship. From a normative
standpoint, the problem is to deal with questions about the types of public poli-
cies that are the most appropriate for countries of the developing world.
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General Considerations

It is common to distinguish between economic growth and economic develop-
ment. There is a simple, as well as a more complicated, way of distinguishing
between these concepts. In simple terms, growth refers to increases in the
aggregate level of output, whereas development means increases in per capita
output. Thus, a country could grow, but not develop, if its population growth
exceeded its rate of economic growth. The more complicated way is to say that
economic growth refers to increases in economic activity without any underly-
ing change in the fundamental economic structure and institutions of a country,
while development also includes a wider set of technological, institutional, and
social transformations. Changes in such things as education, health, popula-
tion, transportation infrastructure, and legal institutions are all part of the de-
velopment process. This should alert us to the fact that when talking about
environmental issues in developing countries, we will usually be talking about
situations where the social and technological milieu can be very different from
that in industrialized countries. At the same time it implies that in environmen-
tal policy matters, a wider set of choices may be available because of the more
thoroughgoing institutional transformations taking place in many developing
countries. Furthermore, policy instruments deemed best for the developed
world may not be for developing countries because of differences between
them in political, economic, and cultural factors.

In speaking of these issues, we tend to divide the world into just two parts:
developed and developing, or “first” world and “third” world.1 Of course, any
brief classification such as this is an enormous oversimplification of the real
world. At the very least we should think not of a simple categorization such as
this but of a continuum, running from the poorest to the richest, or along any
other dimension of interest. The countries of the world are spread along that
continuum, although not necessarily evenly. It’s also true that national aggre-
gates can tend to obscure some important development problems within partic-
ular countries. Many countries that look reasonably good on the basis of
national macrodata have pockets of poverty and underdevelopment that would
be sufficient to put these regions in the less developed ranks if national political
boundaries were drawn differently.

Environmental Degradation in 
Developing Economies

Many people in the developed world have been brought to a realization of the
existence of environmental problems in the developing world through recent
global concerns, such as global warming and the rapid pace of species extinction.

1 In the argot of international political economics, the “first” world is used to refer to the

developed industrial market economies, whereas the “third” world refers to the group of

developing economies. The “second” world referred at one time to the socialist economies.

Other terms sometimes used are “industrial countries” and “less developed countries.”
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A disproportionately high number of the world’s endangered species are resi-
dents of developing countries, so efforts to preserve the habitats of these species
have brought people to focus on the development–environment linkages in
nonindustrialized countries. Similarly, the developed world’s concern about
global warming has heightened concern about deforestation because forests act
to absorb atmospheric CO2. In many developing countries the harvesting of
fuel wood and timber and the conversion of forested lands to agricultural uses
have led to high rates of deforestation. Thus, large-scale deforestation has the
potential to worsen the global greenhouse effect.

But from the standpoint of the developing countries themselves, their worst
environmental problems are probably the water and air pollution they suffer,
especially in their expanding urban areas. In the developed world, the chemical
treatment of water supplies, together with the treatment of wastewater, has
largely neutralized the water system as a source of widespread human disease;
continued water pollution control is justified on recreational and aesthetic
grounds. This is not the case in many developing countries where water pollu-
tion is still responsible for vast amounts of disease and death. Lack of treatment
facilities leads to widespread exposure to disease-bearing human wastes. In
places where there has been an expansion of industry, mining, and the use of
agricultural chemicals, rivers have become contaminated with toxic chemicals
and with heavy metals. Seepage of hazardous materials from industrial sites
and waste dumps is increasingly threatening the groundwater resources to-
ward which many countries are turning as surface waters become more heavily
contaminated.

Recently the World Bank made the following assessments:

• 5 to 6 million people die each year in developing countries due to waterborne
diseases and air pollution.

• Economic costs of environmental degradation have been estimated at 4 to 8
percent of GDP a year in many developing countries.

• Climate change threatens to further undermine long-term development and
the ability of many poor people to escape poverty.2

In many countries gasoline is still virtually all leaded, leading to serious dam-
ages from airborne lead pollution. Indoor air pollution is also a more serious
problem than in developed countries, owing to the continued heavy reliance on
biomass fuels for cooking and heating.

Another important phenomenon is urbanization. In the United States about
80 percent of the population lives in urban and suburban areas. In Asia and
Africa this percentage is about 35, but this has been increasing rapidly in recent
decades and is expected to continue in the future. It is also true that no country
has ever achieved substantial economic growth without large-scale urbanization;
in most countries rapid industrialization has been accompanied by huge envi-
ronmental problems.

2See http://Inweb18.worldbank.org/ESSD/sdvext.nsf/43ByDocName/Environment.
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Economy and Environment

Whereas the concern about environmental problems has been of more recent
origin, issues related to economic growth in the less developed world have been
uppermost for many years; indeed, historically they have been a defining focus
of this group of countries. This emphasis on economic development will con-
tinue as they strive to close the economic gap with the developed economies.
What needs to be examined, therefore, is the relationship between economic de-
velopment and environmental quality.

A Static View
Probably the most frequently mentioned viewpoint on these matters is that de-
veloping countries simply cannot afford high levels of environmental quality.
According to this view, the situation of these countries, in comparison to devel-
oped economies, can be pictured by the production possibilities curves (PPCs)
of Figure 19.1. Marketed output refers to the conventional types of goods and
services produced and distributed through economic markets. The PPC labeled
A is for a typical developed country, while B refers to a developing nation. Be-
cause of past resource exploitation, or population pressures, or less sophisti-
cated technology, B lies entirely within A. Thus, to achieve higher levels of mar-
keted income, which it must if it is to develop, it must be willing to put up with
lower levels of environmental quality. For example, for the developing country
to reach a level of marketed output of c1, it must trade off environmental quality

FIGURE 19.1 Production Possibilities Curves of Developed and
Developing Countries

A: developed country

Environmental quality

B: less-developed country

A

B

Marketed

output

e2 e1

c1
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back to the level e2. The developed country, because of the factors mentioned
previously, can have c1 of marketed output with a much higher level of envi-
ronmental quality—e1 instead of only e2. As one economist put it:

The poorer countries of the world confront tragic choices. They cannot afford
drinking water standards as high as those the industrial countries are accus-
tomed to. They cannot afford to close their pristine areas to polluting industries
that would introduce technical know how and productive capital and that would
earn urgently needed foreign exchange. They cannot afford to bar mining compa-
nies from their unexploited regions. Nor can they afford to impose antipollution
requirements on these companies that are as strict and expensive as those in
richer industrial countries. They should always realize that environmental pro-
tection measures are financed out of the stomachs of their own people; the
multinationals cannot be made to pay for them.3

Developing countries, according to this view, cannot afford the high levels of
environmental quality sought in the developed world because this would
mean lower monetary incomes and a lessened capacity to support their
populations.

There is another side to this argument, however. The production possibilities
curve approach sees marketed output and environmental quality as substitutes,
with more effort devoted to reducing environmental impacts leading to lower
monetary incomes. But in the developing world there are clear cases where en-
vironmental quality and measured GDP are complementary. Most developing
countries depend proportionately more on primary industries than do devel-
oped ones. For example, they usually have a greater proportion of their popu-
lation involved in agriculture. Thus, degradation of environmental resources
has the potential for being more highly destructive of productive assets in
developing countries. In industrial countries, environmental quality issues
hinge primarily on matters of human health and the aesthetic quality of the en-
vironment. Furthermore, technological developments have decoupled, to a
considerable extent, the resource-using sector from the rest of the economy. In
developing countries, however, environmental issues are related to human
health and productivity and also to the degradation of the future productivity
of the natural resource base on which many people are directly dependent.
According to this argument, the environment and the economy are not so much
substitutes as they are complements.

Sustainability
But these are essentially static arguments, and the essence of economic de-
velopment is long-run change. So the relevant question is: How is long-run
economic development likely to affect environmental quality? The normal
expectation is that development would shift the production possibility curve
of Figure 19.1 outward. As economies change, becoming less tied to natural

3 Robert Dorfman, “An Economist’s View of Natural Resources and Environmental Problems,” in

Robert Repetto (ed.), The Global Possible, Yale University Press, New Haven, CT, 1985, pp. 67–76.
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resources, and as less polluting technologies are adopted, this outward shift
would improve the potential trade-offs between marketed output and envi-
ronmental quality. Developing countries could then devote more resources to
improving environmental quality.

Sometimes the opposite has happened, however; the short-run effort to in-
crease or maintain marketed incomes, in effect, tended to shift the PPC curve to
the left and worsen the available choices. This has occurred when the search for
short-run economic growth has led to irreversible reductions in the productiv-
ity of some part of a country’s environmental assets. Here we are defining
environmental assets very broadly, to include such things as soil fertility and
forestry resources along with urban air and water pollution. The concept that
has become widely used to talk of this phenomenon is sustainability. A practice
is sustainable if it does not reduce the long-run productivity of the natural re-
source assets on which a country’s income and development depend.4

Sustainability is fundamentally a matter of renewable resources. When
nonrenewable resources are used, they automatically become unavailable to
future generations. The rule to follow here is to use them at the correct rate—
neither too fast nor too slow—and to see to it that the natural wealth that they
represent is converted into long-lived human-made wealth as they are used.
Thus, for example, the petroleum resources of many developing countries must
be converted to long-term productive capital, both private and public, if they
are to contribute to the long-run economic development of the extracting coun-
try. By productive capital we mean not only physical capital (roads, factories,
etc.), but also human capital (education, skills) and what we might call institu-
tional capital (an efficient legal system, effective public agencies, etc.).

Long-Run Relationships
In the latter part of the 1990s, many developing countries experienced substan-
tial growth slowdowns. As of the beginning of the next decade, however, most
countries have recovered and the prospects are good for future growth rates of
3–6 percent a year. In addition, growth rates in sub-Saharan Africa, which for
several decades have been stagnant for the most part, have in recent years
started to be much more buoyant. With long-run growth rates of this type, what
impacts can be expected on environmental quality in these countries? If all
technological factors were to stay the same over this period, environmental im-
pacts and damages would increase along with this economic growth. But these
factors are unlikely to remain constant. Economic development brings with it
many changes. The most obvious is an increase in per capita incomes, and, as
people’s income goes up, so does their willingness to sacrifice for improved

4 The concept of “sustainability” received its major impetus in the influential report put out by the

World Commission on Environment and Development: Our Common Future, Oxford University

Press, Oxford, England, 1987. This report is popularly called “The Brundtland Report” because the

Commission, created by the United Nations in 1983, was headed by Mrs. Gro Harlem Brundtland,

prime minister of Norway.
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environmental quality. Developing economies usually also experience a variety
of structural changes, often in the direction of replacing relatively high-polluting
industries with those that pollute less.

Studies have been done to investigate the relationship between various envi-
ronmental quality indices and the income levels attained in different countries.
The objective is to see if, as income levels change, there are systematic changes
also in environmental quality variables. Several of the leading results are shown
in Figure 19.2. These are based on “cross-section” analyses of income levels and
environmental quality. This involves looking at the environmental characteris-
tics of a large number of countries, with widely varying income levels, and then
using statistical methods to discover the underlying relationships, if indeed
there are any. In fact, studies show clear relationships between income levels

FIGURE 19.2 Environmental Indicators in Relation to Country Income Levels

Sources: World Bank, World Development Report 1992, Development and the Environment, Oxford University Press for the
World Bank, New York, 1992, p. 11, based on a paper by Nemat Shafik and Sushenjit Bandyopadhyay, “Economic
Growth and Environmental Quality: Time Series and Cross-Section Evidence”; Gene Grossman and Alan B. Kreuger,
“Environmental Impacts of a North American Free Trade Agreement,” Discussion Paper No. 158, Woodrow Wilson
School, Princeton University, 1991.
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and a variety of environmental quality indices. In Figure 19.2, note that there
are essentially three types of relationships:

1. Those showing steady declines as incomes increase: This applies to access to
safe water and sanitation facilities, which countries can presumably more
easily afford as incomes rise, but which also are normal goods in the sense
that as incomes increase people are willing to pay larger amounts for them.

2. Those that first increase but then decrease with income: This applies to am-
bient amounts of particulates and SO2. This pattern is probably due to the
fact that in its early stages industrial development leads to greater air pollu-
tion, whereas with continued development there is a shift in industry type
toward cleaner industries, as well as a rising public demand in more well-to-
do countries for pollution control.

3. Those showing a steady increase with income gains: This applies to munici-
pal solid wastes and CO2 emissions per capita. The first is a reflection of the
growth in material standards of living as incomes increase, whereas the sec-
ond results from the increasing demand for fossil-based energy that nor-
mally accompanies development.

These relationships as pictured are not inevitable. They can be taken as general
tendencies, which may be different in particular countries, depending on tech-
nology choices adopted as well as the preferences of their citizens. It points out
that for many environmental problems the situation is likely to get better as devel-
opment occurs; indeed, economic development may be seen as a way of combating
these problems, which is why continued efforts need to be directed at encouraging
equitable growth and open political processes in the developing world.

The Pollution-Haven Hypothesis

In recent years much has been made of the idea that developing countries
may be acting as “pollution havens,” places where firms can move and operate
without the strict environmental controls of the developed countries. The idea
essentially has two parts:

• That stringent environmental standards in industrialized countries are caus-
ing some firms, especially “pollution-intensive” ones, to flee to countries
with less stringent standards.

• That some developing countries have tried, with some success, to attract pol-
lution-intensive firms with the promise of lower pollution-control standards,
in the hopes of bolstering their rates of economic growth.

Sometimes these ideas are wrapped into the issue of the “multinationals,” that
is, firms owned in one country but operating establishments in others.

It is surprisingly difficult to get conclusive data on this matter. Most opinions
are formed on the basis of anecdotal, or episodic, events like the Bhopal disas-
ter in India. But these are not good sources from which to draw conclusions
about general trends. Nor is it possible to approach this question by looking at
different environmental regulations in the various countries. Almost all countries,
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developing and developed, have regulations on the books that appear to place
emissions under reasonably strict controls, but that are not usually followed in
practice because of weak enforcement. Thus, to prove the pollution-haven
hypothesis, it apparently would be necessary to look at data on the emissions
performance of firms, or groups of firms, before and after they have moved
from developed to developing countries. But data of this kind do not exist.

In a wider context, however, we should look at the rise and decline of
polluting sectors in countries of the developing world. Some companies in fact
do relocate, but much the more relevant economic phenomenon is the expan-
sion and contraction of economic sectors as economies develop and change.
Certain basic manufacturing industries (e.g., steel, industrial chemicals) that are
“dirty,” in the sense that they tend to have relatively high emissions per unit of
output, often will expand early in a country’s development and decline later as
incomes increase. Furthermore, one of the strongest relationships that researchers
have found is that as incomes in a country increase, the strictness of environmen-
tal regulations increases.5 The pollution-haven hypothesis is a simple-sounding
idea that is very complex in reality. Given this complexity it is perhaps not sur-
prising that so far researchers have not found strong evidence to support it. It
will not get easier in the future, since the world economy is changing rapidly with
globalization and the rapid rates of economic growth that are accompanying it.
See Exhibit 19.1.

Environmental Policy Choices 
in Developing Countries

Although it may be true that development can help to alleviate some environ-
mental problems, there is nothing automatic about this; appropriate public
policies are still called for. This is especially true for those factors, like CO2 emis-
sions and solid waste, that get worse with development. Most discussions of the
strengths and weaknesses of alternative policies have been directed toward
developed countries. There is an important question about how much the
lessons learned in this context apply also to developing countries. Although the
environmental problems are in principle the same, involving externalities, com-
mon-property resources, public goods, and so on, the sociopolitical situations
are markedly different from those in most developed countries.

Benefit–Cost Analysis
The basis of effective policy is in the analysis of the benefits and costs of differ-
ent courses of action. Much more than in developed countries, damages in de-
veloping countries affect economic productivity through impacts on human
health, soil fertility, resource depletion, and the like. In addition, with relatively

5 See Sumitsu Dasgupta, Ashoka Mody, Subhenda Roy, and David Wheeler, “Environmental

Regulation and Development: A Cross-Country Empirical Analysis,” World Bank, Policy Research

Department, Working Paper No. 1448, Washington, DC, April 1995.
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low incomes and high importance given to matters of economic development,
it is important to understand, and place in priority, the various steps that might
be taken to achieve environmental improvement. Thus, there is a critical need to
be able to assess the benefits and costs of alternative environmental policies and
regulations in countries of the developing world.

There are several important issues regarding the use of standard techniques
of benefit–cost analysis in developing countries. One is the emphasis on will-
ingness to pay as a measure of the benefits of pollution reduction. Willingness

Evidence on the “Pollution 
Haven” Hypothesis EXHIBIT 19.1

Concern about pollution havens began in

the early 1970s, when developed coun-

tries rapidly tightened pollution controls

and most developing countries had not

yet begun formal regulation. Business in-

vestment in pollution controls skyrocketed

in Japan during that time, and companies

in North America and Western Europe

made similar investments. If such costs

gave an edge to polluting industries in de-

veloping countries, the effect should have

appeared in international trade patterns:

Developing countries’ exports of the prod-

ucts of dirty industries should have risen

faster than their imports, lowering their

import/export ratios for these products.

The converse should have been true for

developed countries.

[Data show] that the shadow of pollu-

tion havens did emerge in five particularly

polluting sectors: iron and steel, nonfer-

rous metals, industrial chemicals, pulp and

paper, and nonmetallic mineral products.

After the early 1970s, Japan’s import/

export ratio in these industries rose rapidly,

while the ratio declined steeply in the

newly industrialized economies (NIEs) of

the Republic of Korea, Taiwan (China),

Singapore, and Hong Kong (China). And

the same pattern occurred in mainland

China and the other developing countries

of East Asia a decade later. However, in

each region the pollution haven story was

markedly short. Both sets of Asian eco-

nomies have stabilized their import/export

ratios at levels greater than one, and re-

main net importers of pollution-intensive

products from industrial countries.

The story in the Western Hemisphere is

similar. In North America, the United

States and Canada witnessed a steady

climb in import/export ratios for polluting

industries from the beginning of the envi-

ronmental era to the late 1980s, while

Latin America experienced the opposite

after 1973. However, as in developing

Asia, the Latin American ratio leveled off

near one by the 1990s.

Why didn’t polluting industries con-

tinue to shift to developing countries?

Economic growth—accompanied by more

regulation—provides the best answer.

Along with greater prosperity in the

newly industrialized countries came in-

creased demands for environmental qual-

ity and better institutional capacity to

regulate. The same process occurred in

the Asian developing countries after a

decade’s delay. Faced with rising costs

from environmental damage, they stabi-

lized the terms of trade through measures

to control their own pollution.

Source: David Wheeler, Greening Industry: New
Roles for Communities, Markets, and
Governments, Oxford University Press for the
World Bank, New York, 2000, pp. 18–21.
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to pay reflects not only tastes and preferences, but also ability to pay. In many
developing economies, poverty is widespread, so a standard willingness-to-
pay approach to valuing environmental damages may yield only modest esti-
mates of these damages. In the face of enormous poverty, willingness-to-pay
estimates may be quite small despite what look to be high rates of environ-
mental degradation. Thus, if willingness-to-pay approaches are used, they
must be used with frank recognition that the distribution of income is heavily
skewed, and value judgments are called for in making decisions on environ-
mental quality programs. This argues also for putting more emphasis on lost
productivity, particularly in the long run, in assessing the damages of envi-
ronmental degradation.

Another special difficulty in applying benefit–cost analysis of environmental
programs to developing countries is discounting. In developed economies, dis-
counting is a relatively benign procedure that helps make choices among pro-
grams with different time profiles of benefits and costs. But in developing coun-
tries the focus is more on long-run development, and here the role of
discounting is less clear. It’s often asserted that people in developing countries,
especially those with lower incomes, discount the future very highly, preferring
to emphasize actions that will pay off in the short run because of their immedi-
ate need for income. Thus, environmental improvement programs, if they de-
liver the bulk of their benefits only in the long run, may take lower priority than
economic development projects that pay off more quickly. High rates of dis-
count also can lead people to overlook negative environmental impacts that
occur far off into the future. This becomes a matter of intergenerational equity,
which is fairness between generations. The present value of even severe long-
run environmental damage can be quite low when it is evaluated with a posi-
tive discount rate.6 For some people these arguments imply using a very low,
perhaps even zero, discount rate in evaluating environmental and develop-
mental projects in developing countries. But this would make it impossible to
coordinate public policies and development projects with decisions being made
in the private sector and would treat a dollar of net benefits 10 years from now
as equivalent to a dollar of net benefits today. It is perhaps better to utilize a nor-
mal discount rate in evaluating programs, and augment the typical benefit–cost
study in developing countries with an analysis of the impacts of the program on
long-run sustainability and intergenerational equity.7

6 We are not talking here about unpredictable consequences; rather, those that are predictable 

but far into the future. When CFCs were introduced as refrigerants in the early 20th century,

nobody predicted the impacts they would have on the global atmosphere. Likewise, nobody

foresaw the negative effects of DDT. At the time these substances were introduced, science was

not well enough advanced to have predicted these outcomes. There is a difference, however,

between consequences that are not predictable and those that are predictable but far enough 

in the future to be neglected in today’s decision making.
7 David Pearce, Edward Barbier, and Anil Markandya, Sustainable Development, Economics and

Environment in the Third World, Edward Elgar Publishing, Aldershot, England, 1990.
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Valuation Issues

Valuation, as we discussed in Chapter 7, refers to analyses that attempt to mea-
sure the relative worth of environmental improvements of various kinds. Indi-
rect studies utilize secondary data (house prices, travel distances, wage rates,
etc.), while direct studies, such as contingent valuation, use survey data gener-
ated specifically for the analyses.

The original impetus to develop and apply valuation techniques came from
the developed economies, but recent years have seen its increasing application
in the developing world. Some recent studies include the following:

• Estimating the benefits to households of improved sanitation in Kumasi,
Ghana.8

• Estimating the value of improved surface water quality in the Philippines.9

• Valuing improvements in air quality in Taiwan.10

• Estimating health costs associated with air pollution in Brazil.11

• Estimating the benefits of maintaining beach front quality in Thailand.12

Reducing Environmental Disincentives of Current Policies
Environmental policy is usually regarded as requiring activist intervention to
remedy the problems of uncontrolled externalities, the undersupply of public en-
vironmental goods, and so on. But many times environmental improvements can
be had by altering current policies that have negative environmental impacts. In
many cases these policies have been put in place in the belief that they will spur
economic growth. But their impact is to create distortions in local economies that
lead both to lower growth rates and to environmental degradation.

A good example of this is the practice many governments have of subsidiz-
ing pesticide use by farmers. In many cases these subsidies were undertaken in
the belief that they would spur farmers to adopt new crop varieties and intensive
methods of cultivation. But the subsidies often continue well after their useful-
ness in this regard has ceased. The result of these subsidies is predictable: the
overuse of agricultural chemicals and the damages that result. These include

8 D. Whittington, D. T. Lauria, A. M. Wright, K. Choe, J. A. Hughes, and V. Swarna, “Household

Demand for Improved Sanitation Services in Kumasi, Ghana: A Contingent Valuation Study,”

Water Resources Research, 29(6), 1993, pp. 1539–1560.
9 K. Choe, D. Whittington, and D. Lauria, “The Economic Benefits of Surface Water Quality

Improvements in Developing Countries: A Case Study of Davao, Philippines,” mimeograph,

Environment Department, World Bank, Washington, DC, 1994.
10 A. Alberini, M. Cropper, T. T. Fu, A. Krupnick, J. T. Liu, D. Shaw, and W. Harrington, “Valuing

Health Effects of Air Pollution in Developing Countries: The Case of Taiwan,” Discussion Paper 

95-01, Resources for the Future, Washington, DC, 1995.
11 R. Seroa da Motta and A. P. Fernandes Mendes, “Health Costs Associated with Air Pollution in

Brazil,” working paper, Applied Economic Research Institute (IPEA), Rio de Janeiro, Brazil, 1993.
12 Colin Cushman, Barry Field, Tom Stevens, and Dan Lass, “External Costs from Increased Island

Visitation: Results from the Southern Thai Islands,” Tourism Economics, Vol. 10, June 2004,

pp. 220–240.
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heavy pesticide exposure of farm workers, contamination of nearby surface and
groundwater resources, and the rapid development of immunity by target
pests. In recent years a number of developing countries have sought to reduce
their pesticide subsidies in the light of the impacts they have had.

Other agricultural subsidies, for example, on irrigation water and fertilizer,
have similar effects. Much attention also has focused on overly rapid rates of
deforestation in developing countries. In many cases this happens because of
government policies. Policies that underprice the value of timber concessions
offered to logging companies increase the incentive to harvest timber at a high
rate. Uncontrolled private access to communal forest resources reduces the in-
centive to conserve timber stocks. Misguided public road building can open up
large areas to timber harvesting. In some cases land grants to individuals can-
not become permanent unless and until the land is cleared and put into agri-
cultural production, which obviously creates the incentive to get rid of the trees
as soon as possible. The result of these policies is timber harvest that is higher
than it should be, pursued in places it should not be, with the resulting impacts
in soil loss, polluted water, reduction in the global CO2 sink, and so on.

We should not think, however, that distorting public policies with negative
environmental impacts are features solely of the developing world. In fact, the
developed world also has many such policies. In the United States, agricultural
price supports coupled with land-use restrictions have led to excessive rates of
pesticide use in certain crops. Publicly subsidized flood insurance has led peo-
ple to develop shoreline property that might best be left undisturbed.

Institutional Policy: Property Rights
Economic development usually implies wide-ranging economic and political
transformations. An important part of this is developing modern economic
institutions that can provide the appropriate incentive structures to shape the
decisions that will lead toward development. Inappropriate property rights
institutions often have been singled out for having environmentally destructive
consequences. Thus, one major avenue for policy to protect environmental
resources is to alter property rights institutions.

In a study of resource depletion in Ethiopia, the author lists a series of stages
through which a portion of the rural economy had evolved.13

Stage 1: Because of population pressure, the average harvest of fuel wood
begins to exceed the average rate of wood production.

Stage 2: Farmers begin to use straw and dung for fuel; thus, less of these are
available for maintaining soil fertility.

Stage 3: Almost all tree cover is removed, all dung is sold for cash, and
wheat yields begin a serious decline.

13 Kenneth J. Newcombe, “An Economic Justification for Rural Afforestation: The Case of Ethiopia,”

in Gunter Schramm and Jeremy J. Warford (eds.), Environmental Management and Economic

Development, Johns Hopkins Press for the World Bank, Baltimore, MD, 1989, pp. 117–138.
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Stage 4: Soil erosion becomes dramatic because of reduced tree cover and
declining fertility.

Stage 5: There is a total collapse of fertility; farmers abandon their land,
swelling urban populations.

The basic question is: Why did this sequence of stages take place? It might be
more instructive to ask this the opposite way: Why didn’t something like the
following scenario happen? Fuel wood harvest increases because of increasing
demand, this increases the price of fuel wood because of increased scarcity.
Farmers see the increasing incomes to be made by growing and selling fuel
wood, so they devote portions of their land to growing fuel wood and act to
conserve the remaining supplies in the face of its increasing value. Finally, a
substantial fuel wood harvest and market appear, with a considerable propor-
tion of the land devoted to fuel wood production. Why, in other words, did the
rising market price of fuel wood lead to wiping out the forest? Why did the
farmers not act to make themselves better off by conserving and even increasing
the production of an increasingly valuable resource?

One part of the answer is property rights. Most of the forested land was not
owned by individuals or small groups, but was essentially an open-access re-
source. Anyone who wanted to harvest wood from these lands had the right to
do so. In Chapter 4 we examined a simple model of an open-access resource
showing that individuals making decisions on the basis of benefits and costs to
themselves will overlook common-property externalities they inflict on others.
A resource of this type often will be overexploited. Viewed from another angle,
when there is open access to a resource, the incentive that any individual might
have to reduce the rate of use and conserve the resource is totally undermined.
If someone reduces his or her harvest, others will simply take what has been
left. Open-access resources promote a “use it or lose it” situation.

Thus, one of the root causes of the deforestation, which began the whole un-
raveling process in the example, was an institutional one, a property rights sys-
tem that created incentives for wiping out the resource even though rising
scarcity was making it socially desirable to conserve it. This problem has oc-
curred with great regularity in developing countries, especially with land and
forest resources. The most straightforward response would seem to be to
change the property rights system so that the normal incentives for conserva-
tion can operate. This means instituting a system of individual or small-group
property rights.

We have to keep in mind that like any single policy recommendation, this
one is no panacea for all of the environmental problems of developing coun-
tries. It will work in some situations and not in others. Overuse of resources,
such as the deforestation mentioned previously, can occur on “private” lands if
the owners cannot effectively defend their boundaries and keep out would-be
encroachers. This means, among other things, that there have to be effective and
equitable legal institutions to settle land-use conflicts. Establishing private
property rights in developing countries also means facing the demographic
realities. In places with great population pressure, private property rights
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would hardly be feasible if that cut off a substantial proportion of the popula-
tion from resources they need in order to subsist. Even in places without
noticeable population pressure, essentially the same problem could occur if the
property rights are distributed inequitably in the first place.

There are many other dimensions to the property rights issue. It is a topic of
great controversy, and the debate is often carried out in overly simplistic terms.
It is clear, however, that a wide range of resource and environmental problems
in developing countries have been made much worse by ill-defined property
rights and the open-access externalities to which these give rise. In those situa-
tions, innovations in property rights institutions can be extremely effective.

Population Policy as Environmental Policy
Many people feel that the only effective way to control environmental
destruction in developing countries is to control the number of people in
those countries. In the simplest possible terms, the total impact of a group of peo-
ple on their environmental resources can be expressed in the following way:

It is clear that total environmental impact can increase as a result of increases in
either or both of these factors. The contrary is also true: Decreases in total im-
pact can result from decreases in either or both of the factors. More complicated
scenarios are possible: Changes in technology, economic structure, and so on,
that lower the per capita environmental impacts in a country can be more than
offset by population increases. But both factors are involved. Population de-
clines or declines in the rate of population increase may be very helpful, but
they are not sufficient in themselves to ensure a reduction in aggregate envi-
ronmental degradation.

The world population is generally expected to increase from the current 6 bil-
lion to 7 to 10 billion over the next half century. It’s expected that about two-
thirds of this increase will occur in countries of the developing world. Whether
the increase is at the high end of this range or substantially lower depends in
large part on the long-run behavior of fertility rates in these developing coun-
tries.14 Although fertility rates in developing countries are sometimes very high,
many have started to decline in recent years. To some extent this is a reflection of
rising incomes, because increasing incomes are almost always associated with
lowered fertility rates. Other important causal factors are a reduction in infant
mortality, increased availability of family planning services, and (especially) in-
creases in educational opportunities for women. Continued emphasis on these
factors is in the best interest of people in the developing world, not solely for

Total environmental
impact   

Environmental impact
per person

Number 
of people

14 The fertility rate is the average number of children born per woman over her lifetime; a rate of

2.0 implies zero population growth. Some developed countries have fertility rates of less than 2.0.

In the developing world, fertility rates currently average about 3.8.
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environmental reasons, but also to reduce poverty directly and to make it easier
to institute developmental changes.

However, although reductions in population growth rates can certainly
help to reduce the overall impacts any group of people has on its environmen-
tal resources, it is no substitute for undertaking environmental policies in their
own right. For one thing, diminished population growth rates do not neces-
sarily automatically imply diminished environmental damages. Even with
comparatively lower populations, for example, it is anticipated that develop-
ing countries will experience marked increases in urbanization in the next half
century and probably beyond. Unless confronted directly, this will lead to
more severe air and water pollution in these burgeoning urban areas. As an-
other example, decreases in agricultural populations may not be accompanied
by reduced resource damages if, simultaneously, a shift to chemical agriculture
occurs without proper safeguards against water pollution and increased pest
resistance. In other words, although population policies may facilitate reduced
environmental damages, they are no substitute for direct environmental policy
itself.

What Types of Environmental Policies?
We come, therefore, to the important question of the types of environmental
policies that are most appropriate for developing economies. We have stated
several times, in the context of developed economies, that no single policy ap-
proach will be the best for all environmental problems: certain problems call for
one approach; others call for something else. And many situations call for com-
binations of policies. The same is true of developing countries. But beyond this,
it needs to be asked if anything characterizing the developing world might
cause policymakers to rely more heavily on one type of policy than another. The
main argument in developed economies is the choice between command-and-
control and incentive-based policies. Is this also relevant to the setting of de-
veloping countries?

One especially relevant factor is that developing countries can ill afford,
given the resource requirements of economic development, to devote more
resources to environmental quality improvement than is necessary. This is an
argument for making sure that the pollution-control policies adopted are cost-
effective, and this in turn is an argument in favor of incentive policies. We have
seen repeatedly throughout this book that incentive-type policies, in situations
where monitoring emissions is possible and where materials-balance problems
are addressed, can be expected to be substantially more cost-effective than
command-and-control strategies. They make it possible to take advantage of
different abatement costs across sources and also provide long-run incentives
for firms to search for cheaper ways of reducing emissions.

To date many other countries have been following in the early footsteps of
the developed economies; that is, they have relied primarily on command-and-
control policies. There are some exceptions. Emission charge plans have been
instituted in Colombia, China, Malaysia, and the Philippines. A tradeable per-
mit system has been initiated by authorities in Chile to address air pollution in
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Santiago.15 Singapore has instituted a program to charge drivers for using
urban roads during heavily congested peak-use times of the day. The primary
element of the program is the requirement that drivers using the central city at
peak hours purchase daily or monthly licenses. Substantial improvements in air
quality have resulted.16

Nevertheless, command and control is still the dominant trend in environ-
mental policy in most developing countries. This may be the result of relatively
weak policy institutions. It is a common observation that the capacities and per-
formance of public regulatory agencies are relatively weak in many third-world
countries. This problem, of course, is not unique to them; administrative defi-
ciencies in developed countries account for part of the large gap between the
laws and their enforcement. But most observers agree that this is a particularly
thorny problem for developing countries. It is not solely a matter of profession-
alism and lack of political clout. It is also very generally true in the developed
world that public concern and activist political participation by private envi-
ronmental interest groups are often weak.

For some observers, this institutional and political weakness implies that de-
veloping countries ought to move away from command-and-control measures
toward economic incentive policies. For others, who perhaps are impressed that
developed countries themselves are only beginning to place greater reliance on
incentive measures, these institutional shortcomings imply that environmental
regulations in developing countries are best kept relatively simple and direct: in
other words, simple command-and-control strategies through uniform standards.
The Brundtland Commission itself concluded that in developing countries, “regu-
lations imposing uniform performance standards are essential to ensure that
industry makes the investments necessary to reduce pollution.”17

Perhaps a partial resolution of this question rests on recognizing that the cat-
egory “developing countries” actually includes a wide range of experience. At
one end of the spectrum are countries that are still almost totally agricultural,
substantially uniform technologically, and with only the beginnings of a mod-
ern economic sector. At the other end of the spectrum are countries that have
developed relatively large industrial, financial, and transportation sectors;
important economic links to the rest of the world; and, most importantly, com-
paratively sophisticated political institutions. In the former countries, simple
command-and-control approaches are likely to be best: a prohibition on a cer-
tain pesticide, for example, or limits on a certain irrigation practice. These may
be enforced without sophisticated monitoring, and technical uniformity among

15 For information on these programs, see David B. Wheeler, Greening Industry: New Roles for

Communities, Markets, and Governments, Oxford University Press for the World Bank, New York,

2000.
16 Theodore Panayotou, “Economic Incentives in Environmental Management and Their Relevance

to Developing Countries,” in Denizhan Eröcal (ed.), Environmental Management in Developing

Countries, Organization for Economic Cooperation and Development, Paris, 1991, pp. 83–132.
17 World Commission on Environment and Development, Our Common Future, Oxford University

Press, New York, 1987, p. 220.
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producers means that these steps will be reasonably cost-effective. But in more
advanced developing countries, incentive-based policies have much more to
recommend them. Here the necessary political institutions may have been put
in place, technological complexity makes it much more difficult to achieve ac-
ceptable levels of cost-effectiveness with command-and-control approaches,
and strong long-run incentives for continued technical innovation in pollution
control are of paramount importance. Example 19.1 discusses the attempts by
China to institute emission charges. China has also recently seen its first attempt
at developing a cap-and-trade program for controlling air pollution.18

The Role of the Developed Countries

Developing countries are struggling with a wide array of economic, political,
and social problems that stand in the way of lasting economic modernization.
To graft environmental concerns onto the process puts an added burden on
everyone in these countries, whatever their position. The developed countries
have an important role to play in helping the third world to make this transi-
tion, not just for humanitarian reasons but also because many environmental
problems are becoming increasingly international in scope. As these countries
catch up to the developed economies, their technical choices and emission-con-
trol efforts will have a direct bearing on important global problems, such as CO2

emissions and the global greenhouse effect, toxic chemical releases, nuclear
radiation emissions, and so on.

Technology Transfer
By technology transfer we refer to the transfer, from developed to developing
countries, of technologies and skills that can provide the impetus for economic
development with lower environmental impacts than could be attained without
the transfer. The focus is on the transfer of knowledge that citizens of developing
countries themselves can adapt to their own needs and styles of operation.
Technology transfer is an important concept in economic development. But it
has taken on new urgency in light of the growing awareness of the scale of en-
vironmental problems faced by developing countries. Technology transfer
means making technology available to countries so that their pace of economic
development can be increased; this will have a positive impact on the demand
for improved environmental quality, as discussed above. Transfer of environ-
mental technology has the objective of reducing the environmental impacts of
economic development, below what would occur otherwise, and perhaps
below what has occurred historically in the developed world. It has become ev-
ident that if the rest of the world goes through the same high-pollution course
of development as the developed countries have done, the drain on world

18 Richard D. Morgenstern, Piya Abeygunawardena, Robert Anderson, Ruth Greenspan Bell, Alan

Krupnick, Jeremy Schreifels, Cao Dong, Wang Jinan, Wang Jitian, and Steiner Larsen, “Emissions

Trading to Improve Air Quality in an Industrial City in the People’s Republic of China,” Discussion

Paper 04-16, Resources for the Future, Washington, DC, April 2004.
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resources will be enormous and the impact on the global environment poten-
tially disastrous.

Concrete provisions for the transfer of technology have been written into
some international environmental treaties. The 1989 Basel Convention on
Hazardous Waste obligates the signatories to provide technical assistance to de-
veloping countries in the implementation of the treaty. The 1990 amendments to

Incentive-Based 
Policies in Developing 
Economics

By Michel Potier

As is Chinese custom, reforms are usually

given field trials in provinces or cities be-

fore being applied to the whole country.

In 1992, for example, China began test-

ing a sulphur tax in nine towns and two

provinces.

The environment-protection bureau of

the city of Chongquig (Sichuan province)

has begun levying a charge on sulphur

dioxide emissions, to try to improve the

serious problems of air pollution generated

by acid rain falling over the municipality.

Because of the difficulty of measuring and

monitoring these emissions, the charge is

based not on the quantity of SO2 released

into the atmosphere but on the amount

and sulphur content of the coal burned

by each factory. The rate charged is 0.20

yuan per kilo of sulphur. The purpose of

the charge is to induce industry to save

energy and use higher grade coal. The

reform was accompanied by other mea-

sures aimed at restricting the burning of

coal in certain areas and providing incen-

tives for firms willing to relocate away

from the industrialized centre of the

town.

The environment-protection bureau of

the city of Yichang (Hubel province) intro-

duced its own charge on SO2 in 1992. In

view of the lack of national standards for

SO2 pollution and of local by-laws, it was

no easy task obtaining the support of the

local authorities. After three years of ne-

gotiating, the decision was nonetheless

taken to levy a charge designed to curb

emissions from the 26 factories and indus-

trial plants accountable for 80% of the

coal consumption in the city (population

440,000). Along with the charge were

introduced discharge permits—an idea

already experimented with in China since

1987 for effluent discharges in water and

since 1991 for atmospheric emissions—to

take account of the assimilation capacity

of different environments.

The SO2 charge was applied wherever

discharge permits were exceeded. The

success of a system obviously depends on

its enforcement in practice. During the

introductory phase, the industries re-

quired to communicate their pollution

data to the environment protection bu-

reau grossly underreported their emissions

and paid only a portion of the charges

they should have done. The checks carried

out by inspectors from the bureau, using

resource tallies and consumption figures

for water and coal, showed that the firms

had concealed three-quarters of their

emissions. Charge rates were raised acco-

rdingly. The reforms now appear to be

working satisfactorily, since atmospheric

concentrations of SO2 have fallen by 30%

and the frequency of acid rain precipita-

tions has declined by 17%.

Source: OECD Observer, Copyright
OECD, 1995.

China Charges for 

Pollution EXAMPLE 19.1
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the Montreal Protocol on protection of the ozone layer has a requirement that
developed countries make available to developing countries, on reasonable
terms, new reduced-CFC technology; it also establishes a fund to help develop-
ing countries meet the requirements for reduced emissions.19In 1990, the five
Nordic countries formed the Nordic Environment Finance Corporation to pro-
vide help for environmentally sound investment in Eastern and Central
Europe. The Global Environment Fund Management Corporation (GEFMC) is
an effort to raise money from institutional investors in the United States with
the backing of the Overseas Private Investment Corporation, a U.S. government
agency. The objectives of the GEFMC include investing in such activities as
wastewater treatment facilities, renewable energy projects, and efficient indus-
trial process programs.

Technology transfer has two important parts. The first is the initial develop-
ment of new technologies and procedures. These are a product of innovation in
industries searching for ways of reducing emissions and in the pollution-
control industry itself. Thus, one element in technology transfer is the provision
of incentives for a brisk level of innovation in the originating countries. This im-
plies pollution-control policies that provide these incentives, about which we
have said a lot in earlier chapters. In particular, we have discussed the positive
incentives for innovation provided by economic-incentive types of policies and
the negative effects provided by technology-based standards.

The second element of environmental technology transfer is getting the ideas,
technical means, and necessary training effectively into the receiving countries.
The word effectively is important because history is full of cases in which trans-
ferred techniques have failed to work as anticipated. It is much more than just
moving a machine from one location to another; a tremendous array of problems
must be worked out to bridge the informational, cultural, commercial, and po-
litical gaps that separate people in different countries. At the end of the process,
which normally will involve many different business, trade, political, and envi-
ronmental groups, the objective is to transfer technology that is compatible with
local skills and labor availabilities. See Exhibit 19.2.

Most environmental technologies in the developed world have been devel-
oped by firms in the private sector. In the United States the envirotech sector
consists of thousands of large and small firms in all phases of environmental ac-
tivity. Getting technology and practices transferred and adopted in the develop-
ing world, therefore, involves creating effective connections between these firms
and the responsible public and private agencies of the developing world.

Technology transfer must be looked at in the light of recent concerns about
globalization. This concept has come to mean a lot of different things, one of
which is the quality of the commercial contacts between multinational firms
(and firms of the developed world) and people in the developing world. At
issue is whether envirotech firms with potential technology treat this as an op-
portunity simply for short-run profit maximization, or whether they make sure

19 Chapter 21 contains a discussion of international environmental treaties in general, and 

Chapter 20 discusses the specific provisions of the Montreal Protocol.
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Barriers to Technology Transfer 
between Countries EXHIBIT 19.2

The barriers to technology transfer of

transport options between countries dis-

cussed above can be categorized into

technological, financial, institutional, in-

formational, and social. These should be

seen along with the generic barriers al-

ready discussed in Chapter 5 of this re-

port. In the transport sector, an overriding

barrier that requires emphasis is the lack

of an enabling business environment for

both technology supplier and technology

recipient countries to promote technol-

ogy transfer. Industrialized countries,

which are mostly technology suppliers,

can institute economic and fiscal mea-

sures and regulations with the necessary

compliance regimes that can stimulate

the private sector to transfer transport

technologies. Technology recipients, which

are mostly developing countries, need

to create the enabling environment that

is receptive to transport technologies

(UNEP, 1998). Lack of a suitable enabling

environment is particularly absent in low-

income and capital constrained countries.

In general, technology recipient countries

need to build an effective business envi-

ronment to attract involvement of the pri-

vate sector, which is now increasing its

role in transport technology flows, espe-

cially in transport infrastructure.

An important technical barrier to tech-

nology inflows to any country is lack of

the necessary manufacturing capabilities,

especially in technology recipient coun-

tries. Additionally, a lack of companies to

undertake subcontracting, as may be re-

quired by large transport companies, and

the absence of suitable facilities for train-

ing and R&D can create serious problems

for technology development and transfer.

An important financial barrier is access to

capital, because most of the transport op-

tions are very expensive and involve long

lead times such as building or modifying

highways and bridges. These activities

may involve significant capital outlay and

many institutions with different interests.

Harmonizing and optimizing these inter-

ests can prove to be challenging (Pacu-

dan, 1999). Also, implementing some

nonmotorized measures such as wider

use of cycling can be expensive, because

of the need for dedicated lanes and other

support infrastructure, which would be a

barrier for many countries. Lack of com-

pliance and arbitration institutions can be

a barrier for effective private sector

participation. Lack of knowledge of the

existence and development of environ-

mentally friendly transport options, in-

cluding their weaknesses and benefits,

will be a major barrier in adopting them.

This is common among technology recip-

ients. Differences in social and cultural

systems among countries can be a barrier,

because some transport options are sensi-

tive to these differences. Adopting cycling

may require certain lifestyle change as

well as some other nonmotorized sys-

tems. Similarly, adoption of recently

smaller and more fuel-efficient cars that

are being manufactured by many of the

major manufacturers may not be accept-

able to many countries because of their

transport needs. Political will by respec-

tive governments for technology transfer

is needed and so can be a major obstacle

if absent.

Source: Bert Metz et al., ed., Methodological
and Technological Issues in Technology Transfer,
Special Report of the Intergovernmental Panel
on Climate Change, Cambridge, UK, Cambridge
University Press, 2000, Chapter 8.
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that technology is adapted to the long-run needs and capabilities of people in
developing nations. We will have more to say about globalization issues in the
last chapter of the book.

Debt-for-Nature Swaps
Suppose you and I are neighbors and I owe you $100 on a past loan. Suppose
further that I keep a very untidy yard, never mowing the grass and keeping sev-
eral junk cars next to my garage. You offer to wipe out the $100 debt if I will
agree to clean up my yard. That is a debt-for-nature swap. Many developing
countries owe large sums to lenders in developed countries, particularly com-
mercial banks. These loans have been made for a variety of purposes, primarily
to support investment and consumption in the developing countries. In many
cases the debtor nations have found it difficult to pay back the loans. Debt-for-
nature swaps are where environmental groups in the developed world buy por-
tions of this debt and retire it in return for environmental preservation efforts by
the developing country that owes the debt.

The first debt-for-nature swap was in 1987. Conservation International, a pri-
vate group, bought $650,000 of Bolivia’s commercial debt from the Citicorp
Investment Bank for $100,000. In return for retiring this debt, the government of
Bolivia agreed to place a four-million acre piece of tropical rain forest in protected
status and create a fund for the management of the area. Debt-for-nature swaps
have since been concluded with numerous other countries, including Ecuador,
Costa Rica, the Philippines, Madagascar, and the Dominican Republic.20

How effective debt-for-nature swaps can be is a difficult question. As a debt-
retiring device, the approach can have little impact because of the vast amount
of debt outstanding. As an environmental tool, it can be more effective, even
though the scope of the overall problem is huge in comparison to the means.
Perhaps their primary use will be to target very specific instances where critical
environmental links are threatened or where they can be used to get a larger
program started. Even in these cases, however, significant problems remain.
One of the most difficult is something we have talked about throughout this
book: enforcement. Once a private group has bought and retired a certain
amount of debt, it may be hard to ensure that the country with which they have
made the agreement will continue to abide by the deal.

Environmental Values in International Aid Institutions
Some of the most egregious cases of environmental damage in developing
countries actually have stemmed from projects initiated and funded by interna-
tional aid organizations, whose objectives are primarily to help these countries
develop economically. A well-publicized example is the project funded partly
by the World Bank to build roads and encourage colonization in the northwest-
ern part of Brazil. The building of the roads attracted many more migrants into
the area than was anticipated, “making already underfunded public agencies

20 Catherine A. O’Neill and Cass R. Sunstein, “Economics and the Environment: Trading Debt and

Technology for Nature,” Columbia Journal of Environmental Law, Vol. 17, Winter 1992, pp. 93–151.
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even less capable of controlling large-scale deforestation.”21 Many international
donors have leaned toward the big project: dams, power stations, infrastruc-
ture, and so on. These often have been pursued in ways that were not sensitive
to environmental impacts because the donors, together with governments in
recipient countries, have been so focused on spurring economic growth.

What this problem calls for is a more complete adoption of the general
benefit–cost approach, interpreted broadly to mean the accounting for, and
comparison of, all benefits and costs, whether or not they can be monetized in a
formal framework. In particular, more attention must be given to working out the
environmental impacts of these development projects. In recent years many in-
ternational lending organizations have begun to take the environmental issues of
developing countries more seriously. For example, the World Bank created a new
Environmental Department and changed its procedures so that the environmen-
tal implications of proposed projects will be taken into account in making lending
decisions. Bank policy now requires complete environmental assessments for all
projects that have significant impacts on the environment.

Summary
Environmental problems in developing countries have become increasingly
critical in the last few decades. While the appearance of global issues has helped
people to see that all countries are inextricably linked in the global environ-
ment, more attention also has been directed at traditional air and water pollu-
tion problems of developing countries. The issue of long-run sustainability of
the natural resource and environmental assets of these countries has become a
policy focus point.

Analysis of past trends shows that development tends to make some envi-
ronmental problems worse and others better. Some phenomena, such as SO2

pollution, seem to get worse as countries initially begin to develop rapidly and
then improve as development leads to higher per capita incomes. There is some
evidence, although it is not particularly strong, that “dirty” industries in devel-
oped countries have been migrating to developing ones, but the reasons for this
are still not clear. The “pollution-haven” hypothesis does not receive strong
support in the data.

Policy institutions in developing countries historically have been relatively
weak, but this is changing. Most environmental policy in these countries has
followed the lead of the developed world, in terms of being based on command-
and-control principles. Some have suggested that developing countries should
emphasize incentive-based policies so as to achieve higher levels of cost-
effectiveness. Population control has frequently been recommended as a means
of lessening environmental impacts. Although lower rates of population
growth may facilitate environmental improvements, they are not sufficient for
attaining improvements in environmental quality.

21 World Bank, World Development Report 1992, Development and Environment, Oxford University

Press, New York, 1992, p. 80.
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Finally, the developed world can play a substantial role in helping third-
world countries develop without large-scale environmental destruction. The
primary mechanism for this is through technology transfer, understood broadly
to include the transfer of skills and technological capabilities that are culturally
sound and not solely the transfer of Western capital goods.

Questions for Further Discussion
1. What is the relationship between economic growth, population growth, and

environmental quality in developing countries?
2. Environmental pollution is, for the most part, reversible, in the sense that it

can be decreased if the appropriate steps are taken. What are the pros and
cons, therefore, of using sustainability as a criterion for evaluating environ-
mental policies?

3. When a multinational business firm from the developed world opens opera-
tions in a developing nation, should it be held to the environmental standards
of its country of origin or to those of the country in which it is operating?

4. Suppose we introduce a new criterion, “administrative feasibility,” for eval-
uating environmental policies in developing countries. How might this affect
choices among different types of policies?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter 20
The Global Environment

People all around the world are struggling to come to grips with local environ-
mental problems and improve their immediate surroundings. But over the last
few decades people also have had to broaden their outlooks to recognize that
there is a global environment that is critical to human welfare. Moreover, the
scale of human activities has become so widespread and intense that it has
begun to have an impact on this global environment in significant ways.

For all of history, one of the ways humans have reacted to local environmen-
tal destruction is migration. But at the planetary level this option is not avail-
able. There is no escape if we inadvertently make our planet less habitable.

Complementing the daunting physical facts are the sobering political/
economic facts that have made it very difficult for the world’s nations to act col-
lectively. There is a race on between the accumulating scientific data that scien-
tists, still with great uncertainty, are straining to interpret and the growing
efforts to develop international institutions and perspectives that will make
concerted action possible.

In this chapter we look at several of these global environmental problems.
The primary focus is on problems of the global atmosphere and its degradation,
specifically stratospheric ozone depletion and the global greenhouse effect. We
then look at the issue of diminishing biological diversity, which, although it is
occurring at different rates in various parts of the world, has truly global signif-
icance. Each of these issues is very complicated scientifically and politically, so
the chapter can touch on only their most important aspects.

Stratospheric Ozone Depletion

The Physical Problem
At sea level ozone is a pollutant produced when emissions of hydrocarbons and
nitrogen oxides interact in the presence of sunlight. A variety of health prob-
lems and agricultural crop damages have been traced to elevated levels of sur-
face ozone. But most of the ozone in the earth’s atmosphere is located in the
stratosphere, a zone extending from about 10 km to about 50 km in altitude.
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This stratospheric ozone is critical in maintaining the earth’s radiation balance.
The atmosphere surrounding the earth essentially acts as a filter for incoming
electromagnetic radiation. The atmospheric gas responsible for this is ozone,
which blocks a large percentage of incoming low-wavelength, or ultraviolet, ra-
diation.

Several decades ago scientific evidence began to appear that the ozone con-
tent of the atmosphere was showing signs of diminishing. In the late 1970s a
large hole appeared in the ozone layer over Antarctica. More recently, signifi-
cant ozone reduction has been found throughout the entire stratosphere,
including those areas over the more populated parts of the world. In the 1970s
scientists discovered the cause of this phenomenon. It had been known for
some time that the chemical content of the atmosphere has been changing at a
rapid rate and on a global scale. Ozone disappearance was linked to the accu-
mulation of chlorine in the stratosphere. Chlorine was found to insert itself
into what was normally a balanced process of ozone production and destruc-
tion, vastly increasing the rate of destruction. And the source of the chlorine
turned out to be a variety of manufactured chemicals, which, released at
ground level, slowly migrated up to higher altitudes. The culprits are sub-
stances called halocarbons, chemicals composed of carbon atoms in combina-
tion with atoms of chlorine, fluorine, iodine, and bromine. The primary
halocarbons are called chlorofluorocarbons (CFCs), which have molecules
consisting of combinations of carbon, fluorine, and chlorine atoms. Another
subgroup is the halons, composed of these elements plus bromine atoms;
bromine, in fact, acts similarly to chlorine in breaking down ozone molecules.
Carbon tetrachloride and methyl chloroform also are implicated in ozone
destruction.

CFCs were developed in the 1930s as a replacement for the refrigerants in use
at the time. Unlike those they replaced, CFCs are extremely stable, nontoxic, and
inert relative to the electrical and mechanical machinery in which they are used.
Thus, their use spread quickly as refrigerants and also as propellants for aerosols
(hair sprays, deodorants, insecticides), industrial agents for making polyurethane
and polystyrene foams, and industrial cleaning agents and solvents. Halons are
widely used as fire suppressors. When these substances were introduced, atten-
tion was exclusively on their benefits; there was no evidence that they could have
long-run impacts on the atmosphere. But the very stable nature of these gases
allows them to migrate very slowly in the atmosphere. After surface release, they
drift up through the troposphere into the stratosphere, where they begin a long
process of ozone destruction.

Damages from Ultraviolet Radiation
Several years ago it was thought that ozone depletion might confine itself to
small parts of the stratosphere, in which case damages from the increasing sur-
face flux of ultraviolet radiation would be limited. But recently strong evidence
has appeared that significant ozone depletion now occurs periodically over
large portions of the world’s highly populated regions. Thus, damages are
likely to be much more widespread.
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Current research indicates that there are two main sources of damage to hu-
mans: health impacts and agricultural crop losses. Health damages are related
to the increased incidence of skin cancers and eye disease. The dose–response
relationships developed by the EPA indicate that for each 1 percent increase in
UVB radiation, basal-cell and squamous-cell cancer cases would increase by
1 percent and 2 percent, respectively, while melanoma skin cancers would in-
crease by less than 1 percent and cataracts by about 0.2 percent.1 Increased UVB

radiation also can be expected to increase food production costs because of the
physical damages it produces in growing plants. Damages also are expected in
other parts of the earth’s physical ecosystem.

Policy Responses
The potential seriousness of the ozone-depletion problem has concentrated
people’s minds and led to some relatively vigorous policy responses. Initially
several countries took unilateral actions. In 1978 the United States and several
other countries (Canada, Sweden, Norway, Denmark) banned CFCs in aerosol
cans, but not as a refrigerant. In the 1980s the continued scientific evidence of
ozone depletion led to international action. Under the auspices of the United
Nations, 24 nations signed in 1987 the Montreal Protocol on Substances That
Deplete the Ozone Layer. The agreement committed these nations to phase out the
production and consumption of ozone-depleting substances. In some cases the
phaseout periods were preceded by a consumption freeze. Soon after the origi-
nal agreement was signed, it became clear that the problem was getting worse,
partly because some large CFC-producing countries had not signed the original
agreement. Thus, in subsequent amendments countries agreed to phase out the
production of CFCs completely by the year 2000, to add carbon tetrachloride
and methyl chloroform to the list, and to introduce a longer-run schedule for
phasing out HCFCs. Additional countries signed the agreement in subsequent
years, so that by now (2005) the agreement has been ratified by 188 countries,
including India and China.2

Table 20.1 shows the consumption freeze and phaseout schedules for the
main ozone-depleting substances covered in the agreement. One of its impor-
tant features is that it treats developed and developing countries differently: the
latter have delayed phaseout schedules relative to the former, in deference to
their needs to foster economic growth.

The Montreal protocol has been a success in many ways. It has found wide
agreement among nations of the world. It very effectively focused attention on
the burgeoning body of scientific evidence of ozone depletion, using it to moti-
vate political agreement. And it created conditions where both developed and
developing countries could find agreement. It remains to be seen whether it will
provide a model for future international agreements.

1U.S. Environmental Protection Agency, Regulatory Impact Analysis: Protection of Stratospheric

Ozone, Vol. II, Appendix E, Washington, DC, 1987, pp. E3–E4.
2Not all of these have ratified all of the subsequent amendments, however. For ratification status

see www.unep.org/ozone/Treaties_and_Ratification/2C_ratificationTable.asp.
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The protocol deals essentially with a restricted set of substances. In all pro-
ducing countries, the CFC-producing industry is composed of a few large
chemical companies. So international policy has been driven not only by scien-
tific results, but also by international competition in this industry. U.S. firms
have been leaders in developing substitutes for CFCs, and they therefore led the
charge for a CFC phaseout. Other international environmental agreements in
the future may not have the same kind of economic realities behind them.

The Montreal protocol appears to have been reasonably successful so far.
“The total combined abundance of ozone-depleting compounds in the lower
atmosphere peaked in 1994 and is now slowly declining. Total chlorine is de-
clining, but total bromine is increasing.”3 This result is probably related to the
effectiveness of the Montreal Protocol. There is substantial annual variation in
the extent of the ozone hole, and the incidence of ultraviolet radiation on the
surface of the earth. Thus, it is hard to separate the signal, in terms of long-run
trend, from the noise of these short-term variations. It appears, however, that
the current trend of the ozone hole is toward diminishment, and scientists are
predicting that it will disappear by 2060 to 2075. Note the very long time lag be-
tween policy steps and rectification of the problem. This is also a major factor in
the global greenhouse phenomenon, as we discuss below.

The Economics of CFC Controls
In economic terms the problem here was similar to the phasing out of leaded
gasoline. The objective was reasonably clear and widely shared; the basic prob-
lem was how to bring it about in different countries. In advanced economies the
main focus has been put on developing substitute chemicals that will perform

TABLE 20.1 Phaseout Schedules Contained in the Montreal Protocol and
Subsequent Amendments

Developed Countries Developing Countries

Consumption Consumption 

Substance Freeze Phaseout Freeze Phaseout

Chlorofluorocarbons 

(CFC) 1 July 1989 1 January 1996 1 July 1999 1 January 2010

Halons — 1 January 1994 1 January 2002 1 January 2010

Other fully halogenated 

CFCs — 1 January 1996 — 1 January 2010

Carbon tetrachloride — 1 January 1996 — 1 January 2010

Methyl chloroform 1 January 1993 1 January 1996 1 January 2003 1 January 2015

Hydrochlorofluorocarbons 

(HCFCs) 1 January 1996 1 January 2030 1 January 2016 1 January 2040

Methyl bromide 1 January 1995 1 January 2005 1 January 2002 1 January 2015

Source: United Nations Development Program, Montreal Protocol, www.undp.org/seed/eap/Montreal/Montreal,htm.

3 World Meteorological Association, “Scientific Assessment of Atmospheric Ozone,” 1998.
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the same tasks as CFCs—as refrigerants, cleaning agents, and so on—but have
little or no ozone-depleting impact. Among the developed countries a major
factor driving the agreement and its amendments was the cost of developing
these substitutes, together with the costs of changeover from the old to the new
chemicals. Some substances may be simply “drop-in” substitutes, whereas oth-
ers will require getting rid of old capital equipment (refrigerators, air condi-
tioners, etc.) and installing new equipment.

The main provisions of the Montreal protocol are the following:

• Requirements for individual countries to phase out the production and con-
sumption of designated substances.

• A multilateral fund into which industrialized countries could contribute
funds that would be used to help developing countries achieve the control
measures specified in the agreement.

• A provision for trade restrictions, banning trade between signatories and
nonsignatories in designated ozone-depleting chemicals. It also bans trade
in products containing these substances, such as refrigerators and air
conditioners.

The latter two provisions help explain why the protocol, originally signed by
only a handful of countries, has now been acceded to by almost all the countries
of the world.

To meet the conditions of the protocol, all CFC-producing countries had to
phase out their production levels. The policy enacted in the United States was to
create declining production quotas for each of the firms producing CFCs, quotas
that would eventually reach zero in 1998. This was later changed to 1995. To
reap the benefits of differential costs of reducing CFC output, these production
quotas were made transferable, similar to the transferable quota program that
was used in the phasing out of leaded gasoline.

A major problem with setting production ceilings in this way was that it
could lead to unwarranted increases in profits for current manufacturers of
CFCs. In effect it gave firms in the industry, who may have been operating as ri-
vals, a way of acting like monopolists. Figure 20.1 illustrates this with a simple
market model. It shows a typical downward sloping demand curve for CFCs,
together with a flat marginal cost curve. Left to itself, competitive forces would
lead to a production level of q1 and a price that equals marginal production
costs. But if public authorities limit production to q2, the price will increase to p2,
which is substantially above production costs. Thus, an amount equal to area a
becomes potential excess profits earned in the industry because of the output
restrictions.

When tighter CFC controls and faster phaseouts of CFCs were being dis-
cussed by the U.S. Congress in the late 1980s, there was widespread feeling that
at least some of these excess profits should accrue to the public. Several means
were discussed. One was to auction off CFC production rights to the various
chemical-producing companies. The bidding process, if it worked well, would
transfer some portion of the excess profits to the public. The other approach,
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which was finally adopted, was to tax the production of CFCs. In theory, a tax
equal to (p2 – p1) would transfer all of the excess profits to the public. It then
could be used for any number of purposes, perhaps put into general revenues
or used specifically to help the CFC conversion process.

The system that was adopted established a base tax rate, then set different
taxes on the various ozone-depleting chemicals according to the formula:

Tax rate Base rate Ozone-depleting potential4

The base rate was originally set at $1.37 per pound but has since been in-
creased. The rate in 2007 was $10.75 per pound.

The 1990 Clean Air Act amendments contained a number of other parts on
ozone depletion. They established a phaseout program for HCFCs, with pro-
duction to be eliminated by 2030. They established a national recycling pro-
gram for CFCs used in refrigerators and air conditioners, and they introduced
prohibitions on the venting of CFCs from equipment currently containing
these substances.

In an earlier chapter we talked about how lead trading was used to reduce
the overall cost of switching to no-lead gas. The Montreal protocol contains the

4 The ozone depleting potential (ODP) of a substance is a number showing its relative ability to

destroy atmospheric ozone. CFC-11 has an ODP of 1.0, and other substances range upward and

downward from this.

Quantity

$ a

Demand for CFCs

Marginal production
costs

p1

p2

q2 q1

FIGURE 20.1 Government-Imposed Production Limitations Lead
to Monopoly Profits
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CFC Production: Enforcing 
a Ban on a Popular Chemical EXHIBIT 20.1

The smuggled material had a street value

of about $600,000. Two men in Texas

were convicted of illegally importing CFCs

worth $720,000; shipping documents in-

dicated they were bound to Mexico, but

instead they were shipped to Long Island.

A large department store chain was

fined for distributing and selling illegally

imported children’s toys containing banned

hydrochlorofluorocarbons.

More elaborate machinery has been

necessary to enforce the many detailed

regulations that the EPA has put in place

to avoid the venting of CFCs into the

atmosphere.

In Texas, a person was fined for pro-

ducing false CFC technician certificates.

Regulations require that people handling

refrigerator equipment must properly

handle CFC-based refrigerants. To enforce

this, these people are supposed to be

trained and pass a certification exam;

they then receive an operating certificate.

In this case, an individual produced and

distributed a large number of counterfeit

operator certificates.

In Illinois, a company in the scrap busi-

ness was fined for following procedures

that led to the release of CFCs from

scrapped air conditioners. The company

had to put in place revised handling pro-

cedures and send periodic compliance re-

ports to the EPA.

The tax on ozone depleting sub-

stances also has to be enforced. A New

Jersey businessman was convicted for a

scheme to evade $1.9 million in taxes on

the importation of an ozone-depleting

solvent that has been banned under the

provisions of the Clean Air Act that imple-

ment the Montreal Protocol in the U.S.

Source: Compiled from enforcement
information on EPA’s Ozone Depletion Web
site: www.epa.gov/ozone/index.html.

To meet the conditions of the Montreal

protocol, countries have had to find ways

of stopping people from using a chemical

that has become widely used throughout

the economy. The huge, modern air con-

ditioning industry, among others, has

been built on CFCs, the wonder chemical

that was developed in the 1930s. While

passing laws limiting its use is one thing,

implementing the laws through regula-

tions and enforcement is quite another.

Paradoxically, taking steps to reduce CFC

use, if successful, will lead to a rise in the

price of this material, which will actually

create stronger incentives to find ways of

circumventing the laws that are trying to

phase it out.

The first big problem is smuggling. It is

estimated that up to 20 percent of current

CFC use may be of smuggled material.

This is because CFC production is still legal

in many developing countries, even as the

developed world attempts to stop using it.

Thus, CFC production is surging in some

developing countries, which means big

profits for anybody who can smuggle it

into the U.S. or Europe. It appears that

CFCs have become, in some ports of entry,

second only to drugs in terms of illegal

shipments. One possibility for smugglers is

to take advantage of the loophole that al-

lows importation of recycled CFC. Virgin

CFC can be altered with a few squirts of oil

to make it appear like recycled product.

Other schemes have been tried. A

Texas man was arrested for smuggling

75,000 pounds of CFC-12 into the U.S.

from Venezuela. The technique they used

was to build special industrial refrigerators

that could hold very large amounts of the

banned refrigerant. They then sent these

to Venezuela, had them filled, and re-

turned to the U.S. where the material was

pumped into smaller cylinders for resale.
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same type of approach for switching out of the production of substances con-
trolled by the agreement. This is the trading of emission reduction credits
among countries. Thus, if a country failed to meet its required production cut-
back because of the needs of “industrial rationalization,” it was supposed to off-
set the excess emissions by getting comparable reductions in other countries.

Although phasing out the production of some material might sound like a
simple task, this is not really true. CFCs are produced throughout the world, so
enforcement runs into important international complications. Reducing the
production of virgin CFCs also has been made more difficult by the need to cap-
ture and recycle the existing stock of CFCs in use. On problems of enforcement,
see Exhibit 20.1.

Global Warming

The Physical Problem
Another matter that has become of critical concern in recent years is the threat
of a long-run increase in the surface temperature of the earth. This goes under
the name of “global warming,” or sometimes the “greenhouse effect.” The prin-
ciple of a greenhouse is that the enclosing glass or plastic allows the passage of
incoming sunlight, but traps a portion of the reflected infrared radiation, which
warms the interior of the greenhouse above the outside temperature. Green-
house gases in the earth’s atmosphere play a similar role; they serve to raise the
temperature of the earth’s surface and make it habitable. With no greenhouse
gases at all, the surface of the earth would be about 30°C cooler than it is today,
making human life impossible.

Under preindustrial conditions, trace amounts of greenhouse gases were in
global balance. They were given off by decaying plant and animal materials and
absorbed by forests and oceans. Into this rough balance came human beings
and one of their greatest cultural accomplishments: the industrial revolution.
That event was basically a revolution in energy use, involving a vast increase in
the extraction of energy from fossil fuels—first coal and later petroleum and
natural gas. Combustion of fossil fuels, together with deforestation and a few
other activities, has led to an increase in the CO2 content of the atmosphere by
about 20 percent from the beginning of the industrial revolution. In the last
three decades alone it has increased 8 percent, and many scientists predict an
approximate doubling by the middle of the twenty-first century. While CO2 is
the most important greenhouse gas (GHG), it is not the only one. Others are
methane, nitrous oxide, and carbon monoxide. The main greenhouse gases,
their approximate proportionate contribution to global warming, and their
major sources are shown in Table 20.2.

Accompanying this buildup of GHGs has been a rise in mean surface tem-
peratures around the globe. Study of temperature records, the composition of
long-lived glaciers, and other sources shows that the earth has warmed about
0.5°C (1°F) over the past 100 years. Some scientific models predict that over the
next century temperatures could rise 1.5 to 4.5°C. The rate of heating is put at
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about 0.3°C per decade. This may not sound like a very rapid change, but his-
torical studies have shown that in past episodes of warming and cooling, dur-
ing which agricultural societies of the time suffered major dislocations, climate
change occurred at a rate of only about 0.05°C per decade. Today’s rate of
change, in other words, is expected to be very much faster than those faced by
humans in the past.

Global warming is expected to bring about a general rise in sea level because
of the expansion of sea water, the melting of glaciers, and perhaps eventually
the breaking up of polar ice sheets. Although this will be a general rise, it will
have different local impacts on tidal and current patterns. Changes in meteoro-
logical patterns also will vary widely among regions. In the northern hemi-
sphere, polar regions will warm faster than equatorial zones; on the continental
landmasses the centers will become drier than the peripheries, and so on. Our
ability to predict these changes will improve as the global climate models of
atmospheric scientists are better developed.

Human and Ecosystem Impacts
Although this is a problem of the global environment, its impacts on humans
and the ecosystem will vary greatly from one country and region to another. A
sea-level rise would have devastating impacts in certain societies, such as
those of the Pacific islands or those concentrated in low river deltas. Impacts
will be relatively less in countries where development may be redirected to-
ward interior regions. The drowning of coastal wetlands throughout the world
could have important impacts on fisheries and, thus, on societies that rely
heavily on marine resources. Another potential impact of great importance is
the increased acidification of the oceans caused by higher levels of atmospheric
CO2, which reacts with water to create carbonic acid. There will be very sub-
stantial impacts on ecosystems and individual species of plants and animals,
not just because of the amount of change but also because the rate of change
will be fast by evolutionary standards. In ice ages of the past, weather changes
have happened slowly enough to allow species of plants and animals to
migrate and survive. The rapid pace of change expected in the greenhouse
phenomenon may be too quick for many organisms to adjust to changing habi-
tats. It also will put a severe strain on species that occupy narrow ecological

TABLE 20.2 Major Greenhouse Gases

Gas Percent of Total

Carbon Dioxide (CO2)
Fossil fuel use 57
Deforestation, decay of biomass 17
Other 3

Methane (CH4), agriculture, landfills, termites 14

Nitrous oxide (N2O)
Fertilizer, industry, waste incineration 8

Other (ozone depleting chemicals, carbon monoxide, . . .) 1
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niches because relatively small changes in weather patterns can destroy the
habitats on which they depend.

Some of the biggest impacts on humans will be through the effects of
changed climate patterns on agriculture and forestry. Here the story gets very
complicated, not only because weather patterns will be differently affected
throughout the world, but also because crops, and the systems of cultivation
adopted by farmers, vary a lot in terms of their ability to withstand changes in
temperature and water availability. It is generally thought that the agricultural
impacts of atmospheric warming will hit developing nations harder than de-
veloped countries. It is expected that African nations will bear the greatest
impact. Some studies concluded that agriculture could be adapted to future
climate changes through crop development and technical changes. But others
cast some doubt on the ability of many developing countries to do this because
many of their crops are already closer to the limits of tolerance for warmer tem-
peratures. Research on the impacts of the greenhouse effect will challenge
scientists for many years to come.

Scientific Uncertainties and Human Choice
Although there are still some skeptics, virtually all scientific opinion in recent
years has shifted toward the conclusion that human-produced global warming
is a real phenomenon. Although there is still scientific uncertainty about its
exact dimensions, people are becoming increasingly convinced that steps ought
to be initiated to do something about it. This includes not only scientists and en-
vironmental advocates, but also increasing numbers of policymakers, busi-
nesses, and consumers.5

In a sense there are two fundamental choices for this problem: mitigation
and/or adaptation. Mitigation refers to taking steps today to reduce green-
house gas emissions so as to delay or reduce global temperature increases.
Adaptation refers to the efforts of future generations to adjust in ways that will
substantially reduce the negative impacts of these temperature increases.

Some have argued that the scientific uncertainties about the extent of global
warming make it unwise to undertake costly mitigation steps. This is especially
so, they argue, in developing countries where attempts to reduce CO2 emissions
could vastly increase the costs of achieving economic development.

The counter argument is that this strategy would put all the reliance on fu-
ture adaptation. This could be devastating for countries that cannot easily
adapt; therefore, from an equity standpoint it argues for doing something today
to mitigate emissions. But even without the equity issue, action is still needed.

In Chapter 6 we introduced a few concepts to help in analyzing situations in-
volving risk, in particular the concept of risk aversion in cases involving small

5In fact, the politics of global warming policy is changing rapidly in the United States and around

the world. For discussions of this see Barry G. Rabe, Statehouse and Greenhouse: The Emerging

Politics of American Climate Change Policy, Brookings Institution Press, Washington, DC, 2004;

Andrew E. Dessler and Edward A. Parson, The Science and Politics of Global Climate Change: A Guide

to the Debate, Cambridge University Press, New York, 2005.
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probabilities of very large losses. There is scientific uncertainty about the extent
of global warming in the future, but the potential negative consequences are so
great that it behooves us to be risk averse. In plain terms: better to be safe than
sorry. All of which suggests strongly that significant steps be undertaken today
to reduce the probability of serious global warming in the future. It needs to be
recognized, however, that there are many things that could be done to mitigate
CO2 emissions, and that these come at different costs. It is very important, there-
fore, to keep the concept of cost-effectiveness clearly in mind when developing
contemporary mitigation steps.

Technical Responses to the Greenhouse Effect
The greenhouse effect results from an increase in the production of greenhouse
gases relative to the ability of the earth’s ecosystems to absorb them. So the pri-
mary means of reducing the warming lies in reducing the output of greenhouse
gases and/or augmenting the GHG-absorbing capacity of the natural world.
Because CO2 is the main greenhouse gas, we focus on the issue of reducing
global CO2 emissions.

To get an overall view of the current world production rate of CO2 and how it
may be altered, consider the following equation (GDP is gross domestic product):

Total CO2 GDP Energy CO2

Emissions
Population

Person GDP Energy
(mil tons CO2)

(millions)
(1,000) (tons oil equiv.) (tons CO2)

World 35,865 6,361.9 8.2 .255 2.70

USA 6,870 293.7 36.4 .254 2.53

India 1,607 1,079.7 2.9 .245 2.09

Rates of Change

World 1.7 1.7 1.0  0.6  0.4

USA 3.7 0.9 3.8  1.0 0.0

India 4.5 2.0 1.2 1.2 0.1

The quantity of CO2 emissions depends on the interaction of four factors. The
first is population. Other things remaining equal, larger populations will use
more energy and therefore emit larger amounts of CO2. The second term is
GDP per capita, a measure of the domestic output of goods and services per
person. We normally associate increases in this factor with economic growth.

Neither population nor per capita GDP can be considered likely candidates
for reducing CO2 emissions in the short run. Deliberate population control mea-
sures are unlikely to be effective, and no country is likely to be willing to reduce
its rate of economic development. In the long run, however, the interaction of
these two factors will be important, as history seems to show that lower popu-
lation growth rates can be achieved by substantial improvements in economic
welfare.
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This means that significant near-term CO2 reductions will have to come from
the last two terms in the expression. The third factor is what we mean by energy
efficiency, the amount of energy used per dollar (or per euro or rupee or cedi)
of output. The key here is to move toward technologies of production, distribu-
tion, and consumption that require relatively smaller quantities of energy. The
last term is CO2 produced per unit of energy used. Because different energy
forms have markedly different CO2 outputs per unit, reductions in CO2 can be
achieved by switching to less CO2-intensive fuels. The move toward renewable
energy also comes into play here.

The table under the equation shows these four factors for 2000 and how they
have been changing in recent years.6 The first row shows the annual growth rate
in global CO2 output, which is the sum of the global growth rates of the factors
comprising the formula. Note that, worldwide, although energy efficiency and
CO2 intensity are declining, these are being more than offset by high growth
rates in population and GDP per capita. But growth rates in the underlying fac-
tors differ a great deal among countries. The table shows data for India and the
United States for illustrative purposes. In India, increases in all factors, espe-
cially population, have contributed to a very rapid rate of growth in CO2 emis-
sions. In the United States, lower population growth rates, together with
increases in energy efficiency (decreases in energy per GDP) have moderated
the growth rate of CO2 emissions. It is differences among countries in these con-
tributing factors that complicate the adoption of effective worldwide agree-
ments to limit CO2 emissions.

Reducing Domestic GHG Emissions
Effective global action to combat global warming will require individual coun-
tries to undertake steps to reduce their GHG emissions. The question is: How
should this be undertaken? In the short run, say over the next 20 years or so, the
emphasis will be on getting increases in fuel conservation and efficiency,
switching to low-carbon fuels, and reducing the use and emissions of chemicals
with high greenhouse impacts. From a policy perspective, perhaps the first
thing to note is that there is no single source we could call on to get drastic re-
ductions in GHG production. Instead, changes need to be made across the spec-
trum of stationary and mobile source emissions, from households, industries,
transport sector, and agriculture. These needed changes are both technological—
for example, a switch to more fuel-efficient equipment and low-carbon fuels—
and behavioral—for example, a change in driving habits and the adoption of
less energy-intensive lifestyles.

The big question is, how much is it going to cost to reduce GHG emissions
significantly? And the answer to this is: It depends on how it is done. Given the
long histories of command-and-control policies in the United States and other
countries, many are likely to be attracted to technology or emission standards.
This has been the tradition in the United States (as well as most other countries),

6 These data are from the World Resources Institute, CAIT (http://cait.wri/cait.php).
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so first efforts here have been directed at subsidizing, or requiring, technology
options. This includes, for example, biofuel and renewable energy mandates,
and performance requirements for vehicles in the CAFE program. As we have
discussed many times in this book, mandated technology and performance
standards are highly unlikely to be cost-effective, meaning that going this
route to combat global warming will be much more costly to society than the
alternatives.

This is because there are really substantial differences among technical op-
tions in terms of CO2 control costs. Table 20.3 shows some cost-effectiveness
results obtained in a large study by the U.S. Office of Technology Assessment
(OTA). They show the estimated costs per ton of reducing CO2 emissions in the
United States by adopting different technical alternatives. The estimates are rel-
atively short run, in the sense that the OTA was looking at things that could be
accomplished during the next 25 years. Several options have negative CO2 re-
duction costs. These are approaches that would pay for themselves without
even considering CO2 removal, primarily through savings in energy. Several
things stand out in these numbers. Many are in the general range of $100–$300
per ton of CO2 removed. Considering that the total quantity of CO2 emissions
in the United States today is about 5 billion tons per year, one can get a rough
idea of the costs of decreasing these emissions by a substantial fraction. These
are also marginal costs; that is, they are costs of reducing CO2 emissions

TABLE 20.3 Cost-Effectiveness of Alternative Means of Reducing CO2, 
United States

Means Costs per Ton of CO2 ($)

Co-firing boilers with natural gas 510

Early retirement of coal plants, replaced 
with nonfossil fuels 280

Increased energy efficiency in homes 175 to 300

Increased energy in commercial buildings  190 to 75

Cogeneration—commercial 85 to 210

Increased fuel efficiency in cars  220 to  110

Increased fuel efficiency in light trucks  510 to  410

Mass transit 1,150 to 2,300

Cogeneration—industry 55 to 120

Urban tree planting 180

Afforestation with CRP* 35

Increased CO2-absorbing capacity through 
management of existing forests 150 to 200

*CRP stands for Conservation Reserve Program, a program to help farmers reduce production on marginal lands. The
program would emphasize tree planting on these acreages.

Source: U.S. Office of Technology Assessment, Changing by Degrees, Steps to Reduce Greenhouse Gases, Washington, DC,
1991, Appendix A.
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starting with where we are today. If we ever succeed in moving to a much more
energy-efficient economy, the costs of making further reductions in CO2 emis-
sions will no doubt increase, probably a lot.

Some cost figures that stand out are the low estimates for afforestation, as es-
sentially an add-on to the current conservation reserve program, and the high
costs of CO2 removal through shifting to mass transit. Afforestation is not an
emission reduction method, but an attempt to augment the CO2-absorbing
capacity of the earth’s ecosystem. Afforestation looks like a good buy for CO2

removal, but the other side of the coin is that because of the relatively small num-
bers of acres involved, the total amount of CO2 that could be removed through
this means in the United States is relatively modest. As for the high cost esti-
mates for rapid transit, these numbers show the effects of the long-run growth
patterns in the economy. The trends in population dispersion and transportation
technology over the last century have left us with a situation that is not amenable
to mass transit to reduce transportation energy requirements. This is a strong
reminder, if one is needed, of how decisions taken at one point in time can have
consequences much later, when conditions have totally changed.

This list includes only technology options, and does not include the thou-
sands of behavioral changes that would effectively reduce greenhouse gases.
This includes driving slower, driving shorter distances, shifting away from
meat consumption, reducing air conditioning use, and so on. In fact, it is in al-
tering the behavior of consumers, producers, and technology innovators and
adopters that cost-effective greenhouse gas reductions will be achieved.

Incentive-Based Approaches for Reducing
Greenhouse Gas Emissions
When there are substantial differences among sources and technologies in
terms of the costs of reducing greenhouse gas emissions, the use of incentive-
based policies can get a substantially bigger bang for the buck than traditional
command-and-control policies. In the United States, and many other countries,
therefore, analysts and policymakers have started to look closely at the two
major types of incentive-based approaches: cap-and-trade plans and emission
taxes or charges. Countries of the European Union have recently instituted a
large, intercountry cap-and-trade program targeting CO2 emissions, which we
discussed in Chapter 18. In the United States, some of the states are taking the
lead in designing CO2 trading programs, and the high expectation is that a na-
tional program will soon be approved.

Experience with existing cap-and-trade programs, such as the SO2 emission
reduction program, have convinced many that this type of program should be
extended to greenhouse gas reductions. Others have suggested that a carbon
tax, or a tax on CO2 emissions, would be the best approach. Several proposals
have been made to Congress for such a tax, or charge. One would introduce a
charge of $15 per ton of carbon, applied at the point of production or importa-
tion of fuels, and increasing through time to reflect the fact that the problem of
global warming will get worse through time. There are also proposals that the
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carbon charge be combined with income tax rebates so that the net effect on
people’s real incomes will be minimal.7

As discussed in Chapters 12 and 13, cap-and-trade is a quantity-based plan,
in which a quantitative limit is placed on emissions and prices are established
on emission permit markets. Emission taxes is a price-based policy, where a
monetary fee on emissions is set and the quantity of emissions is adjusted as
polluters react to that fee. Each plan has advantages, and each has disadvan-
tages, as discussed in Exhibit 20.2. But each has clear advantages over tradi-
tional command-and-control policies.

Comparative Performance of 
Policy Instruments for Reducing 
Greenhouse Gas Emissions EXHIBIT 20.2

Factor

Traditional Regula-

tion (primarily

standards) Cap and Trade CO2 or Carbon Tax

Certainty About

Quantity of

Emissions

No for some types

of standards, yes for

other types

Yes No

Certainty About

Prices or Costs

No No Yes

Encourages New

More Efficient

Emission-Control

Technology

Mostly no, although

maybe yes for

certain narrow

technologies

Yes Yes

Raises Public

Revenues

No No if permits are

given freely as has

traditionally hap-

pened; yes if they are

sold or auctioned

Yes

Harms Competitive-

ness in Regulated

Industries

Somewhat Yes Yes, unless

tax is applied

comprehensively

Political Feasibility High; people are

used to this

approach

Medium; especially

if permits are

distributed freely

Low

New Policy Institu-

tions Required?

No Yes Minimal

7 See, for example, Gilbert E. Metcalf, A Proposal for a U.S. Carbon Tax Swap, An Equitable Tax

Reform to Address Global Climate Change. The Hamilton Project, Discussion Paper 2007–12,

Washington D.C. The Brookings Institution, October 2007.
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International Efforts in Global Warming
But the greenhouse effect is in fact a global problem, requiring concerted and
coordinated action by the countries of the world. Joint action by groups of coun-
tries is not easy to get in this time of strong nationalistic attitudes. In addition,
countries find themselves in markedly different conditions in terms of their
economic states and greenhouse-gas producing industrial production. What
formula might be followed in assigning individual responsibilities? Consider
the following possibilities:

• Equiproportionate reduction in emissions.

• Ability to pay: base emission reductions/transfer payments on current in-
come levels.

• Polluter pays principle: base emission reductions on current or past contri-
butions to the problem.

• Equal per capita emissions: base emission reductions on the principle that
everyone is “entitled” to the same level of use of the global environment.

Table 20.4 shows some relevant data for a number of countries selected
and shown to demonstrate the diversity that exists among countries of the
world.

Any plan for global action will impact these countries differently, and will
imply different criteria for distributing the responsibility among them. If we
seek reductions simply of total emissions, the largest reduction would come
from the United States, followed by China, India, and France. If control is based
on emissions per capita, the largest reductions would come from the United
States, then France, China and India. If reductions were based on energy effi-
ciency, the largest would be sought from China and India because, although
their emissions per capita are low, incomes are even lower, giving them rela-
tively high numbers for emissions per dollar of GDP. Finally, if reductions are
based on percentage of world total, the order would be the United States,
followed by China, India, and France.

Population
(1,000)

TABLE 20.4 Greenhouse Gas Emissions Data for Selected Countries, 2000

GDP per
Capita

($1,000)

Total
Emissions1

Emissions
per 

Capita

Emissions
per ($1,000

GDP)

Emissions
% of
Total

tons 

U.S. 293,655 36.5 6,867.9 24.3 .55 19.1

France 60,521 26.9 521.4 8.9 .33 1.4

China 1,296,157 5.5 4,882.7 3.9 .71 13.6

India 1,079,721 2.9 1,606.5 1.6 .55 4.4

World 6,361,888 8.2 35,865.2 5.9 .72 —

1Million tons CO2 equivalent.

Source: World Resources Institute, CAIT (http://cait.wri/cait.php).
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The Kyoto Protocol
The focal point for international reductions in GHG emissions has been the
Kyoto protocol, an agreement negotiated under the auspices of the United
Nations in 1997.8 It covers six greenhouse gases and establishes emission re-
duction targets that countries are obligated to reach by the years 2008 to 2012.
The targets are in terms of aggregate anthropogenic CO2-equivalent emissions,
expressed as a percentage of 1990 emissions in the various countries. The agree-
ments contain commitments from 39 countries and one country group, the Eu-
ropean Union. These are primarily European countries and the former commu-
nist countries of Eastern Europe, together with the United States, Canada,
Russia, and Japan.

8 The Kyoto protocol is a furtherance of the United Nations Framework Convention on Climate

Change, which was completed in 1992.

• The first budget period will be

2008–2012. The parties rejected bud-

get periods beginning as early as

2003, as neither realistic nor achiev-

able. Having a full decade before the

start of the binding period will allow

more time for companies to make the

transition to greater energy efficiency

and/or lower carbon technologies.

• The emissions targets include all six

major greenhouse gases: carbon diox-

ide, methane, ntirous oxide, and three

synthetic substitutes for ozone-deplet-

ing CFCs that are highly potent and

long-lasting in the atmosphere.

• Activities that absorb carbon, such as

planting trees, will be used as offsets

against emissions targets. “Sinks”

were also included in the interest of

encouraging activities like afforesta-

tion and reforestation. Accounting for

the role of forests is critical to a

comprehensive and environmentally

responsible approach to climate cha-

nge. It also provides the private sector

with low-cost opportunities to reduce

emissions.

At a conference held in December 1997

in Kyoto, Japan, the parties to the United

Nations Framework Convention on Cli-

mate Change agreed to a historic proto-

col to reduce emissions of greenhouse

gases into the Earth’s atmosphere toward

the objective of forestalling the phenome-

non of global warming.

Key aspects of the protocol include

emission reduction targets for the indus-

trialized countries, and timetables for

reaching them. The specific limits vary

from country to country, as indicated. For

most key industrial countries the reduc-

tions are about 8 percent (7 percent for

the United States).

The framework for these targets in-

cludes the following:

• Emissions targets are to be reached

over a five-year budget period rather

than by a single year. Allowing emis-

sions to be averaged across a budget

period increases flexibility by helping

to smooth out short-term fluctuations

in economic performance or weather,

either of which could spike emissions

in a particular year.

The Kyoto Protocol for Limiting 
Greenhouse Gas Emissions EXHIBIT 20.3

(Continued)
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Emissions  

(million TnCO2 equivalent)

Base Kyoto 

Year Target 2005

Australia 423 457 525

Austria 79 73 92

Belgium 146 134 144

Bulgaria 132 121 70

Canada 599 563 747

Croatia 31 29 30

Czech 196 180 146

Republic

Denmark 70 64 65

Estonia 43 40 21

Finland 71 65 69

France 567 521 559

Germany 1,226 1,128 1,001

Greece 109 100 138

Hungary 123 113 80

Iceland 3 3 4

Ireland 56 52 70

Italy 520 478 579

Japan 1,272 1,196 1,360

Latvia 26 24 11

Liechtenstein .2 .2 .3

Lithuania 51 47 23

Luxembourg 13 12 13

Emissions  

(million TnCO2 equivalent)

Base Kyoto 

Year Target 2005

Monaco .1 .1 .1

Netherlands 213 196 212

New Zealand 62 62 77

Norway 50 51 54

Poland 564 530 399

Portugal 60 55 86

Romania 262 241 154

Russian Fed 2,990 2,990 2,133

Slovakia 73 67 48

Slovenia 20 18 20

Spain 287 264 441

Sweden 72 66 67

Switzerland 53 49 54

Ukraine 925 925 419

U.K. 776 714 657

U.S. 6,103 5,676 7,241

Total 18,266.3 17,304.3 17,609.4

Source: United Nations Framework Convention
on Climate Change, Greenhouse Gas Inventory
Data (http://unfccc.int/ghg_emissions_data/
predefined_queries/items/3841.php).

The Kyoto Protocol came into force on February 16, 2005, after being rati-
fied by the requisite number of countries. The agreement requires relatively
large cutbacks of greenhouse gases by countries of the developed world, but
none, either now or in the future, by developing countries, such as India and
China. Nor are there any substantial incentives built into the protocol that
would lead these countries in the future to commit to substantial GHG re-
ductions. It has become apparent also that the way will not be smooth for
those countries that have agreed to cutbacks; while a few have achieved their
Kyoto targets, many have not, so that global greenhouse gases are still
increasing rapidly. Exhibit 20.3 shows relevant emission data for the Kyoto
participants.

Other questions about the Kyoto agreement are being addressed in a series of
meetings among the signatory countries. These include enforcement issues and
the introduction and use of flexibility mechanisms that would presumably
help countries meet their cutback targets with a lower overall cost. Flexibility
approaches include

• International emission trading. Annex B countries may alter their GHG
cutback responsibilities by buying or selling emission quantities among

EXHIBIT 20.3 (Continued) 
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themselves.9 Thus, one country could cut emissions by more than is required,
and sell the excess to another country, which may then cut back by a smaller
amount.

• Joint implementation. Annex B countries may undertake joint projects (e.g., a
reforestation project in the United States partly funded by another country)
and transfer emission allowances on the basis of the projects.

• Clean development mechanism. Annex B countries can finance emission re-
ductions in non–Annex B countries and gain credits toward their GHG cut-
back responsibilities.

The trading possibilities inherent in these flexibility mechanisms have en-
couraged the growth of a substantial private sector whose firms specialize in
promoting and carrying out these trades.10

The Kyoto Protocol was the first effort internationally to address greenhouse
gas control. Few expect it to make much of a dent in the overall global problem.
Its deficiencies have been widely discussed:

• It sets quantitative limits on greenhouse gas emissions without regard to any
specific objective in terms of atmospheric carbon content or future increase in
global temperatures.

• It does not involve in any significant way participation of the countries of the
developing world, several of which are becoming major greenhouse gas
emitters.

• It pays insufficient attention to implementation and enforcement.

• It focuses entirely on short-term goals without sufficient consideration of the
long-term needs of the global atmosphere and its management.

Since in any case the Kyoto Protocol expires in 2012, a search is on for its
successor.

A New Global Greenhouse Agreement?
Many ideas have been put forward for an international plan that would follow
on after the Kyoto Protocol lapses.11 Cost-effectiveness is a major consideration,
as is political acceptability among major greenhouse gas emitting countries.

Some have suggested that there be designed a system of transferable green-
house gas emission permits at the international level. Countries would be as-
signed quantitative targets, much as in the current agreement. Sources within
each country would then be given transferable permits, which could be traded
within or across country borders, similar to the current European Trading
Scheme (ETS). Besides striving for cost-effectiveness, a program of this type

9Annex B countries are those that have committed to some cutback in GHG emissions.
10 Simply search under “emissions trading” to find the names and business objectives of many of

these firms.
11For a good discussion of these ideas see Joseph E. Aldy and Robert N. Stavins, eds., Architectures

for Agreement, Addressing Global Climate Change in the Post Kyoto World, Cambridge, UK,

Cambridge University Press, 2007.
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could address questions of international equity. The current belief is that it will
cost developing countries less, relative to their current wealth, to reduce CO2

emissions than developed economies. Thus, the direction of transfers would go
in general from more developed countries to less developed countries. On top
of this, developing countries might be given proportionately larger numbers of
permits in the initial distribution. In buying these extra permits, developed
nations would be transferring extra amounts of wealth to the developing coun-
tries, which they could use to switch to low-carbon development paths.

Whether this type of system could be designed to include all of the major
greenhouse gas emitting countries is an open question. One idea could be to first
develop a series of regional CAP programs, as in the ETS and the Regional Green-
house Gas Market of the northeastern United States. Once these markets are func-
tioning smoothly they could be tied together by allowing inter-program trading.

Suggestions also have been made for a worldwide CO2 emissions tax, a
single tax that would apply to all sources in all countries. This would achieve
cost-effectiveness at both the intercountry level and intersource level within
each country, provided governments did nothing to thwart the uniform appli-
cation of the tax domestically. Economic studies of this approach have been
neatly summarized by Nordhaus. Figure 20.2 shows the relationship between
different levels of carbon tax and the percentage of reduction in CO2 emissions.
The points shown in the graph are the results of the different studies reviewed
by these researchers. The studies differed in terms of the countries and exact
circumstances to which they applied, but they do seem to tell a reasonably con-
sistent story. The curved line is drawn through the points, representing what
the author feels is the best summary of the studies. In effect the curve shows the
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FIGURE 20.2 Estimates of the Reductions of CO2 Emissions Produced 
at Different Tax Rates

Source: Based on William D. Nordhaus, “A Survey of Estimates of the Cost of Reduction of Greenhouse Gas Emissions,”
paper presented for the National Academy of Science, Committee on Science, Engineering, and Public Policy, February 1990.
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marginal costs of reducing CO2 emissions. To get a worldwide reduction of 20 per-
cent in CO2 emissions would require a tax of about $45/ton of carbon.A50 percent
CO2 reduction would need a $140 tax per ton, and the curvature of the graph
shows that deeper CO2 cutbacks would require progressively larger taxes.

Whether any significant international effort can be mounted to establish a
worldwide carbon tax is highly problematic. A tax high enough to produce sig-
nificant CO2 reductions would be especially burdensome in developing coun-
tries. Support might be encouraged if the proceeds of the tax could be shared
among countries so as to reduce the overall impact on poorer nations. Another
suggestion to increase the political palatability of a global carbon tax is to start
it off at a relatively low level, with some delay by developing nations (analo-
gous to the Montreal Protocol), and gradually increase it over time.

In international agreements real questions come up about monitoring and
enforcing. Self-monitoring by the individual countries is likely to be the only
practical solution to this issue because it is unlikely that countries would will-
ingly permit international monitoring efforts. The United Nations lacks execu-
tive power to enforce international environmental agreements. The Interna-
tional Court of Justice (ICJ) acts chiefly as a place for discussing disputes and
lacks mechanisms to enforce rulings. This leaves enforcement up to a combina-
tion of moral pressure and whatever unilateral actions states might take, such
as trade sanctions. Enforcing a tax might be easier to enforce than a cap-and-
trade program, because a tax can be implemented as a carbon tax on energy pro-
ducers or importers, while a CAP program requires that the quantities of emis-
sions of all sources, and their permit trades, be monitored and reported.

An important factor not mentioned so far is the costs to the various countries
of doing nothing: that is, simply adapting to global warming. These costs are
likely to place limits on the extent to which any particular country will readily
accept CO2 emission reduction requirements, since no country is likely to want
to spend more in control costs than the cost of accommodating to the change.
For cooler countries in higher latitudes, with relatively little critical shoreline,
adaptation costs may be fairly “modest.” Countries in the opposite situation
will have very high costs of adapting to higher temperatures and rising sea lev-
els. Countries differ also in terms of agricultural adaptability, the ability to shift
crops, varieties, cultivation methods, and so on, to maintain production in the
face of climate changes. So countries are likely to have very different percep-
tions about how they will be affected by global warming. The obstacles to an ef-
fective international follow-on agreement on greenhouse gas reduction are
many, and the need for creative treaty diplomacy is great.

Biological Diversity

Another problem that many people have begun to appreciate in recent years is
the worldwide reduction in diversity among the elements of the biological sys-
tem. This can be discussed at several levels: diversity in the stock of genetic
material, species diversity, or diversity among ecosystems. But the long-run
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health of the whole system requires that there be diversity among its parts. Bio-
logical uniformity produces inflexibility and weakened ability to respond to
new circumstances; diversity gives a system the means to adapt to change.

The human population cannot maintain itself without cultivating certain
species of animals and plants. But the continued vigor of this relationship actu-
ally depends also on the stock of wild species. This dependence can manifest
itself in a variety of ways. About 25 percent of the prescription drugs in the
developed societies are derived from plants.12 Diseases are not static; they
evolve in response to efforts made to eradicate them. Thus, wild species of plants
constitute a vital source of raw material needed for future medicines. Wild
species are also critical for agriculture. Through traditional plant and animal
breeding, and even more through modern methods of biotechnology, genetic
material and the qualities they entail may be transferred from wild species into
cultivated ones. In 1979 a species of wild maize resistant to an important crop
virus was discovered in a remote corner of Mexico. When transferred to species
of domestic corn, this characteristic substantially enhanced the agricultural
value of that crop.

The stock of species at any particular time is a result of two processes: the
random mutations that create new species of organisms and the forces that de-
termine rates of extinction among existing species. Scientists currently estimate
the number of extant species at between 5 and 10 million, of which about
1.4 million have been described. When a species goes extinct, we lose forever
whatever valuable qualities that organism may have had. The normal, long-run
rate of species extinction has been estimated at about 9 percent per million
years, or 0.000009 percent per year.13 Thus, this is the normal rate at which the
information contained in the species stock vanishes. At several times in the ge-
ological past, the rate of extinctions has been very much higher. One of these
times was the period, millions of years ago, during which the dinosaurs died
off. Another is today. But while the earlier period was the result of natural
causes, today’s rapid destruction of the stock of species is due primarily to the
actions of human beings.

Some species go extinct because they are overexploited. But the vast major-
ity are under pressure because of habitat destruction. This comes primarily
from commercial pressures to exploit other features of the land: logging off the
trees for timber or wood, converting the land to agricultural uses, clearing the
land for urban expansion, and so on. This has been a particular problem in
many third-world countries, which contain a disproportionately large share of
the world’s wild species, but which are also under great pressure to pursue
modern economic development.

The information contained in the global stock of genetic capital has consis-
tently been undervalued. This is partly because we do not know what is there
or what portions of it may turn out to be important in the future. It is also

12 U.S. Office of Technology Assessment, Technologies to Sustain Tropical Forest Resources and

Biological Diversity, Washington, DC, May 1992, p. 60.
13 Edward O. Wilson (ed.), Biodiversity, National Academy Press, Washington, DC, 1986.
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because, almost by definition, it is impossible to know the value of the genes in
a species that has gone extinct; we cannot miss something we never realized we
had. But primarily the undervaluation of the stock of wild germ plasm is a func-
tion of the institutions governing the management of wild species. Whereas the
market values of conventional products ensure that their production will be
pursued with vigor, there are normally no comparable market values for the
information contained in the wild gene pool.

In the United States the Endangered Species Act (ESA) of 1973 was enacted
to help preserve individual species. When a species is listed as either “endan-
gered” or “threatened,” steps may be undertaken toward its preservation. This
includes prohibitions on the “taking” (killing or wounding) of any individual of
that species, and a requirement that actions authorized or funded by any fed-
eral agency not put in jeopardy the continued existence of the species. This ESA
type of approach is pursued also in a number of other federal laws (e.g., the
Bald Eagle Protection Act of 1940, the Marine Mammal Protection Act of 1972,
and the Salmon and Steelhead Conservation and Enhancement Act of 1980).
Each state also has its own endangered species laws. Although these laws have
had some success in preserving individual species, they are relatively ineffec-
tive at preserving diversity, which is not a matter of a single species but of a
relationship among a large number of species.

The effective maintenance of biodiversity depends on the maintenance of
habitats in amounts big enough that species may preserve themselves in com-
plex biological equilibria. This involves first identifying valuable habitats and
then protecting them from development pressures that are incompatible with
preserving the resident species. In the United States, a large network of reserved
lands has been preserved in the public domain, national parks, wilderness
areas, wildlife refuges, and the like. The fact of the matter is, however, that the
world’s primary areas of genetic and species abundance and diversity are in de-
veloping countries in Central and South America, Africa, and Southeast Asia.14

Efforts have been made in some of these countries, sometimes vigorously
and sometimes not, to protect areas of high biological value by putting them
into some sort of protected status—sanctuaries, reserves, parks, and so on. But
here the situation is usually much more complicated by high population pres-
sures. People who are struggling to get enough resources to achieve some de-
gree of economic security may feel that something called biological diversity is
not particularly relevant. Land reservation for species preservation is essen-
tially a zoning approach, and it suffers the same fundamental flaw of that pol-
icy: it does not reshape the underlying incentives that are leading to popula-
tion pressure on the habitats.

One suggestion that has been made to change this is to create a more com-
plete system of property rights over genetic resources. At the present time,
property rights are recognized for special breeder stock, genetically engineered
organisms, and newly developed medicines. This provides a strong incentive

14 The countries especially recognized for biological diversity are Mexico, Colombia, Brazil, Zaire,

Madagascar, and Indonesia.
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for research on new drugs and the development of improved crops. But this in-
centive does not extend backward to the protection of wild gene plasm, espe-
cially in developing countries. Thus, the suggestion is to clarify property rights
in wild species and let countries themselves exercise these property rights in
world markets for genetic information. By allowing them to sell the rights to
parts of the genetic stock, countries would have a way of realizing the values in-
herent in these stocks and would therefore be motivated to devote more effort
and resources to their protection. Countries also would have stronger incen-
tives to inventory and describe species that are still unknown.

In fact, events may be moving in this direction already. A contract was
recently signed between Merck and Company, a U.S. pharmaceutical firm, and
the Instituto Nacional de Biodiversidad of Costa Rica. The contract calls for an
up-front payment of $1 million, plus royalties on discoveries of commercial
value, while the Costa Rican agency will undertake steps to catalog and pre-
serve biological resources in that country. The American Cancer Institute has
negotiated contracts with Zimbabwe, Madagascar, and the Philippines for
access to genetic resources in these countries. A British firm named Biotics is
functioning as a broker between potential suppliers and buyers of genetic
resources.15

Especially important is how this type of approach would filter down to affect
individuals who are actually using the land. It is highly doubtful if substantial
amounts of land could be put off limits to any type of development if
population pressure continues high. So attention needs to be directed also at
developing modes of commercial agriculture that are compatible with genetic
and species preservation. Production based on retaining natural habitat re-
quires two things: that cultivators have secure property rights and that there be
strong markets for the types of “crops” produced in this kind of system.

Summary
In recent years we have seen the rise of truly global environmental problems,
especially those dealing with the disruption of the global atmosphere. In these
cases it is as if all the nations of the world were homeowners living around a
small lake, each one dependent on the lake for water supply, but each one also
using the lake for waste disposal.

Depletion of the earth’s protective ozone layer has been a result of the wide-
spread use of chlorofluorocarbons for refrigerants, solvents, and other uses.
What once were regarded as miracle chemicals now have turned out to be life
threatening. The increased ultraviolet radiation this produces at the earth’s
surface will increase skin cancers and eye cataracts and have a substantial im-
pact on agricultural production. In recent years chemical companies have had
success in developing substitutes for CFCs. This greatly facilitated the signing
of the Montreal protocol, an international agreement among most of the

15 R. David Simpson and Roger A. Sedjo, “Contracts for Transferring Rights to Indigenous Genetic

Resources,” Resources, 109, Fall 1992, Resources for the Future, Washington, DC, pp. 1–5.
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nations of the world that will lead to a phaseout of the production and con-
sumption of CFCs over the next few decades.

The global greenhouse effect will be more difficult to deal with. Burning fossil
fuels has increased the CO2 content of the atmosphere, affecting the earth’s radi-
ation balance and leading to an increase in mean global temperatures. Substantial
impacts are expected on weather patterns around the globe. These are expected to
disrupt agricultural operations in significant ways. A rise in the sea level will
have profound impacts on coastal communities. A substantial attack on the phe-
nomenon will require cutting back on the use of fossil fuels. Virtually all countries
are dependent to a greater or lesser extent on fossil fuels to power their
economies. Thus, we must emphasize cost-effective policies to improve energy
efficiency and to switch to fuels that emit less CO2. The Kyoto protocol is the first
step toward effective international efforts to reduce global CO2 emissions.

The destruction of biological diversity is a subtler global problem, but it may
be just as costly in the long run. Dealing with this problem will require greater
efforts to preserve habitat and develop agriculture that is compatible with
species preservation. Effective action will mean doing something about the in-
centives that currently lead to species destruction.

Questions for Further Discussion

1. Many countries are adopting a “wait and see” strategy on CO2 emissions and
atmospheric warming. What would a rational “wait and see” strategy look like?

2. When CFCs were first introduced 50 years ago, their benefits were obvious,
and nobody appreciated the long-run impacts they might have. How do we
guard ourselves against unforeseen long-run effects such as this?

3. In the absence of a worldwide agreement to reduce CO2 through a carbon
tax, how effective might it be if just one country, or a small number of coun-
tries, instituted a tax unilaterally?

4. Rather than placing a tax on fuels or the carbon content of fuels, taxes might be
put on fuel-using items, such as “gas-guzzling” cars, less efficient appliances,
or houses with poor insulation. Which type of tax would be more efficient?

5. Global warming is predicted to affect countries differently, which is one reason
it is difficult to get all countries to agree on a global CO2 treaty. Do you think it
will be easier to get agreement after the results start showing up in different
countries?

6. How many different formulas can you think of for allocating a reduction in
global CO2 among the nations of the world? Compare and contrast these in
terms of efficiency and equity.

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Chapter21
International
Environmental
Agreements

In the last chapter we discussed several global environmental issues. In one of
these—stratospheric ozone depletion—nations of the world have signed an in-
ternational agreement to reduce emissions of the main chemicals causing the
problem. The Kyoto Protocol to the United Nations Framework Convention on
Climate Change, negotiated in 1997, addresses some issues of global warming.
As countries continue to grow, more and more environmental problems will
spill beyond national borders—not just these global cases, but also a rising
number of environmental externalities inflicted by people in one country on
those of another. So while environmental policies continue to evolve within
individual countries, there will be a growing need to develop multicountry
attacks on environmental problems.1 In the final chapter of this book, therefore,
we take a look at some of the economic issues involved in the creation of
international environmental agreements.2

International environmental policy has a distinctly different character from
national policies. The most salient difference is that on the international level
the available enforcement mechanisms are much weaker than at the national
level. Within any country, authoritative regulatory authorities can be called
upon to enforce whatever laws are passed, although this does not imply by any
means that all environmental laws will be adequately enforced. But on the

1 The international scope of many environmental problems was first highlighted by the 1972

United Nations Conference on the Human Environment (the “Stockholm Conference” or first

“earth summit”), which led to the United Nations Environment Program (UNEP) and the “earth

summits” of Rio de Janeiro in 1992 and Johannesburg in 2002.
2 In writing this chapter I have relied heavily on Scott Barrett, Environment and Statecraft: The

Strategy of Environmental Treaty-Making, Oxford University Press, Oxford, U.K., 2003. See also his

book Why Cooperate? The Incentive to Supply Global Public Goods, Oxford University Press, 2007.
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international level enforcement authorities do not exist. Thus, environmental
policy at this level consists essentially of international agreements among sov-
ereign states, where each country pledges to follow certain specified courses of
action as regards emissions reductions or other steps for environmental protec-
tion. Enforcement then has to be carried out either through voluntary means
like moral suasion, or else through retaliation by whatever pressure a country
or group of countries may be able to exert on recalcitrant countries. Sometimes
environmental agreements are incorporated into international trade agree-
ments, so that relaxation of restrictions on the trade of goods and services
becomes linked to environmental regulations. For example, regulations per-
taining to emissions of vehicles that are used for transport across the Mexican
and U.S. and Canadian borders are part of the North American Free Trade
Agreement (NAFTA). Trades restrictions are also part of the Montreal Protocol
for reducing ozone-depleting substances.

In this chapter we review some of the main features of international environ-
mental agreements, focusing especially on the incentive situations facing coun-
tries that are considering an agreement. The discussion begins with a brief de-
scriptive section that shows the great variety of international environmental
agreements that have been concluded to date. It then moves to cases that in-
volve just two countries, followed by the case of multiple-country agreements.
The chapter ends with a discussion of an issue that will become increasingly
important as national economies continue to grow: the environmental quality
implications of international trade.

General Issues

The history of international agreements on natural resource matters goes back
many centuries, to the time when countries sought to agree on navigation rules
to cover ocean passages. In the 20th century international treaties proliferated
as a result of the rapidly expanding list of environmental problems involving
multiple countries. Table 21.1 shows a partial list of current multilateral agree-
ments pertaining to natural and environmental resources. The number of coun-
tries involved varies from 3 to 161.

Numerous treaties have been concluded on marine pollution, beginning
with oil-pollution agreements and later extending to more general pollution-
control measures. Although much attention has been given recently to the issue
of protecting the resources of biological diversity, the first international treaties
on flora and fauna were actually made decades ago. By now there are many
such treaties, including the important 1973 convention on international trade in
endangered species.3

3A treaty is an agreement in which all the details have presumably been worked out and

expressed in the document to which each signing country agrees. A convention is an agreement in

which parties agree on a general framework that is expected to be supplemented in the future by

one or more protocols that work out the details.
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TABLE 21.1 Selected International Environmental Agreements

Date of Date of Entry Number of
Name of Agreement Adoption into Force Signatories

Marine Pollution

International Convention for the 
Prevention of Pollution of the Sea by Oil 
(as amended 11/4/62 and 10/21/69) 1954 1958 69

Agreement for Cooperation in Dealing 
with Pollution of the North Sea by Oil 1969 1969 8

International Convention on Civil Liability 
for Oil Pollution Damage (as amended) 1969 1975 64

International Convention Relating
to Intervention on the High Seas in 
Cases of Oil Pollution Casualties 1969 1975 75

Convention on the Prevention of Marine 
Pollution by Dumping of Wastes and 
Other Matter (“London Dumping”) 1972 1975 82

International Convention for the Preven-
tion of Pollution from Ships, 1973 1973 1983 113

Convention on the Prevention of Marine 
Pollution from Land-Based Sources 1974 1978 13

Convention for the Protection of the 
Mediterranean Sea Against Pollution 1976 1978 21

International Rivers

Protocol Concerning the Constitution 
of an International Commission for the 
Protection of the Mosel Against Pollution 1961 1962 3

Agreement Concerning the International 
Commission for the Protection of the 
Rhine Against Pollution 1963 1965 6

Convention on the Protection of the 
Rhine Against Chemical Pollution 1976 1979 6

Convention Creating the Niger Basin 
Authority and Protocol Relating to the 
Development Fund of the Niger Basin 1980 1982 9

Flora and Fauna

European Treaty on the Conservation 
of Birds Useful to Agriculture 1902 1905 10

Convention Relative to the Preservation 
of Fauna and Flora in Their Natural State 1933 1936 10

Convention of Nature Protection and 
Wildlife Preservation in the Western 
Hemisphere 1940 1942 22
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TABLE 21.1 (Continued)

Date of Date of Entry Number of
Name of Agreement Adoption into Force Signatories

Flora and Fauna

International Convention for the 
Regulation of Whaling (as amended) 1946 1948 40

International Convention for the 
Protection of Birds 1950 1963 15

International Plant Protection Convention 1951 1952 111

International Convention for the High 
Seas Fisheries of the North Pacific Ocean 
(as amended) 1952 1953 3

Convention on Fishing and Conservation
of the Living Resources of the High Seas 1958 1966 57

International Convention for the
Protection of New Varieties of Plants 
(as amended) 1961 1968 46

Convention on the African Migratory 
Locust 1962 1963 16

African Convention on the Conservation 
of Nature and Natural Resources 1968 1969 43

European Convention for the Protection 
of Animals During International Transport 1968 1971 20

Benelux Convention on the Hunting and 
Protection of Birds (as amended) 1970 1972 3

Convention on Wetlands of International 
Importance Especially as Waterfowl 
Habitat 1971 1975 124

Convention for Conservation of Antarctic 
Seals 1972 1978 12

Convention on International Trade in 
Endangered Species of Wild Fauna and 
Flora 1973 1975 155

Agreement on Conservation of Polar Bears 1973 1976 5

Convention on Conservation of Nature 
in the South Pacific 1976 1990 6

Convention on Migratory Species 1979 1983 75

Convention on Biological Diversity 1992 1993 178

Nuclear

Convention on Third Party Liability in the 
Field of Nuclear Energy (as amended) 1960 1968 16

Vienna Convention of Civil Liability 
for Nuclear Damage 1963 1977 35

(Continued)
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TABLE 21.1 (Continued)

Date of Date of Entry Number of
Name of Agreement Adoption into Force Signatories

Nuclear

Treaty Banning Nuclear Weapon Tests in 
the Atmosphere, in Outer Space and 
Under Water 1963 1963 117

Treaty on the Prohibition of the 
Emplacement of Nuclear Weapons and 
Other Weapons of Mass Destruction on 
the Sea-Bed and the Ocean Floor and in 
the Subsoil Thereof 1971 1972 79

Convention on Early Notification of a 
Nuclear Accident 1986 1986 97

Air Pollution

Convention on Long-Range 
Transboundary Air Pollution 1979 1983 49

Protocol to the 1979 Convention on Long-
Range Transboundary Air Pollution on 
Long-Term Financing of the Co-operative 
Programme for Monitoring and Evalu-
ation of the Long-Range Transmission of 
Air Pollutants in Europe (EMEP) 1984 1988 38

Protocol to the 1979 Convention on 
Long-Range Transboundary Air Pollution 
on the Reduction of Sulphur Emissions or 
Their Transboundary Fluxes by at Least 
30 Percent 1985 1987 22

Protocol to the 1979 Convention on 
Long-Range Transboundary Air Pollution 
Concerning the Control of Emissions of 
Nitrogen Oxides or Their Transboundary 
Fluxes 1988 1991 29

Vienna Convention for the Protection 
of the Ozone Layer 1985 1988 176

Montreal Protocol on Substances that 
Deplete the Ozone Layer 1987 1989 175

Kyoto Protocol to the United Nations 
Framework Convention on Climate 
Change 1999 2005 140

Miscellaneous

The Antarctic Treaty 1959 1961 44

European Convention on the Protection 
of the Archaeological Heritage 1969 1970 25
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TABLE 21.1 (Continued)

Date of Date of Entry Number of
Name of Agreement Adoption into Force Signatories

Miscellaneous

Ramsar Convention on Wetlands 1971 1975 124

Convention on the Prohibition of the 
Development, Production and Stockpiling 
or Bacteriological (Biological) and Toxin 
Weapons, and on Their Destruction 1972 1975 145

Convention Concerning the Protection 
of the World Cultural and Natural Heritage 1972 1975 98

Treaty for Amazonian Co-operation 1978 1980 8

Convention on the Conservation of 
Antarctic Marine Living Resources 1980 1982 21

Convention Concerning Occupational 
Safety and Health and the Working 
Environment 1981 1983 34

United Nations Convention on the Law 
of the Sea 1982 — 161

Convention on the Regulation of 
Antarctic Mineral Resource Activities 1988 — 17

Basel Convention on the Control 
of the Transboundary Movements 
of Hazardous Wastes and Their Disposal 1989 1992 142

Source: Scott Barrett, Environment and Statecraft: The Strategy of Environmental Treaty Making, Oxford University Press,
Oxford, U.K., 2003, pp. 165–194.

A standard international agreement will contain provisions specifying the
actions to be undertaken by each signatory country, as well as numerous insti-
tutional and logistical matters, such as what kind of governing agency is to be
established, how its work is to be funded, what information is to be shared, and
so on.

Many of the multilateral treaties are actually regional in scope. This includes,
for example, the water and air pollution control treaties among the countries of
Europe. The United Nations has sponsored a number of regional agreements in-
volving countries bordering particular seas (Mediterranean Sea, Red Sea,
southeastern Pacific Ocean, western African coastal waters, Caribbean Sea,
etc.). Besides the multilateral treaties there are hundreds of bilateral treaties,
addressing the environmental problems of just two countries. The United States
and Canada have concluded a number of bilateral agreements, including agree-
ments dealing with acid rain and with the management of the Great Lakes. The
United States and Mexico also have worked out several environmental agree-
ments dealing with hazardous waste shipments, the use of the Colorado and
Rio Grande rivers, and other matters.
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The Economics of International Agreements

When international agreements are being negotiated, the focus is usually on po-
litical issues. This is natural, since what is going on are complex negotiations
among sovereign states. But underlying the political interactions—national
sovereignty, political assertiveness, creative diplomacy, and so on—lie many
bedrock economic factors that affect the perceived benefits and costs accruing
to the different participants and the incentives they have for entering into envi-
ronmental agreements. In the next few sections we discuss some of these issues.

Bilateral Agreements
First consider the case of just two countries—call them Country A and Coun-
try B. B is downwind from A, so SO2 emissions from A contribute to acid rain
both at home and in B. In B, SO2 emissions contribute to acid rain only in that
country; because of prevailing wind patterns, there is no reciprocal acid rain ex-
ternality inflicted by B upon A. This situation is pictured in Figure 21.1. It shows
the marginal abatement costs in A (MACA) and the marginal damage functions
associated with the emissions of that country. Marginal damages arising in A
itself are shown as MDA, whereas MDT are aggregate marginal damages for
both A and B. The marginal damages in B from A’s emissions, in other words,
are (MDT  MDA). If A were managing its emissions without regard to the
externalities produced in B, it would regard point e1 as the efficient level of
emissions.

FIGURE 21.1 Bilateral Transboundary Pollution and the
Economics of Reaching an Agreement
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But for emissions in A to be internationally efficient, it is necessary to take into
account the effects on B. The “globally efficient” level of emissions is e2. The
added attainment costs in A to achieve this further reduction in emissions is an
amount equal to the area (d  f). But this is more than offset by a reduction in
damages totaling (c  d  f), of which f represents damage reduction in A,
whereas (d c) is damage reduction in B.

We saw in Chapter 10 that negotiations between polluters and those damaged
can result in efficient emission levels, given that property rights are clearly de-
fined and that transactions costs are minimal. On the international level, direct
negotiations between private parties involved are essentially ruled out, because
under international law private citizens of one country do not have the right to
sue private citizens in another country. Instead, negotiations must be carried out
among political authorities of the two countries. This is where diplomacy comes
in because, in the example given previously, the reduction in A’s emissions from
e1 to e2 involves negative net benefits in that country—added costs of (d f ) and
reduced damages of only f. So, in effect, authorities would be asking people in
Country A to make a sacrifice to benefit people in another country. This kind of
thing happens all the time within individual countries. But across countries the
institutions of policy are weaker, depending essentially on diplomatic skills and
whatever international sanctioning can be carried out through moral, economic,
or political means.

According to the precedents in international law, cases like this are supposed
to be covered by a polluter pays principle (PPP). The Trail Smelter case of 1935
is an important source of that precedent. Trail Smelter was a metal refinery in
British Columbia whose SO2 discharges damaged farm crops across the border
in the United States. The tribunal finding in favor of the farmers stated that
under the principles of international law “no State has the right to use or permit
the use of its territory in such a manner as to cause injury by fumes in or to the
territory of another.”4 This declaration was embodied in the Declaration of the
1972 United Nations Conference on the Human Environment (the first “earth
summit”), which covered all types of transboundary pollution. Most interna-
tional agreements seek to incorporate the polluter pays principle.

But because international agreements are voluntary, it may be supposed that
individual countries will never sign any agreement that makes them worse off.
In other words, each prospective signatory must regard the agreement as leaving
them at least as well off as they would be without it. In our example, this means
that the two countries may have to shift partially to a “victim pays principle”
(VPP). The net loss to A in going from e1 to e2 would have to be compensated by
Country B. Country A has added abatement costs of (d  f ) in going from e1 to
e2, but it also experiences added benefits (reduced damages) of f, so its extra costs
are equal to d. Since B’s damage reduction totals (c  d), it could compensate A
for these costs and still be ahead by an amount equal to c.

4Quoted in William A. Nitze, “Acid-Rain: A United States Perspective,” in Daniel Barstow

Magraw (ed.), International Law and Pollution, University of Pennsylvania Press, Philadelphia,

1991, p. 346.
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It is not straightforward politically for countries to make payments of this
sort (sometimes called side payments) as part of an environmental agreement.
They sometimes do occur, however. For example, the convention on controlling
chlorine pollution in the Rhine River involved payments from downstream
countries to sources in upstream countries. A number of treaties for allocating
water rights have involved direct payments.

Rather than direct payments, countries may be able to arrange side payments
by shaping their normal trade agreements. Countries that are trying to reach en-
vironmental agreements will usually be involved in normal commercial inter-
actions. Side payments can thus be arranged by altering some of these trade in-
teractions. Hilary Sigman has shown that the greater the interaction among
countries in terms of trade, the lower the pollution levels in shared rivers.5 This
presumably happens because countries that have a lot of mutual trade have
more leverage over one another to conclude formal or informal environmental
agreements.6

Multilateral Agreements
Consider now a situation where a number of countries all contribute to an en-
vironmental problem that affects all of them. Examples are acid rain pollution
stemming from SO2 emissions, pollution of a regional sea by riparian coun-
tries, stratospheric ozone depletion through emissions of CFCs, and the
greenhouse effect stemming from CO2 emissions. In these cases the damages
suffered by each country are related to the level of total emissions, present
and probably past, of all the countries. From an economic standpoint there
are both efficiency and equity issues in these types of international agree-
ments. There is the basic efficiency question of balancing overall benefits and
costs. For most international agreements, especially the truly global ones,
there are enormous difficulties in estimating total global benefits with any ac-
curacy. The impacts are too massive, and there are extraordinarily difficult
problems of trying to compare benefits across countries that are in very dif-
ferent economic circumstances. So on the benefit side we usually settle for an
enumeration of the physical impacts of various environmental changes and
some idea of how these impacts might be distributed among countries. This
means that most of the emphasis is likely to be placed on abatement costs and
their distribution.

There are two major issues related to cost: (1) what methods to adopt in vari-
ous countries to meet the performance required by the agreements and (2) how to
share the overall costs among the participating countries. Of course, the questions

5Hilary Sigman, “Does Trade Promote Environmental Coordination? Pollution in International

Rivers,” Contributions in Economic Analysis and Policy, Vol. 3, Issue 2, Article 2, 2004.
6In addition, John Krutilla’s early study of the Columbia River Treaty between the United States

and Canada shows that the distribution of costs in the treaty was primarily related to the desire

of the United States to stimulate economic development in Canada. See John V. Krutilla, The

Columbia River Treaty: A Study of the Economics of International River Basin Development, Johns

Hopkins Press, Baltimore, MD, 1968.
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are related because cost-effective measures undertaken by signatory countries
can substantially reduce the costs of the overall program that must be shared. The
importance of cost distribution arises because these global emission control
agreements supply global public goods. The benefits accruing to any particular
country from, say, a 20 percent cut in CO2 will be the same no matter where, and
by whom, the CO2 is reduced.7 Thus, each country has some incentive to get other
countries to bear as much of the total global abatement costs as they can. The in-
centive difficulties are very similar to those we discussed when introducing the
concept of public goods in Chapter 4. They can be illustrated with a simple nu-
merical example.

Suppose a country (call it “country A”) is trying to decide whether to invest
$10 billion in reducing CO2 emissions. These emissions contribute to a global
problem of temperature increases. Suppose that the proposed action is part of a
multilateral effort by countries all around the world to reduce global emissions
by getting each country to reduce its emissions. There are three interesting situ-
ations that might occur. The following tabulation shows the benefits and costs
to country A in each of these cases:

Situation Costs Benefits Net Benefits

1. All countries agree to reduce emissions. 10 20 10

2. No agreement is reached. 0  5  5

3. All other countries agree to reduce emissions, 
but country A does not. 0 19 19

If all countries follow the agreement, country A devotes $10 billion to control
costs and then experiences, for example, $20 billion in benefits. The net benefits
to country A in this case are $10 billion.

If there is no agreement, however, country A has no control costs. But it now
experiences negative benefits, in the form of environmental costs, of $5 billion.
Its net benefits in this case are therefore  $5 billion. It would seem rational for
country A to be part of the global agreement.

But there is a third possible situation. Country A may try to take advantage
of an agreement entered into by all the other countries. It could do so by staying
out of the agreement and experiencing zero control costs. Its benefits would
then appear to be $19 billion (a billion less than if it were to join the agreement
because it won’t be cutting back its own emissions), so its net benefit would be
$19 billion. It can gain with an agreement, but it could gain even more by stay-
ing out of the agreement put together by the other countries. In this case it is
free riding on the control efforts of the others.

The problem is, if one country perceives that it could better its circumstances
by trying to free ride, other countries can have the same perception. But in that
case there would be no agreement.

7 This does not mean that the benefits will be the same for all countries—we know this is not true

because of the way the global meteorological system works—only that the effects on any

particular country are invariant to the source of the reduction.
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The Distribution of Costs

The control costs that a country experiences can be affected in three ways:

1. In the choices it makes about reducing its own emissions, for example,
through strict command-and-control measures or through greater reliance
on incentive-based policies. This factor is important whether or not a country
is part of a large multilateral agreement.

2. Through the choice of the rules chosen in an international agreement as to
how overall emission reductions will be distributed among countries.

3. By payments made by some countries to others as part of an international
agreement to help offset costs in the recipient countries. These are transfer
payments, sometimes called, in the jargon of economics, side payments.

Side payments can take many forms. In the Montreal protocol dealing with
global CFC reductions, the advanced economies agreed to help the developing
countries through technology transfer, a process whereby the recipient coun-
tries are aided financially and technically to adapt and adopt technologies pro-
duced in the developed countries for reducing CFC use.

International Agreements in Practice
Numerical examples such as those used in the last section are useful to depict
the incentives facing individual countries that might be considering an interna-
tional environmental agreement. But it’s impossible to use them to predict the
results of such agreements because international negotiations on environmental
treaties are only one dimension of the full set of international interactions
among countries. How an individual country behaves in bargaining over, for
example, a treaty reducing CO2 emissions depends not only on the merits of
that particular problem but on the whole gamut of international relationships in
which it is involved. If it is involved simultaneously in negotiations on other
matters, it may be more concerned with the total outcome and be willing to
compromise in some areas in return for concessions in others. In addition, when
countries are involved in many negotiations, they may be concerned particu-
larly with shoring up their reputations as hard bargainers, which may lead
them to behave in certain cases in ways that look to be inconsistent with their
self-interest. The outcomes of treaty negotiations depend on context and the
strategic possibilities that the times have made available, which is another
reason we use the simple examples of the previous section for depicting the un-
derlying economic logic of international agreements and not for actually pre-
dicting events.

Cost-Effectiveness in Multinational Agreements
The previous discussion was couched in terms of an international agreement to
secure certain emission reductions from each of the participating countries. This
is the way most international agreements are shaped; there is a strong bias to-
ward treating each country in the same way by applying the same reduction
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goals to each. Only in the recent treaty for the reduction of CFCs and other
ozone-depleting substances has there been a differentiation among countries,
and here it was a simple distinction between developed countries as a group
and developing ones as another group. Within each broad group the CFC-
reducing targets are the same for each country.

We have discussed the efficiency aspects of this approach many times. The
main problem is that it does not take advantage of differences in marginal
abatement costs among sources, meaning countries in this case. To accomplish
this would require larger cutbacks from nations with relatively low marginal
abatement costs and less reduction from those with higher costs. But these
nonuniform reductions appear to run counter to the principle of treating every-
body alike. Suppose each of two countries would benefit the same amount from
cutbacks in emissions, but have different marginal abatement cost functions.
These are pictured in Figure 21.2. The marginal abatement costs of Country A
rise much more steeply than those of Country B. Current emissions are 100 from
Country A and 80 from Country B. An agreement requiring a uniform 50 per-
cent reduction would put A at 40 and B at 50. But the costs of achieving this
would be much higher for A (a b c) than for B (d e). Country A might very
well fail to agree with uniform reductions when there would be such a large dis-
crepancy in total abatement costs. If it were desired nonetheless to specify a
treaty in terms of specific cutbacks from each, they could perhaps be set so that
the total abatement costs of each country were the same (assuming each coun-
try had reliable information about the other country’s abatement costs), but this
would violate the uniform emission reduction principle, and it would not be
cost-effective.

When abatement costs differ among countries, in other words, it will be dif-
ficult to achieve cost-effectiveness if there is strong allegiance to the same type
of equiproportionate rule. One possible way of doing this might be to institute
a global transferable discharge permit (TDP) system, whereby the number of
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permits given out in the initial distribution met some equiproportionate reduc-
tion principle, with trading then moving the distribution of permits toward one
that more nearly satisfied the equimarginal rule. Whether this is even remotely
feasible in today’s international political climate is highly doubtful.

International Trade and the Environment

Profound changes are occurring in the world economy and in the economic
interactions among the 200 or so countries that make it up. It once appeared
simple: industrialized countries produced manufactured goods, some of
which they traded among themselves, and some of which they exported to
developing countries in return for primary products. But at the beginning of
the 21st century things are changing dramatically through the rise of the
multinational company, owing allegiance to customers and suppliers, not to
particular countries; the development of a truly global, integrated financial
market; the appearance of briskly expanding industrial countries from among
the previously less developed group; the development of huge new regional
trading blocs of southeast Asia, North America, and the European Union;
and the massive change in the old socialist bloc and its reintegration into
the world economy. These changes collectively have come to be called
globalization.

The full range of environmental implications of globalization will be hard to
sort out. One major feature of globalization is substantially increased levels of
trade among the countries of the world. The connections between increased
trade and environmental factors can be summarized as follows:

• The reciprocal interaction of trade flows and environmental protection: How
will increased trade affect environmental damages in trading countries, and
how will national efforts to protect the environment have an impact on inter-
national trade? These issues can be looked at from the standpoint of just two
trading countries or from that of more comprehensive trading networks.

• The question of whether, and under what conditions, an individual country
may legitimately put restrictions on its trade by restricting either imports or
exports in the name of preserving environmental quality.

• The circumstances under which the world community as a whole can effec-
tively improve the world environment by placing restrictions on interna-
tional trade.

Free Trade vs. Environmental Trade Restrictions
Over the last four decades or so, the countries of the world have made special
efforts to foster free and unhindered trade. This has been done in the name of
improved economic welfare. Free trade allows countries to prosper by giving
them expanded markets for things on which they have a comparative advan-
tage in production and gives them greater opportunities to procure goods for
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which they have a comparative disadvantage. The prosperity of many coun-
tries, both developed and developing, depends critically on international trade.
The problem is whether the emphasis on moving toward free trade may make it
more difficult for countries to protect the environmental resources that they
value.

The main international institution governing trade is the World Trade Orga-
nization (WTO).8 Its purpose is to set out a list of rules and procedures to be fol-
lowed by nations in their international trade relationships. It is especially aimed
at reducing the barriers to trade, to get nations to refrain from putting tariffs
and quotas on imports or subsidies on exports, and in general to move toward
conditions of free trade among the world’s nations, almost all of whom are
members of the WTO. One section of the WTO agreement also outlaws what are
called nontariff barriers such as excessive inspection requirements, excessive
product specifications, and the like. But there is a very broad list of conditions
that are exceptions to WTO rules; one is that governments are allowed to set re-
strictions in order to achieve the “protection of human, animal or plant life or
health,” and the “conserving of natural resources.”

Consider the analysis of Figure 21.3. It shows the behavior of producers and
consumers of a product in a particular country that also relies upon imports for
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FIGURE 21.3 Effects of Environmental Regulations on Domestic
Production and Imports

8 WTO is the successor to the General Agreement on Tariffs and Trade (GATT), which came into

being in the 1940s as an international effort to foster an increase in world trade.
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a large part of its supply. The demand curve (D) is domestic demand for the
product, whereas S is the domestic supply curve, that is, the supply curve of
domestic producers. Without imports, price and quantity would settle at the
intersection of these two curves. But let us introduce an import supply curve,
labeled I. This supply curve is actually horizontal because we assume that a
relatively large amount of this item is produced in the world, so this importing
country could import larger or smaller quantities without affecting the world
price. With the addition of imports, this country now ends up with a total con-
sumption at q0. Domestic production, meanwhile, is q1. The difference, (q0  

q1), is imported. With imports, the domestic price is also equal to the world
price.

WTO rules allow governments to set import restrictions on products that
have direct health implications, as long as it is done in a nondiscriminatory way.
Suppose the good in question is automobiles, the use of which causes air pollu-
tion. Setting tight emission standards increases the production costs for automo-
biles and therefore their prices. The importing country may require imported
cars to meet strict emission standards, which would have the effect of lifting the
import supply curve to I’. This is nondiscriminatory as long as domestic pro-
ducers are held to the same standards, in effect shifting the domestic supply
curve up to S’. The result of this is first to lower the total quantity of cars pur-
chased by people in this country, from q0 to q2. Second, assuming that the emis-
sion standards increase the costs of domestic supply as much as they do
imports, the pollution control applied to both domestically produced cars and
imports will leave domestic production unchanged but reduce imports, from
(q0  q1) to (q2  q1).

In this case the purpose of the strict emission standards was to protect
human health. When it is not a matter of human health but, say, one of environ-
mental aesthetics, the case may be less clear. In recent years Denmark placed a
ban on the use of nonrefillable drink containers. This was presumably done
in the name of reducing litter. It also proceeded to ban the importation of non-
refillable containers from neighboring European countries. These countries
objected, saying that the ban was really just a way of protecting Danish drink
producers from competition. But in this case the European court ruled in favor
of Denmark.

Things become decidedly less clear when it is not the consumption of a
good that causes pollution but its production. Suppose that a country produces
a product and in the process also causes a certain amount of air pollution. Sup-
pose further that it adopts an air pollution program to curb emissions from this
industry. Suppose even further that the item is produced in other countries and
imported, but that the countries from which it is imported do not undertake
any type of pollution-control efforts. The producers of the importing country
are now at somewhat of a cost disadvantage because they have to operate
under environmental constraints and their competitors don’t. Can this country
legally (i.e., within the WTO rules) put a tariff on the importation of this item
to equalize the cost burden? One might argue that this would tend to protect
people in other producing countries who are exposed to air pollution from the
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firms making this item, but WTO rules presumably allow countries to take ac-
tion only to protect their own citizens, not those in other countries. And a tar-
iff against the good may have no impact on lessening air pollution in other
countries; the only way that could be done would be through explicit pollu-
tion-control programs in those countries, and there is certainly no way for the
first country to enforce such programs.

The interrelationship of environmental issues and trade problems has re-
cently raised the possibility that environmental standards will be co-opted by
those whose interest is primarily to protect themselves against international
competition. It is a familiar sight to see representatives of some industry that
feels threatened by producers in other countries appealing to political authori-
ties for a tariff or some other barrier against imports. Environmental factors
now may give them added ammunition. If they can plausibly argue that the for-
eign competitors are causing damage to environmental resources, they may be
better able to justify the trade barrier. The key is whether the environmental im-
pacts of foreign producers are legitimately a concern of the importing country.
In a recent case, the United States barred imports of tuna from Mexico that had
been caught using methods that cause excessive mortality among dolphins. The
question that needs to be sorted out is whether Americans really do have a sub-
stantial willingness to pay for protecting dolphins, wherever they may be, or
whether this was just being used as an excuse by U.S. tuna companies to shield
themselves from foreign competition.

Trade Restrictions to Advance International
Environmental Goals
In some cases international environmental agreements involve trade agreements.

Montreal Protocol

As part of the international effort to reduce ozone-depleting chemicals, the
Montreal protocol prohibits exports of controlled substances (basically CFCs)
from any signatory nation to any state not a party to the Protocol. Furthermore,
signatory countries may not import any controlled substance from any
nonsignatory state. The purpose of these trade regulations is to ensure that pro-
duction of CFCs and other ozone-depleting chemicals does not simply migrate
to nonsigning countries.

London Guidelines on Chemicals

As we have discussed many times throughout this book, one major obstacle to
controlling environmental pollutants is lack of information—information on
pollutant emissions, damages, control costs, and so on. On the international
level the problem is even more severe than it is domestically because of the dif-
ferent ways countries have approached pollution-control problems and the
vastly different information requirements and availabilities among them. In
1989, 74 countries agreed to adopt the London Guidelines for the Exchange of
Information on Chemicals in International Trade, under the auspices of the
United Nations Environment Program (UNEP). The guidelines require that any
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country banning or severely restricting a particular chemical notify all other
countries of its actions, so that the latter can assess the risks and take whatever
action they deem appropriate. The guidelines also encourage “technology
transfer,” stating that states with more advanced chemical testing and manage-
ment technology should share their experience with countries in need of ap-
proved systems.

Basel Convention on Transboundary Movements of Hazardous Wastes

This 1989 agreement is aimed at the issue of international trade in hazardous
wastes. It does not prohibit this trade but does put requirements on it, espe-
cially information requirements. It puts an obligation on countries to prohibit
any export of hazardous wastes unless appropriate authorities in the receiving
country have consented in writing to the import and unless it has assurances
that the waste will be properly disposed of. It also has provisions on notifica-
tion, cooperation on liability matters, transmission of essential information,
and so on.

Convention on International Trade in Endangered Species 
of Wild Fauna and Flora

Roughly 5,000 animal species and 28,000 plant species are protected under the
international Convention on International Trade in Endangered Species of Wild
Flora and Fauna (CITES). CITES came into force in 1975. Under it, each country
is supposed to establish its own permit system to control the movement of
wildlife exports and imports. It is also supposed to designate a management
body to handle the permit system and a scientific body to determine whether
trade is likely to be detrimental to the survival of the species. Species are sepa-
rated into three classes: I—species threatened with extinction, in which com-
mercial trade is banned and noncommercial trade regulated; II—species that
may become threatened if trade is not held to levels consistent with biological
processes, for which commercial trade is allowed with conditions; and III—
species that are not currently threatened but for which international coopera-
tion is appropriate, for which trade requires permits.

The endangered species trade is considered by many to be a qualified suc-
cess, although much more remains to be done, especially in improving national
permit processes. There are some simple lessons to be derived from considering
this type of trade restriction, which we will pursue by looking at an interna-
tional supply-and-demand model of an endangered species. The same conclu-
sions can apply to other cases, such as export restrictions on logs to protect rain
forests. Consider the market model of Figure 21.4. This shows the world, or ag-
gregate, supply and export-demand conditions for a species of wildlife. The
supply function is based on the costs of hunting, transporting, processing,
recordkeeping, and so on, necessary to bring the wildlife to the point of export.
It is an aggregate supply function made up of the supply function of the various
countries in which that species grows. The demand function shows the quanti-
ties that the export market will take at alternative prices. The intersection of the
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two functions shows the market price and quantity of this type of wildlife that
will be traded in a year’s time.

Two types of trade constraints could be used to reduce the quantity of this
species moving in international trade: export controls and import controls. Each
will reduce the quantity traded, but they will have very different impacts on
price. Export controls work by essentially making exporting more costly, which
has the effect in Figure 21.4 of shifting the supply function upward from supply
curve S0 to supply curve S1. The result of this is a reduction in quantity traded,
in this case to q1. The amount that quantity falls depends on the extent to which
the supply curve shifts up and also on the slope of the demand function; the
steeper this slope the less will quantity contract. But this approach to trade re-
duction also leads to an increase in price, from the original price p0 to p1. This
price increase could have several impacts, depending essentially on property
rights. Imagine a case where the endangered species is subject to private own-
ership, either by individuals or by small, well-defined groups. Perhaps the
habitat of the species is under private ownership, for example. The higher price
for the species now becomes a signal for its owners to be more concerned about
its safety and welfare because, in this circumstance, efforts at conservation will
have a direct market payoff.

The added price will have the opposite effect, however, when property rights
in the endangered species are ill-defined or completely absent, which is the

FIGURE 21.4 Effects of Trade Policy on the International Market
in an Endangered Species
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usual case. Most of the habitats for the world’s endangered species are common
property, in the sense that either everybody has the right to enter and harvest
the animal or plant, or that, as in public parks, authorities are unable to keep
people from taking the species “illegally.” We saw, in Chapter 4, the problem to
which common-property resources are prone: because other users cannot be
kept out, nobody has an incentive to conserve the resource. It’s either use it or
lose it to some other harvester. The increased price for the endangered species
in this case will work against conservation. It will encourage higher rates of ex-
traction, higher rates of poaching on common-property habitats, and thus
higher pressure on the endangered species.

Controlling imports, however, drives the price downward. Import con-
trols have the effect of reducing the demand for the imported species. In
Figure 21.4 this leads to a backward shift in demand, from D0 to D1. This has
been drawn so as to give the same quantity reduction as before. But in this
case the price drops to p2. The effect of this price decrease is to decrease the in-
centives discussed in the previous paragraphs. In particular, where endan-
gered species are subject to common-property exploitation, the lower price
would lead to reduced pressure to harvest and less rapid population decline.
Something of this sort has happened recently as a result of an international
ban on ivory imports. The ban has led to a substantial drop in the world price
of ivory, which has reduced the pressure of poachers on the elephant in many
parts of Africa.

Summary
With environmental issues becoming more international in scope and signifi-
cance, there will be increasing interest among countries to address these issues
with international agreements. International agreements are much more prob-
lematic than domestic policies because enforcement is much weaker on the
international level. International externalities are essentially of two types. In
the first, one country’s pollution causes damage in another country. Here the
problem of who pays (polluter or victim) when agreements are negotiated is
of primary relevance. In the second, each country’s emissions affect all coun-
tries, including itself. Here the basic problem is how to get individual coun-
tries to forgo attempts to free ride on the control efforts of others. The
strength of the incentive to free ride depends on, a country’s perceived bene-
fits and costs of an international agreement, together with whatever “side
payments,” money subsidies, technology transfers, and so on, are part of the
agreement.

In recent years serious issues have arisen over the relationship of environ-
mental damage and international trade. Some people see free international
trade as being environmentally destructive and are in favor of placing restric-
tions on trade in the name of environmental values. In these cases there is a
problem in sorting out legitimate and justified concern for elements of the envi-
ronment, especially in another country, from purely commercial interests that
are seeking shelter from international competition.
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Questions for Further Discussion

1. Below are illustrative numbers indicating benefits and costs to Country A of
taking specific actions on an international treaty to reduce CO2 emissions.
The choice is either to adhere to the CO2 emissions cutbacks called for by the
treaty or to disregard the treaty.

Costs Benefits Net Benefits

All countries adhere to treaty 10 20 10

No countries adhere to treaty 0  5  5

Other countries adhere to treaty, 
Country A does not 0 19 19

What is the incentive for Country A to free ride on the abatement efforts of
other countries? If all countries become free riders, what is the result?

2. We talked about “side payments” in the form of technology transfers, given
to developing countries to lower the costs to them of joining international
environmental agreements. What other types of side payments might be ef-
fective in this regard?

3. Suppose Country A imports a product from Country B, and that Country B
lacks environmental laws governing the production of the item. Under what
conditions might Country A be justified in putting a tariff on the imported
item?

4. If all countries adopted the same emission standards in similar industries,
would this tend to equalize production costs and put each country on the
same footing with respect to environmental matters?

5. “International environmental agreements are very much shaped by the fact
that enforcement on the international level is difficult, if not impossible.”
Discuss.

6. In the early 1990s, the United States attempted to put restrictions on the im-
portation of tuna from Mexico because Mexican fishers used methods that
destroyed relatively large numbers of dolphin when catching the tuna. These
fishing methods are illegal for U.S. tuna fishers. Is this trade restriction effi-
cient? Is it equitable?

For additional readings and Web sites pertaining to the material in this chapter
see www.mhhe.com/field5e.
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Abbreviations 
and Acronyms Used 
in the Book

AQCR Air quality control region
ATU Allotment trading unit
BACT Best available control technology
BAT Best available technology
BMP Best management practice
BOD Biochemical oxygen demand
BPT Best practicable technology
Btu British thermal unit
CAA Clean Air Act
CAC Command and control
CAFE Corporate average fuel economy
CAP Cap and trade
CARB California Air Resources Board
CCX Chicago Climate Exchange
CEQ Council on Environmental Quality
CERCLA Comprehensive Environmental Response, Compensation 

and Liability Act
CES Country environmental study
CFC Chlorofluorocarbon
CH4 Methane
CITES Convention on International Trade in Endangered Species 

of Wild Fauna and Flora
CO Carbon monoxide
CO2 Carbon dioxide
COD Chemical oxygen demand
COI Cost of illness
CPSA Consumer Products Safety Act
CRE Credit trading program
CV Contingent valuation
CWA Clean Water Act
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DARP/EA Damage Assessment Restoration Plan/Environmental 
Assessment

DO Dissolved oxygen
DOE Department of Energy
DOI Department of the Interior
DOT Department of Transportation
EBDC Ethylene bisdithiocarbamate
EIA Environmental impact analysis
EPA Environmental Protection Agency
ERC Emission reduction credit
ESA Endangered Species Act
ETS European Trading Scheme
EU European Union
EV Electric vehicle
FC Fecal coliform
FDCA Food, Drug and Cosmetic Act
FIFRA Federal Insecticide, Fungicide and Rodenticide Act
GATT General Agreement on Tariffs and Trade
GDP Gross domestic product
GEFMS Global Environmental Fund Management System
GEMS Global Environmental Monitoring System (of the U.N.)
GHG Greenhouse gas
GNP Gross national product
HAP Hazardous air pollutants
HCFC Hydrochlorofluorocarbons
HLW High-level wastes
IB Incentive based
I&M Inspection and maintenance
ICJ International Court of Justice
IPCC Intergovernmental Panel on Climate Change
IPM Integrated pest management
LAER Lowest achievable emission rate
LEG Liquified energy gas
LLW Low-level wastes
MAC Marginal abatement cost
MACT Maximum available (or achievable) control technology
MC Marginal cost
MCL Maximum containment level
MD Marginal damages
MEC Marginal external costs
MPC Marginal private costs
MSW Municipal solid waste
MWTP Marginal willingness to pay
NAAQS National ambient air quality standards
NAFTA North American Free Trade Agreement
NCAB National Credit Advisory Board
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NCP National contingency plan
NEPA National Environmental Policy Act
NOx Nitrogen oxides
NPL National priorities list
NPS Nonpoint source
NSPS New-source performance standards
NSR New-source review
OECD Organization for Economic Cooperation and Development
OEM Office of Environmental Management
OSHA Occupational Safety and Health Act
OTA Office of Technology Assessment
PEL Permissible exposure level
PM2.5 Particulate matter smaller than 2.5 micrometers in diameter
PM10 Particulate matter smaller than 10 micrometers in diameter
POTW Publicly owned treatment works
PPC Production possibility curve
PPP Polluter pays principle
PRP Potentially responsible party
PSD Prevention of significant deterioration
PVC Polyvinyl chloride
R&D Research and development
RACT Reasonably available control technology
RCRA Resource Conservation and Recovery Act
RECLAIM Regional Clean Air Incentive Market (of Southern California)
RGGI Regional Greenhouse Gas Initiative
RIA Regulatory impact analysis
SIP State implementation plan
SMSA Standard metropolitan statistical area
SO2 Sulfur dioxide
SRF State revolving fund
TBES Technology-based effluent standard
TDP Transferable discharge permit
TMDL Total maximum daily load
TN Total nitrogen
TOC Total organic carbon
TRI Toxic release inventory
TSCA Toxic Substances Control Act
TSDF Treatment, storage, or disposal facility
TSP Total suspended particulates
TSS Total suspended solids
UNEP United Nations Environment Program
USAID U.S. Agency for International Development
VC Vinyl chloride
VMT Vehicle miles traveled
VOCs Volatile organic compounds
VOM Volatile organic material
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VSL Value of a statistical life
WHO World Health Organization
WPCA Water Pollution Control Act
WTO World Trade Organization
WTP Willingness to pay
WWTP Waste water treatment plant
ZEV Zero-emission vehicle
ZPG Zero population growth
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